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In its initial call for SLC experimental proposals, SLAC specified that the first 

SLC detector would have to be tested at PEP. The reason for this requirement 

is that SLAC wanted physics production to begin immediately upon achieving 

usable SLC luminosity. The implication of this requirement is that both the 

detector hardware and the analysis programs need to be ready and understood 

at SLC start-up. To achieve the latter gr.al, the Mark II Collaboration established 

a series of SLC-physics working groups in August 1985. 

The groups and their chairmen are as follows: 

Number Topic -- Chairman 

1 

2 

3 

i 

: 

6 

7 

8 

9 

10 

11 

Z Mass and Width Patricia Rankin, SLAC 

Weak Parameters John Matthews, Johns Hopkins 

Heavy Particles Martin Perl, SLAC 

Toponium Hartmut Sadrozinski, Santa Cruz 

New Neutral Partiries Gerry Abrams, LBL 

Long-lived Particles Ryszard Stroynowski, Cal Tech 

Single Higgs Search Walt Innes, SLAC 

*?D -. Alfred Petersen, SLAC 

c and b Quark Studies Bill Ford, Colorado 

Neutrino Counting Rudy Thun, Michigan 

Commissioning Rudy Larsen, SLAC 

In addition, Group 3 developed two distinct subgroups: Open Top, chaired by 

Gail Hanson, SLAC; and Supersymmetry, chaired by Tim Barklow, SLAC. 

Each group was charged with five tasks: 

1. identifying :.he physics goals within its topic, 

2. developing the strategy for pursuing those goals, 

ii 

SLAC-R-315



3. identifying and implementing necessary interfaces with the collider (e.g. 

beam parameter measurement and control) and/or minor improvements to 

the detector hardware, 

4. developing analysis and Monte Carlo programs and testing these programs, 

to the extent possible, on PEP data, and, 

5. educating the Collaboration on the physics to be done and the required 

techniques. 

To monitor progress of the working groups and to educate the Collaboration, 

workshops were scheduled at six-month intervals. These were to be intensive 

three-day meetings, held away from the distractions of the laboratory, at which 

the whole Collaboration would gather to concentrate on SLC physics. 

The first workshop was held at Asilomar Conference Center in Pacific Grove, 

California on March 16-19, 1986. No proceedings of that meeting were issued, 

but copies of the almost 1000 pages of transparencies were distributed as Mark 

II/SLC-Physics Working Group Note #O-Z. 

The second workshop was held at Granlibakken Conference Center in Tahoe 

City, California on September 14-17, 1986. The transparencies from that meet- 

ing were distributed as Mark II/SLC-Physics Working Group Note #O-4, and a 

formal proceedings was published as SLAC report number SLAC-306. 

The third and final workshop in this series was held at Pajaro Dunes, Cali- 

fornia on February 25-28, 1987. The meeting followed the format established at 

the first two workshops: morning and evening sessions each day, an afternoon 

session on the first day, and the following two afternoons left free for small group 

meetings and recreation. A total of 114 people attended the workshop, including 

observers from the Polarization Group, the SLD collaboration, and all four LEP 

collaborations. In addition to these proceedings, copies of the transparencies are 

available as Mark II/SLC-Physics Working Group Note #O-S. 

The papers in these proceedings have all been given Mark II/SLC Working 
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Group Note numbers for indexing purposes. The numbering scheme for these 

notes is “n-m,” where n is the working group number and m is a sequential 

number. Papers that are general in nature or that cover the work of more than 

one working group are assigned n=O. A list ol.‘all Mark II/SLC Working Group 

Notes is found in the Appendix. Individual notes are available from June Hu at 

SLAC. 

A number of reports presented at Pajaro Dune-, are not included in these pro- 

ceedings. In two cases those reports dealt with material that would be obsolete 

by the time these proceedings were printed. Witold Kozanecki gave a “Sta- 

tus Report on the Final Focus Commissionin,$’ and Burton Richter reported 

on “SLAC Schedules, Budgets, and Plans.” Jim rrlith reported on “Prospects 

for Heavy Quark Asymmetry Measurements.” This report was not written up 

because it heavily duplicated a report which had previously been published in 

the proceedings of the Granlibakken workshop. Finally, Dieter Cords’s talk on 

“Detecting Extra 7, Rosons’ and Paul Grosse-Wiesmann’s talk on “Physics with 

Polarized Beams” were received too late for inclusion in these proceedings. They 

will be availablt’as ssbparall: Mark II/SLC Working Group Notes. 

The Pajaro Dunes workshop marked the end of the formal study. However, at 

the workshop, as a final exercise, Alfred Petersen and I gave the collaboration a 

“Mock Data Challenge.” U’e prepared some Monte Carlo tapes containing about 

10,000 Z decays. These tapes contained all the expected Z decays and possibly 

some new physics. The Collaboration was to treat them as if they were real data 

- analyse them and agree on some conclusions. Some of the goals we had in 

preparing this exercise were as follows: 

1. To encourage people to face detector issues such as lepton identification 

and vertex reconstruction. Much of the initial work has been done with 

identified 4-vectors taken direct,!y from the Monte Carlo rather than from 

reconstructed quantities. 

2. To encourage people to determine the combination of signatures that will 
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uniquely identify a particular new particle. Many signatures, such as high 

aplanarity or isolated leptons, are common to many different types of new 

particles. 

3. To encourage data-driven searches. There are two different ways to go 

about searching for new particles: one can start with a hypothesis and 

search for evidence for or against it, or one can look at the data and search 

for ways in which it differs from expectations. Since the number of different 

new particle scenarios is very large, data-driven searches may prove more 

efficient in uncovering signals. 

4. To understand the limitations of analysis which can be done with a data 

sample of about 10,000 events. 

As of the writing of this preface, the analysis of the mock data is still in progress, 

but it is already clear that all of the goals listed above have been met to some 

extent. 

Finally, I want to extend the thanks of the Collaboration to Nina Adelman 

for handling all of the administrative tasks for all three workshops, and to June 

Hu for helping with the administration of the Pajaro Dunes workshop and for 

editing these proceedings. 

Gary Feldman 
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1. INTRODUCTION 
MarkII/SLC-Physics Working Group Note # O-9 

AUTHOR: Chris Hawkes 

DATE: April 9, 1987 

TITLE: Status Report on Lepton Identification* 

ABSTRACT 

Electron identification using the dE/dx, time of flight and barrel and endcap 

calorimeter systems of the Mark II / SLC detector is described. Muon identification 

is also discussed. 

* Talk given at the Third Mark11 Workshop on SLC Physics, Pajaro Dunes, February 25-28, 
1987 

This is a review of work done by members of the Particle Identification Group.* 

It is intended to be a “how to” document which can be used by members of the 

Mark II / SLC Collaboration to help tk;Lrn to search for leptons in the Mark II data. 

This is required in order to study a number of different physics topics, which are 

discussed in other talks at this workshop. 

Work on particle identification is sti\l i:l progress and so much of the information 

given here is preliminary and should be used with caution. 

It is necessary to go into the details of the Mark11 analysis programs, and 

some previous familiarity will be asstmed. P.11 FORTRAN code which is mentioned 

can be fcund on the ECPUB 192 d:sk on SLACVM (usually referred to as the G 

disk), a?d all data words are part of x,he standard Mark11 track lists (array TRK 

in COMMON/TRKLST/) which are miocumented in file EVLST MSDOC on the G 

disk. 

Lep’,on identification in the following detector components will be reported (see 

Fig. lj: dE/dx in the main drift chamber, time of flight (TOF), liquid argon bar- 

rel calorimeter (LA). endcap electromagnetic calorimeter (ECC or EEC) and the 

existing muon systam. Pair finding from charged tracking has been described in a 

recknt Mark II note by Pat Burchat [l] and will not be repeated here. 

Further details exist in the references cited and in minutes of Particle ID Group 

’ meetings which are available on request. 

t This group consists of representatives working on particle identification algorithms for the 
various components of the Mark II/ SLC detector. Those who have attended meetings or con- 
tributed in other ways include: John Bartelt, Pat Burchat, Dave Coupal, Jonathan Dorfan, 
Gary Feldman, Paul GrossU Wiesmann, Chris Hawkes, Dave Herrup, Michel Jaffre, Mark Nel- 
8011, Art Snyder, Xnc Soderstrom, Rick Van Kooten, Eric Wicklund, Andrew Weir and Dolly 
WU. 
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2. dE/dx 

Lepton identification using dE/d x measurements is being worked on by Dave 

Coupal and Rick Van Kooten. A description of the Mark II dE/dx system can be 

found in the Mark II / SLC Proposal [2]. 

Charged particles travelling at different speeds through the drift chamber gas 

lose energy by ionisation at different rates, as shown in Fig. 2. Hence, two particles 

of the same momentum but different masses can be distinguished using dE/dx 

provided their momentum is low enough. 

Fig. 3 shows the layout of wires in the main drift chamber. Pulse height mea- 

surements are available from each of the sense wires, giving a maximum of 72 dE/dx 

samples of size 8.33 mm at normal incidence. * At lower polar angles the sample 

length is larger, giving a better dE/dx resolution, until the number of samples 

begins to decrease beyond (COST’] = 0.63. Fig. 4 is a plot of dE/dx (in units of 

keV/8.33mm) against logiep, where p is momentum in GeV/c. Included are all 

charged tracks recorded during the PEP/Upgrade running which have good dE/dx 

data. Superimposed are the predicted dE/d x curves for electrons, muons, pions, 

kaons and protons. The separation between different particle types for certain mo- 

mentum ranges is clear. A dE/d x resolution of 7.8% has been determined from 

Bhabha scattering events. For pion tracks it is 9.7%, while inside jets the resolution 

becomes 11.4%. 

For a given track, dE/dx information is stored in the track list, subtype 11 (see 

Table 1). Cuts should be applied to NSAMPL (word 1) and IQQUAL (word 10) to 

* For the PEP/Upgrade running, only the lower i of the dE/dx system was instrumented, and 
the data only from run 15121 onwards should be used. This means, for example, that low 
momentum tracks are unlikely to have the full 72 dE/d x samples, since they will probably 
bend out of the active region. 

ensure good quality data - NSAMPL 2 50 and IQQUAL < 10 are suitable. The 

measured dE/dx is QTRK (word 8) and the dE/dx resolution, which depends on 

the particle type, can be obtained by multiplying DXSIG (word 9) by the expected 

dE/dx for the relevant particle (words 14-17). For example, for an electron: 

oe = DXSIG * DDXE 

For particles not given in the track list (e.g. ~1, the expected dE/dx can be calcu- 

lated by using the subroutine FDCDXP. 

CALL FDCDXP (BG, CH, DDXMU) 

where: 

BG = relativistic /3a-, factor for assumed particle (pr = p/m,, for p) 

and CH = charge (= 1 for p) 

The routine re’urns: 

DDXIvU = expect.ad dE/dx in keV/8.33 mm 

From the measured and expected dE/dx, and the resolution, the probability of 

a track being a particular par ricle type can be determined, e.g. for an electron: 

Hence, the weight for being an electron is 

we = & 

Note that the denominator, c Pi, is not equal to 1. 

3 4 
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For separating two different particle types, e.g. e/n, the important quantity 

is AE/u, where AE is the difference between the expected values of dE/dx for 

the particle types, and (T is the resolution. This is shown for e/r separation as a 

function of track momentum by the solid curve in Fig. 5. The dE/dx resolution 

for pions, 9.7%, was used. An e/a separation of about two standard deviations or 

more is possible in the range 200 MeV/c < p < 7 GeV/c. 

To understand what this statement means in terms of the number of pion tracks 

which would be misidentified as electrons, consider Fig. 6(a). This shows the pre- 

dicted distribution of dE/dx measured from true pions and true electrons for the 

case of a 30 separation. The variation of resolution with dE/dx has been neglected, 

and the curves are normalised to have equal areas. A la cut for electron identifica- 

tion could be applied, as shown. Simple statistics then give the electron identifica- 

tion efficiency as 84% and the pion misidentification probability to be 2.3%. These 

are the fractions of the areas under the electron and pion curves respectively, to the 

right of the cut in Fig. 6(a). At first sight this looks quite good, but then the relative 

normalisations of the two curves must be taken into account. In a typical hadronic 

event, without any previous track cuts, there are likely to be about 100 times as 

many true pions as there are true electrons (see Fig. 6(b)). So, with the lo cut, the 

selected “electron sample” will contain 230 pions for every 84 electrons, which does 

not look so good. The purpose of going through this trivial arithmetic exercise was 

to illustrate the importance of keeping the pion misidentification probability at the 

1% level or lower, while maintaining a reasonable electron identification efficiency. 

The electrons form a small signal in the tail of a large pion background, for the 

dE/dx and for the other identification systems. 

The solid line in Fig. 7 shows the AE/u curve for separation of electrons from 

confusion, corresponding to the points in Fig. 4 where the predicted dE/dx curve 

for electrons crosses that for the other part,cles. Time of flight measurements (see 

section 3) can be used to resolve this ambiguity, as is shown by the dotted line in 

Fig. 7. At higher momenta, electron identification in the calorimeters (see section 

4) becomes more useful. 

For electron identification within hadronic events it is common to study tracks 

as a function of p, the track momentum, en< pi, the track momentum perpendic- 

ular to the thrust axis of the event. Table 2( ) !I a s ows the pion misidentification 

probability for bins of p and pt as calculated from Monte Carlo events using the 

theoretical dE/dx resolution, and requi ing arl electron identification efficiency of 

90%. Table ?(b) shows the same quant:ties, but after an additional 10% smearing 

of the dE/dx measurements, which is th,)ugt:t to correspond more closely to the 

real data. * 

It is worth pointing out that the numbers in these tables come from a particular 

set of Morre Carlo events, and might not be correct for any other set of events, 

selected with cuts appropriate to another analysis, for example. 

any other stable charged particles. Below 1 GeV/c there are numerous regions of * These tables are discussed in more detail in reference 3, from which they were taken 
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on particle type. * From these, and the measured TOF, the probability of a track 

being a particular particle type can be determined. For example, for a pion: 3. TIME OF FLIGHT 

Particle identification using TOF is being worked on by Eric Soderstrom and 

Eric Wicklund [4]. 

The time of flight counters consist of 48 scintillator counters around the drift 

chamber (see Fig. 1). The resolution has been :-.ermined from tracks in Bhabha 

scattering events from the PEP/Upgrade r ,nning to be 234 ps (Fig. 8) and is esti- 

mated to be 250~s for tracks in hadro ..i t)\ nts. 

Time of flight information is st\)t-ed in subtype 3 of the track list (see Table 

3). For the moment, a quality cut of TQUAL = 1.0 (word 7) should be applied. 

The measured time of flight is TOF ( word 3) and the flight path length is PATH 

(word 13). From these, and the momentum as measured in the drift chamber,* the 

mass-squared of the particle can be calculated. This is AMASS2 (word 12): 

AMASSZ=p’{ (=)‘-I} 

Fig. 9 is a plot of AMASS2 against momentum for all tracks in the PEP/Upgrade 

data with good time of flight information. The separation of protons and kaons is 

clear, but e/r separation is possible only below about 300MeV/c. The quantity 

AM’/uMz from time of flight is the equivalent of AE/u from dE/dx. Adding these 

two in quadrature gives the combined dE/dx & TOF separation which is shown by 

the dotted lines in Fig. 5 and Fig. 7. 

Also in subtype 3 are the expected times of flight for various particle types 

(words 14-17) and the TOF resolution, TOFSIG ( word 18)) which does not depend 

* Here and elsewhere the momentum as determined from a vertex constrained track tit (subtype 
6) is used, if it is available. Otherwise the one track fit (subtype 2) is used. Note that, if no 
secondary vertex finding has been done, then all subtype 6 tracks will be constrained to the 
beam point and that this can give substantial errors on the momenta of tracks coming from 
decays. 

7 

4. CALORIMETRY 

In the Mark II / SLC detector the electromagnetic calorimetry consists of the 

liquid argon barrel calorimeter down to about /cosB] = 0.7, and then the endcap 

electromagnetic calorimeter down to about 1~0s B] = 0.96. There are gaps of 33’ in 

4 between the eight LA modules, and an overlap region in B between the LA and 

the ECC, in which neither system is fully effcient. The overlap region has been 

investigated to some extent by Gerson Goldhaber [5]. The solid angle coverage of 

the LA alone is 35% of 4~, while LA and ECC :ombined cover about 90%. Electron 

identification on y within t1.d efficient fiducial volume of either the LA or the ECC 

will be described in this report. 

(A) Liquid Argon Barrel Calorimeter 

Mark helson and Pat Burchat developed electron identification routines for the 

LA based on old PEP5 data 16-81. Dolly Wu is presently working on modifications 

necessary for the SLC data. 

The liquid argon barrel calorimeter consists of eight modules around the coil 

(Fig. l), each containing 37 2mm thick lead plates separated by 3mm of liquid 

* Words 14-18 have onl>f recently been added to subtype 3. They do not exist for the old 
PEP5 data, and may not be .?!:,u for PEP/Upgrade data which was processed some time ago. 
To ensure that the TOF information is up-to-date, CALL TOFID in your EVANAL before 
accessing subtype 3. 

8 
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argon (Fig. 10). The total thickness is 14.5 radiation lengths at normal incidence. 

Electrons and photons undergo electromagnetic showers and deposit energy by ion- 

isation in the argon. Alternate lead plates are grounded, or kept at high voltage 

and segmented into strips for readout of the charge collected. Layers are ganged 

together in depth to give six readout layers, as shown in Fig. 10. The layers Fl, 

F2 and F3 have their strips oriented such that they measure 4; Tl and T2 layers 

measure 0 and the U layer is at 45’ to F and T, to resolve ambiguities. 

A search is made around any charged track from the drift chamber which 

projects inside the LA, and hence a shower is associated with the track. Infor- 

mation from the calorimeter (LA or ECC) is stored in subtype 4 of the track list 

(see Table 4). For the LA, LASHQ (word 21) is a measure of the quality.of the 

shower: 

LASHQ = A + 1OOB 

where A is the percentage of the energy of the shower which has been shared with 

other clusters nearby, and B = 0 if the track lies well within the LA acceptance. 

For reliable data, a cut of LASHQ .< 100 should be applied. If the energy resolution 

is critical, then a smaller value of LASHQ should be required. 

The position of the shower is stored in words l-3 of subtype 4, and the total 

energy associated with the track, after all corrections, is ELATOT (word 20). For 

rejection of electrons, a good cut is: 

E < 0.5 
P 

where E = ELATOT and p is the momentum of the track measured by the drift 

chamber. However, for selection of electrons from a large hadronic background 

E 

-F 
> cutoff 

is not the best cut to apply. This is because in hadronic jets the track density 

is so great that overlap of showers in the LA is substantial. A sharing algorithm 

tries to assign the best value of ELATOT to each track, but this is difficult to do 

accurately. Many true pions will be misidentified as electrons due to overlap with 

photon showers. 

Instead, the routine LAELEC has been developed from studies of PEP5 data 

which does not use the information in subtype 4. LAELEC is described in detail in 

reference 6, which the serious user should’ consult. Only a brief explanation will be 

given here. 

CALL LAELEC ( iTRACK, TESTl, ICLASS ) 

where: 

ITRACK = the track number 

Thz routine returns: 

ICLASS which is 0 if the track is well within the LA acceptance 

and TEST1 which is a useful quantity for e/A separation. 

The routine makes a search in the LA within a narrow region about the drift 

chamber track extrapolation, without making any attempt to recover the total 

shower energy. Each of four readout layers, or groups of layers, is searched sepa- 
E. 

ra:ely, and the quantity TEST1 is the minimum of the four values L where 
Pcri 

Ei is the energy found within the search region in layer i 

P is the track momentum from the drift chamber 

and oi is the minimum expected value of Ei/p if the track is an electron 

The index i runs over the layers Fl+F2, Tl, U and FRONT = Fl+F2+Tl+U. 

Fig. 11 shows L:X. distribution of TEST1 for a sample of isolated electrons and 

pions selected from the old PEP5 data. A cut of TEST1 > 1.1 was found to give a 

9 10 
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good separation between electron. = and pions in hadronic jets, when track overlap 

problems were taken into account. 

Table 5(a) shows the hadron misidentification probability from LAELEC for 

various p and pt bins, with an electron identification efficiency of 90%.* The con- 

tamination is much larger in the middle of jets (low pf) where overlap problems are 

more acute. Table 5(b) shows the results of combining dE/dx (Table 2(b)) and LA 

electron identification together. There is now about 1% or less hadron misidentifi- 

cation probability for the whole p and pt range. These results are preliminary. 

In the upgraded Mark11 detector there is more material in front of the LA 

than there was for PEP5 (1.9 radiation lengths compared to 1.4 before), due to the 

new coil. The effect, of this is shown in Fig. 12 which shows the energy deposited 

in the most energetic strip in each readout layer, for tracks in Bhabha scattering 

events in the old and new data. In the PEP/Upgrade data the longitudinal shower 

distribution has been shifted forwards, as expected. This will require retuning of 

the parameters (Y, inside LAELEC. Work is in progress, using both the data and 

EGS Monte Carlo studies. 

(B) Endcap Electromagnetic Calorimeter 

Dave Herrup is developing an electron identification program using the ECC. A 

description of the calorimeter can be found in the Mark II / SLC Proposal [2]. 

Each endcap consists of 36 layers of proportional tubes sandwiched between 

lead sheets. At normal incidence, each layer amounts to half a radiation length, 

and there are 0.7 radiation lengths in front of the first layer. The tubes are made 

from aluminium and contain HRS gas. Different layers are oriented along the I- 

* These numbers are based largely on studies using low momentum PEP5 data. Work using 
PEP/Upgrade data and hadronic shower Monte Carlo tracks is in progress to determine more 
reliable values for use at SLC. In the meantime these tables should be used with caution. 

and y-axes, or at 45’ along u- and u-axes (see Fig. 13). They are ganged in depth 

to produce 10 readout layers for each endcap (see Fig. 14). 

An e/r separation algorithm, similar to LAELEC, has been investigated using 

electron and pion test beam data. The seart:h uses roads of It1 channel (f1.5cm) 

and only the first 4 radiation lengths of the calorimeter (Section 1 in Fig. 14). The 

cuts are momentum dependent. The results are shown in Tables 6(a) and 6(b). 

These are very preliminary and represent the be-.: possible e/?r separation available 

from the ECC. There is likely to be some degradation in a jet environment due to 

track overlap. 

Studies of PEP/Upgrade data and Mw.te Carlo events are in progress. 

5. MUON IDENTIFICATION 

Muon identification using the existing muon system has been developed by 

Mark Nelson and ?at Burchat for PEP5 deta[6-81. Andrew Weir is working on 

modifications and extensions needed for SLC data. 

The existing muon sjatam consists of four walls of alternating layers of iron 

hadron absorber and proportional tubes, located above, below and on either side 

of the central detector (see Fig. 1). It covers about 45% of the solid angle.* At 

normal incidence, a muon of momentum 1.8 GeV/c or more should leave hits in all 

four layers. The first layer is oriented to measure 8, while the back 3 layers measure 

4. 

Tracks are extrapolated to the muon tubes and a search is made for hits within 

a region determined by th< Gracking errors from the drift chamber and the multiple 

t The proposed muon upgrade [9] would cover about 80% of the solid angle. 
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scattering expected for a muon in the material in front of the tubes. A recent modi- 

fication to the muon code uses the true error matrix generated by the drift chamber 

tracking program. * Fig. 15 shows the distributions of the deviation between the 

position of a muon hit and the corresponding track extrapolation. The deviation is 

in units of 0, where o is the standard deviation after combining tracking and mul- 

tiple scattering errors in quadrature. Each layer is shown separately, but avaraged 

over the four walls. Cosmic ray data from the PEP/Upgrade running were used. 

The solid lines show the Gaussian distributions to be expected if the errors are 

treated correctly. There is now good agreement. 

Muon information corresponding to a 30 search region is stored in subtype 5 

of the track list (see Table 7). F or muon identification, MUSTAT (word 3) and 

MULEVE (word 5) can be used. 

MUSTAT is a 4-bit number, whose bit pattern corresponds to the hit pattern 

found in the 4 muon layers. For example, MUSTAT = 7 = 01112 means hits in the 

first 3 muon layers; whereas MUSTAT = 8 = 1000~ is a hit in only the fourth layer. 

Hits in all four layers gives MUSTAT = 15 = 11112. 

MULEVE is the number of muon layers in which a hit would be expected if the 

track were a true muon. It depends on the track’s direction and momentum. 

To separate isolated muons and pions, requiring MULEVE = 4 and MUSTAT = 

15 is sufficient, i.e. hits in all four layers expected and found. 

In hadronic jets, track overlap is again a problem. This can be limited by 

reducing the size of the search region used. A FORTRAN function, NUSTAT, has 

been written for this purpose. 

FUNCTION NUSTAT (ITRACK, DELCUT) 

where ITRACK is the track number, returns NUSTAT equal to the MUSTAT value 

obtained by using a search region of DELCUTx o. DELCUT must be a real number. 

In PEP5 studies, cuts of NUSTAT(ITRACK, 2.0) = 15 and MULEVE = 4 were 
/ 

found to give good p/a separation in hadronic events. This is described in more 

detail in reference 6. 

Backgrounds come from two sources: “hadron punchthrough”, which includes 

the effects of passage of hadrons through the absorber without interaction, secon- 

daries from interactions in the absorber, muon system noise and track overlap; and 

decays of pions and kaons to muons in Sight. These are given for various p and 

pt bins in Tables 9(a) and 9(b) respectively, as calculated from PEP5 data (from 

reference 6). Monte Carlo studies are in progress to determine more reliable values 

for SLC data. It is poss’ble that the background from decays might be reduced by 

tagging the deczys in the drift chamber. 

* This code has not yet been put on to the G disk. 
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TABLES 

1. Documentation for subtype 11 (dE/dx) of the Mark11 track list. 

2. Hadron misidentification probabilities from dE/dx, for bins of p and pt in 
GeV/c. The electron identification efficiency is 90%. 

(a) Using the theoretically predicted dE/dx resolution. 

(b) With an additional 10% smearing of the dE/dx. 

3. Documentation for subtype 3 (TOF) of the Mark11 track list. 

4. Documentation for subtype 4 (LA or ECC) of the Mark II track list. 

5. Hadron misidentification probabilities for bins of p and pt in GeV/c. The 
electron identification efficiency is 90%. 

(a) Using the liquid argon barrel calorimeter. 

(b) Using combined identification from dE/dx and LA. 

6. Preliminary test beam results from the endcap electromagnetic calorimeter. 

(a) Electron identification efficiencies. 

(b) Pion misidentification probabilities. 

7. Documentation for subtype 5 (muon) of the Mark II track list. 

8. Backgrounds to muon identification. The unitg of p and pi are GeV/c. 

(a) Hadron punchthrough probability, including noise and track overlap, for 
particles in hadronic jets in PEP5 data. , 

(b) Probability for a hadron in a jet in PEPS data to decay in flight and satisfy 
the muon identification criteria as a function of the measured momentum. 

FIGURES 

1. Vertical section through one quarter of thf Mark II / SLC detector. 

2. Theoretically predicted variation of dE/d x with relativistic P7 factor for the 
gas in the rrain drift chamber. 

3. Wire pattern in the drift chamber. 

4. Measured dE/dx (in keV/8.33mm) vs. log,Op, where p is momentum in 
GeV/c, for r.ll tracks b the PEP/Upgrade data which have good dE/dx in- 
formation. I’hzoretical dE/dx curves for electrons, muons, pions, kaons and 
protons are super’mposed. 

5. Electron/pion separation vs. momentum. Solid curve: using only dE/dx 
(AE/a) with a resolutie,n of 9.7%. Dotted curve: combining dE/dx and TOF 
with a resolution of 250 ps. 

6. Illustration of the meaning of a “3~ separation” between electrons and pions. 

(a) With equal numbers of true pions and true electrons. 

(b) With 100 times more true pions than true electrons. 

7. Separation of electrons from all other stable charged particles vs. momentum. 
Solid curve: using only dE/dx (AE/ B with a resolution of 9.7%. Dotted ) 
curve: combining dZ/dx and TOF with a resolution of 250 ps. 

8. Time of flight measured for tracks in Bhabha scattering events selected from 
the PEP/Upgrade data. The derived TOF resolution from Bhabhas is 234 ps. 
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9. Track momentum vs. mrss-squared, as derived from TOF and drift chamber 
measurements, for all tracks in the PEP/Upgrade data which have good TOF 
information. 

10. The layers and ganging scheme of the liquid argon barrel calorimeter. 

11. Distribution of TEST1 (see text) for isolated electrons and pions of momenta 
between 5 and 10 GeV/c selected from PEP5 data. 

12. Energy deposited in each liquid argon readout layer in the strip with the most 
energy in that layer for tracks in Bhabha scattering events. The order of the 
layers in this plot is Fl, Tl, U, F2, T2, F3. Solid curve: Bhabhss selected 
from PEP5 data. Dashed curve: Bhabhas selected from PEP/Upgrade data. 

13. The endcap electromagnetic calorimeter showing the orientations of the vari- 
ous layers along z-, y-, u- and u-axes. 

14. The ganging scheme of the ECC. 

15. Distributions of the deviation between the position of a hit in the muon tubes 
and the associated drift chamber track extrapolation. The units are CT, the 
standard deviation after combining tracking and multiple scattering errors in 
quadrature. The four muon layers are shown separately, but averaged over 
all four walls. Cosmic ray data from PEP/Upgrade running were used. The 
curves show the predictions for normal distributions of standard deviation o. 

DE/DX information 

Subtype J 

11 i 
2 
3 

4 
6 
6 
7 
s 
9 

10 
11 
12 
13 
14 
16 
16 
17 

NsAMPL 
NIRUNC 
IQHII 

Qm 
DXSIG 
IQWfi 
IQCOR 
IQCN. 
IGPII 
DDXE 
DDXPI 
DDXK 
DDXP 

Contentm 

total namplcs before truncation 
.-,.im of samplc~ wed in trunc mean (IN) 
bit map of samplea and TN samples, vhcrc 

bit pair - 00. no hit 
” 01. wire hit not used in TN 
” 11, wire hit used in TN. 
for wire layer@ 01-16 

“I I 17-32 
0 I I 33-u 
“I I 49-64 
“I * 65-72, bita 16-31 unused 

Final DE/DX for track. (Km/S.33 mm) 
Lcsolution of dE/dx (sigma / El 
quality of QIRK 
A Bit map of the corrections uacd on data 
A Bit map of the methods used to find pulses 
method of finding QTRK. O-TN70 
expected dE/dx for an electron 
expected dE/d.x for . pion 
expected dE/& for . kaon 
expected dE/dx for . proton 
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Hadron misidentification probabilities from dFY/dx 

P\Pt 0.0-0.5 0.5-1.0 1.0-1.5 1.5-2.0 > 2. 

T-ACE- 2W 
Hadron misidentification probabilities from dE/dx 

with 10% additional smearing 

/ p\pt / 0.5-l.;/ LO-I.5 1;“” 1 > ‘1 

l-3 ,003 f.OO1 ,003 f.OO .003 zk.001 ,003 f.OO ,003 

O.Ciim] 

3-5 .032f.00 .028zlz.00 .021&.00 .017f.00 .02 

I15-171.253& .06d.255f.06Cj.253f.071] .265+.095/ .25 1 

TABLE 2.(b) 

Time-of-flight Counter Item0 

Subtype J NUiW Conten';* 
- 

3 i AIT azmuthal counter number from projected 
track fit ( 1.0 < AI1 < 49.0 ) 

2 IT counter number 1-48 : for coUDttrs 
10':108 : for drift chamber fins 

0 : no hit 
3 TOP time of flight (nsec) 
4 BETA beta of track 
5 ZTOP z (m) cqmputel using both phototubes 
6 TOFPA corrected pulse height 
7 TQUN. TOP quality (l.O-good trk; .LE.l.O=wable) 

0.0 if ZT-LTDC ii,lnt match 
2.0 if double hit in counter 
2.1 good trk in one-ended cntr(33-35) 
2.2 double hit in one-ended cntr 
3.0 if no h!t ti: counter 
4.0 all wts UC scro;otherwire TQUAL-1.0 
6.0 all vta are zero;othcrv.TQUAL-0.2 
6.0 if neutral track with good hit 
7.0 if rnor~ than 2 hits per counter 
8.0 missed one tdc (early cosmic) 

YTPI weight for PI 
a VTK I * K 

10 VTF (1 " P 
:.1 VTEPI I I e for e-pi hypothesis 
12 AMASS2 square of mass (gev)*+2 from TOF and P 
13 PATH flight path length (m) 

Vords 14-18 only available for IJPCRADE/SLC data 
14 TOFE expected time for LII electron (need 
15 TOFPI expected time for a pion (nsec) 
16 TOFK expected time for a knon (nsec) 
17 TOFP expected time for a proton (nsec) 
18 TOFSIC time resolution for this track (nsec) 

TABLE 3 
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Liquid Argon track Hadron misidentification probabilities from calorimeter 

Subtype J Name Contents 

4 i 
2 
3 
4 
5 

6-12 

13-19 
20 
21 
22 

23 LAMOD 

XSH 
YSH 
ZSH 
THETSH 
PHISH 
ELA(7) 
EM(l), (2) 
SICLA(7) 
ELATOT 
LASHq 
CHZLA 

shower coorda at trigger plane of LA as 
found by LA reconstruction. 

. . 

. . 

. . 
LA energy (GEV) .deposited per layer 
for SAT energy in front, back of sh.cnt. 
spatial width (m) in each layer 
total energy observed in LA (gev) 
quality of LA fit 
chi sq of geometric fit for charged tracks 
photon.type for photons 
module number for this track 
for SAT: 16-19 indicate SAT module 1-4 

J-ABLE- 4 

TABLE 561 

Total hadron misidentification probabilities 
a,omhining calorimeter with smeared dE/dx 

~\pt 1 O.O-0.4 0.5~14 1.04.~ 1.5-2.c( > 2.C 
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Electron identification efficiencies from ECC 

10 G&/c 84% 

Pion misidentification probabilities from ECC 

1 Momentum 1 Probability 

1 2GeV/c 1 0.2% 

Muon Chamber item (this list im filled only for charged 
particles with momenta greater than 
600 MeV/c md for incoming cosmic rays) 

Subtype J 
-- 

6 i 

2 

3 

4 

5 

6 

NU.3 

- 
HUID 

MJWRDS 

MJSTAT 

NULEVR 

MULZVE 

MllLEvP 

Ccmfents 

muon identifier: 0 = not . ml 
1 - ml 
2 - cant tell 

number of words in this track liet 
- 6 + 14*KlJL!JVP 

ox-red bit cldc of levels which had a 
sigal vithin 3 s.d. of the projected 
coordinate 

number of levels “required” for a muon 
i.e thr number of levels in vhich 
a muon would hive to matter by more 
thal 3 8.d. in position or momentum 
to avoid being detected 

number of Levels "expected" for i muon 
i.e. the number of levels in which 
a muon ia expected but could avoid being 
detected by any amount of scattering 
MuLEvE > or - NULEYR 

number of levels “possible’ for I muon 
i.e. the number of levels I muon could 
reach by scattering not more than 3 s.d. 
UIJIEVF > or - MJLEVE 

TABLE 7 
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2.0 - 3.0 0.3% 0.2% 

3.0 - 4.0 0.3% 0.2% 

4.0 - 5.0 0.3% 0.3% 

5.0 - 6.0 0.4% 0.3% 

> 6.0 0.5% 0.4% 

p \ pt IO.0 - 1.0 Il.0 - 2.5 

2.0 - 3.0 0.4% 0.7% 

3.0 - 4.0 0.5% 0.8% 

4.0 - 5.0 0.5% 0.9% 

5.0 - 6.0 0.5% 0.6% 

> 6.0 0.3% 0.3% 

SAM FINAL FOCUS OUAD 
--+ 

DRIFT CHAMBER 

FLUX 
RETURN 

0-04 

FIG.1 4893A13 
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Mark II/SK-Physics Working croup Note # O-10 

AUTHOR: G. Goldhaber 

DATE: February 25-28, 1987 

TITLE: Review of pp Collider Physics Relevant to the Mark II 

1. PRODUCTION AND DECAY OF THE W AND 2 PARTICLES 

1.1. W and Z Mass 

This talk is baaed on an experimental summary talk I gave at the 6th Topical 
Workshop on Proton-Antiproton Collider Physics (Aachen, 30 June - 4 July 1986) 
as well as on additional data I learned about during my 6 month stay at CERN. 
In particular, where appropriate the numbers I quote have been updated as of 
December 6, 1986. Unless stated otherwise references to authors refer to talks 
presented at the Aachen Conference.‘) 

Survey of W* and Z” luminosity and numbers of events: 

J 
Ldt = 729 (UAl) + 880 (UA2) nb-’ 

W-+eu- 500 UAl+UA2 
w-rpu- 65 UAl 
w-+ru- 30 UAl 

20 + e+e- 69 UAl + UA2 
--t ~+~-19 UAl 

Figures la and b give the UAl and UA2 Z + e+e- mass distributions. Figure 
2 shows the rnz - mw mass difference as a function of mz. Tables 1 to 4 give a 
summary of the W and Z masses taken from a report by E. Locci.‘) These data 
have been updated to December 6, 1986. 

1.2. Z Width and Number of Neutrino Flavors 

The kinematical effects of rn~op on the rgoT and I?g”;OT values (assuming 3 
v species) are given in Fig. 3. Both the UAl and UA2 experiments give an indirect 

la) 
I I I I I I 

TWO ELECTROMAGNETIC CLUSTERS 

92 Events 

DC0 Background shape 

XL . 
LO 60 80 100 

mass iGeV/c’l 
120 

- -- 
UA2: final selections 

: 153 events 

r 39 events 
(1.3 events backgrowl 

I --I I I 

20 30 LO 50 
mce 16GoVI 

IO 80 90 

Figure 1. Experimental My~r distribution for 2 - e+c-. 
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Figure 2. The rnr - mw mass difference aa k function of mz. Data compiled by the 
UA2 group. The resulta from Y expcrimentd ue al80 shown (aolid curvea 
o and a) aa well aa the standard model expectationa with md without 
radiative correctiona (dashed curved e md d). Also shown t the central 
v&e for the UAl raulta. Curve i gives the UA2 statistical error (1 std. 
dev.). Curve ii gives the UA2 systematic error folded in. 

Figure 3. 

201 
0 20 &O 60 80 100 

,M,., IGcV/c’I 

The kinemrtical effect of Mrop on l’zor md r&Or asawning 3 neutrino 
opaies. 

I VA1 VA2 

J;lGaVl 6446 630 MS 630 

t - I..‘ 

r--- L'i. 1 VA2 

di Gevl 546 630 646 
---. -- 

w - .I. 

Event sample 69 207 41 

sackproundt 

OCD 3.5 * 1.9 6.1 * 1.4 1.9 * 0.4 

w - l,. 1, .. .i 
3.3 * 0.2 

13.1 * 0.9 0.9 * 0.2 

W - w’r ,r - hndl 1.3 t 0.2 

i - l *e- 1.6 * 0.4 
Signal 63 *a 196.5 * 14.6’ 36.7 * 8.3 

w-r*, 
Event sample 11 67 

SackSfounds 0.6 * 0.1 3 * 2 

spnal 10.4 * 3.3 64 * 9 

w - 7.. 

Evwnt umpls 32 

Bd.ground~ 2.3 * 0.3 

Slgnd 29.7 t 5.7 

- 
630 

214 

9.7 * 2.6 

4.4 t 0.4 

9.1 f 1.6 

191.8 * 14.5 
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Table 3 

Summary of the measurements of the W and Z mass and width in UAl and UA2 

I Parameter I UAl I 
UA2 

I 

Electron decay” 

mw (G&/c’) 83.5: 1:: stat. f 2.7 syst. 80.2 f 0.6stat. f 0.5syst. f 1.3syst. 

I-w lGeV/c’) (90% CL) < 6.5 c 7.0 

t-w IGeVlc’J 93.0 k 1.4stat. f 3.0syst. 91.5 * 1.2stat. * 1.7 syst. 

r~ (GeV/c’l (90% CL) < 8.3 < 5.8 

Muon decay 

nw IGeVlc’) 80.7:::: stat.z!Psyst. 

n-12 IGeVlc’) 96.8:::: stat. ‘::b syst. 

Tau decay 

rrw (GeVlc’l 89 * 3 stat. f 6 syst. 

*I For the UAl electron channel. the results quoted in this table exclude the 1985 data. 

Table 4 

Measurements of the Standard Model parameters in UAl and UA2 

UAl” UA2 

Parameter 
Electron Muon 

sin*% 0.194 f 0.031 0.31 f 0.18 0.232 SC 0.023 * 0.009 

sinz8b 1 0.214t8.a f 0.015 0.228f8:::: 0.232 f 0.004 f 0.008 

P 1.026 * 0.037 f 0.019 0.988 f 0.027 f 0.006 

A? 0.105 f 0.077 * 0.029 

A? 0.069 * 0.026 f 0.030 

‘1 The quoted results exclude data collected in 1985. 

measurement of the 2 width and hence a limit on the number of extra neutrino 
fiavors AN,. 

The procedure is based on the measurement of 

R ezp = awB(W -+ lU)/UZB(Z --+ 11). 

Figure 4 shows the two cross section measurements at 540 and 630 GeV as of the 
time of the Aachen Conference. In the ratio Rerp some systematic errors cancel. 
This ratio can be expressed as: 

awB(W -+ lu)/a&(Z -+ 11) = (~~/~z)(rti;/r~~*)f(r~/r~**). 

One then uses theoretical values for 

(QCD, but dependent on structure functions and AhgCD as well as 
on sin’ew), take E 3.25 -f 0.15 

(Standard Model), and 

rg.OT (Standard Model, depende.t on the top mass, i.e., whether W -+ tb 
occurs or not, including phase-space effects.) 

Here, each additional v flavor adds 0.177 GYV to I’zoT. The experiments find (with 
updated UAZ data) 

R 
8.7:::: (stat.) or < 10.9 at 90% CL (UAl) 

et’ = 7.2Ti.s (stat.) or ; it.; ;; ;;g c”t” P-42) 

The 90% CL upper limit on N,, as a function of mt, is given in Fig. 5a for 
the UAl dita. This depends on UW/OZ (Denegri chose an intermediate value of 
3.25) as well as on the measured value of Rezp. Figure 5b shows the UA2 result 
for (rz/rwpt versus mt. they show their measured value and 95% CL value as 
horieor $a1 bands. The theoretical values for three, four, and seven neutrino species 
are then superimposed as curves. 

If I make a naive average for the 90% CL values of Reap between UAl and UA2 
data, this implies that the curve in Fig. 5a is translated downward by 7% or lies 

roughly somewhat below the curve marked ow/uz = 3.4. 

Similarly, in Fig. 5b I find that the combined UAl and UA2 90% CL upper 
limit lies at IY*it/I’t$‘t 2: 1.16. 
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Figure 5a. 

Figure 5b. 

Figure 4. uwB(W --) Iv) and azB(Z + 11) at 540 and 630 GeV. 

b) 

M ,~p lGeV/c’l 

Limit (90% CL) on total number of neutrino species as a function of the 
top mass (UAl data). 

Experimental value and 95% CL limit for I’zoT/I’&oT from UA2 data. 
The curves show the expected values for three, four, and seven neutrino 
species as a function of mt. The bars on these curves give the uncertainty 
due to the spread in sin’ 0~. The hatched region represents the PETRA 
limit on mt. 
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Thus in the present data and assumptions, for rnt 2 60 GeV, there is very little 
room for any extra neutrinos at the 90% CL. 

As more information becomes available, these relations impose interesting con- 
straints on rnt and NY, which depend on sin’ Bw, and the appropriate set of struc- 
ture functions. 

1.3. Mass Limits on Additional Gauge Bosons W’, 2’ 

No evidence for events from additional heavier gauge bosons W’ and 2’ has 
been observed in either the UAl and UA2 experiments. 

If one assumes identical couplings to fermions, as for W and 2, for these hy- 
pothetical gauge bosons, one can get limits on owrBw# and (TZ~ Bp. These limits 
then give lower bounds for rnw, and rnz,: 

mwtL250 GeV, rnz,LlQO GeV, 

for the combined UAl and UA2 data. 

2. RESULTS ON MISSING-ENERG:- EVENTS 

The UAl drta on events with missing energy: There are 56 such events: 53 
are ‘monojet’ and 3 are ‘multijets’. The UAl Collaboration has evolved criteria 
for r identifica.ion. They developed a r log-hkelinood function L, based on three 
measurements: 

i) the narrownecs of the jet; 

ii) angle matcling betwe<., calorimeter and charged-track energy; 

iii) charged-particle multiplicity. 

Thus for .G, > 0 they **:!+ct 32 candidates for W -+ rv, leaving 24 events with 
L, < 0 to be accounted for. Essentially all of these (- 21 events) can be accounted 
for by ‘old physics’ and various forms of background. Figure 6 shows the transverse 
mass distribution for the 32 W -+ r candidates. 

This analysis leads to several very interesting results: 

1) The r decays indicate e - p - r universality in W decay, 

with gl-/gc = 1.01 5 0.09 (stat.) 50.05 (syst.), 
whilst g,,/ge = 1.05 f 0.07 (stat.) 10.08 (syst.) was determined earlier. 

48 



2) A limit on the mass of charged heavy leptons. If a heavy lepton (fourth genera- 
tion) exicted it should have contributed to the above sample via W* -+ Lf~4. 
From Monte Carlo calculations, including phase-space factors and polarization 
effects, and the fact that there are no excess missing-energy events that are not 
accounted for, they obtain the mass limit 

mL., > 41 GeV (90% CL). 

This is a considerable improvement on the previously available PETRA limit 
of mL, > 22.7 GeV. 

3) From the reaction pp -+ 2 + jet and 2 + vv they can place a limit of 

AiV, < 7 (90% CL) 

on the number of extra neutrinos, i.e., N, < 10. This is independent of the 
other limits on AN,. 

4) From the assumed process 

which under certain assumptions would lead to multijets + missing energy, they 
can place mass limits on the supersymmetric (SUSY) particles: the gluino and 
the squark. The fact that only three multijet events with missing energy were 
observed gives a relation between the limits on rnj and m;. Extreme values 
are 

rni > 60 GeV, 

mg > 70 GeV. 

3. MUON AND DIMUON PRODUCTION 

The UAl Collaboration has developed criteria for defining ISOLATED and 
PION-ISOLATED muons.’ These are based on how much additional transverse 
hadronic energy CE, had is contained in a cone or solid-angle interval AR 5 0.7 
around the muon. Isolated dimuons are those for which the sum of the squares of 
the two CET is < 9 GeV2. 

3.1. Isolated Dimuon Systems 

Some very nice data were presented on .J/$ and T production observed for 
isolated unlike-sign dimuon pairs. Figure 7 shows the rn(h+p-) mass spectrum on 
which a Drell-Yan signal as well as a 2’ signal is also seen. Figure 8 shows the 
J/+ mass peak (with more relaxed acceptance criteria) in greater detail on a linear 

Figure 6. 

10 
UAl 

- 

: 

0 20 LO 60 80 100 120 1LO 

m, GeV/cI 

fi = 5‘6 630 GeV 

1 10 100 1000 

DIMUON MASS IGeV/r'l 

Figure 7. 

Figure 8. 

Transverse mass distribution for 
the W -f TV candidates (VA1 
data). The curve shows the ex- 
pectation from the Monte Carlo 
for a W ma68 of 83.5 GeV/cZ. 

Isolated dimuon mass spectrum 
(UAl data). Note the logarith- 
mic mass scale. 

Details of the dimuon mass sper 
trum in the J/J1 region. 
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scale. A Gaussian fit gives m = 3.116zbO.006 GeV,‘c’, with a width consistent with 
the central detector resolution. 

3.2. Non-Isolated Dimuon Systems 

From Monte Carlo studies, the anthers conclude that for pi > 3 GeV/c 
the non-isolated muons come primarily from direct b decay rather than from c 
decay, or from the b ---t c -t p cascade decay. When the above pi cut together 
with a m(/+) > 6 GeV cut was applied to the non-isolated p pairs, the WA1 
Collaboration observed 257 unlike-sign dimuons together with 142 like-sign events. 
The background to the total dimuon sample of 512 events have equal probability of 
mimicking either like-sign or unlike-sign dimuons. The ratio R of like-sign to unlike- 
sign dimuon events is thus very sensitive to the precise value of the background 
estimate, which is known to &25%. 

The evidence that these muon pairs come from b decays is based on three 
points. 

i) The observation of the large like-sign sample--which cannot come from CF 
decays. 

ii) The pi distribution of the muons relative to the axis of the accompanying jets. 
As was shown for e+e- data, pT(&jet > 1 GeV/c comes primarily from b 
decay. 

iii) The high-pT part of the J/q production rate can accommodate the Br(B -+ 
J/$ N l%, as observed by CLEO at Cornell and ARGUS at DORIS. 

Interpretation of the like-sign dimuon events in terms of Btg mizing. The 
UAl Collaboration point out that within the framework of the Standard Model the 
most plausible interpretation of a like-sign dimuon signal for their kinematic cuts 
is Bfx mixing. 

They find R = N (like)/N (unlike) to be Resp = 0.46 zb 0.07 [stat.) f 0.03 
(syst.). Various Monte Carlo calculations including residual secondary charm decays 
b --t c --+ p gives RM~ = 0.24 zt 0.03. Thus the observed effect is of order 3~. Here 
the ‘error’ in RM~ represents the range corresponding to different Monte Carlo 
estimates. This result implies a sizeable Bz production rate as well as large mixing. 

Interpretations of Bze mixing are given by A. Ali and G. Altarelli in their talks 
at the Aachen Conference. 

Earlier results from CLEO and ARGUS placed limits on Biyd mixing since 
the available energy was presumably insufficient to produce Bz. Very recently, the 

ARGUS group has reported a surprisingly large value of rd u 0.2 (unpublished). If 
this result holds up, the UAl measurement would correspond to both Bi and B: 
mixing. This would not require such a high rg value. A resuit from MARK II at 
PEP, fi = 29 GeV, where Bt can presumably be produced, could only place a 
limit on Bz mixing if a very large fraction of s-quark production fa is assumed. 

Figure 9 shows the limits for fd = 0.2 in the rd, rs plane, where re is the fraction 
Bi (wrong-sign p)/Bz (right-sign p) and rd the same fraction for Bz. 

We must remember, however, that in all ;hese experiments the results depend 
critically on the accuracy of the muon background calculation. 

4. QCD TESTS 

4.1. Evidence for the Decay of W and Z to Jets 

P. Bagnaia reported UA2 results on evidence for the observation of 

w,z . + 31 1’ h 

at a rate compatible with QCD predictions. These are 

r(W -+ qq/I’(W + ev) u 6, 

and 
r(Z --+ qq/r(Z --t ee) N 20, 

excluding poss,ble top-quark decays (which, if thty occur, would have a different 
topology from the cne selected). 

The method used in this study was to trigger on two jets, each with transverse 
energy ET > 20 Ge‘r (although for later runs this was reduced to > 12.5 GeV). 
Only the central detector, 1~1 < 1, and two jets which were ‘back-to-back’ in 4 were 
selected. This trigger selec.idn favors W and Z decays over general two-jet events 
from parton-parton interactions. 

Figure 10 shows the observed m(jrjs) distribution. When the low- and high- 
msss regions are fitted to an empirical mass distribution (curve a), a clear 3.3 st. 
dev. signal can be noted in the W and Z mass regions. After allowing for mass 
resolution and mass shifts, the observed excess signal is in qualitative agreement 
with QCD expectations. 
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Introduction 

The philosophy of the Mark II at the SLC is that by having a detector ready 
to do physics when the first luminosity is available, we will gain the typical nine 
or more months that it normally takes for a new detector to come up to speed. 
For this philosophy to work, both the detector and the physics analysis have to be 
ready. We have made the detector work by taking data with it at PEP. That we 
have succeeded is demonstrated by the two physics papers that we have written 
so far based on the PEP data.““’ In the former of these papers we have lshown 
that we understand our experimental efficiencies and that the corrected new data 
are essentially identical to the pre-upgrade data. In the latter paper we have 
demonstrated the power of the increased resolution of the new tracking system - 
we obtained comparable results on the Do lifetime to those we had obtained with 
the old data, but with only one-seventh the integrated luminosity. 

In order to be prepared to do physics analysis, we embarked 18 months ago on 
a study of SLC physics. We established ten physics working groups and gave them 
the following charge: 

I. 

1. Identify the physics goals within your topic. 

2. Develop the strategy for pursuing these goals. 

3. Identify and implementing necessary interfaces with the collider and/or minor 
improvements to the detector hardware. 

4. Develop analysis and Monte Carlo programs and test these programs, to the 
extent possible, on PEP data. 

I would now like to list some of the accomplishments of this study that I have 
found especially impressive. I have placed items in this list either because of the 
extensiveness of the work or because the result was somewhat surprising. This is 
a persona! list and omission of an item or name from it should not be taken as an 
indication ‘hat the omitted work wa; not of high quality. Almost all of the work 
that has betn reported in these workshops has been of very high quality. 

Radiative Corrections. When we began this study, the radiative correc- 
tiuns were quite uncertain and th.ere were discrepancies of 10 to 20% between 
different calculations. Under the leadership of Patricia Rankin, the radiative 
correct;ons group has reduced the uncertainties to about the 1% level. The 
lvork of the Gang of Four, Jim Alexander, Giovanni Bonvicini, Persis Drell, 
and Ray Frey, has been particularly impressive. “’ We are appreciative of the 
help we have received from the theoretical community, locally particularly 
from Bob Cahn and Bryan Lynn. 

2. 

5. Educate the Collaboration on the physics to be done and the required tech- 
niques. 

This program has worked extremely we!! as witnessed by the high caliber of 
work exhibited in this workshop and the two previous workshops.‘s“l Item 3 of 
the charge asked for “minor” improvements to the hardware. The working groups 
responded with the following improvements, which we are in the process of imple- 
menting: 

3. 

The Physics of Polarization. The Polarization Group, under the leader- 
ship of Ken Moffeit and Herb Steiner, has raised our collective consciousness 
as to the potential power of having longitudinally polarized beams. Paul 
Grosse-Wiesmann gave a fine talk at this workshop on this subject. In terms 
of determining sin28w, one event with polarized beams is worth about 100 
events with unpolarized beams. 

Neutrino Counting on the Z. The traditional method of directly counting 
neutrino species is to set the beam energies above the Z and look for a high-pt 
radiative transition to the Z. This technique will probably be impractical for 
the Mark II just from the standpoint of running time. However, the working 

4. The interaction region beam position monitor. 

5. The forward veto counter. 

6. The liquid argon calorimeter hole fillers. 

7. The instrumented mask. 

These ‘minor” improvements will markedly improve our ability to study SLC 
physics. However, they are costing over c ,,e million dollars. I can only say that it 
is probably fortunate for the laboratory’s budget that we did not request “major” 
improvements. 

Exceptional &complishments 
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group on neutrino counting, under the leadership of Rudy Thun, has shown 
that it will be possible to do the experiment while sitting on the peak of 
the Z, albeit with somewhat lower statistical accuracy.“’ To this end, Dave 
Burke has proposed and is building an instrumented mask to allow electron 
vetoes down to 15 mrad. 

4. B Tagging. Early in the workshop process, Ken Hayes showed that we can 
tag b6 events with relatively high efficiency.“’ This ability will be extremely 
useful both for studying B meson physics and for exploring the properties of 
new particles. 

5. Hadronic Monte Carlo. Alfred Petersen has done a marvelous job of 
fitting our PEP data to the world’s collection of Monte Carlo models and 
using the results to predict the hadronic event parameters that we expect for 
Z decay. “’ From this work we have a reasonable idea of the range that a given 
observable can take for normal hadronic events. Since these events are the 
major background to most new particle searches, this work is indispensable 
in building our confidence in valid new particle signatures. 

6. New Particle Searches. 

(a) Top Quark. I remember that when we were first thinking about SLC 
physics, it was commonly assumed that finding the top quark would 
be very easy - one would only have to look for spherical (or with a 
little more sophistication, aplanar) events. The top working subgroup, 
under the leadership of Gail Hanson, has shown that, given our present 
understanding of hadronic fragmentation, these techniques are not as 
decisive as had been thought.“’ Techniques involving the detection of 
leptons are much more reliable. Tim Barklow has borrowed a trick from 
new particle searches in hadron colliders and shown that the detection 
of isolated leptons is an almost perfectly background free signal for new 
particle production. 

(b) Supersymmetry. Tim Barklow has done a remarkable job of cataloging 
the myriad of decay signatures that could be expected for supersymme- 
try. ‘lo’ This has given us a framework in vvhich searches for these particles 
can be carried out. 

(c) Non-Minimal Higgs. In most models which try to go beyond the 
standard model, the Higgs sector is non-minimal. If this occurs in nature, 
then it is possibly fortunate for SLC physics since the non-minimal Higgs 
can be copiously pair produced and will thus be more easily detected than 
minima! Higgs particles, particularly when only a modest numbers of Z’s 
have been produced. Sachio Komamiya has given an extremely lucid 
discussion of the possibilities for detecting these particles.“” 

(d) Long-Lived Neutral Leptons. The coupling of the Z to neutral 
fermions gives us the opportunity to sc.arch for new neutrinos. If these 
neutrinos are sufficiently massive, they will decay by mixing with the 
light neutrinos. These decays can be quite long-lived if the mixing an- 
gles are small. Thus, one can even imagine a signature which would be 
a single vertex originating a meter from the interaction point. Alan We- 
instein has shown that we can find these vertices”” and Spencer Klein 
has looked into the triggering requirements.“3’ 

Physics Prospects 

We can realistically think about three sets of data which are characterized in 
the foilowing table: 

Character Number of Z’s $ Ldt 

30-60 nb-’ or 

Time frame 

First look l-2 k 3-6 x 1 Oz7 for 10’ set 
_- 

300-600 nb-‘or 

Fall 1987 

Exploration lo-20 k 3-6 x lo’* for 10’ set Spring 1988 

3-6 pb-’ or 

Measurement. 100-200 k 3-6~10” for 10’ set 1989-1990 

In order to reach the goals listed under “Time frame,” it is clear that the average 
luminosity of the SLC will have to increase an order of magnitude every year. This 
is obviously quite a challenge, but conceivable. For example, an 73% increase in 
the electron and positron currents coupled with a 42% decrease in the linear spot 
size is worth a factor of 10 in luminosity. I believe that the horizon of the Mark II 
is the 100-200 thousand event region. After we accumulate that number of events, 
the SLD should be ready to start its physics program. It is also appropriate to 
have a detector with the features of the SLD to explore the physics of million event 
data samples. 

Let’s now review the phynipr that can be done with each of these sets of data. 
The following table discusses the prospects for physics that requires or benefits 
from scanning in energy: 
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Notes on the above table: Running the direct neutrino counting experiment above 
the Z (method 3 under Y counting) looks rather unlikely as a Mark II activity. I 
can foresee it happening only if three conditions are met: 

1. The answer given by the first two methods is not clear. 

2. It is the most pressing physics question at the time. 

3. The SLD is delayed. 

For similar reasons, it is hard to imagine that a toponium scan can be contemplated 
during the Mark II lifetime. 

This table raises the question of what our strategy should be regarding the 
amount of time we spend scanning versus the amount of time we spend sitting on 
the peak. There is much to be said in favor of scanning. We need it to determine 
the Z mass and width; it is beneficial for the direct neutrino scanning experiment on 
the Z peak since it both allows backgrounds to be studied and yields a higher data 
rate; and it slightly extends the mass range for the top quark search. Furthermore, 
there is a genera! question which can be raised: Shouldn’t we spend some time 
running where part of the amplitude is real ? If we spend almost all of our time 
exactly on the peak, where the amplitude is purely imaginary, we will be insensitive 
to interference effects from other physics such as another Z at higher energy. 

My personal suggestion is that we plan to scan in large steps until we hit the 
systematic limit on the Z width determination, and then reevaluate the strategy 
based on the physics outlook at that time. There are broad minima in the optimum 
scanning strategies,“” so the scan can be designed to maximize, to some extent, 
the number of Z’s collected. 

June 29, 1987 

The fina. table discusses the prospects for physics that does not require scan- 
ning: 

Topic 

Electroweak 
parameters: 

AL3 

&J 

A;01 

ALR 

Quantity 

6 sin’ 0~ 

6 sin’ 0~ 

6 sin’ 0~ 

6 sin2 0~ 

1-2 k 
events 

0.06 

0.08 

0.12 

lo-20 k 100-200 k 
events events 

0.02 0.006 

0.~25 0.008 

0.04 0.012 

0.003 0.001 

Ref. 

18 

19 

20 

21 

Some 

QCD topics Interesting range 22 

B lifetime rb 13% <lO% 23 

See an 
indication 

, Determine Determine 

==Y- IndicationJfj;;;;;;;s, ;I;; g 

of easy indication of measure- 
signals harder signals ments 10 

m < 4 GeV m < 10 GeV 
H + p+fi-- Z+He+e- 24 

Non-minimal H+H- I 
Higgs HOiH”j (some cases) 11 

It is clear from this and the previous table that real physics measurements begin at 
_ the lo-20 thousand event level. This is why we are giving very high priority to the 

goal of reaching this level by the spring of 1988. Notice also the power of having 
longitudinally polarized beams. The measurement of ALR with 10-20 thousand 
events using polarized beams gives a considerably better measurement of sin’& 
than any of the techniques with unpolarized beams and an order of magnitude 
more luminosity. 
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Conclusion 

The first meeting to plan for the Mark II at the SLC was in December 1980,6$ 
years ago. Our proposal was approved in November 1982,4$ years ago. It has been 
a long time, but due to your hard work we are now on the verge of starting what 
could be the most exciting high energy experiment of this decade. The workshop 
process has created organic groups which will continue to function as needed. It 
is not an exaggeration to say that through our preparation at PEP and through 
these physics workshops, we are better prepared than any large collaboration has 
ever been before. 

Let’s go do it. 
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I. Introduction 

This report is based on the efforts of the members of Working Group 1.“’ The 
group has worked hard for the last eighteen months not only to ensure that the 
Mark II experiment is ready to measure as accurately as possible the msss,width 
and total cross section of the Z” resonance, but also to make clear the theoretical 
importance of these measurements. This report‘is intended to serve both as a 
summary of what has been learnt and as an introduction to the work to follow. 
The next section consists of a brief description of the Standard Model and of the 
basic relationships between the coupling strengths, the Z” mass, width and cross 
section, and the particle content of the model. The third section discusses the 
experimental measurement of the mass, width and total cross section of the Z” 
and how the accuracy of these measurements will be constrained by experimentai 
limitations. This is followed by an introduction to the theoretical complexities 
involved in extracting parameters from the Z” line shape to use in tests of the 
Standard Model. The report concludes with a summary of the dominant errors 
and uncertainties. 

II. The Standard Model. 

Since the discovery of neutral currents in the seventies”’ the Standard Model 
(SU(2) xU(1)) of electroweak interactions has become increasingly accepted as 
the framework within which to interpret a large body of experimental data. The 
discovery of the W and Z” bosons@’ at the CERN collider is widely regarded 
as being the observation which confirmed that the features of the model were 
basically correct. Within the next few years studies based on large numbers of 
Z” events will begin to allow detailed checks of these features. 

The basic idea behind the Standard Model is that electromagnetic and weak 
interactions are not two distinct phenomena. Instead the gauge bosons which 
couple to the weak isospin and hypercharge acquire mass via a Higgs mechanism 

so that their interactions appear weaker until the associated momentum transfers 
become large in relation to their masses. Interactions are therefore mediated by 
photons, and by the W and Z” vector bosons, and interference effects can be 
observed between the photon and the Z”.lrl 

The simplest variant of the standard model (single Higgs doublet) is defined 
by fixing three parameters; the SU(2) and the U(1) coupling strengths, and the 
vacuum expectation value associated with the Higgs field. A more general for- 
mulation allows for the existence of more than one Higgs doublet and introduces 
a fourth parameter (usually termed p) which changes value (from one in the sim- 
plest case) to reflect the complexity of the Higgs structure. The model defines 
how a particle with given electroweak quantum numbers will interact, it does not 
specify exactly which particles exist. However predictions of (for example) the 
width of the Z” do depend on the types and number of generations of particles 
(and their masses). This means that r.ltimately what one tests is the consistency 
of predictions with an assumed pa..ticle content. 

The three ‘bare’ parameters of the model must be related to three measurable 
physical quantities in order to remove infinities from the theory. The subtraction 
procr lure which eliminates diverger.ces leads to a ‘renormalization’ of the input 
parameters. The results of Thompson scattering experiments which essentially 
measure the elec;ric charge at q2 = 0 can be used to renormalize the ‘bare’ elec- 
tric charge. However, the effective slectlic charge seen by a photon coupling to 
an rlectrcr-positron pair in e+e- annihilation increases with the center-of-mass 
energy, and we are free to use any measurement of the charge of an electron 
to renormalize the bare charge. This means that there are an infinite number 
of possible renormalization schemes to choose from, all of which relate the bare 
quantities to measurements at a particular q2. 

The value the t,heory predicts that an experimentally measurable quantity will 
take should not depend on the choice of renormalization scheme. Calculations 
made at lowest order (Born level) however, do not automatically include q2 de- 
pendent correction terms. The values derived for the couplings exactly match the 
true couplings only at the specific q2 the bare parameters were renormalized at. 
The correction terms are needed to adjust the effective strengths of the couplings. 
Neglecting them means that the choice of which three physical measurements to 
use in renormalizing the bare parameters of the Standard Model, determines how 
close a lowest order estimate will come to the final answer. Alternatively, results 
calculated using different physical measurements as input parameters will give 
different low.5s.t order predictions. 

The calculations can be made to agree by the inclusion of a subset of the higher 
order diagrams. The subset of interest consists of those diagrams (‘oblique’ or 
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‘ioop’) which modify a propagator by introducing an internal loop or loops. They 
Cor:es;?Tn.d to the vacuum polarization of the photon and to the self energies of 
t,he Z” and W’s. These diagrams effectively scale the coupling constants with 
q2. The remaining diagrams involve either initial state photon radiation or final 
state photon and/or gluon radiation and correspond to the addition of external 
lines to the lowest order diagrams. A discussion of how the resonance shape is 
distorted by these higher order effects is postponed to section 1V.b. 

Since the oblique diagrams can be considered as modifiers of the couplings, 
an alternative way of including them in calculations is to allow the couplings 
to run with q 2 “I . Since the changes in all of the renormalized couplings can be 
calculated precisely to all orders, they can all be replaced by their exact strengths 
at the q2 of the process under consideration. Experimental measurements are still 
needed but these are now used to constrain the theoretical curves which give the 
dependence of the couplings on q 2. This ‘running coupling constant’ approach is 
familiar from QCD. It leads to renormalization scheme independent results, which 
makes it much easier to compare calculations and Monte Carlos based on different 
renormalization schemes. It also has the considerable advantage of allowing the 
lowest order expressions given in this paper to be carried over to higher orders 
(by hiding the corrections from the casual calculator). The minor disadvantage 
of this scheme is that not all terms in a given calculation will necessarily be 
calculated to the same order, and some terms (which have insignificant effects) 
may be ignored (Box diagrams for example). 

An earlier alternative to the running coupling constants scheme which is fre- 
quently found in the literature is a modification of the ‘on-shell’ scheme.“’ One 
of the best measured of all physical constants is cxem(O) and this is included in 
the set of defining parameters. However, the effective charge of the electron in- 
creases by about 7% between q2 = 0 and q2 = Mz. The effects of this change 
are significant enough for it to have become usual to allow for it by including a 
(l- Ar) term even at ‘lowest’order. Strictly speaking, the Ar term also includes 
the effects of the small q2 dependent corrections to the remaining parameters. 
The other two measurements which are used are the muon lifetime (this fixes GF 
and can be considered as a substitute for an accurate measurement of M,) and 
the mass of the Z” which is defined to be the physical position of the pole of the 
Z” resonance. 

In the past people have been used to thinking of the weak couplings in terms of 
sin2 8,, and there is some resistance to eliminating this entirely. However,manyof 
the early definitions of sin2B, are more appropriate to low energy measurements. 
It is most convenient at SLC/LEP energies to define sin20, at q2 m Mz, and 
in a way which is valid to all orders in perturbation theory (the approximate 

relationship to the three parameters of the modified on-shell scheme is also given 
because M, is not yet well measured); 

sin2 8, = 1 - i ) y& 
w 

I 0) 

-t[l-/GLJ 
-$-/C] 

sin2 e, = 0.222 

for M, = 93GeV and Ar = 0.07. An accurat- value for M, will be obtained from 
SLC data. The current best estimate”’ of M, = 92.5GeV yields a value of about 
0.226f0.007 for sin28, . This definition of sin2ew gives a value very close to that 
of sin20;(q2 = Mi) the equivalent if the running coupling constant technique is 
being used. 

The exact value nf Ar is specific to the choice of the modified on-shell renor- 
malization scheme, and depends, among other things, on the Higgs mass and the 
top quark msss (chosen to be 100 GeV and 45 GeV respectively). The uncertain- 
ties are related :o the difi~ulties in exactly evaluating the ‘oblique’ corrections 
and are discussed in section 1V.c. We assume here that the standard model is 
valid and nothing is r.onspiring to hide the true theory from view. 

Since the rnss of the Z” is to be used either as a defining parameter of the 
model (modified on-shell scheme), or to fix the value of the weak coupling at 
SLC energies (running coupling constant approach), it should be clear that it is 
essential tc measure this quantity as accurately as possible. The other measure- 
ments used are so accurate that the uncertainties due to the error on the Z” mass 
determination dominate the error when deriving a value for sin2B, . We will aim 
for an accuracy of better than 50 MeV in measuring M, which reduces the error 
011..5in~O, to < 0.0004. 

The coupling (C) of any fermion state to the Z” can be written in terms of the 
3rd component of its weak isospin (Is), its charge (Q), and sin2&: 

c= 
-ie (1 - 75) 

sin 8, cos 8, 
(I31 - 2 sm2 e,)- 

2 
+ (Isr - Q sin2 8,) 9 1 (2) 

where the first term in the brackets relates to the left-handed coupling, and the 
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second to the right handed coupling. Since Isr is zero for fermions, right-handed 
massless neutrinos should not be observed. It is convenient to define an axial 

vector (a) term which does not depend on sin’0, and couples via 75, and a 
vector (v) coupling which is sensitive to sin2Bw : 

a = 213 (3) 

v = 2(13 - 2Q sin’ 0,) (4) 

so that the total width of the Z” can then be written, 

I?= -$$ C Ci($ + a;) (5) 
I 

where 
3a,,Qs 

cj=1++ for leptons 

and Ci=3X 1+ 
( 

3o;Q1 ; :> for quarks 

The terms dependent on oem and a, allow for the effects of final state photon 
and gluon radiation respectively. The widths for common types of particles are 
given in Table 1, assuming a Z” mass of 93 GeV, sin2ew= 0.222, and a, = 0.13.“’ 
‘All’ refers to all known fermions (thus excluding top). A measurement of the 
width of the Z” is necessary in order to define the particle content of the standard 
model. All particles to which the Z” can decay contribute to it. Measurements 
of the total width and of the partial widths to charged Ieptons and hadrons allow 
the contribution from particles not seen in the detector (such as neutrinos) to be 
isolated. 

Table 1 

Partial Widths for M, = 93.0GeV,sin2 tJw = 0.222 

STATE a2 i- v2 T(MeV) 

” 1+1=2 176 

e (-1)2 + (-1-t 4sin2 e,)2 = 1.01 89 

U (1)2 + (1 - (8/3) sin’ S,)2 = 1.17 103 x 3 x 1.04 

d (-1)2 + (-1 + (4/3) sin2 0,)2 = 1.50 132 x 3 x 1.04 

all 2673 

Close to the Z” pole (so photon exchange can be neglected), the cross section at 
a center of mass energy S, is given by; 

a 1.6 F nb 

M 60 nb 

The muon cross section is about 1.88 nb for the values assumed in calculating 
Table 1. These calculations exclu ‘e Lie effects of initial state photon radiation 
which will decrease the peak cross section (by about 25%). This radiation also 
significantly changes the shape of the resonance, in particular above the Z” pole. 
Th+ subject is dealt with in detail later (section 1V.b). 

Measuring cross sections allows an indirect measurement of the Z” width to be 
made which can be compared with direct ones. In order to use this method the 
partial width to the final state(s) selected must be calculated. Since the muon 
final state is the least sensitive to the value of the vector coupling and since it 
car also be isolated cleanly from other events it is probably the best to use for 
this measurement. The relationship between cross section and width which this 
method exploits is given below. 

The error on the total width which results from using this method is given by 

This means that the muon cross section must be measured to better than 4% 
if the error on the width is to be less than 50 MeV (slightly less than 1/3rd 
of the contribution from an extra light neutrino generation). If no allowance is 
made for the detertor acceptance this implies that about 2 x lo4 Z”‘s will be 
necessary for this measurement. If stringent requirements are imposed on the 
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identification of the muons the number required may double. A study of the 
detectors acceptance of taus however shows that these could be used to reduce 
the number of Z”‘s needed back down to 2 x 104. 

An observed discrepancy between the predicted width and that extracted from 
measurements of the line shape is a signal that other particles are being pro- 
duced. Exactly what these new particles are however cannot be unambiguously 
determined without making other measurements. An increase in width with a 
corresponding decrease in the visible cross section will probably imply the exis- 
tence of more than three neutrino generations. If the increase in width is instead 
associated with events seen by the detector then possibly SUSY particles or new 
quark flavors have been found. 

The details of the experimental signatures for various types of particles will 
be discussed in the reports of the working groups interested in the production of 
specific particles. I would like to mention here only one quantity which can be 
used to help distinguish between the possibilities. This is the forward backward 

wmmetv t-b); 

3vava e e z z 

= (u,2 + a:)(+ + ~1) 

which is sensitive to the vector coupling of the particle (and which can distinguish 
clearly between a top quark or a b’). In addition, a measurement of Afb for a 
known particle has some sensitivity to physics above the Z” since one is testing 
the predicted coupling (derived from the Z” mass) against the measured one. 
An even more sensitive probe of physics above the Z” is however the left-right 
polarization asymmetry Air; 

2v,a,P 
= ____ 

(f~,2 + 4 
where P = fractional polarization 

which measures the electron couplings regardless of which final states are being 
studied. This means that the results for all final states can be combined in making 
this measurement. The value of polarized beams is discussed in detail in the 
polarization groups contribution to these proceedings. The subject of sensitivity 
to new physics will be returned to in the section on oblique corrections. 

III. Experimental Details. 

1II.a Scanning Strategy. 

The early running at the SLC will be done >zt low luminosities. The turn on 
luminosity may be as low as 5 x 102’cm-2s-1. At this luminosity it will take 
about two days to accumulate an inverse nanobarn of data. Since only about 80% 
of the cross section consists of visible decays, and allowing for the decrease in the 
peak cross section due to initial state photon bremsstrahlung, this corresponds 
to about 16 events a day in the detector when *e run at the peak (assuming 
100% running efficiency). 

A preliminary scan around the expected peak position (90-95 GeV)“’ of about 
lOnb-’ can be expected to take about 6 weeks and yield around 250 events. A 
program”” has been set up to estimate the statistical errors on the mass, width, 
and peak cross section. This indicates that e”an .vith such a small data set the 
peak position can be measured to a statistical accuracy of about 200 MeV, the 
width to within 550 MeV, and the peak cross section to about 14%. 

Another pur,,ose of this program is to help evaluate the strategies which may 
be adopted in scanning across the resonance in order to make the best measure- 
ment of the mass, vvidth, and cross section for a given amount of data taken. 
This work refines an earlier evaluation’l’] v*hich was based on a Breit-Wigner 
resonance shape, by incorporating the most significant of the effects of photon 
bremsstrahlun: on the resonance shape. 

The earlier work showed that it was reasonable to space the scan points about 
a l/2 GeV apart and to scan between 2-3 GeV below and above the peak. It 
also established clearly thd> there was no advantage in equalizing the statistical 
accuracy of each scan point (same number of events). Instead, strategies based 
on equalizing the integrated luminosity at each scan point were close to the 
optimum. The effect of increasing the number of events taken during the scan by 
taking more data at the higher cross sectional points was studied. To do this, the 
integrated luminosity taken at each point was weighted by a factor proportional 
to a power of the fractional cross section at that point. This study showed that 
although the peak cross sectional measurement was always improved, the mass 
measurement started to deteriorate gradually with very strong weighting and 
the width measurement rapidly deteriorated if the weighting became very much 
stronger than ofrac. 

The more detailed study co-.!lrmed the broad features of the earlier work while 
enabling a more exact estimate of the statistical errors to be made. Figure 1 
compares a ‘blind’ strategy (one that does not use information from an early 
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scan to center itself close to “he peak) to a strategy where a lower statistics scan 
is used to decide where to place the scan points for a high statistics scan. It shows 
how the error on the width decreases as a function of integrated luminosity for the 
two strategies. The error on the mass is typically about 40% of the error on the 
width for strategies such as those above which take equal integrated luminosities 
at all points. 

1II.b Energy Measurements. Table 2 

Even running significantly below SLC design luminosity there should be no 
problem obtaining enough Z” events to reduce the statistical error on the Z” mass 
to below 50MeV. It is therefore essential to measure as accurately as possible the 
center of mass energy at the interaction point since this will be the limiting 
systematic error in the determination of the position of the resonance peak. 

The SLC is a unique machine and as may be expected, many of the problems 
involved in making an accurate pulse to pulse energy calibration are very different 
from the difficulties encountered when making such a measurement at a colliding 
ring like LEP. The SLC arcs which may seem to be the logical place to make 
a measurement were not built with this purpose in mind. Instead, they were 
designed to keep the dispersion (q), to a minimum and to prevent the phase 
space occupied by the beam from growing too large (particles which radiate 
undergo betatron oscillations). It is possible to measure the energy of the beams 
at the beam switchyard (at the end of the Linac, before the beams enter the 
arcs) but even assuming that the synchrotron losses in the arcs can be calculated 
accurately and allowed for (about 1.5 GeV is lost by each beam when traversing 
the arcs) the estimated accuracy of this measurement is only 0.35% (about 300 
MeV error in the measurement of M,).“” 

Single Pulse Systematic Errors in Energy Measurements 
U&g The North and South Extraction Line Spectrometers 

Absolute (Relative) Errors Quoted in MeV for 46.5 GeV beams 

The decision was made to build energy spectrometers in the beam dumps, 
partly to ensure as accurate as possible an absolute measurement was made, but 
also because this removed worries about the accuracy of measurements relative 
to each other, and about the reproducibility and stability of m.easurements made 
at different times. Figure 2 shows the conceptual design of the spectrometers. 
The basic idea is to bend the beams about 18mrad using a 30 kG-meter magnet 
and to measure this change in direction as accurately as possible. Two small 
bend magnets (one before, one after the main bend magnet) produce two hori- 
zontal bands of synchrotron radiation, the displacement between these two bands 
provides a measurement of the amount the beam is bent. The synchrotron x-ray 
radiation will be detected by a phosphor screen scanned by a video camera and 
also by a wire array detector (sensitive to secondary emission). 

Magnetic Field Mapping in I ?bbor-*tory 
(0.01% ptr beam) 5 MeV (-) 

Monitoring Magnetic Field 
(0.01% per beam) 5 MeV (5 MeV) 

Detector Localization of Imaged Light 
Centroid to Centroid error of BO~m/Z’lcm (0,03% per beam) 15 MeV (15 MeV) 

Spurious Rotation of Horizontal Bend Magneta 
La 1 mrad rotation (0.01% per beam) 5 MeV (-) 

Summed Systematic Eknrn For Single Beams 
(Accuracy of measurement at dump) 30 MeV (20 MeV) 

Residual Dispersion in conjunction with a betstron 
crossing error at the IP (0.03% per interaction) 15 MeV (15 MeV) 

-- 

Total quadrature error on the CM energy 

The error in the determination of Mz ia around 0.05% 

The error in the determination of the rz in around 1% 

(note that 0.05% on CM energy = Ji x 0.05% per beam) 

measurement at the dump and those which make the energy measured at the 
dump di!Terent from the energy of the beams at the interaction point (IP). Magnet 
alignment, Eeld mapping, and Eeld monitoring all contribute to the error in the 
dump energy measurement but the largest ~)ource of error (especially for the 

The errors affecting this measurement fall into two groups (significant contri- 
butions are summarized in Table 2), those contributing to an inaccurate 

45MeV (55 MeV) 

71 72 



width measurement) is in localizmg the image of the synchrotron radiation at 
the detector. 

Several small effects change the energy of the beams between the IP and the 
dumps. For example, some energy will be lost in the collision itself, the amount 
depends on the size of the beams and the luminosity but even at fairly high lumi- 
nosities (lOzg crn-?3-l) only averages about 5 MeV/electron. The synchrotron 
energy lost as the beams travel from the IP to the septum magnet will be about 
50 MeV so it will be necessary to correct for this. The most significant potential 
source of error which has been considered is the possibility that there may be a 
residual dispersion at the IP which could combine with a small offset between the 
two beams to give a difference between the luminosity weighted center of mass 
energy at the interaction point and the energy measured at the dumps. This 
error will fluctuate from pulse to pulse and so it is expected that any error in 
the determination of the energy of a single pulse will be cancelled stochastically 
when several pulses are averaged. In addition, as Figure 3 shows, the luminosity 
decreases rapidly as the error in the energy measurement increases. The error 
estimate given is based on a dispersion of three mm, but it is planned ultimately 
to reduce the dispersion to less than one mm. If there are slow, coherent drifts in 
steering which cause a systematic bias in the energy measurement these should 
be detectable by repeat scanning at given energy points and by cross checking 
the energy spectrometers results using the lepton acollinearity distributions mea- 
sured in the Mark II. This error can also be controlled to some extent by studying 
the change in the position of the interaction point as a function of beam energy. 
This will allow a measurement of the dispersion to be made (to an estimated 
accuracy of one beam sigma). 

The statistical errors associated with sampling the beams’ energy on a fraction 
of the beam pulses have been studied and have been shown to be small (provided 
the pulse to pulse energy fluctuations are smaller than the Z” width !).““’ The 
relevant estimate of the energy is a luminosity weighted average and it is planned 
to measure the energy whenever there is a luminosity trigger. Some redundancy 
will be supplied by also measuring the energy on an event to event basis and on 
random (minimum bias) triggers. The energy estimate based on random triggers 
will tend to give the wrong energy if there is a correlation between luminosity 
and beam energy. The estimate based on the beam energy for Z” events will also 
be biased since it will be a cross-sectionally weighted average. This bias can be 
calculated if the pulse to pulse energy variance is known. 

Table 3 summarizes for a number of interesting measurements the number of 
events needed before the statistical error in those measurements is reduced to the 
level of the systematic error due to the energy measurement. It was assumed that 

the smart scanning strategy of section 1I.a W&R used to make the measurements. 

Table 3 
Number of Events Needed To Reach Systematic Limit 

SYSTEMATIC SYjTEMATIC LIMIT 
QUANTITY ERROR REACHEDAFTER $ L dt 

Mass 6Mz = 45 MeV/cz 4.2 x lo3 events 140 nb-’ 

sin2 e, 6 sin’ e, = f.0003 4.2 x SO3 events 140 nb-’ 

it&%,! 6atot/u*ot = rt.03 7.3 x lo3 events 180 rib-l 

Width 6rz = +35 MeVJc’ 3.7 x lo4 events 1.1 pb-’ 

Another couple of points should be made before leaving this section. It is pos- 
sible that the beam energy may jitter by up to 5% from pulse to pulse due to 
klystrons misfiring. The frequency of such occurrences is debatable until some 
prolonged experience has been accumulated, misfires may occur every few min- 
utes, failures every few hours. It is also unl:kely that the positron and electron 
beams will have the same energy. This is part of the reason for measuring the 
energy of both bLams. ‘ndependent ene.‘gy measurements of each beam also 
allow a check on sjrstematics to be made using the acollinearity distribution of 
muon pairs in the detector. The inclination angle of a particle with respect to 
the beam axis can be measured to a resolution of about 6.2 mrad in the central 
region of the Mark II detector. Allowing for a pessimistic beam spread of 0.5%, 
it is estimated that tbout 10,000 Z” events will be required to check the absolute 
calibration of one extraction line spectrometer with respect to the other at a scan 
point. 

111.~ Luminosity Measurements. 

There are two devices which will be used to provide luminosity measurements 
for the Mark II at the SLC, both looking at small angle (t-channel) electron 
scattering.“” The first of these (the small angle monitor or SAM) has an esti- 
mated energy resolution of about 5% for 50 GeV electrons and covers the angu- 
lar range 50mrad 5 0 < 14Omrad. Over this angular range the contribution to 
the cross section from s-channel Z” interactions compared to that coming from 
t-channel photon interactions is around l%, the overall counting rate in the de- 
tector being slightly higher than L>C peak Z” rate (about 38 nb cross section). 
The SAM has an estimated angular resolution of 0.2 mrad if the interaction point 
is known, decreasing to 3 mrad if it is not. The second device (mini-SAM), has a 

73 74 



similar energy resolution bu; works at smaller angles (about 15 - 25 mrad), so the 
Z” contribution is less than 0.1% and the count rate is significantly higher than 
that in the SAM (around 220 nb). Th e mini-SAM is divided into four quadrants. 

Since the count rates are substantially higher in the mini-SAM the statistical 
error on luminosity measurements is smaller than for the SAM. The mini-SAM 
will be used for rapid feedback during running and probably for initial analy- 
ses of the line shape. However this detector is more sensitive to variations in 
the machine performance, and the luminosity measurements may have a higher 
systematic error than those made by the SAM. A 1% systematic error in a mea- 
surement made by the mini-SAM results from a 100~ uncertainty in its inner 
aperture radius or a 4201 uncertainty in the outer radius. It is also harder to 
compensate mini-SAM measurements for the effects of unequal beam energies 
(which mimic an acollinearity in the electron positron pair due to photon radia- 
tion and which will give of order .75mrad contribution to the acollinearity angle 
in the worst case) and to allow for misalignments of the beam axis (again around 
a .7mrad angular contribution at worst). Precision measurements at reasonable 
integrated luminosities will therefore depend on luminosity measurements made 
using the SAM. 

Errors in the experimental measurements may be compounded by inaccuracies 
in the conversion of the count-rates to luminosities. This conversion depends 
on using bhabha pair Monte-Carlos which may contain errors”” or may not be 
precise enough (that is they may neglect significant higher order terms). It is 
hoped however that systematic errors in both detectors can be kept at the level 
of a few percent. 

Luminosity errors must be controlled at this level if the physics program of 
the SLC is to be achieved (at least with respect to tests of the Standard Model). 
Measurements of the cross section depend on the absolute accuracy of the lu- 
minosity measurements, for example the indirect width measurement discussed 
earlier requires that this absolute error be below 4% if the width is to be measured 
to better than 50 MeV. The width and mass measurements are more sensitive 
to relative errors in the integrated luminosity values obtained at different scan 
points, linear biases change the mass (about 10 MeV for 2% change over 10 
GeV.), and quadratic biases alter the width (about 10 MeV for 170 change over 
f 5 GeV). 

IV. Theoretical Considerations. 

IV.a Introduction. 

This section deals firstly with how the mass (or pole position) of the Z” is ex- 
tracted from experimental measurements of the line shape, and secondly with 

how the mass can then be used as an input parameter in order to make pre- 
dictions based on the theory. The situation is complicated by the existence sf 
‘radiative corrections’. These fall into many classes and Figure 4 is intended to 
act as a beginners guide to the subject. Perhaps the two most important points 
to remember are that the initial state QED corrections are large and determine 
our ability to extract the Z” mass from the line shape, and that the oblique cor- 
rections are probably small (unless we are very fortunate !) but deterrnine our 
ability to make precise predictions. 

IV.b QED Effects. 

When a cross section measurement is made at a particular beam energy, the 
electron and/or positron which actually interacts may well have reduced its en- 
ergy before collision by radiating photons. Measurements made at a given center 
of mass energy therefore represent integrals over a spectrum of collision ener- 
gies. In the absence of a resonancn th.. spectrum of radiated photon energies is 
dominated by low frequency radiation since the bremsstrahlung cross section is 
proportional to l/k where k is the energy of the radiated photon. 

The presence of a resonance (anJ the Z” is an impressive resonance, the cross- 
section at its peak is about 3000 times background) complicates the picture. 
Althougn low energy radiation remains important, there are additional effects 
which r ?flect the presence of the rt:sonance, and which in turn significantly alter 
its observed shape. The Erst of these is due to the strong tendency for beam 
particles of too high an energy to radiate onto the resonance pole (and benefit 
from the larger cross section), the subsequent enhancement of the observed cross 
section giires the resonance a radiative tail. This tail can however be reduced 
by appljring cuts to the energy of the final state and (if it can be defined) to its 
acollinearity (since the true center of mass is moving relative to the assumed one). 
This restores the overall shape of the resonance at the expense of significantly 
decreasing the cross-section. At energies close to but below the Z” pole the 
Z” cross section is rapidly decreasing; the loss by radiation of about a GeV of 
energy is sufficient to reduce the interaction probability of an electron positron 
pair which was originally on pole by about 25%. The result is to decrease the 
observed peak cross-section below what is predicted in the absence of photon 
radiation. The combination of the effects of increasing the observed cross section 
above the pole and decreasing it below leads to the resonance peak appearing to 
lie above the true Z” pole. 

Figure 5 shows the effects of initial state photon radiation on the line shape and 
demonstrates hoti much the emission of a single photon (first order correction) 
changes the line shape. Figure 5 also shows that multiple photon emission (higher 
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order terms) must also be considered when correcting the line shape to allow 
for the effects of QED radiation. Many calculations of these effects have been 
and are being made, they will be discussed in detail in a later report in these 
proceedings.“” This report will restrict itself to the basic concepts involved. 

Firstly, lets assume that we are making inclusive cross section measurements, 
with a perfect detector. Since the measurement is inclusive we can ignore all 
the effects of final state radiation (except the width correction), and because we 
are not restricting ourselves to a particular region of phase space it is relatively 
straightforward to calculate effects analytically. The scale of the effects of initial 
state photon radiation is set by a parameter, t, sometimes known as the ‘equiv- 
alent radiator’, which measures the energy radiated per unit frequency interval, 
at low frequencies, when electrons and positrons annihilate. 

t=F(ln$-1) (13) 

= 0.108 for S x (93Gev)2 

A recent calculation”” incorporating the most important higher order effects 
evaluates the change in cross section at the peak to be: 

u(ME) = (1, T) (&)‘$oo (14) 

a 0.74~0 for M, = 93GeV,I = 2.8GeV 

where 00 is given by equation 9. This is about 5% higher than the result given by 
a first order calculation (remember we wanted to measure the muon cross section 
to better than 4% to measure the Z” width). It also estimates the pole to peak 
separation to be given by; 

S(peak) - S(M,) = f s 
0 

(15) 

This means that the peak is about 120 MeV above t,he pole. Again, a first 
order calculation implies that the peak is about 220 MeV higher. The difference 
between the two estimates is about twice the error on the mass determination 
expected from the absolute measurements of the beam energy. 

As soon as we begin to consider actually observing events in a real detector 
of limited acceptance we (may) need to replace analytic calculations by a Monte 
Carlo. It then becomes useful to divide initial state photon radiation into two 

classes depending on whether the photon(s) are ‘hard’ or ‘soft’. Hard photons 
have an energy greater than some cut-off energy (ko) and soft photons have less 
than this energy. It should be stressed that the use of ko is a convenience to 
reduce the amount of computer time spent in generating events. Monte Carlo 
programs can be written which do not n,ake this somewhat arbitrary division of 
events. Most programs currently in use do divide up events however. The value 
of the cross section or of any physical observable calculated should not depend on 
kc,, and will not if sufficient care is taken in calculating each classes contributions. 
Kc should be chosen to be below the photon energy detection threshold of the 
detector since if the energy of the photon bs high enough to be detected then 
this must be allowed for in generating the final state. Even if the photon is 
not directly detectable, it may still result in the final state fermion pair being 
measurably acollinear and the choice of ko should also allow for this possibility. 

It is the ‘simpler’ pseudo two body final state associated with the soft radi- 
ation which presents the most theoretic -I clrallenges. This is the contribution 
most affected by the higher order corrections discussed above. The soft photon 
contribution to the cross section is naturally included with the other two body 
contributions with which it is degenerate (corresponding to the emission and 
re-absorption of virtual photons and shown diagrammatically in figure 6) when 
the cross section is calculated. A theorem due originally to Kinoshita, Lee, and 
Nauenber,g st ltes that the advantage of this is the automatic cancellation of the 
singularity asecciated with the emission of extremely low energy real photons 
(which ca.n bc artificially controlled by giving the photon a fictitious mass) by 
the infra-red divergences associated with the virtual photons. The possible dis- 
advantage of this technique is that the contribution from a pseudo-two body final 
state is balancing a genmnely two body contribution, and so care must be taken 
to calculate to sufficient accuracy for the balancing to work. 

Insufficiently accurate calculations coupled with the choice of too small a value 
of kc, are in fact a common source of difficulties with Monte Carlos. The problem 
can be illustrated by considering the cross-section for emission of photons with 
an energy less than the cut-off energy (kc), 

AFT (l+:(ln-$-l)ln+)& 
d(k < ko) 

where the smaller (higher order) terms have been dropped, and o” refers to the 
lowest order calcul,ation. The cross section should tend to zero with ke, instead, 
at Z” energies the expirez;on above gives an unphysical result for kc’s of less than 
10 MeV. This is because this calculation assumes that only a single photon is 
emitted and, as the Block-Nordsieck theorem tells us, the emission of a finite 
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number of photons has zero probability. Higher order effects are incorporated by 
allowing for the infinite numbers of quanta actually emitted. 

Fortunately the cross section for emission of two photons is simply related to 
the cross section for single photon emission (the cross sections ‘factorize’, and a 
l/n! term allows for the permutations as the number, n, of photons increases) 
and hence the cross-section for emission of an infinite number of photons can be 
worked out by summing an infinite series. The result is that the ln(k/E) term is 
modified and the correct expression for the cross section is given by, 

da (k”++ (I+1) x duo 
d(k= E d(k < ko) (17) 

that is, the cross section becomes exponentiated and tends to zero with decreasing 

ko. 
A rigorous proof of the validity of exponentiation was given about twenty-five 

years ago by Yennie, Frautschi, and Suura,‘l*’ and their work was extensively 
applied when the J/G peak was being studied. The J/G peak however is sub- 
stantially narrower than the energy spread of the beams used to make it; the 
situation at the Z” is just the opposite. The result of this is that many approxi- 
mations valid at the J/G need to be improved upon at the Z”. In addition, as well 
as infra-red divergences, ultra-violet divergences must also be handled correctly 
(the cancellation of these is related to the Ward identity, a feature of renormal- 
izable QED arising from the fact that the electron and the proton carry charges 
of equal magnitude). Exponentiation corrects the terms found in the first order 
calculation to all orders (but does not introduce a complete set of higher order 
diagrams so some small effects may be lost). Much theoretical effort is now going 
into renormalization group improved exponentiation to ensure that the calcula- 
tions are done consistently and any necessary extra terms (all UV related) are 
added in.‘l” 

A related approach is based on the evolution of the electron structure functions. 
This technique is a development of the Alterelli-Parisi formalism of QCD (or 
originally the equivalent photon method of QED), the gluons being replaced 
by photons. When the evolution equations are solved perturbatively the most 
important corrections apply to the leading log term. Advantages of this approach 
include the fact that once the structure functions have been calculated they can 
be used by any process, and the fact that beam-spread effects can be included 
easily. 

First order calculations (or Monte Carlos) are inadequate for our purposes.“” 
However, it will be difficult, if not impossible, to distinguish experimentally be- 
tween the line shape predicted by an explicit second order calculation and the 

prediction of a calculation including even higher order corrections (see figure 5, 
or consider that t3 is around 0.1%) Alternatively, even a first order calcula- 
tion may be sufficiently improved by the inclusion of the larger corrections to 
all orders. A Monte Carlo suitable for SLC and LEP use can therefore take any 
approach (apart from not includidrg the effects at all) and still allow a measure- 
ment of the Z” mass (resonance pole position) to well within the experimental 
errors. The lack of a single ‘right’ way to make corrections, and the options of 
making only a partial set of corrections may lead to problems in the future in 
comparing the results of different experiments. We strongly favor the sug- 
gestion that results are presentes in a standard fashion in addition to 
whatever method an experiment ultimately prefers. The use of a set of 
canonical cuts which allows the use of calculations rather than Monte Carlos will 
in addition minimize the chance 3i accidenta! discrepancies. 

This section has discussed the effects which cause a discrepancy between the Z” 
pole position (which is wanted a~ a oedning parameter of the Standard Model) 
and the apparent resonance peak. These effects also affect the width and cross 
section measurements. One of the results is that the cross section changes very 
SIC vly around the peak (less than 1% difference between the cross section at the 
pals and at the peak) which makes it harder to extract the pole position from the 
data. It also becomes difficult to directly relate the Z” width to the line shape. 
The width is defined by application of the optical theorem to be the imaginary 
part of ;he Z” self energy. This means the width is energy dependent. It is 
curtomary to specify that what is quoted to be the Z” width, is the width as 
measured at the actual Z” pole. (Allowance should also be made for the energy 
dependence of the width itself when studying how width dependent effects modify 
th.e Z” line shape).“” 

Although only particles to which the Z” can actually decay contribute directly 
to the imaginary part of the Z” self energy, the effective strength of the couplings 
of these particles depends also on the real part of the Z” self energy. The couplings 
can therefore be influenced by particles heavier than the Z” to which it can couple 
virtually. The visible cross section and the width can be extracted from the line 
shape only after all corrections are made (or the theoretical prediction can be 
directly compared with observation). This brings us to the subject of ‘Oblique’ 
radiative corrections. 

1V.c Oblique Corrections. 

Oblique corrections were introduced in section II, when it was explained that they 
can be considered as the cause of couplings running with q2. These corrections are 
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important because measuring the Z” mass does not directly test the Standard 
Model. Only if predictions are made of the Z” mass, or the Z” mass is used 
as a parameter in making predictions, does it become involved in verifying the 
model. The Z” mass will be used to help renormalize the bare parameters of 
the Standard Model as soon as it has been accurately measured. A test of the 
model requires that a predicted quantity be measured experimentally; sufficiently 
accurate measurements will require the inclusion of the oblique corrections to 
match the theory with observation. If all the oblique corrections are included 
accurately (the models particle content must be defined) and the theory does not 
agree with experiment then the theory is wrong. 

The oblique corrections contribute to the self energies of vector particles and 
take the form of internal loops (oblique corrections may be termed loop correc- 
tions) in Feynman diagrams with no connection to external particle lines. Since 
the particles circulating in these loops are virtual any and all particles to which 
the vector boson couples change the correction. This makes the size of the oblique 
corrections a particularly important probe of the physics which may lie above Z” 
energies. Usually, the effects of very high mass particles are expected to decouple 
and have no effect on measurements made at low energies. Certainly, the exis- 
tence of heavy degenerate quark pairs will not be detectable by measuring the 
size of the oblique corrections needed to match the data to predictions. How- 
ever, some modifications of the Standard Model predict the existence of particles 
which do not decouple.‘*” Also, if the particles in a doublet are not degenerate 
in mass, the mass difference (if large enough, a few hundred GeV is the typical 
requirement) will cause observable effects ( as the gauge structure of the theory 
begins to break down). 

The influence of the oblique corrections is illustrated by Figure 7 which shows 
how the Z” width changes as a function of the top quarks mass. If the mass of 
the top is less than M,/2 then the Z” width decreases with increasing top quark 
mass, since the phase space for producing tc is decreasing. Above M,/2 the Z” 
width starts to increase again as the mass of the virtual t quark begins to sig- 
nificantly influence the effective couplings. This infiuence increases quadratically 
and if the t-quark becomes too massive (much above 250-300 GeV) then the cur- 
rently good agreement between low and higher energy measurements of sin’& 
after correction for loop (oblique) effects will be destroyed. This argument is 
frequently used to limit the top quark msss to being below a few hundred GeV. 
This constraint only applies however in the absence of any other particle which 
could compensate for the effects of a heavy top quark. 

One particle, for example, which also influences the couplings via the oblique 
corrections is the Higgs. In this case, the width of the Z” will decrease with 

increasing Higgs mass (although the dependence is weaker, the change being 
logarithmic with Higgs mass). It is worth stressing I think, that any particle 
with a coupling to a virtual Z” will change the oblique corrections. The problem 
with using the oblique corrections to probe higher energy physics lies in sorting 
out exactly what is contributing to any discrepancy between what is seen and 
what is expected (that is, what is calculated, using the defining parameters of the 
model, and assuming a given particle content). The more quantities measured 
the easier it will be to limit the possibilities. Forward-backward asymmetries 
depend on final state couplings unlike the polarization asymmetry which is only 
sensitive (on the Z” pole) to the electron couplings. Until a precise measurement 
is made which is not needed to define the model, the Standard Model has not 
been stringently tested since the size of the cblique corrections has not been 
accurately measured. 

The use of a polarized electron beam incr ?ases the visibility of the effects of 
the oblique corrections. The effects of the ccrrections are difficult to see if the 
line shape is mea,;ured using unpolarized beams. However, the peak cross section 
is increased about 30% if right-handed polarized beams are used, and decreases 
slightly more than 30% if left handed beams are used.“*’ The polarization asym- 
metry is a particularly senritive probe of the oblique corrections at the Z” and 
one which is not siglificantly affected by initial state bremsstrahlung. There is 
also a significant statistical advantage in not being restricted to using a particular 
final state.“” 

Monte Carlo programs may include the effects of the oblique (or loop) correc- 
tions either by modif;ring the couplings they use, or by explicitly adding the loop 
diagrams to scme specific order (one loop, two loop et cetera). Since the correc- 
tions can be summed to all orders and the exact couplings defined we prefer the 
former approach. 

A further complication is that the contribution to the oblique corrections due 
to known physics must be calculated before any discrepancy with measurements 
can be studied. At SLC/LEP energies the most significant corrections are to the 
value of the vacuum polarization of the photon (since the photon is massless this 
is not called a self energy). These corrections correspond to a change in the value 

of &m with qz.“” The contribution to the vacuum polarization due to the known 
leptons can be calculated exactly. The uncertainty in the contribution due to the 
known quarks will be what limits our chance of detecting the influence of new 
physics. The difficulty is due to the fact that the contribution of the lighter quarks 
cannot be calculated using serturbative QCD. The light quark contribution must 
instead be estimated from experimental data on e+e- interactions at low energies 
via the use of dispersion relations. The experimental data must be analysed 
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carefully and the use of the data must be balanced against the use of calculations 
for higher mass quarks to minimize the overall error. Two recent calculationsia6’ 
give a value of about 0.028f0.001 for the total contribution from the known 
quarks, compared to a contribution from all particles of 0.071. In other words the 
uncertainty due to light quarks is about 1% of the photon vacuum polarization. 

Calculations of luminosity at the Z” also require an allowance to be made for 
the effects of the oblique corrections. Once more, corrections may be made ei- 
ther to the couplings or by the explicit inclusion of the oblique diagrams into 
a Monte Carlo. If the former approach is taken, care must be used to check 
that the routines used to calculate the coupling corrections have the correct q2 
dependence. Routines setup to calculate the couplings of muons at SLC ener- 
gies are not applicable to t-channel processes or even to lower energy s-channel 
reactions.“” 

1V.d Final State Corrections. 

The Z’J line shape can be measured at low integrated luminosities. The integrated 
luminosity required is not so low however that we can afford to use only muon 
pairs. We would need to accumulate about twenty times as much data as we need 
if hadronic events are also used. However, since we are aiming at a very precise 
measurement we need to consider even small effects which depend on the final 
state to which the Z” decays. The large corrections due to initial state radiation 
are common to all final states. The oblique corrections change the couplings of 
particles to the Z” and will affect different final states in a slightly different way. 
More importantly, the exact shape of the resonance around the pole depends on 
the coupling dependent interference between the Z” and the photon. In principle, 
because the fitting procedure to extract the mass is sensitive to the shape this 
could complicate the fitting. Estimates of this effect imply that it results in the 
peak shifting less than 10 MeV if muon data is compared with da data (less for 
uii). This change can be corrected for if necessary. 

The final state can radiate gluons (if hadronic) or photons and (as shown 
by Equation 5) this radiation must be allowed for in calculating the Z” width. 
The effect of gluon radiation is about twenty times more significant than the 
effect of final state photon radiation. If ad is increased from 0.09 to 0.17 then 
the Z” becomes about 60 MeV wider. One interesting effect of increasing the 
hadronic width is that this decreases the peak cross section. The Z” line- 
shape is also affected in more subtle ways. Although the pole position of the 
Z” resonance is unchanged, the separation between the peak and pole is not. 
This is determined by photon bremsst rahlung effects which are altered when the 
line shape is modified by changing the Z” width. However, Equation (16) implies 

that a 60 MeV change in the width changes the peak to pole separation by only 
2.5 MeV. If we make inclusive measurements we do not need to worry about the 
effects of final state radiation on the Z” mass determination. 

However, if (when) we start to use experimental cuts on the data then the 
effects of final state photon radiation need to be considered more carefully. Light 
final states radiate more energy than heavy ones and may be more affected by 
cuts on the visible energy of the final state. The need to make an allowance 
for this effect can be seen by comparing the muon and tau cross-sections. If 
the comparison is made after cuts have been applied to the muon and tau final 
energies, but before corrections are mr.le for final state radiation then it will 
appear as if muon/tau universality is violated. The expression”” for their cross- 
sections, if the amount of energy carried by photons is to be less than an amount 
AE, is given by; 

If the ‘missing’ energy is required to be less than a GeV, then the apparent ratio 
of the muon and tau cross sections is 0.90. This ratio rises to 0.98 if as much as 
20 GeV cf energ‘r could have bee:1 radiated. 

The erects of final state photon -3diation can be corrected for if the Z” decays 
to leptom. There is a problem with also correcting hadronic final states for these 
losses. If the Z” decays to a quark-antiquark pair then the msss of the radiating 
final state particle is not known so the size of the effects cannot be estimated. 
One can argue, perhaps convincingly, that the timescales for electromagnetic 
interactions are very much longer than those governing strong interactions. This 
implies that the radiating final state will have a mass greater than or equal to 
that of a pion (and thus final state radiation which is inversely related to the mass 
,uill be small). Conversely, quarks may be radiating directly and current quark 
masses set the scale for the radiative effects in this case. An added complication 
is that interference effects may occur during hadronization which may enhance 
photon radiation. Theorists may never be able to remove all of the uncertainties 
involved. Minimizing the cuts applied to the final state will limit the chance of 
introducing biases. 

An estimate of how severe cuts must be before final state effects cause diffi- 
culties (which does not include any possible enhancements due to interference) 
can be made. The observed Z” line shape is generated by varying the assumed 
mass of the final state fermions, and applying a visible energy cut to the simu- 
lated data. We are most concerned (initially) by effects which bias the Z” mass 
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extraction. A study was made of how big the cuts on the visible charged energy 
needed to be before a fit to the generated line shapes gave significantly different 
results if 2 MeV (a low current quark mass) was used instead of 100 MeV for 
the final states mass (higher mass choices give almost identical results to those 
for 100 MeV). This test used the Monte Carlo BREM5.1”’ It showed that even 
when more than 50 GeV of energy is required to be visible in the detector, the 
peak is shifted less than 10 MeV.laO’ 

V. Conclusions. 

The Z” mass is a fundamental quantity which is worthy of the efforts which will 
be made to measure it as accurately as possible at the SLC. The Z” peak position 
measurement will be limited to an accuracy of about 50 MeV by experimental 
constraints on how well the beam energy can be measured. The accuracy of 
the extraction of the Z” pole position from the line shape will depend on the 
calculations of the higher order QED corrections. These corrections need to be 
incorporated into the Monte Carlos which are used for Z” physics. The effects of 
initial state bremsstrahlung should be calculated accurately enough to keep the 
theoretical error in extracting the Z” mass below 10 MeV. A precise measurement 
which is not needed to define the Standard Model will then be required to test 
the model by checking the size of the oblique corrections. The best candidate for 
such a measurement at the SLC is the polarization asymmetry. This measurement 
may allow us our first glimpse of the physics beyond the Standard Model. 

FIGURE CAPTIONS 

1.) Two scanning strategies are compared. The error on the direct Z” width mea- 
surement is shown as a function of the total integrated luminosity accumulated 
during Z” peak scanning. 

2.) The south dump extraction-line spectrometer is shown schematically. The 
view of the north dump is similar. Electrons exiting the septum magnet enter a 
quadrupole doublet, Q31 and Q32, followed in turn by horizontal, vertical, and 
horizontal bend magnets (BHA, BY, BHg). Two beams of synchrotron light are 
emitted by the horizontal bends, which are then detected by x-ray monitors. 

3.) The difference between the luminosity weighted center of mass energy de- 
termination and the mean center of mass ene-gy for a single pulse is shown as 
a function of the residual dispersion at the crossing point. Figure 3.a shows the 
error for a residual dispersion of 3mm (early data) and Figure 3.b for a residual 
dispersion of lmm (ultimate aim). The plots both assume that the momentum 
spread of the bunch is f0.2% and that the non-dispersed width of the bunches 
is 2 microns. The decrease in the luminosity is shown normalized to the ideally 
achievable valus. It is stressed that the errors in the beam energy measurements 
due to this source should cancel when severa! pulses are averaged. 

4.) A beginners g-ride to radiative corrections. 

5.) The effects of initial state radiation (taken from G.Altarelli et al, contribution 
to the CERN-LSP report a6-02). 

6.) P-body final state diagrams . 

7.) The Z” width is shown as a function of the assumed mass of the top quark. 

E 
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2. The Arcs measurement 
MarkII/SLC-Physics Working Group Note # l-10 

AUTHOR: Guy Wormser 

DATE: April 9, 1987 

TITLE: Beam energy measurements for the first 3 months of SLC operation 

1. Introduction 

The present schedule allows 3 months of data taking for the Mark11 collabo- 
ration in the summer 1987. 1000 Z0 events may be recorded during that period. 
Even with this limited sample, the statistical error on the Z0 mass will be as good 
as 150 MeV. Therefore, systematics errors may become dominant. In fact, during 
this data taking period, the Beam Energy Spectrometer will not be ready. Thus, 
the only information available will come the SLC machine itself and more precisely, 
from its three distinct elements, the Linac, the Arcs and the Final Focus systems. 
The following sections deal with the quality of the measurement performed in each 
of these systems 

There are 2 different sources of systematic errors : 

1. The relative errors are the errors associated with 1 measurement compared 
to another one :they include all the time dependant effects and the statistical 
precision of each measurement. Those errors govern the width resolution of 
the Z” . 

2. the absolute errors are the quadratic sum of the relative errors and all sources 
of errors which are not time dependant, i.e the reference magnetic field map- 
ping, the positions of the detectors,... Those errors govern the most resolution 
of the Z”. 

It is also worthwile to notice that some errors can be reduced if the sum of 
the electron and the positron beams energy is measured, instead of measuring each 
energy separately. We will use this sum,when available. 

The arcs are not a very good place to measure the absolute energy nor the 
relative energy of the beams for the reasons listed below,and therefore it is not 
planned to use the arcs information. 

1. The arcs system has been designkd to be as achromatic as possible to be 
able to transport a & .5% energy passband. Moreover, the dispersion has be 
designed to be small in all the system. Systematics readings of the BPMs 
before and after the reverse bend can be used to mesure the beam energy 
with a moment to moment energy resolution of .3 % for a 100 micron BPM 
displacement. The accuracy is thcreiore dominated by BPM statistical fluc- 
tuations. 

2. The magnetic field integral canno’ be measured to a very good precision (5 
10-3) 

3. There is a systematic 2 GeV die repancy between the energy measurement in 
the arcs and the one performed 111 the Switch Yard, which is not understood 
at t\is time. This discrepancy is probably due to misalignment problems in 
the Beam Switch Yard ,which are under investigation. 

4. Finally,the acquisition rate is rather slow, and the energy has to be averaged 
on ma,ry bursts. 

3. The Final Focus measurement 

The chromatic correction section of the Final Focus system is a very high 
dispersive region (a= 240 mm for $ = 100%). Therefore, it is a good place to 
measure the energy cf ,+he beams. Unfortunately , the beam size is also large in that 
region, of the order of 2 mm .The position measurement then may be sensitive to the 
bea.m shape.This shape may change from burst to burst and is difficult to monitor. 

The scheme of the chromatic correction section is displayed on Fig.1. There are 
4 BPMs on either side of B2, and each pair will provide an independant energy 
measurement. Each pair will be read every four pulses. A complete determination 
of the errors attached to such a measurement has not been made yet because some 
experience of the influence of the beam shape is needed. Otherwise,the prospects 
are good because the magnetic field integral is well known, up to .l% precision 
level and the high dispersion makes the errors coming from the intrinsic resolution 
of the BPMs rather small. 

It is therefore planned tc read these data as often as possible and to use them 
as a check of the Switch Yard mes.surement,which is described below. 
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4. The Switch Yard measurement 

At the end of the linac, the two beams are splitted by a large dipole magnet, 
with a dispersion power n= 80 for each beam.(Fig 2 ) Using a simple set of 4 
BPMs, 2 before the magnet and 2 after,it is possible to measure the beams energy 
on a burst-by-burst basis.This system will effectively be used as a feedback to 
stabilize the energy of the beamsFor the 2 BPMs before the magnet,the electronics 
is duplicated with a time delay of 50 ns,in order to be able to measure separately 
the position of the electron and the positron beams,which are 50 ns apart. 

However, the absolute energy measurement for a single beam is subject to 
misalignment inaccuracies. This problem is under intensive study and should be 
solved when survey data in the Beam Switch Yard are better understood. 

To get the energy at the interaction point,the energy loss in the arcs has to 
taken into account .This loss, 1.3 GeV per beam, can be computed with an accuracy 
of a few percent,thus leading to a negligible contribution to the overall error. 

4.1 THE SOURCES OF THE RELATIVE ERRORS ON THE BEAM ENERGY 

In this section, we will study the different contributions to the relative or time 
dependant errors on the beam energy. In fact,those errors are related to the BPMs 
reading. 

1. The statistical jitter of a BPM ,i.e. the width of the BPM output when the 
beams are perfectly stable is typically 40 pm. This is easily measured with 
the calibration system. 

2. Because of nonlinear effects in the BPMs electronics, a intensity variation of 
the beam may fake a displacement of the beam. This effect can be seen on 
Fig.3 where a BPM offset is plotted versus the intensity of the test pulse. 
(the BPM offset is the value which is readout when equal test pulses are send 
on each electrode, simulating a centered beam). 

Although the raw effect may be large,the net contribution is expected to be 
small because this effect is taken into account in the calibration procedure and 
the expected beam intensity variations are not very large. Thus, this effect should 
contribute to about 20 pm . 

3. The sensitivity to the beam shape should be small because the beam size is 
small in that region.This error should be less than 20 pm. 

In summary ,we expect a relative error on the BPM readings of 50 to 80 pm. 
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4.2 THE SOURCES OF ABSOLUTE ERRORS op THE BEAM ENERGY 

Those errors involve the different position errors in the BPMs and also the 
errors on the magnetic field integral. 

The absolute errors on BPMs reading 

1. The external position error is the error with which the absolute position of 
the BPMs are known. This error is of order of 100 pm subject to coordinate 
reference problem. However, when measuring the sum of the 2 beams,it is 
sufficient to measure the relative distance between the 2 BPMs placed after 
the splitter magnet. This can be done to a precision of 50 micron. In this 
case also, the effect of the error on the absolute position of the first 2 BPMs 
become negligible. 

2. The position of the true mechanical cen’er relative to the external reference 
is not known to better than 10 to 20 pm. 

3. There can be also a systematic disp’acement between the mechanical and 
electrical center of the BPMs. This effect has been measured by inducing a 
test pulse on a wire positionned at the center of the BPMs.It is of the same 
order of magnitude as the previous one,40 to 70 pm. 

4. A different attenuation length or a different length of the cables can lead to 
systematic d:splacement.This effect ii, expected to be of the order of 25 pm. 

Finally,the un,:ertainty in the calibratior of the BPMs leads to an uncertainty 
of 20 to 50 pm.It Las to be stated that this number will remain small only if the 
calibration procedure is done often enough. Fig.4 shows the day to day variation 
of the calibration constant of 1 BPM. A 100 pm step occured and could not be 
explained. 

Therefore ,in principl,-* L =.d after a BPMs resurvey, The total BPM accuracy 
lies in the range 150-250 ,um ,after taking into account the relative errors discussed 
above.The different contributions relative to BPMs reading are summarized in 
Table 1. 

We have now to convert the errors made on the BPMs reading to errors on the 
beam energies. This is done using the formula : 

P(e-) = 
K 

z3 + 1.38~~ - 3.0822 

de+) = I&- 1.43tl + 1 7gz . 2 

where xi are the BPMs readings in the plane i. 
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Using the absolute BPM resolution to compute the error on each beam sepa- 
rately ,one obtains a very large uncertainty. 

=.6-l% 
each 

Fortunately, the situation improves a lot when the sum is measured. This is due 
to the almost complete cancellation of absolute position errors. The result is then 

The absolute errors on the magnetic field 

1. The magnetic field integral is known to .l%, giving thus a .l% contribution 
to the energy estimation 

2. The position of the magnetic center of the splitter magnet is known to 2 mm, 
giving rise also to an error of .I%. 

Finally,we obtain the absolute overall resolution : 

(g& = .3% - .5% 

leading to : 

( w) b = 300- 500 MeV 
(1* 

while the relative resolution is typically 2 times better : 

5. Technical implementation 

We describe briefly here what will be aveilable on the Mark11 tapes. 

1. At each burst, the energy and intensity of each beam will be computed in 
ihe Switch Yard by the FeedBack microcomputer FB31. The energy spread 
will also be computed on an avurage of 10 bursts. These informations will 
be received by the Mark11 acquisition system and will be read every trigger 
(including of course random triggers) 

2. Every 2 or 4 minutes ,the Mark11 VAX will send a request to the SLC VAX to 
read the actual BPMs reading in the Switch Yard and also in the Final Focus. 
This will allow offline checks of FB31. computations and also comparison 
between the Switch Yard measurement and the Final Focus one. 

6. Corxlusion 

The essential requirement of the Mark11 collaboration 

The tnowledge of the beam energies for each 2” candidate 

will be satisfied with a absolute prec,sison of 300 to 500 MeV. The relative 
mass precision, useful to perform a w!dth measurement will be 150 to 200 MeV. 

(A@‘) -) = 150 - 200 MeV 
rcl 
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Table 1 

BPMs Errors (in pm ) 

Relative 

Statistical 40 - 70 

Non - linearity 20 - 50 

Beam shape 10 - 20 

Absolute 

External survey 100 - 150 

Internal 10 - 20 

Electrical center 40 - 70 

Cables 40 - 70 

Calibration 20 - 50 

Total relative 50 - 80 

Total absolute 150 - 250 

Table 2 

Contributions to the absolute overall error (in %) 

Magnetic f ield .l - .15 

Magnetic center .l - .15 

Absolute BPM resol. .6 - 1. 

on a single beam 

Absolute BPM resol .2 - .4 

on total energy 

FIGURE CAPTIONS 

1. Scheme of the final focus chromatic correction cross section 

2. Scheme of the energy measurement in the Switch Yard 

3. Variation of a BPM offset with the intensity of the beam 

4. Day-to-day variation of the calibration constants 
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MarkII/SLC-Physics Working Group Note # l-11 

AUTHOR: Dallas C. Kennedy II 

DATE: June 8,1987 

TITLE: The BREM5 Electroweak Monte Carlo 

This is an update on the progress of the BREMMUS Monte Carlo simulator, 
particularly in its current incarnation, BREM5. The present report is intended only 
as a follow-up to the Mark II/Granlibakken proceedings, and those proceedings 
should be consulted for a complete description of the capabilities and goals of the 
BREMMUS program. 

The new BREM5 program improves on the previous version of BREMMUS, 
BREMS, in a number of important ways. In BREMS, the internal loop (‘oblique”) 
corrections were not treated in consistent fashion, a deficiency that led to renor- 
malization scheme-dependence; i.e., physical results, such as cross sections, were 
dependent on the method used to eliminate infinities from the theory. Of course, 
this problem cannot be tolerated in a Monte Carlo designed for experimental 
use. BREM5 incorporates a new way of treating the oblique corrections, as ex- 
plained in the Granlibakken proceedings, that guarantees renormalization scheme- 
independence and dramatically simplifies the organization and calculation of ra- 
diative corrections. This technique is to be presented in full detail in a forthcoming 
paper. BREM5 is, at this point, the only Monte Carlo to contain the entire set 
of one-loop corrections to electroweak four-fermion processes and renormalization 
scheme-independence. 

The neutral-current matrix element with the full one-loop oblique corrections 
is: 

M NC = ?$?g 

+ 
e,‘(13 - s,~Q)(I’~ - s~~Q’)/s~*c,~ 

q2 + 
ek2 

4~5st~c.~G,,,p. 

The functions e.2, .s,~, c,‘, G,, and p* are related to the usual parameters of 
electroweak physics (e2, sin20w, etc.) by the oblique corrections, which cause the 

“starred” functions to run with q 2. Note that in the corrected matrix element, the 
starred functions simply replace the “tree-level,” or unrenormalized, parameters. 
There are, in addition, the “direct” corrections, which include box and vertex 
diagrams; and the bremsstrahlung contribution, which must be added to the purely 
elastic cross section because of the emission of soft photons that go undetected. 
The bremsstrahlung corrections are large to lowest order in (L, changing the total 
cross section by over 30% . Thus a certain class of the bremsstrahlung diagrams 
must be taken into account to higher order bjr the procedure of “exponentiation,” 
described elsewhere in these proceedings. This method has been worked out for 
our purposes by B. F. L. Ward and will be implemented soon in BREMMUS. The 
processes e+e- -+ e+e- (Bhabba scattering) and e+e- -+ V~T/C, which involve some 
extra Feynman diagrams, can also be easily put into BREMMUS. 

For the first two years of Mark II/SLC operation, a relatively simple way can be 
used to include the effect of oblique coriections in analytic forms and less elaborate 
Monte Carlos such as MMGE (MMGl). Near the Z pole, the corrected matrix 
element can be reduced to the followilrg: 

(s - M2’)(1 t K) -is($) 

This form is slightly different from that usually used. First is the presence of 
the term n, summarizing the effect 61’ the oblique corrections on the resonance 
shape: n is about one to two percent in the standard model. The other change, a 
crucial oile normally ignored, is the variation of the imaginary part of the resonance 
with s. The usual, but incorrect, way of writing the imaginary part is Mzl’, 
but the variation of phase space away from the pole changes this to the form 
shown. In fact, -$ ‘; (almost) constant with s. (Besides another factor of fi, T 
has the starred functions embedded in it, which renormalizes the couplings in the 
width to their correct values at the Z pole; the starred functions then vary almost 
not at all if we stay near the pole. The renormalization, mainly due to vacuum 
polarization, contibutes a correction of about seven percent, for top mass less than 
200 GeV.) The effect of radiative corrections in the couplings should be visible 
after the accumulation of lo3 Z’s and the effect in n with IO5 Z’s, _ 

The direct and bremsstrahlung corrections are numerically the most important 
radiative corrections to processes at the Z resonance. The physically interesting 
radiative corrections come from the oblique sector, which can contain a variety of 
new particles tab heavy to be produced at SLC energies but which can affect SLC 
measureables indirectly. Normally such effects would be swamped by the larger 
direct corrections, but the left-right polarization asymmetry ALR, measured at the 
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Z pole, is quite sensitive to the presence of oblique corrections, while being almost 
completely insensitive to direct corrections: 

1. bremsstrahlung; 
2. final state QCD (for hadrons); 
3. flavor dependence (and the effect is calculable); and 
4. hadronization. 

The use of hadrons greatly improves the statistical error. ALR directly measures 
the value of se2(q2) at the Z pole, and s,‘(Z) in turn is directly sensitive to heavy 
particles, as exemplified in Figure 1, which shows the variation of s,~(Z) with 
the top quark mass. Fixing s,~(Z) also tells us about grand unified theories at 
much higher energies (Figure 2) and the possibility of proton decay. The physical 
importance of the oblique corrections is also reflected in their sensitivity to the new 
types of physics, such as supersymmetry and technicolor, postulated by theorists 
over the last decade to extend to the standard model. BREMS can predict ALR 
to better than 0.005 now, and, with hadrons, ALR can be measured as accurately 
as 0.01 (or perhaps even 0.005) at the SLC (Figure 3). ALR will give the physics 
community a strong foretaste of the physics to come in the next generation of 
accelerators and illustrates the importance of polarization at the SLC. 

(Z103tlVnDS HVIS-3NIS 
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MarkII/SLC-Physics Working Group Note # 1-12 

AUTHOR: Jim Alexander, Giovanni Bonvicini, Persis Drell, and Ray Frey 

DATE: July 16, 1987 

TITLE: Radiative Corrections to the Z” Resonance 

The experimental evidence supporting the standard model of electroweak in- 
teractions is impressive. Perhaps most spectacular of all has been the direct obser- 
vation of the Z”, the heavy gauge boson predicted by the model, at the pp collider 
at CERN. Once one can directly produce Z”s, one is in an excellent position to 
do detailed studies of the electroweak interaction, both by studying in Z” decays 
how the Z” couples to the matter field of quarks and leptons, and by precision 
measurements of the resonance itself. 

The Z” resonance, in lowest order, has a Breit-Wigner line shape which is 
characterized by experimentally measurable quantities: the peak position or mass, 
the width, and the peak cross section. From an experimental point of view the 
three parameters, mass, width, and cross section, are independent quantities to 
be determined. Within the context of the standard model, however, they take on 
deeper significance that both motivates their measurement and sets the scale of 
precision at which the measurements may be considered interesting. The mass is 
related to sin26w; the width depends on the number of particles of mass less than 
half the mass of the Z” which couple to the Z”; and the peak cross section is related 
to the vector and axial vector couplings, and hence sin2Bw. 

Precision studies of the Z” resonance have not been forthcoming from the 
SpgS where the Z” was first discovered. The broad spectrum of parton energies 
in pp collisions means that only a small portion of the total luminosity manifests 
itself in production of the relatively narrow Z” peak, and the resonance is difficult 
to extract from the much larger nonresonant QCD background. Furthermore, in 
the exclusive leptonic decay modes of the Z which have fairly clean signatures 
and can be extracted from the background events, the mass of the Z” can only be 
determined from the invariant mass of the lepton pair, since the initial state energy 
is unknown. 

At the SLC and LEP, the situation is quite different. Because the electron and 
positron are pointlike, the center of mass energy of the interaction is defined by the 
beam energy. The beam energy spread is small compared to the resoname width, 
and all the luminosity contributes to the signal. The background is small and all 
visible decay modes of the Z” can be used. 

Since it is the beam energy which will be used to determine the mass and width 
of the Z”, it is crucial to know the absolut,e beam energy and energy spread. For the 
Mark11 at SLC, a pair of spectrometers”’ located just upstream of the beam dumps 
will measure the central value of the beam energies to 0.06%, and will provide 
information on the beam energy spr;ad, expected to be about 0.2%. Systematic 
errors on the mass and width of the Z” are expected to be around 45 MeV. The 
measurement of the peak cross section of the resonance will be limited by systematic 
errors in the monitoring of the machine luminosity. The luminosity monitors”’ 
measure the reaction e+e- --t e + - e at small angles where it is dominated by the 
QED t-channel scattering. In this st,eeply falling region of the cross section the 
acceptance determination dominates the systematic error, which is not expected 
to be better than - 2% overall. Long term stability should be much better, and 
point-to-point variations in an energ] scan will be low. 

The Z” resonance is profoundly altered from its zeroth order Breit-Wigner 
shape by radiative corrections. In pi -tic lY.ar, bremsstrahlung from the annihilat- 
ing e+ and e- alters the effective center of mass energy and significantly changes 
any quantity that varies strongly with 6 . This results in shifts of hundreds of 
MeV in the mass and width of the resonance, and lowers the peak cross section by 
tens 01 percent. This paper will review in detail the physics of these corrections, 
the existing calcu!ations, available Monte Carlos, and the level of precision finally 
expected :n QED radiative corrections to Z” line shape measurements. Since we 
will have eu:ellent energy resolution for the Z” mass and width measurement but 
cruder luminosity monitoring for the cross section measurement, radiative correc- 
tions which affect the line shape and peak position must be quite carefully consid- 
ered, while corrections to the overall normalization at or below the 1% level are 
less u.:gent. Recent work extending the calculations to second order has given con- 
fidence that QED radiative corrections are well understood and that the precision 
achievable in these corrections is better than the 45 MeV currently expected to 
li,nit experimental measurements. 

. 

In section 1 we will review radiative corrections to first order. Results will 
be extended to higher orders in section 2, and we will discuss, quantitatively, the 
necessary accuracy of the calculations. The third section will present the radiative 
corrections from a structure function point of view. The advantages of this method 
will be discussed, and in section 4, we will present a numerical comparison of all the 
available calculations, with the conclusion that the agreements and disagreements 
between the different calculations are well understood, and the theoretical uncer- 
tainties are well below the anticipated experimental systematic errors. Section 5 
will discuss curran:!; Available MC event generators, and in section 6 we will use 
the new calculations to refit the J/t) resonance. 
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1. QED Radiative Corrections to First Order 

In lowest order, e+e- + ff proceeds by photon exchange and by Z” exchange 
as shown in Fig. 1 . The total cross section is given in the standard model by 

u(s) = 2449 - M;)wq + s2(t$ + ac")(u! + a;, 
(8 - Mi)2 + srg (s - M;)2 + sI’; 1 (1) 

where the vector and axial vector coupling strengths for the electron and for the 
final fermion are 

-1 + 4Q2sin2Bw -1 
?J= 

2sin2Ow ’ 
a=-. 

2 sin 20~ 

N and Q denote the number of colors and charge of the fermion. At SLC ener- 
gies, the first two terms in Eq. (l), the QED and interference contributions, are 
negligible compared to the third, resonant, term. To an excellent approximation, 
therefore, one writes the lowest order cross section, uc(s) as 

This form illustrates the experimentally accessible parameters, Mz, I’z, and uz 
and the relativistic Breit-Wigner used to characterize the resonance. The peak 
cross section, a~, is related to the standard model coupling strengths by oz = 
47ra2N(v~ + a:)(w; + a;)/3r2,. 

In practice, the lowest order line shape defined by Eq. (2) is distorted by ra- 
diative effects. The set of diagrams contributing to the first order corrections are 
shown in Fig. 2. The diagrams 2a and 2b represent the radiation emitted by one 
initial state electron in the field of the other one. Since this initial state radia- 
tion carries energy away, leaving the annihilation center of mass energy below the 
nominal value, it is principally responsible for the distortions to the resonance line 
shape. Vertex corrections to the initial state and vacuum polarization graphs (figs. 
2c and 2d) represent the electron form factor and charge screening terms, respec- 
tively. As they do not change the kinematics, they enter as overall factors to change 
the scale of the cross section. The vacuum polarization diagrams may be easily 
summed to all orders in the leading log approximation, but the vertex corrections 
are complicated and have been only recently calculated to second order . I’I “I Final 

state radiation and vertex corrections (Figs. 2e- 2g) differ from the corresponding 
initial state diagrams in that they do not alter the center of mass energy, and may 
be summed over inclusively. This summing cancels large logarithmic effects asso- 
ciated with the initial state!’ leaving a c orrection of 1 + 3aQ2/4x. This is slightly 

larger than 1 because there is slightly more phase space available to a three body 
final state than two body final state. The final set of diagrams in Fig. 2 are box 
and interference graphs, Fig. 2h-j. These diagrams, if they contain photons only, 
are known to be odd in cos0, so that they contribute to the forward-backward 
asymmetry, AFB, but make no change to the total cross section. The 7 - Z pieces 
have almost the same effect, but in addition contribute a small correction to the 
cross section. We will omit these pieces in the rest of this paper. 

There are other first order radiative corrections which, a priori, must be consid- 
ered. Corrections coming from one-loop electroweak effects are of order”’ a/?r N 
.l%. Since these modify the coupling strengths, but have no effect on the kinemat- 
ics, only the cross section is altered, and that at a level to which experiments will 
be insensitive. QCD corrections arising from final state gluon radiation introduce 
corrections of &,/a, where uncertainty in the value of crd leaves a residual uncer- 
tainty of about 1%. This l%, however, is on the cormalization. It is clear that 
for the mass and width measurement, and measurements of the total cross section, 
our greatest concerns are the QED corrections coming from initial state radiation. 

Since bremsstrahlung from the initial state electrons means that the actual 
center of mass erergy available for the annihilation is reduced from the nominal 
& = 2E set by the beam energies, one is sampling all energies below 4 according 
to a sampling function determined by the physics of bremsstrahlung. For photons 
of energy kE, the actual ten ter of mass is dm and the observed cross section 
is given by a convclution, 

a,l,.(s) = 
/ 

f(k,s)uo(s(l - k))dk (3) 

where the function ff,k, s) must be computed from the QED diagrams. With f(k, .s) 
in hand, one may use Eq. (3) to extract the three parameters of the underlying 
Breit-Wigner. 

The emission of a single photon from the initial state, as in figs. 2a-b, modifies 
the amplit s.de for the hard annihilation process, Au, by a kinematic factor: 

. 

Summing over photon polarizations and integrating over photon angular variables, 
one finds the change in the cross section due to initial state radiation is: 

where we have assumed t!,i “,nitted photon energy, kE, is small compared to 
the beam energy in going from Eq. (4) to Eq. (5). It is customary to define an 
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effective coupling constant for bremsstrahlung: p f F ( *- log ;;ir - 1 ). This factor is Eq. (6) may be rewritten as 

associated with every bremsstrahlungvertex and is large’@ = :lOQ at SLC energies) 
due to the large phase space for an electron to disintegrate into an electron and 
a nearly collinear photon. A large effective coupling constant is the first of two 
major reasons that QED corrections are so large at the 2’. 

Integrating Eq. (5) over a range of bremsstrahlung energies from kmin to k,,, 
and adding in the zeroth order cross section, one finds the total cross section 

including single photon emission from the initial state is: 

ol=oo(l+Plog~). 
mm 

The infrared divergence as kmin --t 0 is removed with the inclusion of the vertex 

correction Fig. 2c, leaving 

where 61 = $p+ ? (f - i) is sometimes called the first-order electron form factor. 

In order to evaluate Eq. (6), we need to know what km,, is. In general, photon 
energies may extend up to the kinematic limit, just shy of the beam energy E, but 
a resonant cross section will cut off contributions from hard photons. This means 
that in the vicinity of the peak, (2E = M), the resonance imposes an effective 
upper limit at k,,, - T/2, so that 

The correction 61 arises from the effect of the virtual photon cloud, and has a 
magnitude at the Z” of 61 = +8.7%, while the logarithmic term plogT/M is due 
to real radiation, and has a magnitude at the Z” of about plogT/M w -38%. 
The second term is negative because the resonance cuts off the contribution of 
hard photons, effectively limiting one to only part of the total cross section, and 
depends on the fractional width of the resonance, r/M. This is particularly large 
for a narrow resonance, such as the J/4, and is still quite significant at the Z” 
where ITIM - 3%. This is the second reason why the QED corrections are large: 
the narrow resonance simply cuts off contributions from all but the softest radiative 
events, which, in turn, constitute only a fraction of the total cross section. More 
physically, the harder radiation simply moves the center of mass energy off the 
resonance into a region of low cross section. 
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where terms that are higher than first order are dropped. Eq. (7) clearly separates 
the virtual corrections (1 + 4) from the real (1 + p log %). 

To this point, we have only considered changes to the cross section due to 
soft photon (k < k,,, << E) emission. In this region one may safely ignore the 
variations of the cross section, and uc can be treated as a constant in Eq. (6) . The 
contributions from photons radiated with k moz < k < E must be included, however, 
and the variation of the cross section with fi taken into account. The bulk of this 
so-called hard photon contribution could be handled by writing uc = uc(s’) where 
s’ = ~(1 - k/E) is the center of maso energy remaining for the annihilation after 
the photon is radiated, and by allowing k,,, -+ E in the integration of Eq. (5). 
There are, however, bremsstrahlung terms which go not as k-l, but as k” and kl. 
These terms were lost in the appror+abion between Eq. (4)and (5), and must be 
reinstated. The full differential cross section is 

du(s) 1 k 
- = a(- - 1+ -)00(J), 

dk k 2 

where new k is the scaled photon energy previously denoted k/E. Denoting k,,,/E 
by ko, we write the complete cross <section to first order as follows: 

‘-(S) =uo(l t 61 +plogko) + J ’ da 
-dk, 

ko dk 

with dojdk being given by Eq. (8). Th e d’ ivision of the cross section in Eq. (9) is 
driven by the need to combine bremsstrahlung and vertex diagrams analytically as 
k t 0, but leads to the unfortunate presence of an unphysical parameter, ko. For 
analytic calculations, the value chosen for ko is of no consequence, but in Monte 
Carlo work, where the “soft” cross section (the first term of Eq. (9)) and the “hard” 
cross section (the second term in Eq. (9)) may be treated separately, difficulties 
can arise. The desire to set ko as low as possible is hampered by fact that the 
first order soft cross section becomes negative. At the same time, values of ko 
comparable to, or larger than, Tz are prohibited!” These problems all evaporate 
when higher orders are incIuded. 
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2. Higher Order QED Corrections 

Several recent publications have extended calculations of the QED radiative 
corrections to the Z” resonance to second order. ‘3”8-‘o’ For k,,, << 1 

uz =oo(l+6~+6~+~logk~~.+6~~logk~~2:+~~210g2k,,,), (10) 

where photon energy variable, k,,, is understood to refer to the total radiated 
energy due to both photons. The second order virtual correction 62 is given by”” 

+ [ -g + GS(2) + 3S(3) log -$ I 
6 - $(2)]" - ;S(3) - 6S(2)bg 2 + ;S(2) + ; 

(11) 
where ~(2) = $, and ~(3) = 1.202. 

As was done for the first order case, this result may be written in product form, 
again assuming one drops the cross terms that exceed second order. 

“2 = cro(1 + 61 + 62)(1 + p log k,,, + fp2 log2 k,,,). (12) 

The terms take the following values, (using k,,, = r/M): 61 = +8.7%, 6, = 
-0.5%, j3 log k,,, = -38%, and $p2 log2 k maz = +7.5%. The virtual corrections 
(Si, Ss,...) are falling rapidly, and already the second order virtual correction, at 
-0.5%, is below the level of our experimental sensitivity. This is fortunate, because 
these terms can be gotten only through direct calculation, a daunting task in third 
order. The real corrections, on the other hand, are larger and falling more slowly, so 
one reasonably expects the next order to be significant. For these terms, however, 
a technique exists to deal with all orders. 

The real photon terms are such that at nth order, the term contributed is of 
the form 

(;)‘Qg f$(log kmaz)n. 
e 

These terms are the well-known leading logs and dominate the contribution from 

t 
each order. Nonleading terms of the form 

(peg $J” 
e 

with tn <_ n appear in the virtual correction, and other nonleading terms show up 
in the cross terms. The fact that the leading logs may be summed to all ordersuP 
allows one to make the extension known as exponentiation: 

u = uo(l+ 61 + 62) 1 + P log km,, + ; P2 log2 b,,,,, + f p3 log3 k,,, + . . . 
> 

= uo(l + 61 + 62) ezp (p log k,,,) 

= uo(1 + 61 + 62) (km,,)’ 

(13) 

For the extra< tion of the Z” line shape, this is a particularly powerful result, 
because it takes precisely those terms responsible for the line shape distortions, 
and sums them to all orders. This bodes well for the extraction of Mz and rz. 
Virtual corrections sre computed only to second order, but they affect mostly the 
overall normalization, and at a level already below experimental systematic errors. 
It is worth noting that through the product wi:h 61 and 62, the next-to-leading and 
next-to-next-to-l’ :ading terms are also included. 

As with the first order calculation, it is necessary to include the contribution 
from cases where the total radiated energy, k lies in the range k,,, < k < 1. To 
second order, the d’fferential cross section, analogous to the first order result in 
Eq. (8) is given in reference 8: 

’ + ‘:- k):A(k) + (2 - k)B(k) + (1 - k)C(k))] , 

(14) 

where s’ = s(1 - k), and the functions A(k), B(k), and C(k) are included for 
convenience in the appendix. The purely second order (z)2 pieces augment the 
total cross section slightly ai values of fi > Mz, but their impact is small. At 
values of & up to 5 GeV above the resonance, the net effect is less than 0.4%. 
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For the terms with k-’ dependence, the results of exponentiation may be used 
to improve both Eq. (14) and Eq. (8). Differentiating Eq. (13), one finds 

g = /3ao(l + 61 + bz)Pl. 

This equation illustrates the correct form for do/d/c in the limit k + 0, when 
leading logs are summed to all orders. In effect, a factor @(l + 61 + 62) has been 
introduced by the exponentiation of higher orders. To include the higher orders in 
Eq. (14), one must put this factor in by hand. Thus, 

kP-l(l + & + 62) - 1+ f 

+cy ’ + ‘;- k)2A(k) + (2 - k)B(k) + (1 - h)C(k))] . 

(15) 

A similar result holds for Eq. (8). 

For a complete result with all corrections to second order, and leading logs 
summed to all orders, we have 

oobd(S) = ao(~)(l + 61 + 62) kOp + 
I 

1 !I?!?& 
ko dk ’ 

with du/dk taken from Eq. (15). The ko problem that arose in the first order 
calculation is no longer present in Eq. (16) because the soft term vanishes in a 
well-behaved fashion as ko -+ 0. This allows one to set ko arbitrarily small. In fact, 
under the (good) approximation that A(k) = B(k) = C(k) = 0, one may set ko to 
zero and the integral can be solved analytically. This has been done by Cahnl’“’ 
with the additional but not necessary approximation that 62 = 0. The result is 
an analytic expression for “o&,(s) that is suitable for fitting acceptance-corrected 
data. For the reader’s convenience, it is reproduced in the appendix. 

At this point it is instructive to review wh?t has been accomplished by the in- 
clusion of higher order corrections, and ask whether the primary goal of bettering 
the experimental systematic errors on Mz, l?z, and az has been achieved. Follow- 
ing Ref. 8, we illustrate in Fig. 3 the expected line shape, o&(s), under four levels 
of radiative correction: (1) pure first order, (2) first order with exponentiation, (3) 
pure second order, and (4) second order with exponentiation. For clarity, the full 
expressions for o&,,(s) are given in the appendix. The under1yin.g Breit-Wigner in 
these calculations has Mz = 93.0 GeV/c2, I’z = 2.5 GeV, and uz = 1.86 nb. 

The peak of the first order calculation is shifted to 93.180 GeV/c2, and peak 
cross section lowered to 1.313 nb, a 29% drop relative to the cross section of the 
underlying resonance. These numbers are consistent with expectations. When ex- 
ponentiation is included with the first crder calculation, the peak position moves 
back to 93.108 GeV/c2, and the peak height to 1.382 nb. The line shape with ex- 
ponentiation more closely resembles the underlying shape because exponentiation 
weights the soft radiation more heavily than the pure first order calculation. The 
first order calculation properly represents hard radiation, but badly underrepre- 
sents the soft components. In first order, for instance, approximately 50% of the 
cross section occurs below ko = 0.01, while the inclusion of exponentiation changes 
this to 90%. Thus the first order correction shifts the peak position too much to 
the high side and smears the narrow profile into a lower, broader one. 

It is interesting to compare second order with exponentiation to first order with 
exponentiation. Figure 3 shows thele is no difference in the peak position, which 
also occurs at 93.108, but there is a drop in the peak height from 1.382 to 1.372 
nb. This latter effect can be trace? almost entirely to the inclusion of the second 
order virtual correction 62. The important conclusion here is that the leading logs 

dominofe all line shape distortions. The explicit presence of nonleading terms to 
second order has little effect on the position of the peak. 

Finally a comparison of the pure second order with the exponentiated second 
order rour.ds out ;he picture. The second order line shape shows a peak at 93.092, 
with 2. peak height of 1.374 nb. This pea!: position is lower than the 93.108 found 
for the exocmentiated case. indicating that the second order real term has over- 
compe,lsattd the .:xcesses of first order. The peak height is almost identical with 
that of eKponentiated second order, as one would expect since they share identical 
nonleading :erms. 

Little can be said about the effect of the various correction schemes on the 
width, l?z, without a more quantitative approach. To meet this need, a set of 
“fake data” was generated using an exponentiated second order version of o&,(S) 
(dq. (16)) to represent the “true” resonance shape. The relative accuracy of a 
particular correction scheme can then be determined by fitting this “data”. The 
fitting procedure consists of the minimization of a x2 function with respect to the 
underlying resonance parameters Mz, IYz, and cz of Eq. (3). Table 1 summarizes 
the results, given in terms of the differences between the values of the parameters 
found in the fit and those used to generate the “data”. The results were found not 
to depend in any significant way on the choice of scan strategy, i.e. the particular 
set of center of mass energies and their statistical weights. Nor do they depend 
on details of the x2 minimization procedure. The results therefore represent a 
reasonable compo+i;dn of the intrinsic accuracy of the correction schemes. Thih 
procedure is used here (Table 1) to compare general levels of approximation relative 
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to the most complete level presently available (reference 8). It is also invoked later 
to compare the results of various authors. 

Table 1 indicates that a first order calculation is clearly inadequate, as it 
misses the true mass by 121 MeV/c2, almost three times the expected experimental 
systematic error, and misses the width by 152 MeV, which is equivalent to almost 
one light neutrino generation. By contrast, both the exponentiated first order and 
pure second order perform acceptably well, the former being somewhat better, but 
both being within the limits of experimental systematics. 

From these observations we draw the following conclusions. First, the virtual 
corrections affect mostly normalization, so accounting for them to second order 
is quite adequate given the known systematic errors on luminosity measurements. 
Second, the real terms account for the distortion of the line shape, and must be 
summed to all orders. Once this summation is done, the mass and width can be 
properly extracted with an accuracy of a few MeV. Third, the nonleading terms at 
second order have been shown explicitly to play no significant role in the extraction 
of mass and width. 

To this point we have dealt only with the corrections arising from initial state 
radiative effects, on the justifiable grounds that the other contributions, from final 
state radiation, box diagrams, and so forth, are small even in first order. The 
ability to factorize the initial state effects from the remainder of the cross section 
is a powerful tool. One may carry this notion further to assign these radiative 
effects to a structure of the initial state. In this view, the sampling function, 
f(k, s) in Eq. (3), arises from the product of electron structure functions, 

which describe the probability to find the electron having radiated off an amount 
of energy kl or k - kl. Without changing the results, this alteration of one’s point 
of view introduces a very useful technique long familiar in hadron physics, but only 
recently applied to e+e- physics. 

3. The Structure Function Approach 

An electron radiating a photon of energy k is left with a fraction z = 1 - k 
of its original energy. This electron may go on to participate in the annihilation, 
e+e- -+ Z”,r, or may split off more photons. The photons themselves may split 
into e+e- pairs, members of which may participate in the annihilation. Either 
way, the electron finally annihilating carries only a fraction z of the nominal beam 
energy E. The cascading of electrons and photons is illustrated in Fig. 4. In the 
standard notation, the probability distribution for finding a electron of momentum 
fraction z in an interaction with center of mass energy fi is written D(z, s). For 
an electron and positron of momentum fractions zr and 22, respectively, the total 
center of mass energy is m, and the cross section is O(~~,s)oo(z~zzs)D(~2,s). 
The total observed cross section is then 

1 1 

cob.,(s) = dzl 
/ / 

drzD(sl,s)ao!zl22s)D(zz,s); (17) 

6 c 
the lower integration limit depends on the mass of the final state particles. The 
D(z, s) satisfy the normalization and momentum conservation equations: 

I D(z,s) = 1, 

c /JzD;(z, 9) := 1. 
i 

The first integrar includes all electron components (i.e., valence and sea electrons), 
while the sum in the second formula runs over all the available partons, photons 
included. It is tiafe to neglect all other components, because real heavy fermion 
pairs are strongly suppressed, ~1 d one more pair of electrons can be produced only 
in fourth order. 

The con:ept of the structure function has been borrowed from QCD where its 
application in the description of hadrons has proven fruitful. Evolution equations 
were written for a vectorial theory in the early 197Os’“-“’ and were first applied 
to QCD in reference 17. More recently, they have been used to calculate QED 
radiative corrections in Ref. 3; subsequently, other calculations have been done’*“‘0’ 
for specific application to the 2’ energy region. By including a complete second 
order evolution of the initial state, including the graphs of Fig. 5, the structure 
function is 

D(z,s) = &(z,s) + Dcc(z,s). (19) 

D,(s,s) refers to the probability of finding an electron of momentum fraction z 
plus an arbitrary number of photons, while DcL(z,s) refers to the probability of 
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finding an electron of momentum fraction z, plus an electron-positron pair, plus an 
arbitrary number of photons. Reference 3 yields the following result for 07(z, s) 
and Dec(z,s): 

D,(z,s) = $1 - .,e-l(1+ ;P - $($ + zz-F), - $P(l + z) 

1 
+92(4(1+ z)log- - 

1+ 3z2 
l-x 

~logx-5-z), 

(20) 
&(x,s) = e(1 - x-~)(~)2[f(l-x12_~lE)B'2(LI- 32 

where L = log(s/mz), p has been defined above, Lr = L + 2 log(1 - z) and B is the 
Heavyside function. Substituted into Eq. (17), one may derive the form of f(k,s) 
in Eq. (3), as given in the appendix. 

These calculations of 0(x, s) in QED assume collinear radiation, so the (small) 
effect of photons emitted at large angles is not included. The collinear and nearly- 
collinear radiation dominate the center of mass energy shifts and the p-pair 
acollinearities, but the p-pair aplanarity is determined by photons of large trans- 
verse momentum. For a full treatment of the kinematics, this transverse momentum 
must be accounted for. Two approaches may be considered, for example to improve 
a Monte Carlo based on structure functions as the one described below. 

1. The first is to assume the photon pi distribution is properly simulated by 
first-order calculations. Since the only photons that will have significant 
kinematic impact are those with large pi, this is a very good approximation. 
One may then include the matrix element for hard photon emission’“’ in the 
uo of Eq. (17). 

2. The second is to directly compute the structure function D(x,p~,s) as has 
been done in the QCD case!“] 

In either case, the non-factorizable pieces, such as box and interference terms, 
may be added by hand. These will then modify the uc of Eq. (17). 

The removal of energy by bremsstrahlung photons changes not only the center 
of mass energy, &, but also the center of mass momentum. In general the annihi- 
lation center of mass is no longer at rest with respect to the reference frame of the 
detector. For p-pair final states, the resulting acollinearities and aplanarities are 
detectable kinematic effects which provide the only experimental check one has on 
the radiative correction calculations. Since collinear radiation of energy kE results 
in a p-pair acollinearity < x k, an acollinearity resolution of 10 mr allows one to 
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check the corrections directly for 0.0’ < k < 1. The bulk of the corrections arise 
from infrared radiation, k < 0.01, but the normalization constraints such as those 
of Eq. (18) impose a relationship between the hard and soft pieces so that the kine- 
matic effects may remain useful checks on the entire calculation. A bremsstrahlung 
photon of transverse momentum kTE results in an aplanarity n = kT, and thus 
offers a similar check on the transverse elements of the calculation. 

On may hope to exploit these kinematic manifestations to measure the structure 
function D(x, s). If such a measurement is performed on PEP/PETRA data, the 
resulting structure functions may be evolved to SLC energies and used as input to 
an SLC Monte Carlo. Amplifying on these ideas, one notes that the center of mass 
energy is given by &ZjZ, and additionally, the Lorentz boost, p, of the center 
of mass is given by p = (x1 - x2)/(21 + x2). With the Lorentz dilation given by 
7 = (xl + x2)/2-, one can directly write down the acollinearity of a p-pair 
final state arising from the annihilation of an electron and positron of momentum 
fractions zr and 52, respectively, as 

(21) 

where 8’ is the emission angle of the p+ in the p-pair rest frame. The moments 
of the acollinearity distribution of P p-pair sample will then be given by 

f”(s,s) = / dxldx2dt9’~$$D(x#(xz,s)C”. 

In the PhP/PETRA region, and in other energy regions where a good amount of 
data on the continuum has been collected, the underlying Born cross section is 
known much better than l%, and with a suitable Monte Carlo, the acollinearity 
distribution for ti pairs gives a direct measurement of the electron structure func- 
tion, using Eq. (22). In the same way, the measurement of the pi dependence of 
the structure functions can be measured from aplanarity distributions, 
aplanarity r) is defined as 

In the SPEAR region, the abundance of resonant states and the large a, im- 
ply that there are non perturbative and theoretically unpredictable QCD effects 
affecting the total hadronic cross section. Most of the results published used Ref. 
20 to extract the QED effects, where the lack of proper form factors can affect 
the normalization at the 10% level, and missing hard pieces have the side effect 
of changing the total cross section when hard radiation can take s’ down to the 
region of a large r,aonance. Besides the interest of reviewing old data using new 
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calculations, there is a small change on the correction Ar’*” to (Y(M~) obtained 
with a dispersion relation fit of the 10~ energy data. 

4. Comparison of Existing Calculations 

We have cited several works (references 3, 8, 9, 10, 13) in which QED cor- 
rections beyond first order have been calculated. Broad differences of approach 
(matrix element, structure function) have been noted, but differences of detail and 
discrepancies in results have been reserved for this section. Since the treatment of 
real pairs differs between authors!“’ we have adopted the following convention for 
the sake of consistency in these comparisons: real pairs are ignored in Ref. 3, and 
the electron form factor of Ref. 10 was set equal to the 62 of Ref. 8. Hence these 
results all include virtual pairs, but not real pairs. We have not attempted here to 
include ail existing calculations. In particular, evaluation of the results displayed 
in references 9 and 22 are expected to be numerically similar to the aforementioned 
papers. To complete the review and establish a familiar reference point, we include 
the classic work of Jackson and Scharre, reference 20, where we have modified the 
virtual correction to exclude the (small) photon vacuum polarization, which is not 
relevant at the Z”. 

Two types of comparison are made. The first is done by choosing three param- 
eters, A&Z = 93.0 GeV/c2, rz = 2.5 GeV, and sin28w = 0.230 and generating the 
profile oObs according to the corrections given in each of these references. For the 
B+/I- final states, table 2 gives the cross sections at several values of & ir. terms 
of a deviation from the prediction of referenctr 8 in percent. The very close agree- 
ment between reference 8 and references 10 and 3 is quite striking in view of the 
fact that the former is strict matrix element calculation plus exponentiation, and 
the latter are structure function results. The large disagreement between reference 
8 and reference 20 may be attributed to incomplete treatment of virtual terms, as 
discussed below. 

The “fake data” test used earlier to compare levels of radiative correction may 
be applied here to compare the agreement on Mz, I’z, and oz that use of various 
authors’ works would yield. Table 3 shows the results. Again we see the close 
agreement between Refs. 8, 3, and 10. The shape of the resonance is also well 
described by Ref. 13. This result has the advantage of a compact, analytic formu- 
lation. We have used the sum of the “hard” and ‘soft” photon results from Ref. 
13 for this comparison. 

We see that the result of Ref. 20 has substantial discrepancy compared to 
the more recent calculations, for which the overriding cause is as follows. The 
corrected cross section with exponentiation of soft photons to all orders, and with 

virtual and hard-photon corrections to first order can be taken from Eq. (15) and 
Eq. (16) (dropping the 62 and (a/~)~ terms, and letting Ice -+ 0): 

uob,(s) = p 
J uo(s’) k-(1 + 61) dk - /3 J uo(s’) (1 - f, dk, 

where s’ = ~(1 - k), as before. The second ter:n (hard-photon bremsstrahlung), is 
ignored for the remainder of this discussion. This convolution then takes on the 
general form 

uobs(S) = J uo(s’) f(k, s) (1 + 61) dk. 
However, in Ref. 20 the integral is broken up into two terms 

(24) 

Uob,(s) = J 00(d) f(k,s) dh. + 61 uo(s). 

In this case, the virtual correction 61 modifieb the cr3ss section only at the energy 
&. The reason that this approximation breaks down is illustrated by considering 
a situation where the center of mass energy is slightly above a narrow resonance 
of mass MR, so that 6 = MR + AE. The virtual correction shown in Fig. 6 has 
a small effect which is correctly included in the 61 term in both Eq. (24) and 
Eq. (25). The emission of b:,emsstrahlung ra liation of energy near AE represents, 
on the other hand, a very large effect, and the process depicted in Fig. 7 of 
a virtual correction along with emission of photons down to the resonance peak 
is relatively imp)rtart. Scch contributions are not included in Eq. (25). The 
numerical signitcar.ce of this omission can be seen in Tabs. 2 and 3 by comparing 
Ref. 20 to Ref. 13, wherein the most significant difference is the distinction between 
Eq. (24) and (95). Because Ref. 20 has been used extensively to extract physics 
results, this distinction is po;mtialiy important. It is discussed further in the last 
section. 

Previou., discussion indicated that several calculations possess sufficient accu- 
racy for the extraction of the parameters of the 2’ resonance. We now see that 
there is excellent agreement between the most complete of these results, i.e. Refs. 
3, 8, and 10. The simplified result of Ref. 13 is, in fact, also sufficiently accurate, 
giventhe expected experimental errors. Although the authors represented in tables 
2 and 3 include different levels of approximation for the virtual and hard-photon 
contributions to the cross section, they all include some form of exponentiation of 
the soft photons. This is not too surprising, as Tab. 1 shows that an excellent 
approximation is achieved by including exponentiation of soft photons along with 
other corrections to only fire? r-Ger. 
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5. Monte Carlos 

In the course of this war’;, two Monte Carlo programs have been developed. The 
first is based on the MMGl program’l” which embodies the complete first order 
calculation, and has been widely used in analysis of PEP and PETRA data. MMGl 
has been modified to include the second order and exponentiation corrections, as 
in Eq. (16), and shall be referred to here as MMGE. The second program is based 
on the structure function analysis of reference 10. We give a brief review of each 
program here. 

The starting point of MMGl is the radiation spectrum, du/dk, which is used 
to generate the photon energy. All other kinematic variables are generated sub- 
sequently. The final result is a set of four-vectors for the produced fermion pair, 
and a four vector for the photon if its energy was generated above ko. Normally”’ 
ko = 0.01. In MMGE, the radiation spectrum is taken from Eq. (16). The en- 
ergy generated from this spectrum is then assigned to a single photon, and the 
remainder of the program proceeds in the usual fashion. Final state radiation, box 
diagrams, initial/final state interference, and photon vacuum polarization correc- 
tions are turned off. The use of exponentiation allows ko to be set arbitrarily small, 
and typically ko = 0.0001 is used. As an example of this program’s application, 
Fig. 8 shows the effect of higher order corrections on the forward-backwardp-pair 
asymmetry, calculated with MMGE. One sees that, characteristically, the first or- 
der calculation exaggerates the correction, and with higher orders, the final result 
lies between the lowest order and the first order expectation. 

A drawback to a program of MMGE’s nature lies in the approximation that 
all the radiated energy is carried by one photon. In fact it shouid be spread over 
infinitely many photons. In practice, if the radiated energy is large, then it certainly 
is carried predominantly by one photon, while if the radiated energy is small, the 
kinematic effects are negligible anyway, so it doesn’t matter. In the middle ground 
where one might have two photons of comparable energy, the approximation, is 
poorest, and one may expect to see discrepancies between acollinearity data and 
predictions of this Monte Carlo. 

Equation (19) provides the starting point for the structure function Monte 
Carlo. With this method one may generate an initial state that already contains 
all the important radiative corrections, and add further radiative corrections of 
lesser impact to first order in the matrix element for the hard annihilation process. 
The kinematics of the final state are largely accounted for by the initial state 
radiation. 

In the structure function Monte Carlo, the momentum fractions zr and zs are 
generated first. The center of mass frame is then defined, and the fermion four- 
vectors are generated back-to-back in that frame, and boosted to the lab frame. 

I 
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No photon variables are generated; effectively, all radiation is assumed collinear 
with the beam axis. The fact that collinear radiation accounts for the bulk of the 
kinematic effects (p-pair acollinearit’.es, chiefly) make this a useful program. The 
absence of photon variables may hinder it in some applications. As with MMGE, 
final state radiation, boxes, and so forth are not presently included. 

In both Monte Carlos the ko problems that plague first order programs are 
eliminated by the exponentiation of infrared photons. The value of ko may be 
pushed arbitrarily low. The structure function approach has the additional strength 
that the radiative corrections are explicitly decoupled from the annihilation process. 
This means that one may use the same program for different processes, simply by 
substituting the 00 of one’s choice into Eq. (17). By the same token, beam energy 
spreads of arbitrary shape are easily included in this program. Both programs are 
expected to give negligible errors on predictions of total cross sections for fermion 
pairs. 

6. . ..Ippl.ications 

In Section 4 we explored the consequences of a separation between soft/virtual 
terms and radiation terms in the Z” energy region. As an interesting application 
of the current radiative correction calculations, data on the hadronic cross section 
at the J/G resonance”” were exht.med and refitted. 

For this particular case, the beam energy spread u~/fi is much larger than 
the natural width of the resonance, and a further integration over all annihilation 
energ-es should Le considered. Eq.(3) becomes 

u,bs(so) = / dkf(k,so) / d(d$q&- ++o((l - k)s). 

The dependence of f on s is dropped in practice, and the energy distribution G is 
assumed to be gaussian with standard deviation UE. The use of such a formula as 
a fitting function is technically almost impossible for this particular case. On one 
hand, a repeated numerical evaluation of a double integral is prohibitively CPU- 
time consuming; on the other, the available. integration algorithms do not easily 
allow a precise determination (5 1%) of the integral, because of the almost singular 
shape of the cross section and of its first derivative respect to s. 

It is interesting instead to use the formula given by Cahn”” and reported in 
the Appendix, and check the results against the formula given by Ref. 20. In 
fact, these two recipes are equal but for the different treatment of the virtual 
terms mentioned i,n section 4. We checked that the formula by Cahn, integrated 
over the beam energy spread, was equivalent within a 1% to the results of the 
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structure function Monte Carlo, which is numerically stable. The photon vacuum 
polarization was taken into account. 

For this work we have made first a fit to the resonance using five free param- 
eters, the branching ratio of the J/$ into electrons B,,, the mass M, the beam 
energy spread UE/&, the total width T and the background cross section ogk. The 
hadronic cross section at the peak from unitarity considerations is 

12x rcerhaa 
0h.d = @X = $&B,,.a. 

As a partial constraint to the fit, the sum (2Bce + Bhad) was set equal to one. The 
minimization program was observed to find three close minima (Z 5% apart) along 
the hyperbola defined by 

Beer = ree - constant - 4.8keV. 

These two parameters, B,, and I’, could not be constrained separately without 
using data for efe- and p+p- final states from the same scan. The other three 
parameters, M, UE and obk were tightly constrained. The fit performed with the 
algorithm of Ref. 20 behaved similarly and gave a partial width into electrons 
approximately equal to 4.5 keV. These numbers should not be taken as new mea- 
surements of the J/~,!J leptonic width, because we did not use the leptonic data 
and there could be differences in the details of this analysis and that of Ref. 23; 
their interest is only in the comparison between the two results. The present error 
on Fee is .3 keV”” , and we plan to discuss this discrepancy in a future paper. 
Finally, the Monte Carlo was run to produce the fit of Fig. 9 with the following 
parameters: B,, = .0675, M = 3095.02 MeV. a~/4 = .75 MeV, F = 71.0 keV 
and obk = 21.5nb, which correspond to the best fit obtained. 

In a separate application of the J/4 data, we may turn around the classic 
problem of radiative corrections to a resonance, and instead of using radiative 
corrections calculations to probe the resonance, use the resonance to probe the 
radiative corrections. The J/$J, being much narrower than the combined beam 
spread and radiative spread of the beam, may be regarded as a delta function. 
This makes an excellent probe. We take the graph of Fig. 9, subtract the QED 
background, and replace the abscissa with 2E’ = 2(E - Enominal). What one 
obtains (Fig. 10) is a mirror image of the resonance that is a precise measurement 
of a (new) convolution function where beam energy spread effects are taken into 
account, 

f’(k,M’) = J dzrd(AEr)d(AEz) O(zl,s)D( G,,)D’(AE,)D’(AE,), (27) 

where k = 1 - zrzs and M is the resonance mass. We have assumed that s 2 M2, 
so that f(k,s) does not change during the scan. D’ is the beam energy spread 
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(and can include, for example, beamstrahlung as well), and the integration must be 
performed on AE first to take into account the time ordering correctly. Comparing 
this with Eq. (17) we see that the cross section has dropped out after an integration 
over $, as the resonance is effectively a Dirac &function in this case. Substitution 
of f’(k, s) above into Eq. (3) could then be used as a test of the structure functions, 
as it is relatively insensitive to small changes of the J/T,!J resonance parameters. 
Measurements of this kind could also be performed at the T, which is narrower 
and sits on a very smooth continuum. However, there beam energy spread effects 
are much larger because of the increased critical energy of the synchrotron radiation 
emitted by the beams. 

7. Conclusions 

We conclude that there will be no significant theoretical errors at SLC/LEP 
due to QED radiative corrections. We have shov. n that the photon bremsstrahlung 
is a large distortion to the 2’ resonance because elf the large effective coupling 
constant for a 50 GeV electron to emit a nearly collinear photon, and because the 
resonance is relat’,vely narrow. We find that we can sum to all orders (exponentiate) 
just those terms (real photon emission) that are responsible for the line shape 
distortions, and the virtual corrections, calculated to second order, will mostly 
affect the overall ncrmalizetion of the reso:rance, and that at a level below the 
expected experimentd systematic error. 

The ability to factorize the initial state effects from the remainder of the cross 
section has led tu the description of the initial state radiative corrections in terms 
of structure functions and evolution equations. We discuss this approach and show 
how the structure function formalism allows us to include effects like beam spread 
in a natural way. 

At least three papers have calculated radiative corrections using independent 
matrix element and structure function methods. We have directly compared these 
calculations and several others by using them to fit a resonance shape. The agree- 
ments and disagreements between the calculations are understood, and we find 
that all calculations that include exponentiation of the soft photons and virtual 
corrections to at least first order are adequate for the measurement of the param- 
eters of the Z” resonance. We also find that the analytic fitting function derived 
by Cahn is suitable for fitting the data. However, an absolute precision of better 
than 1% everywhere around the resonance can be achieved only by including form 
factors and hard pieces to second order, real pairs to lowest order and soft photons 
to all orders, plus box diagrams and &al state corrections. 

We describe Monte Carlos that have been developed in the course of thii work. 
We illustrate the use of a structure function Monte Carlo with the ability to include 
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beam spread by refitting the J/G resonance. 

It is a pleasure to thank R. Cahn, B. Lynn and F. Berends for many useful 
discussions; special thanks to S. Brodsky and L. Trentadue for illuminating the 
physics content of evolution equations, and to V.Luth for helping exhume the data 
on the J/$. 
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Appendix 

In this section we collect those formulae the reader may find useful. These 
include the functions A(k), B(k), and C(k) from Eq. (14), taken from reference 
8; the function f(k,s) from Eq. (3), taken from reference 13; the four forms of 
oObs (s) used to make Fig. 3; and the function I(k, s) from Eq. (3) derived from 
the structure function analysis of refe.rence 3. 

A(k), B(k), and C(k) are given below: 

A(k) = - log2 5 log(1 - k) + log 3 Liz(k) 
c c 

- ; log2(l - k) 

+ log(1 - k) log(k) + ; log@ - k) 1 + + log2(1 - k) log(k) 

+$i2(k) log(l - k) - f log3(r. - k) + f(2) log(l - k) - +2(k) 

-f log(l - k) log(k) - ; log(1 - k) + ;log2(l - k) - ; log2(1 - k) 

1 2 
-i - 3k log@ - k) - $ log2(l - k) 

1 4 [4 
+ log -!- 1 log2(1 - k) - log@ - k) + ; 

I 

+i3(k) - 2&,2(k) - log(k)&(k) - ~(2) + f log2(1 - k) 

+f log(l - k) log(k) - &j’(k) + ; log(l - k) + flog(k) - ; 

C(k) = 2 log’ --$ + log 3 
c c 

log@ - k) - ; 1 + 32) 

+i2(k) - ;log2(l -k) -4log(l- k)log(k) 

+; log2(k) - i log(1 - k) - ; log(k) - 5 

The polylogari::llns, Lij(k), and Spence functions, &,2(k) are defined in the 
first paper of reference 4. 
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The form of o&,(s) given in reference 13 is given below in the notation of this 
paper. 

In this equation we make the approximation 61 M ip. The quantities a, cos 8, and 
@(co, 9, p) are defined as follows: 

cos e = -M;b/M; - 1) + r;(slM;) 

.(r; + M;) 

$gcos~ p) = rBsin((l - BP) I sinxpsinB 

The following four equations give o,*,(s) for four different levels of radiative cor- 
rection, corresponding to the four curves in Fig. 3. 

Pure first order: 

/ 

1 

‘J,b,(s) = ob(s)(l + 61 + phko) + ~” p(; - 1 + ;)oo(s’)dk. 

As noted earlier, s’ = ~(1 - k). The B orn cross section, 00(s), is given in Eq. (1). 

First order with exponentiation: 

I 
1 

‘-‘ohs(S) = ao(s)(l + h)k: + k. p(kp-‘(1 + 61) - 1 + ~)cq(s’)dk. 

Pure second order: 

“oh(S) = ‘=0(S) (1 + 61 + 62 + p log k. + 6,p log /co + ;p2 log2 ko) + 
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1 + (1 - k)2 
k 

A(k) + (2 - k)B(k) + (1 - k)C(k) >I dk 

Second order with exponentiation: 

+(f)2 ’ + ‘:- k)2A(k) + (2 - k)B(k) + (1 - k)C(k) >I dk 

Finally, we give the expression for the f(k, s) in Eo. (3) as given by the structure 
function analysis of reference 3. 

f(k,s) = pkp-l 1+ 61 - $($ log 3 + 2s2 - y)j - /3(1 - ;k) 
c 

-4(2 - k)logk - (l +3(:-‘f&og(l - k) -6+ k] 

~(3~ &- -- yf)” (log($) - ;)’ (z ---2k -,- k2 + $3 (log($) - ;)) 
e 

2(1- (I- k)3) 

3(1-k) 
+ (2 - k) log(1 - k) + ;k O(k - %) 
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TABLE CAPTIONS 

1. Accuracy of various levels of aporoximation on the fit parameters Mz, rz, 
and uz relative to the exponentiated second order calculation of Ref. 8. 
with Q = Mz, Pz, or uz, is defined as Q - Qs, where Qs is from Ref. 8. 

6Q, 

2. Comparison of cross section values, stated as a percent deviation from the 
cross section of Ref. 8. 

3. Results of comparing different calculations for extraction of Mz, I’z, and oz 
given data generated by Ref. 8. The differences are defined as in Tab. 1. 
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Table 1 

Fitting 6Mz 6rz g 

Table 2 

r-- Fitting 

I Function 

Berends, et al (Ref. 8) 

Jackson and Scharre (Ref. 20) 

c- Trentadue and Nlcrosmr (Ref. 10) 

$$f (%) at fi (GeV) = 

91 93 95 97 

- - - - 

4.56 4.31 -0.098 -3.07 

-0.670 -0.034 -0.156 -0.681 

0.019 0.025 -0.051 -0.203 

< 0.001 0.003 0.017 0.014 

Table 3 

Fitting 

Function 

Berends, et aZ (Ref.8) 

6Mz 6r'3 % 

(MeV/c2) (MeV) (%) 

1 Trentadue and Nicrosini (Ref.lO)l 1.1 1 1.4 1 -0.84 1 

FIGURE CAPTIONS 

1. Lowest order diagrams for the process e+e- + jf. 

2. Diagrams for the first order correction. 

3. The Z” line shape with various levels of radiative corrections. Dashed curve: 
first order. Dotted curve: first order with exponentiation. Dot-dash curve: 
second order. Solid curve: second order with exponentiation. 

4. An electron-photon cascade of the sort described by structure functions. 

5. Diagrams of real pair emission. 

6. A lowest order virtual correction incorporated in 61. 

7. Photon bremsstrahlung down to a resonant?. In this case the virtual correc- 
tion has a relatively large effect on the overall cross section. 

8. Forward-backward asymmetry as a funcfion of fi for levels of correction. 
Dotted curve: lowest order; dashed curv;. first order; solid curve: second 
order with e:-ponentiation. 

9. The J/$ resonance shape from Ref. 23. The fit has been obtained using one 
of the Monte Carlos described in the text. 

10. The function f’jk, s) a. measured in Ret 23. 

5 

Fadin and Kuraev (Ref.3) < 0.1 0.2 -0.01 
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MARK II/SLC-Physics Working Group Note #2 - 22 

Author: JohnMatthews 
Date: April 10, 1987 

Title: Mark II/SLC Lmihosity Measurements 

A. Introduction: 

The luminosity requiremnts for ZO physics have been studied for a 
number of the major Mark II/XC @ysics topics. For at least scm of 
the physics, the lminosity should be measured with an absolute preci- 
sion better than 2%, amd soy systematic dependance of the luminosity 
on the beam energy should be less than 1% "across the 20". These 
requirements are reviewed in Section II. 'I& Mark II/XC luminosity 
monitors are presented in Section III, as well as the results of the 
analyses of the systematic uncertainties in the lminosity masure- 
mnts. Fioally, the results are smxmrized in Section IV. 'Ihe people 
contributing to this work are given in Ref. 1. 

II. Precision Requirements for Ltinosity Measurements for ZO Physics: - - -- 

It is useful to review the ltinosity requirements for a nmber of 
ZO plysics topics. For this discussion I have chosen: the left-right 
polarization asynmatry denoted A(L-R), neutrino counting using the 
radiative annihilation channel, the measurement of the ZO mass and 
width, and finally the masurement of the hadronic and m-pair cross 
sections. The required precision from the lhnosity maasuremnt is as 
follows: 
1) A(L-R): 

For the masuremant of A(L-R), the lminosity mhitoring mist be 
stable in tine (at least over short time intervals ) and should have 
equal sensitivity to left and right handed electrons. These require- 

ments are "minimal" for a small angle Bhabha luminosity system. 
2) e+e- -> y3Y: 

Ihe uncertainty in the luminosity shmld be small in canparison to 
the "expected" statistical precision of about 6% for the neutrino 
counting experiment, Ref. 2. 
3) 20 IIELSS and width: 

The ZO mass and width measurement is insensitive to the absolute 
lminosity, however systematic dependewes on the center of mss 
energy should be less thm 1% for a center of mass energy variatioo of 
plus or minus one ZO width; SW Ref. 3. 
4) Hadronic arxd m-pair cross sections: 

The m-pair cross secticl can ha used to make precision "measure- 
ments" of interesting quantities including: leptonic neutral current 
couplings, and/or the ZO total width. 'Ihe determination of the 7.0 
total width using the m-pair CCGSS section, at root(s) = M(ZO), is 
slretched in Fig. 1. Since ti-e ZO width will be determined to a preci- 
rioi c,f about 1% by ah energy scan over the peak, Ref. 4, any other 
masuremnt should achieve a similar precision. To achieve this using 
tile tipair cross section requires a 2% lmihosity measurement, aM1 1% 
tid be desirable. 

Similar measurenmts can be done with limited integrated lminos- 
ity, and tbls early in the Mark II program, using the hadronic cross 
section. 11 carparison to masuremnts using the m-pair cross sec- 
tion, measurements using the hadronic cross section will have larger 

"theoretical uncertainties" as well as possible model deperdences. As 

an em+==, a determination of the total ZO width into "neutrinos" is 
shmn in Fig. 2. !the results depend on the assuntad uhkna~n top mass 
(mxlel dependence), and include a 2% "theoretical uncertainty" frm 
the calculation of the hadronic width of the ZO. Also included in this 
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calculation is a 2% systematic uncertainty from the luminosity neas- 
uremmt as well as an additional 2% systematic from other quantities 

in the hadronic cross section determination. 
In sumwiry, cross section measurements typically require absolute 

luminosity raeasurenents with a precision better than, or about, 2%. 

III. Mark II Lminosity Measurements: 

?he Mark II/SK luminosity will be measured using small angle Bha- 
bbas in the Sam11 Angle Monitor, SAM, and in the mini-small Angle Mon- 

itor, miniSAM. The SAM covers the angular region of approximtely 50 

mrad to 150 mrad and includes precision charged particle tracking and 
calorimetry. 2-e miniSAM covers the angular region of 15 mrad to 25 
mrad and only includes calorimetry. For more details see recent notes 

on the SAM, Ref. 5, and on the miniSAM, Ref. 6. 
'PO obtain a luminosity maasuremnt with a systematic uncertainty 

less than 2% is nontrivial. Contributions to the uncertainty ccma 

from the luminosity monitor system "acceptance" and from the calcula- 
tion of the "accepted" Bhabha cross section. These will be discussed 

in the following subsections. 

1) Acceptance Issues: 
The lowest order cross section for Bhabha scattering is given by: 

where t.heta(min) ahd theta(m) are the angular acceptance limits for 

the lminosity monitors. For ao uncertainty in the accepted CKOSS 

section of less than l%, theta(min) mst be known to better thao 0.075 

mrad (miniw) arad 0.25 mrad (SAM). This corresponds to a systematic 

spatial uncertainty of less thao 150 microns radially (miniSAM) sod 
350 microns radially (SW). Baring alignnmt problems, the tungsten 
collimators used by the miniSAM shc.Jld permit the mini= to meet this 
tolerance, Ref. 6. This is also the case for the SAM where the wire 
placement is kncwo to better than 150 microns, Ref. 7. 

Luminosity monitor systems should be insensitive to beam motion, 
and should be self mnitoring. The procedures for minimizing the 
depmdance of the luminosity on varying beam conditions have been dis- 
cussed in the literature, Ref. 8 and pre&ously in the Mark II/SIC 
Physics Workshops, Ref. 9. The S&l, with precision charged particle 
tracking, uses "fiducial regions" in the data analysis to achieve 
this. As a result, the contributi.~~l to the systematic uncertainty in 
the lminosity frcm beam variation should be less than 1%. For the 
miniSAM to be insensitive to trahsvf~rse motion of the beam, the accep- 
tance collimators have been designed to have a different acceptance 
aperture for outgoing (scattered) e+ ad e-. This design carprcanise, 
dictated b.- spatial constraints, ma-is that the miniSAM has scma seo- 
sitivity (at the < 3% level daninated by e/e- energy inequalities) to 
notion 7f the interaction point along the beam line and/or to inequal- 
ities in the e+ and * energies. Hmever, the pulse by pulse nmitor- 
ing of the beam energies should allow the minisAFl luminosity to be 
corrected to the 1% level. 

Systematic uncertainties in the SAM ahd miniSAm luminosity as a 
function of center of mass energy are expected to be below the 1% 
level. Possible sources of energy dependant systemtic errors that 
have been considered include the following: 

_ a) variation with center of mss energy of the relative energy of the 
e+ sod e- beams (for exaqle the miniSAM lminosity requires an 
explicit correction, sod the SAM acceptance will be altered slightly 
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due to changes in the e+/e- acolinearity angles), 
b) variation with energy of detector backgrounds (for exaqle synchro- 
tron radiation backgromds into the miniSAM), 
cl variation with time of the detector performance due to radiation 
damage or cqmnent failure, 
d) incorrect correction for the smll (< 1%) contribution from the ZO 
to the Bhabdm cross section in the SAM, arid 
e) e+ arid e- miltiple scattering in the material before the SAM. 

Studies of the accepted Sha&a cross section as a function of the 
detector energy cuts and acolinearity cuts are continuing. In the SAM 
the charged particle tracking and fine calorimeter seqaentation are 
irrportant aids in understanding the effects of Bhabdm event selection 
"cuts' on the determination of the lminosity. The preliminary 
results are consistent with a systemtic error in the luminosity less 
than 1% for "loose" data cuts. For example a possible ShaMa selec- 
tion criteria in the SAM includes w/e- energies greater thao l/2 the 
beam energy and e+/e acolinearity angle less than 10 mrad. 

2) Bhaha Cross Section: 
The Bhabha monitoring cross section should be known to better than 

1% for experiments at the ZO. This requires a QED calculation with 
the required precision that has been thoroughly checked, preferably 
with experimntaldata. Fortunately, Bhabha scattering at small 
angles is dminated by photon exchange. mls , the extensive expari- 
ence with Bhabha Monte Carlo program at lower energies can be carried 
overt0 the SLC. Four order "alpha-cubed" Monte Carlos are studied in 
Ref. 10. The results are as follows: 
a) !Ihe "soft" cross sections (that is the cross section including all 
virtual corrections and real photon emission below 1% of the e+/e- 

energy) are found to agree to S-figures once the same vacuum polariza- 
tion calculation is used in each program. 
b) 'Ihe "hard" cross sections (that is for the three body e+ e- gamm 
final state) are consistent with being the same. However at this time 
these comparisons have only been trade at the 1% level, limited by 
Monte Carlo statistics. 

A review of the vacuum polarization calculations indicates that the 
exact calculation should be used for the leptonic contributions; see 
for exan@e Ref. 11. The paramterization of the hadronic contribm- 
tion to the vacum polarizatio a by Psurkhardt, Ref. 12, is in gocd 
agreemnt with other deteninatjons, see Fig. 3a, 3b and Ref. 13, and 
is recomnended for use at thi; tim. 

Although the existing Phabba Monte Carlos agree wall in the angular 
regron of the miniSAM and SAM lminosity monitors, and have been well 
te;ted at PEP and PEPPA energies, the cross sections my not be accu- 
rate at the 1% level. Order "alpha-forth" Bhabha Monte Carlos, and 
0rdeeL "alpha-cubed" Monte Caries with exponentiation are needed to 
determine that the accepted cross sections are "stable" to better than 
1%. 

2,. -b3.: --- 

A review -f the luminosity requirerrents of a number of the mjor 
measurements at the ZO indicate that the luminosity should be known to 
an absolute precision better than 2% ahd with a systematic energy 
depecdance of less than 1% "across the ZO energy region". Present 
estimates and studies indicate that this should be possible for the 
=, and could be possible for the miniSAM luminosity miters. 'Ihe 
calculation of the "accepted" ~habha cross section requires order 
"alpha-forth" Monte Carlos or equivalent. 
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Figures: 
1) Use of the m-pair cross section at root(s)=M(ZO) to determine the 
z0 total width. 
2) Use of the hadronic cross section to determine the total width for 
ZO decays into "neutrinos" as a function of the top mass. The errors, 
discussed in the text, correspond to an integrated l\nninosity of 
2oo/rtJ. 

3) Hadronic contribution to the vaNurn polarization from Pef. 13. In 

a) are shown the caqarison of the dtecdnations by Lynn et al, Ber- 

er&.ardKanen,andtyPaschos. In b) the hadronic vacuum polariza- 

tion calculations used by three E.a Monte Carlo programs are cok 
pared to the analysis of Lynn et al. For a description of the Monte 

Carlo prqrams see Ref. 10. 

159 
160 



0 % ” cLmfd” -K-ST OF E-W MODEL 

Fig. 1: Use of the m-pair cross section at rmt(S)=M(ZO) 

to determine the 20 total width. 

Fig. 2: Use of the bdronic cross section to determine the total 
width for 20 decays into “neutrinos” as a function of the 
top nmss. The errors, discussed in the text, correspond 
to an integrated luminosity of 200/1-b. 
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Fig. 3a: Hadronic contrilxtion to the vacuum polarization from 
Ref. 13. ?his figure carpares the determinations by 
Lynn et al, Berends and Kcmen, and by Paschos. 

Fig. 3b: Hadrcmic contribution to the vacum polarization fran 

Ref. 13. This figure canpares the hadrcnic vacum 
polarization calculations used by three Ehakha Elonte 
Carlo programs to the analysis of Lynn et al.. For a 
description of the Monte Carlo programs see Ref. 10. 
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MarkII/SLC-Physics Working Group Note # 2-23 

AUTHOR: Gary Feldman 

DATE: June 7, 1987 

TITLE: Measurement of the Total Hadronic Cross Section 

Introduction 

The message of this note is simple. It is to point out that at the SLC we should 
be able to measure the total hadronic cross section with very high efficiency, and 
thus with very small systematic error. 

Motivation 

We want to measure the total hadronic cross section very accurately for several 
reasons: 

1. R’ on the Z is just like R in the continuum - it measures the visible particle 
content of Z decays and is a basic test of QCD. On the Z peak (or for that 
matter on any resonance), the cross section for producing any state z is given 

by 

The width to any state I is given to first order by 

where uz and a, are the vector and axialvector coupling constants for the 
state z. Using Eqs. (1) and (2) we have 

(3) 

where the summation is over all quark colors and flavors. Note that 

(a) R’ has no dependence on the luminosity measured by Bhabha scattering 
at small angles. 

(b) With loose cuts on the pf@-final states, most of the radiative corrections 
cancel. 

(c) For the Mark II running, the limiting precision will probably be given 
by the statistics on the muon pairs (plus electron and 7 pairs, which can 
also be used). For 100,000 7 events, the statistical error will be about 
l%, which, as we will argue below, should be larger or comparable to the 
systematic error from the hadronic measurement. 

2. We need rh*d to measure the invisible particle content of Z decay: 

where 

rinvis = rtot - rvis, (4 

ruia = ret + rpp + rrr + rhod. 

Thus Eq. (4) can be written 

(5) 

l?inv;s = rtot - (X’ + qr,,. 
rtot can be determined either from a direct measurement or from a measure- 
ment of uPP, using Eq. (1). The latter approach appears to be superior due 
to a fortuitous cancellation of s’xtiLtica1 errors.* It, however, is sensitive to 
a measurement of absolute luminosity, while the former approach does not 
depend on this measurement. In either case it is desirable to keep the sys- 
tematic error on c&d to the lel el cf about 1% so that it will not contribute 
significantly to the overall error. 

Sources of Error 

What are the sources of error in measuring the total hadronic cross section 
(other ! han the determination of luminosity)? 

1. _The knowledge of the efficiency. We always have to use a Monte Carlo model 
of the production of hadronic events to evaluate the efficiency. This model 
‘s Inherently imperfect, so we must reduce our dependence on it as much 
as possible. %he easiest way to do this is to have as high an efficiency as 
possible. Then, even a relatively high uncertainty on the inefficiency will not 
be important. Luckily, there is little beam-beam background on the Z peak. 
Thus, we can relax the cuts that we had to impose at lower energy. For 
example, the following simple cuts 

nch 2 3 

Via 2 O.lEmn 
result in an efficiency of 98.1%. A Monte Carlo simulation of the visible 

-_ 
* Thin is the subje,: c.T the following note in these proceedinga, Mark II SLC-Physics Working 

Group Note #Z-24. 
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energy spectrum is shown in Fig. 1. 

2. Backgrounds. 

(d) Lepton pairs. These are very small for n,h 2 3. r pairs give about a 1% 
background which is easy to calculate and remove. 

(e) Two photon events. Since the two photon process is not enhanced by 
the 2 pole, it is quite small. With the above cuts, it is calculated to 
contribute only 0.1%. This calculation can be tested by observing the 
spectrum below the visible energy cut. This spectrum is also displayed 
on Fig. 1. 

(f) Non-beam-beam backgrounds. We will need some running experience be- 
fore we can discuss these backgrounds intelligently. If they are small, we 
can remove them by a z subtraction. If they are large, we may have to 
make more restrictive cuts. 

Figure Caption 

1. Total visible energy for three or more detected charged particles. The data 
points represent annihilation data and the histogram represents the two- 
photon events. 

1 + + + + + + 

t 
+ 
+ -1 

Lo 
d 
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MarkII/SLC-Physics Working Group Note # 2-24 will be determined from 

AUTHOR: Gary Feldman 

DATE: June 7,1987 

TITLE: On the Possibility of Measuring the Number of Neutrino Species to 
a Precision of $ Species with Only 2000 Z Events. 

This note is to show that due to a fortuitous cancellation of statistical errors 
it will be possible to measure the number of neutrino species during our first runs 
with much more precision than had been previously thought possible. The partial 
Z width to invisible particles, I’invis, will turn out to be better determined than 
the total Z width, Itot by about a factor of 4. Furthermore, this measurement 
will not presuppose the existence or non-existence of the top quark or any other 
new physics that yields hadronic-like events. 

For the purpose of this calculation I will assume that we have collected Nz Z 
decays in the region of the Z peak and that we understand the shape and location 
of the Z sufficiently well that it is not a factor in the analysis - in other words, 
that all NZ events could have equivalently been taken at the peak of the Z. 

We want to measure Fin”{*. The number of neutrino species, NY, is related to 

rinvia by 

N =12& rinvis 
Y - rinv;* = ~ 

GF mi 176 MeV 
for mz = 93 GeV/c2. 

Of course, if other undetectable particles are produced in Z decay they will be 
experimentally indistinguishable from neutrinos and will contribute to the sum. 

I’invis will be determined from 

rink3 = hot - rvia, 

where 

rvia = ret + rpp + rrr + rhad. (3) 

reel b, and I’,r will be taken to be equal to their theoretical value for this analysis, 

ree = rplr = rrr = 2 (I$ + a;l), 

since there is little uncertainty in this value. rho& on the other hand, must be 
measured, since the top quark or other new physics could contribute to it. Ihad 

rhod = ___ 
Nhad EPP rFp, 
N, &hod 

where Nh.d and Npfi are the number of detected hadrons and muon pairs and 

&had and EP/A are the corresponding detection efficiencies. (N,, will actually be 
determined from the sum of p, e, and r pairs to achieve higher statistical precision.) 

Ftot will be det.ermined from a measurement of ollr by inverting the equation 

to obtain 
-- r 

rtot = d/12n*arp . -l/2 

mz 
olrlr is determined from 

N 
=w = G’ (8) 

where L represents the integrated luminosity as measured by the SAM. 

Thus, there are five numbers to be determined, N,+, Nhad, I!, Ed,,, and shad, 
the first three of which contribute t,l the statistical error, and the last three of 
which crntrlbute to the systematic error. Putting together the previous equations, 
l?invis (an be written in terms of these five numbers as 

DiTerentiating Eq. (9) to obtain the error in terms of the the experimental uncer- 
tainties, and rewriting it in terms of Ftot and Th.& we have 

Arin”ia = (-~rtor -i rhad) 
ANw $ - 
N 

P/J EPP 

1 AC 
@ -rtot- d rhod 

2 L 

(10) 

where $ means addition in quadrature. The above-mentioned fortuitous cancel- 
lation occurs in th.-. %t term of Eq. (10): I&d M 0.7rt,t, so there is a large 
cancellation in the coefficient of the largest error, AN,+/Nfir. 
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Rewriting Eq. (10) in terms of Itot, we have 

ANhad -----@- 
Nhad 

ht. (11) 

For comparison, the error on the determination of I’tot by this method [Eq. (7)] is 
given by 

f30.5y] rtot. 

I assume that NP,, is measured by the sum of e, p, and r pairs with 1 cos (91 < 0.8 
and that cP,, can be determined to 2%. I have argued previously that we should 
be able to determine Eh,,d to a precision of l%.* The statistical error on L: will 
be about the same as that on Nh,,d and I will assume that the systematic error 
will be about 3%. This last error will be the dominant component of the error for 
Nz > 2500. 

The table below gives numerical values for AI’invi8 and Art,t from Eqs. (11) 

and (12) and for Artot determined from a direct measurement.’ (The comparison 
between the two techniques for measuring Itot depends on the relative amount of 
time scanning and sitting on the peak. I have assumed here that all of the time is 
spent scanning.) 

NZ Arinvia, Eq. (11) Artot, Eq. (12) Artot, Direct Meas. 

(MeV) WeV) (MeV 

500 142 215 248 

1 1000 I 105 I 156 I 175 

2000 81 115 124 

5000 62 82 78 

10000 54 67 55 

* G. J. Feldman, Pajaro Dunes transparencies. 
t G. J. Feldman, Mark II SLC-Physics Working Group Note #l-l. 
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2. Asymmetries 

Using the following pairs of cross secti0r.s: 

1. OF, ok, which are the differential cross sections integrated over the forward 
or backward hemispheres, 

2. ok, OR, which are the cross sec;;ions for left- and right-handed (beam) elec- 
trons, and 

3. ok, o;, which are the cross sections for production of right- and left-handed 
taus, 

we define the following asymmetries: 

Aeh - z (Charge asymmetry) FB - 

A LR = z (Left-right asymmetry) 

pr = uR $$$ (Mean r polarization) 

A?; = i(P$ - PL) (r polarization forward-backward asymmetry). 

The ac:ual beam polarization asymmetry, Abeam, is simply related to ALR by 
Abeam = -P,ALR = P,P,f. Pe is the degree of electron beam polarization (fl 
for positiv : helicity (right-handed) elt:ctrons), and Pr and PO”, the intrinsic r and 

Z0 polarizations, are given by PT = -fzoicF and Pz = .w.4 With beam 
T 7 e c 

polarization, the Z” polarization, Pz, is P,“+P, 
l+P,P,z’ 

For the Standard Model, v~,~= 

-(l - 4sin’ Bw), ar,e = -1, and Pr and P,f are -0.24 for sin’Bw= 0.22. We as- 
sume unpolarized positron beams. The sensitivity with which the vector coupling 
or the Weinberg angle can be extracted from these asymmetries can be seen from 
th? following table: 

MarkII/SLC-Physics Working Group Note # 2-25 

AUTHOR: D. Cords, P. Burchat, P. Grosse-Wiesmann, C. Heusch, J. Matthews, 
J. Smith, D. Stoker, S. Watson 

TITLE: Tau Physics at the Z0 

DATE: July 15, 1987 

1. Introduction 

The precision study of tau-pair production at the Z0 is an essential ingredient 
in the investigation of the Standard Model, and in searches for deviations from 
the Standard Model. Present measurements of ar,el and v,,,“~ are consistent 
with lepton universality and with the Standard Model. Unfortunately the PEP 
and PETRA measurements suffer from rather large uncertainties, especially in the 
determination of u rIC, and do not provide a test to better than the 10% level. 
Similar measurements at the Z” will provide a test at approximately the 1% level. 

The plan of this note is as follows. First we review in section 2 the “asymmetry” 
measurements which, in addition to the precision measurement of the tau pair cross 
section, provide information on the tau (and electron) neutral current couplings. 
The measurement of the mean polarization of the taus, Pr, and the tau polarization 
forward-backward asymmetry, A$, is summarized in section 3. The Monte Carlo 
programs that have been developed for tau analysis are discussed in section 4, 
and the procedures for data selection developed with the Mark II/SLC PEP data 
are presented in section 5. Completing the discussion of experimental details, we 
present in section 6 an analysis of the systematic errors relevant to the measurement 
of the tau “polarization”. Finally in section 7 we present a number of possibilities 
for “new” physics that might be visible in the tau data at the 2”. e-Beam Polarization 

On the Z” Pe = 0 = ~ =lO -- 
ACh FB = a 3PrPz ;P’Poz - gP’(P,Z+ $) 4 Pr 
Abeam = -P,ALR = PePoz 0 $P,z poz 
pr = pr P’ PT Pr 
A@ 3pz FB = 7 ZP,z -+(P,Zf$ P 

Depending on the level of electron polarization, typically one asymmetry is 
sensitive only to the electron couplings and one asymmetry to the tau couplings. 
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3. Measurement of tau polarization 

The 7 charge asymmetry measures the product of two small vector couplings, except 
for 100% e-beam polarization where the dependence on the electron couplings 
drops out. The left-right (polarization) asymmetry is sensitive only to electron 
couplings, and the mean 7 polarization is sensitive only to the r couplings. Finally, 
the r polarization forward-backward asymmetry is sensitive to electron couplings 
and for 100% e-beam polarization approaches a constant value, thereby indicating 
that the r helicities are fully aligned w.r.t the e-helicity. If the beam polarization 
is assumed to be small, the sensitivity of the Weinberg angle measurements to the 
various asymmetry errors is given by the following relations: 

6sin’ 0~ N 
SAc,h, ijSA”,h,l for sin’ Bw = 0.22 

24( 1 - 4 sin’ 0~) ISAgBh,l for sin20w = 0.24 

With polarized beams, we find for the beam polarization asymmetry measurement, 

6 sin2 Bw N &16Abeaml = ~I~ALRI . 

For a comparison of the different measurements see Ref. 5. 

In summary, we note that a measurement of sin2 0~ can be obtained from the 
angular asymmetry of the 7 decay products quite independently of its determina- 
tion by a precise measurement of the Z” mass. Such an independent measurement 
constitutes an important test of the standard model. In addition, r polarization 
measurements allow determination of the vector couplings of electrons and taus 
independently and, therefore, a check of lepton universality. The mean tau polar- 
ization itself will present an excellent laboratory to observe parity violating effects. 
These parity violating effects manifest themselves only if the measurements are 
sensitive to helicity states (as is the case for the mean polarization) and if the 
vector and axial couplings are both different from zero. With this observational 
tool available it will be a challenge to probe for ‘new physics” (see section 7). 

The tau polarization as a function of the 7 production polar angle 0 on the Z” 
resonance peak is given by: 

pT+p~ 2 case 
pycose) = i + cos2 e 

l+PTP~ 2 case . 
i + co2 e 

Pr(cos 0) is shown in Fig. 1, for P,=O, to vary from zero in the backward direction 
to -45% (-31%) in the forward direction for sir2 Bw= .22(.23). 

The degree of 7 polarization can be determined by analyzing the momentum dis- 
tributions of its decay products; this has been discussed in some detail previously.’ 
For example, the normalized average energy of the decay particle is a linear function 
of the tau polarization: 

2E(cose) z(c0se) = ___ 
G 

= x0 + a P~(CO~B) , 

where, for the various decay modes, the parameters 20 and a are given by: 

Decay mode 7 
32 a -- 

e,Cc 0.35 -0.05 

T,K 0.5 +$ 

V(P, K’, al) 0.5 +g$;$ 

We note th;st it is important to clearly identify the r decays. As an example, 
the sign of Q is differen>. + p~-l the decays 7 -+ pv~ and 7 -+ AV. This results in 
opposite trends in the charged particle momentum spectra, as shown in Fig. 2. 
Furthermore, the “analyzing power” of the different decays varies, with the ?r and 
K decay modes being the most sensitive to the tau polarization. 

In practice the tau polarization analysis is done by forming two independent 
linear combinations of the particle energies ZF and zg averaged over the forward 
and backward directions: 

(z), = ;(@ + ZB) = 20 + (Y pr 

ZFB = ~(ZF - Zg) = cx ArA LX fcff Pz , 

where fc is the integral of P’kos bj over the detector acceptance, which is i&6 if 
the efficiency is uniform out to some maximum cos 0, c ( fc = $ for full acceptance). 
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Figure 1. Polarization of the produced T’S as a function of the r production angle 
for fi= MZO. 
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Figure 2. MoL.tentum spectra for r decay products for different values of the weak 
parameter sin2 Bw ?ur (a) charged leptons from the decay T + IVV, and (b) pions 
from the decay T -+ TV. 
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From the measurement of the tau polarization, it is difficult to make important 
improvements in the knowledge of weak parameters with less than lo5 produced 
Z”‘s. In Table 1, assuming P,=O, we summarize, for each decay mode, the esti- 
mated precision with which we expect to measure the various quantities. We have 
included our best estimates of the efficiency of the detector, but have not yet done 
detailed Monte Carlo estimates. For the measurement of uI, we assume that the 
uncertainty in a, is small (as mentioned above, we really measure the ratio ~~/a~). 

Decay mode S(g), 6P’ SA$$ bv, 6 sin2 6w 

62~~ from (2) from (Z)(ZFB) 

e 0.008 0.16 0.26 0.08 0.020(.033) 
P 0.011 0.22 0.37 0.11 0.028(.047) 
x 0.019 0.11 0.18 0.06 0.014(.023) 
P 0.009 0.14 0.24 0.07 0.018(.031) 

Table 1. Expected statistical errors for the various decay modes 

4. r pair Monte Carlos 

The formula for r pair production can be written as 

du = do011 + c,,s“ + z,s’ + +~‘a”] 

where s” (3‘) is the spin of the r- (r+) and the coefficients c are functions of the 
momenta of the incoming and outgoing fermions. The terms involving only sP or 
3‘ result in net polarization of the r while the terms involving both result in spin 
correlations between the two 7’s. The formulae for r decay can be written as 

dr(T-) = dro(7-)[l + bps’] 

and 

dr(r+) = dIo(r+)[l + i&‘] , 

where the coefficients b depend on the decay mode, the r momentum, and the 
momenta of the decay products. The result of combining the production and 
decay formulae is 

dro(T+) dl?0(7--) 
dofinal = 4dUo [l - cpb’ - cH,~” + Cpv bp6”] ~ ~ 

r(7+) r(7-) 

It is important to note that production and decay do not completely factorize; 
i.e. the constants c which depend on the momenta of the e+, e-, r+ and r- are 

multiplied by the constants b which depend on the momenta of the decay products 
and cannot be factored out. This means that in order to incorporate the complete 
spin effects in the Monte Carlo, the generator cannot be separated from the decay 
routines. 

Generator KORALZ LULEPT 

Decay Routine TAUOLA LULEPT 

Lowest order diagrams (Z” - 7 interference) Yes Ye.5 

Initial state radiation incl. resonance Yes Yes 

Final state radiation Yes No 

Higher order QED corrections No No 

Higher order weak corrections Yes No 

Initial state e* longitudinal polarization Yes Yes 

Initial state e* transverse polarization No No 

Longitudinal r polarization 

Transverse * polarization 

Longitudinal r spin correlations 

Transverse r spin correlations 

Yes 

No 

Yes 

No 

Yes 

Yes 

Yes 

Yes 

Decay Modes: 

au,, Ku, Yes Yes 

eve4 Yes Yes 

F/Lb Yes YeS 

PUT, K*v, Yes Yes 

p helicity effects Yes Yes 

arbitrary mixture of V and A at r vertex Yes Yes 

arbitrary Y, mass Yes Yes 

multi-prong decays in progress via iid frag. 
- 

Table 2. Present Monte Carlo status 
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is determined. Also, the event vertex is found and compared to the beam 

vertex. 

2. The combined 4-vector for all tracks in the event is computed. The total 

energy ( ETOT) , momentum (PTOT), etc. are found. The total energy 

and net momentum perpendicular to the beam axis (PXYTOT) are good 
discriminators against two-photon events. Additionally the sum of the Liquid 
Argon (LA) energy and the net z component of the LA energy is found 

(ELATZ). R. d t d ia ive Bhabhtis with phctons which went down the beam pipe 

will have ELATZ approximately equal to twice the beam energy. 

3. The thrust (THRST) is calculated using all charged tracks and neutrals with 
at least 500 MeV of energy. The event is divitied into the positive and negative 

thrust hemispheres based on this axis. The r-um3er of charged tra.cks in each 

hemisphere (NCPHEM, NCMHZM) is fou+l. ~+r- events have a topology 
of 1 vs. 1, 1 vs. 3, etc. since the decay products from the two sides are well 
separated. 

4. The acoplanarity angle (ACOPL) between the total momentum vectors for 

each side is measured. This angle is defined to be the angle between the 
planes formed by each total momentum vector combined in turn with the 

beam axis. A non-zero acoplanarity angle is expected to be very useful for 7 
event selection because of the missing energy and momentum carried off by 
the neutrinos in the event. 

5. In hemispheres that contain three charged tracks, the net momentum in the 

rest frame of a 7 moving along the hemispheric thrust axis is determined 

(PBTOT). F or t rue T decays the net momentum should only reflect the miss- 

ing v while non-7 events will have a large PBTOT. 

We compare the distributions of the above variables for the DST’s and MC to 

determine where the cuts should be made. In this analysis two sets of cuts are 

made. The first preliminary set consists of fairly straightforward criteria which 

select events with the proper topology, missing momentum, etc. Table 3 lists these 

cuts and shows the number of events which pass each successive cut for DST’s, 

PEP MC, and SLC MC. 
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6. Systematic errors 

Systematic errors are likely to be quite important (perhaps dominant) for the 
mean polarization measurement though, due to many cancellations, the systematics 
for the polarization asymmetry should be small. The systematic error estimates 

discussed here rely heavily on the MAC tau polarization measurement3 performed 
at a center-of-mass energy of only 29 GeV, where the polarization is expected to 
be too small to be observed. 

Since the expected shift in the mean energy is between 3 and 8% for the various 
decay modes, and the expected statistical uncertainties are 2-4% (see Table l), we 
consider systematic effects smaller than 0.3% to be negligible (effects at this level 
will be significant only for samples of more than lo6 produced P’s). Effects that we 
have considered which should be quite negligible include beam energy calibration, 
charged particle momentum calibration (including magnetic field uncertainties), 
and radiative corrections (both production and decay). For the p decay mode, 
the electromagnetic calorimeter calibration is also important, but that too can 
probably be understood with the required accuracy. Missssignment of the charge 
of both tau decay products, relevant for the energy asymmetry, should also be 
negligible even for high energy particles. 

The most important contributions to the systematics will be due to uncertain- 
ties in the detector efficiencies and backgrounds. For the mean energy measure- 
ment, considerable work will be required to understand the energy dependence of 
the efficiencies. Non-tau background will probably be negligible, so background 
difficulties will involve distinguishing the decay modes of interest from other tau 
decays. The amount of such backgrounds is uncertain, not only due to uncertain- 
ties in the efficiencies of the cuts, but also due to uncertainties in the tau branching 
fractions. We have no control over the latter since refinement of these branching 
fractions wil! be difficult with our limited statistics. The problem is especia?ly 
severe for the p decay mode, where extra neutrals must be rejected and the ex- 
perimental understanding of decays to YT plus multiple neutrals is especially poor. 
Thus reducing the multiple-neutral background in the p sample will be essential to 
the success of the measurement with this mode. 

With the notation defined in section 3, we write the measured mean energy 
fraction in the presence of background as 

= 20 sip - fbp cz2 - $) + p’%;g{l - fbg(l - $)} . 

Similarly, the measured forward-backward energy asymmetry can be written 

From these formulae the errors in sir? 0~ are found to be 

from the mean energy measurement and 

&in2 ew = {gf622FB + g$2fb,}f 

from the energy asymmetry measurement, where 

fi = fl(('z),ih - tz)bg) 

The factor 1- %, which appears repeatedly above, is tabulated in Table 5. When 

this factor is large and positive, the background is potentially quite troublesome; if 
it is less than one or negative, the background mode is relatively harmless. If the 
size of the systematic error contribution for each decay mode is arbitrarily required 
to be less than one-third of the corresponding statistical error given in Table 1, and 
we assume that the momentum measurements of the particles are not biased, we 
find the tolerable background levels given in Table 6. Most of these should not be 
difficult to achieve. The numbers for p background are underestimates since the 
measured momentum will be only the charged pion from the p decay. If the A” is 
missed because it is soft, the bias is small, but if there is undetected overlap or the 
R” is lost in detector cracks, the bias can be large. Similarly, the numbers for the p 
signal are underestimates since there is a bias when a e, p, or R picks up a spurious 
#. The largest background for the p decay mode is expected to be from pi plus 
multiple neutrals, as discussed above. This is not included in the table, since as 
for the case of p i,,i,irground, there may be a significant detector momentum bias 
due to undetected +“s. 
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Background Signal decay mode 
decay mode e p ?r p 

e 1.30 1.75 
P 1.30 1.75 
7r 4.33 4.33 - -1.50 
P 2.33 2.33 0.60 - 

Table 5. Values of 1 - z for the four major decay modes. 

Background Signal decay mode 
decay mode e P R P 

e large 6(15) 3(15) 
P large - 6(15) 3(15) 
R 3(6) 3(12) - 12(18) 

P 3(12) 3(18) 24(33) - 

assumed. ‘* The accuracy to which these predictions are met is therefore a 
measuring stick of the validity of the theory. 

The tau lepton, as a “sequential lepton” in the third fermion generation, has 
the distinct advantage that its mass suffices to open up a great variety of 
hadronic channels. It is therefore a prime laboratory for a detailed study of 
weak-hadronic as well as leptonic currents. 

It is well known that the third generation of the standard model fermions, 
with left-handed weak isospin doublets 

(;I (;I 

is much less well determined than its lower-massrelatives: the t quark remains 
unobserved as of early 1987; for vr, there Qs only indirect evidence; the long 
lifetime of the b quark indicates a small mixing angle for coupling to other 
generations. Consequently, recent indicntions that all may not be totally 
standard with the r lepton, such as missing one-prong branching fractions, 13 

should be taken as a harbinger that the most closely studied of the third 
generation fermions deserves an even closer look. 

Table 6. Tolerable background levels (%) for the major decay modes for measure- 
ment of (2). Levels for the 2~8 measurement are given in parentheses. 

7. New physics 

Experimentation at the SLC will concentrate on two equally fascinating aspects 
of studies initiated by electron-positron annihilation at or near the 2” peak. The 
first is an attempt to study in considerable detail the parameters of the Standard 
Model of the fundamental interactions, based on the gauge group SUa x Ur x SlJs. 
This is of the greatest interest because all presently established experimental phe- 
nomena are compatible with this model, although noone expects it to be more than 
a low-energy manifestation of a higher symmetry. Precision tests of its parameters 
are therefore of the greatest importance. The second is the equally vital search for 
phenomena that can not be explained by the Standard Model, that will therefore 
show the way toward the appropriate extension of this model toward a more gen- 
erally valid framework. For both of these basically important pursuits, the study 
of e+e-annihilation into final states involving tau leptons will be fruitful. Let us 
enumerate why: 

1. Standard Weak Interaction theory sufficed to predict essentially all features 
of production and decay of the third-generation lepton r once its mass was 

In particular, recall that the point-like beha.vior and V-A current structure of 
the tau have been studied up to now only at energies where the process e+e- + 
r+r- proceeds almost exclusively via virtual photon exchange. At fi = mz, the 
process mediated by the 2” pole may well display features previously unobserved. 
Foremost among the features to be investigated must be those that may point the 
way past the sta,:dard model phenomenology: flavor non-diagonal weak neutral 
currents are likely to show up at some level; and.compositeness might be accessible 
to some new testc, in experiments involving r pair production near the 2’ pole. 

Lepton flavor violation can occur via a number of different extensions of the 
Standard Model. A first stat’stically meaningful test at q2 = rni will be sensitive 

to mechanisms beyond the reach of rare decay experiments.r4 They may include 
the effects of new gauge bosons or of the possible compositeness scale of the Z”. 

Size effects altogether provide another important testing ground for r experi- 
mentation. Form factor effects in the effective weak Lagrangian may change the 
differential cross-section15 by sizable amounts (as much as 10% for a reasonable set 
of assumptions). Another effect of size that will be easy to observe 16 

is a shift in 
the peak cross-section energy for the process e+e- --+ (2” -) 1: 17, which depends 
on the generation index, j. Lastly, form factor effects due to composite models can 
lead to particularly striking effects if we make the (reasonable) assumption that 
t quark and r share a generation-defining sub-fermion. It has been shown” in 
particular that if the toponium mass is close to, but smaller than, the 2” mass, 
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and if the generation-defining sub-fermion determines the “size” of a composite 7 
and t, then striking interference effects are to be expected both in the energy de- 
pendence of the ratio r(~+r-)/r(p+p-) and in the measurable forward-backward 
asymmetry of 7 pair production. 

While individual models serve only to indicate where deviations from the Stan- 
dard Model might be found, they certainly help to emphasize where experimental 
sensitivity has to be enhanced. They also illustrate the promise that precision 
study of our only heavy lepton offers when entering into a new realm of energy and 
momentum transfers, together with a clearly defined initial state. 
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1. Introduction 

This Report for the Mark II Pajaro Dunes Workshop summarizes the work of 
the Open Top Subgroup’. The status of searches for the top quark is presently 
somewhat ambiguous and a bit discouraging. UAl now seems to see no signal 
attributable to top production, but they still have not set a limit. I have heard 
that not everyone in UAl believes that top at a mass less than half the Z” mass 
will be ruled out, but we will have to wait and see. Possibly more serious evidence 
against the top quark at a mass accessible to the SLC comes from the ARGUS 
Collaboration’. They have just reported the observation at the T(4s) of Bi-B”d 
mixing at the 20% level. Ikaros Brgr ‘3 has calculated the relationship, shown in 
Fig. 1, between the top mass and Bd mixing in terms of the parameter F calculated 
from Kobayashi-Maskawamatrix elements, assuming three generations of quarks. 
Bigi says that the maximum value of F is 8, but it is more likely to be near 4. 
This puts a limit on the top mass (hff) of 2 60-120 GeV/c’, unless there are four 
generations. 

However, the Open Top Subgroup is still optimistic that top may be found at 
the SLC. The search methods we have used could also be applied to other heavy 
particles and so are worth trying on SLC data. Our work has been divided into 
three main topics: 

1. Establishing a “top” signal. 

2. Measuring the top mass. 

3. Establishing that what we find is really top. 

In the following Chapters we will first discuss the Monte Carlo models, cross sec- 
tions and analysis procedures, followed by the specific work on these topics. 

Cl 
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Fig. 1. r,~ as a function of Mt rr :he Standard Model with three families, 
The theoretical uncertainties are expressed in terms of a factor 

F = WV (W)’ * fi 
(O.Ol)z (100MeV)2 ’ 

2. Review of Models, Cross Sections and Analysis Procedures 

2.1 MONTE CARLO MODELS 

‘I he Monte Carlo models used for multihadronic background from u, d, s, c, and 
b quarks are the Lund model with order cyz QCD matrix elements and symmetric 
string fragmentation of the partons, the Lund model with leading log parton shower 
evolution and symmetric string fragmentation, and the Webber model, which also 
uses leading log parton shower evolution but uses a combination of string and 
cluster fragmentation. These models were described by Alfred Petersen4 at this 
Workshop. The two models with leading log shower evolution have been found to fit 
multihadronic data from e+e- annihilation at PEP/PETRA energies significantly 
better than models using order a: QCD matrix elements. Differences between 
these models as extrapolated to the Z” were described by Petersen. 

The models used for t? production are the Lund model with order ai QCD ma- 
trix elements Kith either svmmetric string fragmentation or Peterson fragmentation 
and the Webber muoel. These models were discussed by Kathy O’Shaughnessy5 
at the Granlibakken Workshop. In the Lund model with symmetric fragmentation 
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Table I. Top branching ratios. 

tq- bud + Spectator 
bcs + n 
ubd + ” 
cbs + n 
be+v, + n 
bp+q, + n 
br+r+ + ” 

33% 
26% 

4% 
3% 

12% 
12% 
10% 

Webber 

t-b bud 113 
bcs 113 
be+v, l/9 
b+v, l/9 
br+u, 1/g 

1 

pairs of top mesons are produced usually with no other particles because the top 
mesons are very hard. In the Lund model with Peterson fragmentation the top 
mesons are somewhat less hard and one can see some evidence of gluon radiation 
and production of other particles. Because of the difference in fragmentation there 
are observable differences between the two models for 25 < Mt < 35 GeV/c2, as will 
be pointed out in later Sections. Present data on heavy quarks does not distinguish 
between the two types of fragmentat,ion. The effect will be more pronounced for 
top because it goes as mass squared. There appears to be no problem with using 
the Lund model with order of matrix elements as compared with the Lund model 
with leading log parton shower evolution for t? production since the top quark is 
very heavy. In any case, we address these variations by using the Webber model. 
In the Webber model decays are on the quark level (t -+ bW+) as opposed to the 
Lund model in which top mesons decay. Mesons and baryons are formed only at 
the ends of the decay chains. Also, in the Webber model the quarks can radiate 

gluons, even at intermediate stages of the decays. The branching ratios used for 
top decay in the Lund and Webber models are shown in Table I. 

2.2 NORMALIZATION - tt PRODUCTION CROSS SECTION 

At the Granlibakken Workshop” we presented the tf production cross section 
including the first-order radiative QCD corrections (Schwinger terms)‘. The effect 
of these corrections is shown in Fig. 2. We !.rave assumed Mz = 93 GeV/c2 and 
sin20w = 0.22. These corrections are quite large: they increase the cross section by 
15% at Mt = 25 GeV/c2, by 39% at Mt = 40 GeV/c2,, and by a factor of 2 at Mt = 
45 GeV/c2. We wondered how accurate these car:ections are and, since they are 
so large, how large the higher-order corrections are. Ikaros Bigi and Bennie Ward 
have looked into this question, and they agree that these corrections are accurate 
to - lo%, unless Mt is very close (< 50 MeV/c’) to Mz/Z. 

25 35 40 45 

(0.8 e M, (G&‘/c*) 6518h,5 

Fig. 2. humber of produced tI events for one year at a luminosity of 103' 
crne2 s-l as a function of Mt without and with first-order QCD corrections. 
A factor of 0.80 for QED radiative corrections is included. 

We have used the QCD-corrected cross sections, listed in Table II, in this report. 
They include a factor of 0.80 for QED radiative corrections. The cross section for 
multihadronic events from u, d, s, c, and b quarks, including the factor of 0.80 for 
QED radiative corrections, i0 taken to be 30.68 nb. 
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Table II. ti production cross sections for various top masses including first- 
order QCD corrections and a factor of 0.80 for QED radiative corrections. 

1 (GeF;c2) ( 
tT Production Cross Section 

(nb) 

25 25 3.94 3.94 

30 30 3.24 3.24 

35 35 2.44 2.44 

40 40 1.57 1.57 

42.5 42.5 1.14 1.14 

45 45 0.74 0.74 

46 46 0.60 0.60 

2.3 ANALYSIS PROCEDURES 

2.3.1 MCMADE “Analysis” 

Much of the Monte Carlo analysis work we have done has been baaed on us- 
ing the produced four-vectors in COMMON/MCMADE/ with appropriate cuts or 
smearing to simulate the detector. For charged particles we choose the final decay 
particles unless the decay occurs very far from the interaction point. To simulate 
the acceptance of the drift chamber we require that the transverse momentum rel- 
ative to the beam direction be greater than 150 MeV/c and Jcos 01 < 0.85, where 
13 is the polar angle relative to the beam direction. 

The only neutral particles used are photons. They are required to have at 
least 200 MeV energy and lcos 81 < 0.95. The total visible energy is the sum of 
the detected charged particle momenta and photon energies and is required to be 
greater than the beam energy (EB ,,,). The main purpose of this cut is to suppress 
the background from events which go out the end of the detector. These events can 
fake a heavy particle signal because the only particles detected are at large angles 
to the qq axis. We tried to lower this cut to 80% of the beam energy but found 
that the events with lower visible energy tended to have larger angles between the 
thrust or sphericity axis and the true qq axis. We also make a loose cut on the 
polar angle of the thrust axis, 6+: ICOS oTj < 0.95. 

Electrons and muons are identified by their true identity in the Monte Carlo. 
Electrons are required to have /cos 01 < 0.85, and muons are required to have lcos 01 
< 0.50. 

2.3.2 Detector Simulation 

April 13, 1987 

Some of the Monte Carlo data for tf production and for the background has 
been passed through the full HOWL det xtor simulation. The Monte Carlo simu- 
lated “data” has been passed through the fuIl PASS2 analysis using TRKFI’I? for 
charged particle tracking. 

Cuts are then made on the track list quantities just as for real data. For charged 
tracks the transverse momentum relative to the beam direction is required to be 
greater than 150 MeV/c. Photons are required to have energy greater than 200 
MeV. The distance of a photon from a charged track is required to be greater than 
7 cm, and there is also a sharing cut. The total visible energy is required to be 
greater than ~~~~~~ The event is required to have at least 5 charged tracks (0.03% 
of tz events are lost by this cut). We also require lcos eT( < 0.95. 

An attempt is made to identify e.ectrons and muons in a realistic manner. For 
electrons we 

CALL LAELEC(1, TEST& XLASS).’ 
Electron candidates must have momentum > 1 GeV/c. However, since there is 
no LAE,LEC for the endcaps yet, we use ICLASS to decide whether a particle is 
within the liquid argon fiducial volurre an.d then use the Monte Carlo identification 
to decide that the particle is an electron. To simulate the endcaps, we call a particle 
an electron.. if 0.70 < lcos 01 < 0.96 and it is identified as an electron by the Monte 
Carlo. 

For mr.ons we can use the actual muon identification scheme. A particle with 
momratum > 2 GeV/c is a muon if 

MULEVE = 4 and 
NUSTAT(1, 2.0) = 15. 

3. Establishing a “Top” Signal 

We have considered the following methods for establishing a top signal: 

. Shape parameters 

l High-pT leptons 

. Isolated leptons 

l Multilepton events 

. Cluster coun.ting 

. Total hadronic cross section. 
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O’Shaughnessy5 discussed cluster counting, that is, counting the number of jets 
in events, at the Granlibakken Workshop. Unfortunately, indications are that the 
number of events in the background with large numbers of jets is quite high relative 
to the signal from tt events and is also model dependent. We may be able to reduce 
the background by adjusting the criteria used in the identification of the clusters, 
but no further work has been done since the Granlibakken Workshop. We have 
not yet studied in detail using the total multihadronic cross section to establish 
the existence of top. 

We will report here on the use of shape parameters, high-m leptons, isolated 
high-m leptons, and lepton counting to establish a top signal. We will also discuss 
the possibility that top decays to a Higgs boson. 

3.1 ESTABLISHING A TOP SIGNAL USING SHAPE PARAMETERS 

The use of shape parameters to establish a top signal is an obvious method 
and has been discussed at both the Asilomar and Granlibakken5 Workshops. The 
idea, of course, is that t’i events will be “fat” and easily distinguishable from the 
ordinary multihadronic background. We will summarize here the results of using 
the parameter aplanarity to try to establish a top signal. Table III shows the 
number of events with aplanarity > 0.12 for the multihadronic background models 
and for tZ production for the different models and at various top masses. 

One can see from the table that the number of high aplanarity events is model 
dependent both for the multihadronic background and for tt production, partic- 
ularly for relatively low top masses of 25-30 GeV/c’. For the udscb background 
there is a factor of two difference between the Lund leading log and the Webber 
models, both of which fit e’e- data in the PEP/PETRA energy range rather well. 
The differences for tt production between the Lund model with symmetric frag- 
mentation and the Lund model with Peterson fragmentation can be understood in 
terms the differences in fragmentation. For the lower top masses the Lund model 
with symmetric fragmentation produces more back-to-back top mesons with no 
extra particles leading to fewer events with high aplanarity. It is encouraging that 
the Lund model with Peterson fragmentation and the Webber model agree for tt 
production. 

Our conclusion is that a large number of high-aplanarity events may be a sign 
of new physics, but one cannot trust the Monte Carlo calculations for the number 
of events with high aplanarity for either the multihadronic background or the signal 
from t? production. We have also investigated other shape parameters. Thus shape 
parameters are not a reliable method for establishing a top signal. 
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Table III. Number of events with aplanarity > 0.12 for different multi- 
hadronic background models and for tt production for the different models 
and at various top masses normalized to the same number of Z”s. QCD 
corrections were used for the ti cross sections. Error bars reflect the statis- 
tical errors of the Monte Carlo runs. The MCMADE analysis was used. 

I 

(GeF;c2) 

3ackground 

Lund Order ai 

Lund Leading Log 

Webber 

Lund Symmetric 

25 Lund Peterson 

Webber - 
Lund Symmetric 

30 Lu td Peterson 

Wsbber -. 
Lund Symmetric 

35 Lund Peterson 

Webber 

Lund Symmetric 

40 Lund Peterson 

Webber 

42.5 Lund Symmetric 

Lund Peterson 

45 Lund Symmetric 

46 Lund Symmetric 

Number of 
Events Produced 

10,000 adscb 

(1.4 x 104 ZO’S) 

1283 

1058 

795 

512 

372 

240 

195 

203 

Number of 
Events With 

4planarity > 0.12 

12 i 3.5 

37 + 5.6 

76 $ 9.1 

27lir 6 

112 + 12 

94 $ 7.8 

71 + 8.7 

138 zt 3.8 

126 f 8.2 

129 * 10 

147 Ilz 3.4 

132 3~ 7.2 

108 i 2.6 

116 f 2.4 

112 It: 5.3 

79 zk 5.4 

84 3.1 1.8 

40 + 3.1 

29 f 2.4 
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3.2 ESTABLISHING A TOP SIGNAL USING HIGH-~ LEPTONS 

The semileptonic decay of top mesons provides a source of high-m leptons 
which can be used to establish a top signal. The use of high-m leptons to tag pro- 
duction of heavy quarks has been exploited extensively in PEP/PETRA analyses. 
This method was discussed at both the Asilomar and Granlibakken6 Workshops. 
For completeness, we will review the results of this method. 

We always calculate pi relative to the thrust axis since this gives a distribution 
which is more similar to the pi relative to the original top meson direction than 
is pi relative to the sphericity axis. As discussed at Asilomar, the sphericity axis 
tends to be too close to very high-momentum, high-m particles so that the very 
high-pT particles appear to be at lower pi. If one uses the sphericity axis, one tends 
to lose the effect that leptons from higher-mass top mesons populate higher pi. 
We calculate the thrust variable using all detected charged and neutral particles 
for either the MCMADE analysis or the track list quantities from the full detector 
simulation. For events in general, however, the sphericity axis and the thrust 
direction approximate the original top direction equally well. 

At Granlibakken’ we showed that there is no difference in the shape of the 
lepton pi distribution for pi > 3 GeV/c between the MCMADE analysis and the 
analysis using full detector simulation. By lepton we always mean an e or a F. This 
is useful because we can save computer time by using only the MCMADE analysis 
for some of the work. The total numbers of leptons with pi > 3 GeV/c are slightly 
different using the MCMADE quantities as compared with the detector-simulated 
quantities because the fiducial regions for the real detector are more complicated 
than the approximations used in the MCMADE analysis. In the detector simu- 
lation more charged and neutral particles are detected and the visible energy is 
higher because the fiducial region cuts used in the MCMADE analysis are tighter 
than the actual edges of detectors. In a real analysis, however, one might want to 
use these more severe cuts; here we simply used the detector simulation to indi- 
cate which particles were accepted. Of course, the detector simulation probably 
overestimates overall efficiencies at this point. On the other hand, fewer leptons 
are identified in the detector simulation because the cracks in the calorimeters and 
the muon system are put in realistically. At Granlibakken we also showed that 
the lepton m distributions for pr > 3 GeV/c were consistent with being the same 
for the Lund model with symmetric fragmentation, the Lund model with Peterson 
fragmentation, and the Webber model. The lepton pr distribution was also the 
same for the three models if the cut aplanarity > 0.02 was used on the event. 

The numbers of e’s and p’s with pi > 3 GeV/c for the different models and 
for various top masses are shown in Table IV both for no aplanarity cut and for 
the cut aplanarity > 0.02. Also shown are the predictions for the background from 

Table IV. Number of e’s and p’s with pi > 3 GeV/c relative to the thrust 
direction for various top masses. QCD corrections were used for the tS cross 
sections. Error bars reflect the statistical errors of the Monte Carlo runs. 
10,000 udscb events can be obtained in 38 days of running at a luminosity 
of 1O2g cmw2 s-l. The MCMADE analysis was used. 

(Ge!;cl) 
Number of No Aplanarity Aplanarity 

Events Produced cut > 0.02 

3ackground 

Lund Order CX~ 10,000 udwb 815 9 16* 4 

Lund Leading Log (1.4 x lo4 Z”s) 79 31 8.2 42 f 6.0 

Webber 89 f 9.4 46 f 6.8 

Lund Symmetric 325 f 20 189 f 16 

25 Lund Peterson 12,;3 347 f 21 258 f 18 

Webber 316 & 6.6 238 f 5.8 

Lund Symmetric 299 f 18 222 f 15 

30 Lund Peterson ICI58 301 f 5.6 239 f 5.0 

Webber 287 f 14 231 f 13 

Lund Symmetric 232 3~ 14 184 3~ 12 

35 Lund Peterson 795 243 f 4.4 203 f 4.0 

Webber 241 f 11 206 & 10 
- 

Lund Symmetric 151 f 3.1 124 f 2.8 

40 Lund Peterson 512 160 & 2.9 137 * 2.7 

Webber 162 f 3.0 141 f 2.8 

42.5 Lund Symmetric 372 112 21 6.5 93 It 5.5 

Lund Peterson 123 f 2.1 107 f 2.c 

45 Lund Symmetric 240 79 * 4.4 65 f 4.C 

46 Lund Symmetric 195 57 * 3.3 44 f 2.E 

I 

1 
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multihadronic events from u, d, s, c, and b quarks using the Lund order a:, Lund 
leading log, and Webber models. The error bars reflect the statistics of the various 
Monte Carlo data sets, which contained from 1000 to 10,000 produced tZ events. 
The MCMADE analysis was used. 

One can see that if no aplanarity cut is used the numbers of high-m leptons are 
quite model independent, both for the background and for ti events. One would 
expect this for the tt events since one is really looking at the characteristics of 
the top semileptonic decay. It is encouraging that the Webber model gives the 
same numbers of high-p, leptons since it decays the top differently. However, it is 
surprising that the various background models are so similar since one might expect 
that introducing higher-order QCD effects would yield more high-m leptons. 

Using only the Lund order CX~ model for background, we found that the cut 
aplanarity > 0.02 reduced the background by a large factor without reducing the 
signal very much. Just before the Granlibakken Workshop we began investigating 
the models with leading log parton shower evolution and found that the aplanarity 
cut was much less effective in reducing the background. Also, for ti production 
the aplanarity cut reduces the signal more for the Lund model with symmetric 
fragmentation than it does for either the Lund model with Peterson fragmentation 
or the Webber model for top masses from 25 to 35 GeV/c2. The Lund model with 
Peterson fragmentation and the Webber model give very similar results. 

Table V. Hadron misidentification backgrounds for leptons with pi > 3 
GeV/c. The numbers of particles with pi > 3 GeV/c are given for leptons 
from ti, leptons from udscb, misidentified hadrons from tZ, and misidentified 
hadrons from udscb for 10,000 udscb events and the corresponding number 
of 512 t? events for Mt = 40 GeV/c2. 

Leptons Leptons Hadrons From Hadrons From 
From tS From udscb tt x c udscb x C 

Electrons 

(C = 0.005) 

No Aplanarity Cut 106.8 64.9 4.3 11.2 

Aplanarity > 0.02 90.5 23.9 4.0 4.4 

Muons 

(C = 0.01) 

No Aplanarity Cut 46.4 38.4 3.8 10.6 

Aplanarity > 0.02 40.4 12.8 3.5 4.1 

206 

40 u- Q Hodrons from 
ti x0.005 

zn , n Hodrons from 
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Fig. 3. Hararon misidc,rtification backgrounds for electrons. The pT dis- 
tributions are shown for electrons from tj, electrons from udscb, hadrons 
misidentified as electrons from ti, and hadrons misidentified as electrons 
from udscla. The numbers of particles are given for 10,000 udscb events 
from the Lund leading iog Monte Carlo and the corresponding number of 
512 ti events for Mt I= 40 GeV/c2 from the Lund model with Peterson 
fragmt otation. 

We have looked at backgrounds to high-pT leptons from t? production due to 
misidentified hadrons. We have used detector simulation Monte Carlo data for both 
the background from u, d, s, c, and b multihadronic events and for tS production. 
The Lund leading log model was used for the background event production. We 
used ti production from the Lund model with Peterson fragmentation for Mt = 40 
GeV/c2. 

We looked at electrons and mUxs separately. To calculate the background 
from hadrons which are misidentified as electrons, we multiplied the number of 
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Fig. 4. Hadron misidentification backgrounds for muons. The pi distribu- 
tions are shown for muons from tf, muons from udscb, hadrons misiden- 
tified as muons from ti, and hadrons misidentified as muons from udscb. 
The numbers of particles are given for 10,000 udscb events from t.he Lund 
leading log Monte Carlo and the corresponding number of 512 t‘t events for 
Mt = 40 GeV/c2 from the Lund model with Peterson fragment,ation. 

hadrons within the fiducial region of the calorimeters by 0.005. To calculate the 
number of hadrons misidentified as muons we multiplied the number of hadronr 
with MULEVE = 4 by 0.01. The misidentification probabilities are rough approxi- 
mations to those measured at PEPg. More accurate misidentification probabilities 
as functions of p and pi will have to be obtained for the SLC range of p and pi. 
The results as a function of pi are shown for electrons in Fig. 3 and for muons 
in Fig. 4. We have normalized to 10,000 non-top multihadronic events and to the 
appropriate number of tf events given by the production cross section. The total 
numbers of particles with pi > 3 GeV/c are given in Table V. 

The conclusion is that high-m leptons provide a model-independent signal for 
tt events if the aplanarity cut is not used; however, the background from non-t: 
events is rather large: the signal to background is 2 to 1 for Mt = 40 GeV/c2. One 
can reduce the background by making an aplanarity cut, but the effect is not as 
large when background models which are probably more realistic are used; also, the 

Thrust Axis 

lo-66 5576A13 

Fig. 5. Multihadronic event with gluor radiation showing how the pi of a 
lepton in a jet can be increased because the thrust axis is not along the jet 
direction, 

effect of the cut on ti events is model dependent, although the model dependence is 
not large for the larger top masses. The background from misidentified hadrons is 
not large: 15% of the tf signal for electluns and 31% for muons with no aplanarity 
cut at Mk = 40 GeVjc2. The largest background is & leptons from non-top 
multihadronic events. 

3.3 ESTABLISHING A TOP SIGNAI, USING ISOLATED HIGH-pi LEPTONS 

Anocher approach to reducing the ttackground. to high-m leptons from non-top 
multihadron:c events is to require that the high-m leptons be isolated. Isolated 
leptons were used, for example, by UAl lo. The philosophy is to look for leptons 
which are n,& in jets in order to reduce the background from udscb multihadronic 
events in which gluons have been radiated. The thrust axis in such events is not 
along the qq axis, whirh causes leptons from heavy quark decays (especially b’s) 
to appear to have higher pT, as shown in Fig. 5. For top meson decays one would 
select the lepton from the direct top semileptonic decay, but one would reject 
leptons which come from the semileptonic decay of the b from the top decay. Thus 
the signal would be reduced as compared with simply counting high-m leptons. 

There are several methods one could use to select isolated leptons: requiring 
the energy to be less than some cut within a cone around the lepton, requiring 
the number of particles to be less than some cut within a cone around the lepton, 
and requiring that the lepton have no nearby clusters. Here we will employ the 
isolation method used by Tim Barklow for searches for supersymmetric particles”. 
First we select a lepton with pT > 3 GeV/c as described in Section 3.2. In order 
to determine whether the lcpton is isolated, we find clusters using all the other 
particles detected, cnarged and neutral. The VECSUB routine LCLUS$ is used. 
Then we calculate the quantities pj defined12 as 
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(MCMADE- Same) 

01234567 

6134A2 ,o=min JEp( I-cos$) (GeV”2) 3-87 

Fig. 6. Isolation criterion for leptons with pi > 3 GeV/c. Distribution 
of p (defined in text) for leptons with pi > 3 GeV/c for 10,000 udscb 
events from the Lund leading log model with full detector simulation and 
for 512 t? events with Mt = 40 GeV/c2 from the Lund model with Peterson 
fragmentation for both the MCMADE analysis and the analysis using full 
detector simulation. 

pj = JEt (1 - cos @Lj), 

where El is the energy of the lepton and Blj is the angle between the lepton and 
the jth cluster. We then examine 

p = min (Pj). 

Figure 6 shows the distribution of p for leptons with pi > 3 GeV/c for 10,000 
udscb events from the Lund leading log Monte Carlo with full detector simulation 

b 
W 
-I 

60 

0 2 4 6 8 

6734A3 p=min eT,e,) (GeV”2) 9-87 

Fig. 7. p distributions for leptons with p-r > 3 GeV/c for tt production with 
Mt = 35 GeV/c2 for the Lund model w.th Peterson fragmentation and for 
the Webber m-Jdel. The distributions are normalized to the same number 
of leptons wi;h pi > 3 GeV/c. 

and for the corresponding number of 512 tt events for Mt = 40 GeV/$. We make 
the cut p > I .8 Ge’vT1/2 (it could be made as low as 1.4 GeV1j2). 

Table VI shows the .l-tnber of e’s and p’s with pi > 3 GeVJc for the different 
models and for various top masses with and without the isolation cut. Also shown 
are the ..%redictions for the two models with leading log parton shower evolution 
for the background from udscb multihadronic events. The background rejection is 
excellent. The top signal is reduced by about a factor of two as compared with 
counting the number of leptons with pr > 3 GeV/c. There is, however, some model 
dependence in the isolation cut. For top masses between 25 and 35 GeV/c2 the 
isolation criterion removes more leptons with pi > 3 GeV/c in the Webber model 
than in either version of the Lund model. Figure 7 shows the p distributions for 
leptons with pT > 3 GeV/c for 35 GeV/c? tT production for both the Lund model 
with Peterson fragmentation and the Webber model. The leptons in the Webber 
model are less isolated’, probably bczause of more gluon emission, resulting in about 
20% fewer leptons passing the isolation cut. 
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Table VI. Number of e’s and p’s with pi > 3 GeV/c relative to the thrust 
direction for various top masses with and without isolation. QCD correc- 
tions were used for the tt cross sections. Error bars reflect the statistical 
errors of the Monte Carlo runs. 10,000 udscb events can be obtained in 38 
days of running at a luminosity of 10” crnw2 s-l. The MCMADE analysis 
was used, except for the udscb multihadronic background for which full 
detector simulation was used. 

Isolated 

(GeF;c2) 

Number of 
Events (p > 1.8 GeV’12) 

Produced pT > 3 GeV/c pT > 3 GeV/c 

lackground 

Lund Leading Log 10,000 udscb 79 + 8.2 2.6 -I: 1.5 

Webber (1.4 x 104 ZO’S) 87 3~ 9.8 3.3 * 1.9 

Lund Symmetric 325 I!Z 20 177 i 15 

25 Lund Peterson 1283 344 f 21 145 rt 14 

Webber 307 + 14 121 + 8.8 

Lund Symmetric 298 + 18 149 + 13 

30 Lund Peterson 1058 299 3~ 5.6 150 f 4.0 

Webber 291 f 12 125 + 8.1 

Lund Symmetric 230 i 14 109 + 9.3 

35 Lund Peterson 795 240 41 4.4 122 * 3.1 

Webber 250 rt 10 97 + 6.2 

Lund Symmetric 150 zt 3.1 76 f 2.2 

40 Lund Peterson 512 158 + 2.8 76 zt 2.0 

Webber 170 i 6.5 74 f 4.3 

42.5 Lund Symmetric 372 111 + 6.4 61 h 4.7 

Lund Peterson 122 + 2.1 62 f 1.5 

45 Lund Symmetric 240 78 zt 4.4 38 f 3.1 

46 Lund Symmetric 195 57 + 3.3 30 zt 2.4 

I-----‘---r--l 
200 

t t .I 

x MCMAbE 
l Detector -1 

Simulotion 

1 

3 5 ‘3 15 20 

1-87 pT (GeVk) 613.A. 

Fig. 8. Comparison of shapes of pi distributions for isolated leptons for 
MChiADE analysis and analysis using full detector simulation for Mt = 
40 Ge‘V/c2. Tire tt production model is the Lund model with Peterson 
fragmer.tation. The distributions are normalized to the same number of 
isoiated :tptons with pT > 3 GeV/c. 

As we did for the lepton pi distributions with no cuts or with an event apla- 
narity *:ut, we have compared the shapes of the lepton pT distributions with the 
isolation cut for tlrL XCMADE analysis vs. full detector simulation and for dif- 
ferences among thr various t’E production models. Figure 8 shows the lepton pT 
distributions for isolated leptons with cyr > 3 GeV/c for the MCMADE analysis 
and for the analysis using full detector simulation for Mt = 40 GeV/c2. The Lund 
model with Peterson fragmentation was used. The two distributions are normalized 
to the same number of leptons with pT > 3 GeV/c. The shapes of the two distri- 

_ butions are the same within statistics. The numbers of isolated leptons with pi 
> 3 GeV/c are slightly different using the MCMADE quantities as compared with 
the detector-simulated quantities for the reasons given in Section 3.2. Figure 8 also 
illustrates the difference in shape of the lept,on pT distribution when the isolation 
criterion is applied (compare with Figs. 3 and 4). The isolation cut mainly removes 
leptons with pT 5 8 GeV/c. The resulting py distribution looks more like the pi 
distribution of leptons from the top semileptonic decay. The leptons removed tend 

212 213 



April 13, 1987 
April 13, 1987 

to be from cascade decays of b quarks coming from top decays. Since the very high 
pi leptons remain, the isolated lepton pr distribution is just as sensitive, if not 
more so, to the top mass. 

Figure 9 shows the pi distributions for isolated leptons for 40 GeV/c2 t? pro- 
duction for the Lund model with symmetric fragmentation, the Lund model with 
Peterson fragmentation, and the Webber model. Within the statistical errors there 
is no difference in shape between the three models, although the Webber model 
does tend to have somewhat more leptons at lower pi. We have shown that the 
shape of the pi distribution for isolated leptons is the same for the MCMADE anal- 
ysis and for the detector simulation analysis and is independent (within statistics) 
of the production model. 

0.20 I I 1 
x LUND Symmetric 
l LUND Peterson 

3 5 IO 15 20 
pT (GeVk) 6711A5 

Fig. 9. Comparison of the pr distributions for isolated leptons for the three 
tf production models for Mt = 40 GeV/c2. The MCMADE analysis is used. 

We have looked at backgrounds to isolated high-pT leptons from tt production 
due to misidentified hadrons. The method used is the same as that described 
in Section 3.2, except that there are so few isolated hadrons that one has to take 
care that the particles within the fiducial regions of either the calorimeters or muon 
detection system are really hadrons and not leptons. For example, isolated particles 
within the fiducial region of the calorimeters are likely to be muons which were not 
identified by the muon system; these muons are not likely to be misidentified as 

Table VII. Hadron misidentification backgrounds for isolated leptons with 
pi > 3 GeV/c. The numbers of isolated particles with pi > 3 GeV/c are 
given for leptons from tt, leptons from udscb, misidentified hadrons from 
t’t, and misidentified hadrons from udscb for 10,000 udscb events and the 
corresponding number of 512 ti events for Mt = 40 GeV/c2. 

electrons. The backgrounds from misidentlf-d ;.adrons are given in Table VII. 
There is no problem at all with background from isolated misidentified hadrons. 

Isolated high-m leptons appear to be the best method for establishing a top 
signal since the background from u, d, s, c, ano b multihadronic events is reduced to 
a negligible level. The problems are a loss of : tatistics by a factor of two compared 
with high-m leptnns and some model dependence. 

3.4 ESTABLISF~NG A TOP SICKAL USING LEPTON COUNTING 

In view of I,he loss of statistics involved in the isolated high-pT lepton method 
for establishing a top signal, Chang Kee Jung has begun to look into a method 
which might require fewer events for a statistically significant signal. He looks 
at the average number or” irptons per event, making no cuts other than those 
required for lepton identification. His results are shown in Table VIII and Fig. 10. 
There is a statistically significant increase in average number of leptons per event 
if t? production is included for Mt 6 40 GeV/c2 if one stays within the same 
model. Jung also looks at the enhancement if the highest momentum lepton has 
momentum (pleading) > 4 GeV/c. He has not yet looked into backgrounds from 
hadron misidentification, which will be more severe if no pi or isolation cuts are 
made on the leptons. This analysis has uncovered a problem with the Monte 
Carlo models: the Webber model gives more leptons than the Lund model. This 
difference does not show up for leptons with pi > 3 GeV/c and is probably due 
to a difference in charm or bottom quark decay. At least one of the models must 
disagree with known physics for this to happen. This will have to be investigated 
further. 
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Table VIII. Average number of leptons per event with and without re- 
quiring that the highest momentum lepton have momentum (plead+) > 4 
GeV/c for udscb background and for various top masses. 

(Ge!;c’) 

Number of 
Events 

Produced 

Background 

Lund Leading Log 

Webber 

10,000 

udscb 

25 Lund Peterson 11,283 

Webber udscbt 

35 Lund Peterson 10,795 

Webber udscbt 

40 Lund Peterson 10,512 

Webber udscbt 

40 Lund Peterson 10,512 

(t 4 b H+, udscbt 

H+ + cs, T+v,) 

40 Lund Peterson 10,512 

(t + b Hi, udscbt 

Hi 4 ~6) 

P Lverage Number of Average Number Of 
Leptons per Event Leptons per Event 

No Cuts meacng > 4 GeV/c 

0.200 + 0.004 0.120 i 0.003 

0.228 rt 0.004 0.134 * 0.003 

0.279 * 0.005 0.179 f 0.004 

0.305 + 0.005 0.192 * 0.004 

0.248 + 0.005 0.160 31 0.004 

0.284 31 0.005 0.178 i 0.004 - 
0.233 zt 0.005 0.146 i 0.004 

0.263 rfr 0.005 0.163 i 0.004 

0.223 k 0.005 0.130 * 0.004 

0.243 i 0.005 0.143 f 0.004 

3.5 ESTABLISHING A TOP SIGNAL IF TOP DECAYS TO A HIGGS BOSON 

If there are two Higgs doublets and the charged Higgs mass is in the right range 
relative to top, the dominant decay of top could be t -+ bH+. The Higgs then 
decays into either cs and r+v, or ~6, depending on the Kobayashi-Maskawamixing 
angles. The branching ratio for top decay through the W would then be small, and 
the searches for top using its semileptonic decays would not work. Don Fujino has 
done some preliminary work on this possibility. 

Fujino chooses events with five or six clusters and tries to reconstruct the 
Higgs and top masses from combinations of two or three clusters. He makes cuts, 

I -’ I I I 
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udscb I.5 35 40 
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Fig. 10. Average number of leptons per event for udscb background and 
including top for various top masses. The background models are the Lund 
leading log and Webber models. The tz production models are the Lund 
mode’ with Ptterson fragmentation and the Webber model. 

describG?d in Section 4.5, to reduce the background from non-top multihadronic 
events and reduce the number of wrong combinations of clusters considered. Sachio 
Komamiya wrote the Monte Carlo used. Fujino’s results for Mt = 40 GeV/c2 and 
MN = 30 GeV/c2 are shown in Fig. 11. He uses the scaled mass as described in 
Section 4.5. Figure I:(a) shows the three-cluster mass distribution which does peak 
at 40 GeV/c2. Figure 11(b) shows the two-cluster mass which peaks at 30 GeV/c2. 
The difference, shown in Fig. 11(c), peaks at X0 GeV/c2. The method seems to 
work well, except that Fig. 12 shows the same method applied to a Monte Carlo 
simulation with Mt = 40 GeV/c2 and standard decays of top. Evidently three- 
cluster masses tend to peak at - 40 GeV/c2, or about half the center-of-mass 
energy, and two-cluster masses tend to peak at about one-third the center-of-mass 
energy. There is also a problem with background from udscb multihadronic events, 
which is described in Section 4.5. Clearly much more work is needed to find top if 
it decays predominantly into a charged Higgs. 
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Fig. 11. Cluster masses for a Monte Carlo simulation in which t + bH+ 
and H+ -+ CB (75%) + 7+vr (25%). Mt = 40 GeV/c2 and Mw = 30 
GeV/c2. (a) Three-cluster mass distribution. (b) Two-cluster mass dist,ri- 
bution. (c) Difference between three- and two-cluster mass distributions. 

4. Measuring the Top Mass 

We are studying various methods for measuring the top mass, once we have 
(with some luck!) established a top signal. They are: 

l Number of high-m or isolated high-m leptons 

l Shape of the pr distribution for isolated leptons 

. Hadronic jet mass in events with a single semileptonic decay 

. Reconstructed jet masses in events with double semileptonic decays 

. Reconstructed jet masses in events with double hadronic decays. 

We will discuss these methods in detail in the following Sections. 
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Fig. 12. Cluster masses for the Lund model with Peterson fragmentation 
in wh,ch t + bW+. (a) Three-cluster mass distribution. (b) Two-cluster 
mass distribution. (c) Difference between three- and two-cluster mass dis- 
tributions. 
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4.1 MEASURING THE TOP MASS FROM THE NUMBER OF HIGH-~ OR 
ISOLATED HIGH-~ LEPTONS 

The mass of the top might be measured simply by counting the number of 
leptons or isolated leptons with pi > 3 GeV/c and comparing with the prediction 
for each Mr. However, there are several serious problems with this method: 

l The tE production cross section as a function of Mr must be known. The 
largest error in calculating this cross section is the QCD correction, which is 
probably accurate to 10%. 

l The top semileptonic branching ratio must be assumed, but it can probably 
be calculated reliably. 

l There is an - 20% model dependence in the predicted number of isolated 
leptons with pi > 3 GeV/c for a given number of produced ti events for Mr 
.S 35 GeV/c2. 

l One must know the e and p identification efficiencies. 

l The background from non-ti must be known, but this appears to be under 
control for isolated high-m leptons, unless there is a background from other 
new physics. 

l The hadron misidentification backgrounds must be known, but this also does 
not appear to be a problem, especially for isolated high-m leptons. 

Assuming we can solve all of these problems, then we would simply count 
the number of leptons or isolated leptons with pi > 3 GeV/c and compare with 
the predictions as in Table VI, normalized to the number of Z”‘s produced. For 
example, if we measured 70 & 8.4 isolated leptons with pi > 3 GeV/c for 10,000 
produced udscb multihadronic events, we could measure Mr = 41.5 t::$ GeV/c2. 
This method is less sensitive for lower top masses because there is more model 
dependence and because the number of high-m leptons varies less rapidly with top 
mass. It is interesting to note that one can obtain Mt with slightly less error with 
higher background since the differences for different Mr are more significant - one 
only has to know the background. In practice, one would use other methods, such 
as the shape of the pi distribution for isolated leptons, and then check the number 
of isolated high-m leptons against the prediction for consistency. 
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x mT = 25 GeV/c* 
0 m;=30 
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Fig. 13. pi distributions for isola.ted leptons for various top masses for the 
Lund model with Peterson fragmeatatim. The distributions are given as 
fractions of the total number of isolated leptons with pi > 3 GeV/c at each 
top r~ass. The ?tICMADE analysis is used. 

4.2 MEASURING THE TOP MASS FROM THE SHAPE OF THE pi DISTRI- 
BUTION FOR ISOLATED LEPTONS 

At the Granlibakken Workshop6 we discussed measuring the top mass from 
the shape of the lepton pi distribution. Here we use instead the shape of the pi 
distribution for isolated leptons since the background from udscb multihadronic 
events is much less. 

_ 
The shape of the lepton pi distribution varies with the mass of the top meson 

due to the kinematics of the semileptonic decay. If one requires that the lepton be 
isolated, the pi distribution becomes more like that from the semileptonic decay 
of the top: the leptons removed have mainly pi < 8 GeV/c and tend to be from 
the cascade decays of b quarks coming from top decays. We show in Fig. 13 the 
pi distributions for isolated lemons for various top masses given as the fraction 
of the total number cf isolated leptons with pi > 3 GeV/c at each top mass. Of 
course, the pi distribution shifts to higher pi as the top mass increases. We have 
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Fig. 14. pi distribution for isolated leptons from 512 tt events at Mf = 40 
GeV/c2 from the Lund model with Peterson fragmentation compared with 
predictions for 30 < Mt < 42.5 GeV/c 2. There are 83 isolated leptons with 
3 < pi < 15 GeVfc. 

used a likelihood method to study the differences in shapes for various top masses. 
One could also look at the average pi, but the likelihood method should give the 
maximal information. 

In order to use a likelihood method, one needs to know the predicted shape 
of the pi distribution very well. For this study we generated 10,000 tf events 
for each top mass 30 < Mt < 42.5 GeV/c’ using the Lund model with Peterson 
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,c 

0 I 1 I 

25 30 3: 40 45 

3-0, mT (GeVc2) 1,34*,1 

Fig. 15. The In likelihood that each of four mass hypotheses fits the shape of 
the pi distr,bution for the 512 tt events from the Lund model with Peterson 
fragmentation at Mt = 40 GeV/c 2. The lashed line is drawn 0.5 unit of In 
likelihood Lower than the largest In likelihood of the four hypotheses at Mt 
= 40 GeV/c2. 

fragmentation. We used the MCMADE analysis in order to save computer time. In 
Section 3.3 we .howed that there is no difference in the shape of the pi distribution 
for isolated leptcns between the MCMADE analysis and the analysis using full 
detector simu!ation. 

To study the method, we generated fake data by looking at the number of 
isolated leptons in each pi bin for the first 512 ti events (corresponding to 10,000 
udscb events) in one of the Mt = 40 GeV/c2 runs and compared this distribution 
with the ;.igh-statistics predictions for each of the various top masses. We assumed 
a Poisson distribution, so the In likelihood is given by 

In likelihood = c n In iz, 

where n is the measured number in each bin and K is the predicted number in each 
bin. The normalization is fixed by 
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We are studying the shape only; the number of isolated leptons for pi > 3 GeV/c 
is the same for each of the predictions. We have to use only those pi bins for 
all of the mass hypotheses for which we have a reliable prediction for each mass 
hypothesis. For example, if we include the hypothesis Mt = 25 GeV/c2 and there 
are no isolated leptons with pi > 13 GeV/c for that mass hypothesis, then for 
testing all hypotheses we would include only those bins 3 < pi < 13 GeV/c in the 
In likelihood calculation. 

The fake data for Mt = 40 GeV/c2 compared with the predictions for 30 < Mt 
< 42.5 GeV/c2 are shown in Fig. 14. The In likelihood for each mass hypothesis 
is shown in Fig. 15. Note that even with only 512 events (83 isolated leptons with 
3 < pi < 15 GeV/c), we can see a distinct difference in In likelihood between the 
different mass hypotheses. Remember that 0.5 unit of In likelihood corresponds to 
one standard deviation difference in Mr. One would need to run more Monte Carlo 
data to map out the shape of the In likelihood near the maximum. It looks as if 
one could measure Mt to f - 1.5 GeV/c2 for Mt - 40 GeV/c2. 
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Fig. 16. The In likelihood that each of four mass hypotheses fits the shape 
of the pi distribution for the 512 tF events from the Webber model at Mt 
= 40 GeV/c2. There are 80 isolated leptons with 3 < pi < 15 GeV/c. 
The dashed line is drawn 0.5 unit of In likelihood lower than the largest In 
likelihood of the four hypotheses at Mt = 40 GeV/c2. 

As an additional test of this method we compared 512 ti: events from the Webber 
model with Mt = 40 GeV/c2 with the predictions calculated from the Lund model 
with Peterson fragmentation. The In 1ikel:hood for each mass hypothesis is shown 
in Fig. 16. The In likelihood is still largest for the 40 GeV/c2 hypothesis, but there 
is less separation between the 35 and 40 GeV/c2 hypotheses than there was for 
the fake data generated with the Lund model. This may be due to a statistical 
fluctuation, or it may be due to differences in the shape of the pi distribution for 
isolated leptons between the Lund model and the Webber model. We did see some 
evidence for this in Fig. 9, but higher statistics Monte Carlo runs would be needed 
to clarify the situation. 

In any case, except for possible differences between models, the shape of the 
M distribution for isolated leptons is just as sensitive to the top mass for the same 
number of produced ti; events as witho.it tile isolation cut even though there are 
fewer leptons in the distribution. 

4.3 MEASURING THE TOP Mp.,>; FROM THE HADRONIC JET MASS IN 
EVENTS WITH A SINGLE SEMILEPTONIC DECAY 

Thi, method, developed by Ti.n 3arklow, has not changed since the 
Granlib.ikken Workshop. It is repeated here for completeness. The philosophy 
is to select events with an isolated lepton and then reconstruct the mass of three 
clusters aaumed to come from the hadronic decay of a top meson. One selects 
events with an isolated lepton and four clusters. Then one forms the quantity 

~~~~~~~~~ is the 7 of the resultant four-vector of the three clusters assumed to come 
from the hadronic top decay. This definition reduces the smearing due to varying 
amounts of missing energy. Fig. 17 shows the distribution of MHadron for Mt = 25 
GeV/c2. The peak at high mass (- EB~.~) is due to wrong combinations. One sees 
an asymmetric peak at - 25 GeV/c2 with an rms width of - 1 GeV/c2. Fig. 18 
shows the same distribution for Mt = 40 GeV/c2. There is a peak at - 40 GeV/c2 
which is somewhat obscured by the high-mass peak from wrong combinations. The 
method is probably the most promising of the jet mass reconstruction methods, 
but we need to find cuts to remove the background from wrong combinations. 
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Fig. 17. Distribution of MHlrdron for Mt = 25 GeV/c2. 
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Fig. 18. Distribution of MHadron for Mt = 40 GeV/c2. 

4.4 MEASURING THE TOP MASS USING EVENTS WITH DOUBLE 
SEMILEPTONIC DECAYS 

John Bartelt worked on this analysis, which was suggested in Ref. 7. One 
selects events with two isolated leptons and at least two jets. The missing four- 
momentum (assumed to be the two neutrinos) is then calculated. The event is 
boosted to the rest frame of the missing four-momentum. The neutrino energy 
is assumed to equal half the missing mass. For an array of polar and azimuthal 
angles (19~4)~ which are assumed to be the neutrino direction, one calculates the 
mass of the jet, lepton, and neutrino on each side of the event. One then plots all 
masses which pass some cut on the difference in masses between the two sides, or, 
alternatively, one plots the average mass for the B,d value which gives the smallest 
mass difference. Such a mass plot using the first method is shown in Fig. 19 
for 1000 produced ti events for Mt = 40 GeV/c2. There is a wrong combination 
peak at - 25 GeV/c 2. One problem with this method is that a large number (2 
1000) of tf events are needed because of the requirement that both top mesons 
decay semileptonically. However, there is no i.roblem with background from udscb 
multihadronic events. This method can probably best be used to confirm other 
methods. 
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_ Fig. 19. Distribution of the masses of jet, lepton, and neutrino for 1000 tt 
events with full detector simulation at Mt = 40 GeV/c2. 

22; 227 



April 13, 1987 

4.5 MEASURING THE TOP MASS USING EVENTS WITH DOUBLE 
HADRONIC DECAYS 

Don Fujino developed this method as a complement to the methods involving 
top semileptonic decays. This method is also used for the analysis described in 
Section 3.5. One looks for events in which both top mesons decay hadronically, 
typically five- or six-cluster events. One needs to apply tight cuts to remove the 
background from udscb multihadronic events and from wrong combinations in 1s 
events. The analysis is described in detail in Ref. 13 and summarized here. 

The cuts used are the following: 

. Total visible energy > EBBS,,, 

. > 5 clusters 

l No isolated e’s or p’s 

l Event shape cuts 

l Cuts on missing energy and momentum 

. Combinatorics cuts 

l Cuts to require that the two top mesons be back-to-back 

. A cut on the mass difference between the two sides of the event. 

The energy (ETA,,) and momentum (mop) of three-cluster combinations which 
pass the cuts are then calculated. The top mass (A$rop) is then calculated using a 
resealing technique to make up for missing energy: 

Distributions of this quantity for various top masses and Monte Carlo models 
are shown in Fig. 20. Figure 20(a), which shows ~~~~ for Mt = 25 GeV/c2 for 
the Lund model with symmetric fragmentation, shows a very clear peak at 25 
GeV/c2. The peak is broader and there is a larger wrong combination peak at - 
~~~~~ in Fig. 20(b), which shows MC = 25 GeV/c2 but for the Lund model with 
Peterson fragmentation. The explanation for the difference is that t’i production 
with symmetric fragmentation is more consistent with the hypothesis of back-to- 
back top meson production. For Mt = 35 GeV/c2, shown in Fig. 20(c), there is 
still a peak at 35 GeV/c2, but it is on the shoulder of a large wrong combination 
peak. For Mf -1 40 GeV/c2, shown in Fig. 20(d), the top peak is totally obscured 
by the wrong combination peak. Figure 20(e) shows the ~~~~ distribution for 
the udscb multihadronic background for the worst case, the Webber model. The 
number of combinations in this plot is about four times as many as for 40 GeV/c2 tS 
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F:g. 20. Distributions of ~~~~ (defined in text) for (a) 1000 t? events for 
Mt = 25 GeV/z2 using the Lund model with symmetric fragmentation, (b) 
1000 t? events for Mt = 25 GeV/c2 using the Lund model with Peterson 
fragmentation, (c) 1000 t? events for Mt = 35 GeV/c2 using the Lund 
model with Peterson fragmentation, (d) 1000 ti events for Mt = 40 GeV/c2 
using the Lund model with Peterson fragmentation, and (e) 10,000 udscb 
multihadronic events using the Webber model. 

normalized to the same number of produced Z”‘s and would swamp the top signal 
for Mt 2 35 GeV/c2. Fujino is working on cuts to reduce this background. The 
mass peaks for lower-mass top look quite hopeful, though. 

228 229 



April 13, 1987 April 13, 1987 

5. Establishing That What We Find Is Really Top 

If we find a signal for some type of new particle which seems to fit the criteria 
for top production, we have to establish that it is really top. The methods which 
we have considered are the following: 

l Establish the decay T -+ B&X 

l Measure the semileptonic inclusive branching ratios 

l Measure the tt forward-backward asymmetry using lepton tags 

l Explicitly rule out other possibilities such as B’, heavy lepton, or supersym- 
metry 

l Measure the lepton momentum distribution. 

We have not yet worked on measuring the semileptonic branching ratios; there are 
the obvious normalization difficulties, similar to those listed in Section 4.1. The 
other methods are described in detail in the following Sections. 

5.1 ESTABLISHING THE DECAY T -+ B&X AND EXPLICITLY RULING 
OUT SOME OTHER POSSIBILITIES 

If we can establish that we have observed a new particle which decays into 
B&X with parameters which agree with those for the top meson, then it is very 
unlikely that the new particle is something else. We would already have studied the 
shape of the pr distribution for isolated leptons, as described in Section 4.2. We 
would go on from there to establish that the isolated high-m lepton was produced 
along with a cluster which has an impact parameter consistent with a bottom 
meson. Steve Wagner and Wayne Koska have worked on this problem. In Fig. 21 
we show the impact parameter of the lepton us. the impact parameter of the jet 
for various hypotheses for a 25 GeV/c2 heavy quark. If the heavy quark is top, 
we would expect it to decay with a short lifetime into a B with a long lifetime. 
Therefore the impact parameter of the lepton would be small while the impact 
parameter of the jet would be large. This is what we see for the case t + bW+ for 
the Lund model with symmetric fragmentation or Peterson fragmentation. There 
are differences between the two models due to the harder t-quark fragmentation in 
the symmetric fragmentation model. If, on the other hand, the new particle is a 
short-lived particle which decays into cW-, both impact parameters will be small, 
as shown in Fig. 21. If the new particle is long-lived, both impact parameters will 
be large, which is also shown in Fig. 21. 

The dependences of the jet impact parameter on the top mass and on the 
two fragmentation models are shown in Fig. 22. The impact parameter decreases 
slightly as Mt increases. Also, the difference between the two fragmentation models 
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Fig. 21. Impact parameter of the lepton <PJ. impact parameter of the jet 
for various hgpotneses for a 25 GeV/c2 heavy quark. 

disappears for Mt 2 35 GeV/c2. For the two cases b’ -+ cW- and t --+ dW+ the 
jet impact paralncter is much smaller. 

According to these studies we should be able to establish the decay T -+ B&X 
by examining the impact parameters of the lepton and the jet coming from the 
decay. How zver, this analysis was done using MCMADE quantities and needs to 
be made more realistic using detector simulation. 

5.2 MEASURING THE tt FORWARD-BACKWARD ASYMMETRY 

The tS forward-backward asymmetry was discussed at the Asilomar and 
Granlibakken Workshops6. Since then we have made improvements in reducing 
the background and in increasing the sensitivity of the measurement. 
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Fig. 22. Impact parameter of the jet us. mass of the top or heavy quark 
for the Lund model with symmetric or Peterson fragmentation or for other 
hypotheses for the decay of the heavy quark. 

The polar angle distribution for any fermion pair from Z” decay is given by 

do 
d cos 0 

=$1+ cos2 e) 

+ 2!2!Q- 
256 T I’; 

(vi + u;)(vy + u”r)(l + cos2 0) + 8aeveapfcos 0 
I 

, 

where a is the fine structure constant, s is the center-of-mass energy squared, 
GF is the Fermi coupling constant, Mz and Tz are the mass and width of the 
Z”, respectively, and a,,! and vc,f are the axial vector and vector weak coupling 
constants for the electron and fermion. 

Integrating over cos 0 for the forward and backward regions, we obtain the 
forward-backward asymmetry: 

The forward-backward asymmetry can be used to distinguish between charge-l/3 
and charge-2/3 quarks. The forward-backward asymmetry is 0.12 for the t quark 
and 0.17 for the 6 quark at the Z” peak (assuming sin28w = 0.22). These would be 
rather difficult to distinguish experimentally, except that the charge asymmetries 
of the leptons from the semileptonic decays have different signs. This happens 
because a top quark decays into a positively-charged lepton, whereas a bottom 
quark decays into a negatively-charged lepton. The tt forward-backward asymme- 
try may be reduced by the effects of the large top mass or by other details of top 
meson production; nevertheless, it is an important physical measurement to make 
to establish the identity of the top meson. 

The sphericity axis is a surprisingly good measure of the top quark direction, 
even for top masses as large as 40 GeV/c2, as shown in Fig. 23. The lepton from 
the top semileptonic decay is in the same hemisphere as the top meson - 75% 
of the time for Mt = 40 GeV/c2. Therefore, the sphericity axis pointed in the 
hemisphere of the positively-charged lepton from the top semileptonic decay (or in 
the opposite hemisphere to the negatively-charged lepton) can be used to measure 
the top forward-backward asymme‘,Ay. Clne needs to use cuts to ensure that the 
leptonr. come only from the top somileptonic decay since the major background is 
leptons from b-quark decays, which have the opposite asymmetry. At Granlibakken 
we h,.d determined the following cuts to select leptons from the top semileptonic 
decay: 600 F- I I 

-1.0 -0.5 0 0.5 
lo-66 cosa 5541All 

Fig. 23. Cosine of the nlgle between the produced quark direction and the 
reconstructed sphericity axis for Mt = 40 GeV/c2. 
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Fig. 24. Cos f3 distribution of the lepton-signed sphericity axis for 50,438 
tl events at Mt = 40 GeV/c2 for (a) high-p,pT leptons, (b) isolated leptons 
with pi > 3 GeV/c, and (c) isolated high-p,m leptons. 

pi 2 8.0 GeV/c 31 

5.0 < pi < 8.0 GeV/c and p > 14 GeV/c or 

3.0 5 pi < 5.0 GeV/c and p > 18 GeV/c. 

From Monte Carlo data with detector simulation we found that these cuts give 
leptons which come from the top semileptonic decay 94% of the time for Mt = 40 
GeV/c2. We will refer to leptons which satisfy these cuts as high-p,pT leptons. In 
order to study how to make the forward-backward asymmetry measurement more 
sensitive, we generated 50,438 ti Monte Carlo events with Mt = 40 GeV/c2 with 
only MCMADE quantities. Using high-p,pT leptons from this sample, we obtain 
the lepton-signed sphericity axis cos 0 (cos BSPH) distribution shown in Fig. 24(a). 
The forward-backward asymmetry from this distribution is 0.045 f 0.012 using e’s 
and p’s together. Clearly this is not a measurzmen’ for the first year of running at 
the SLC! The Muon Upgrade improves this measurement by doubling the number 
of identified g’s so that the numbers of identified e’s and p’s are about the same. 

Table IX. Number of 1ep:ons from tZ compared with background from udscb 
multihadronic CV( nts for various requirements on the leptons. The Lund 
model with Peterson fragmentation with I& = 40 GeV/c2 wss used for tS 
production, and the Lund leading log model was used for udscb production. 
lo5 udscb el,en.ts were assumed with the corresponding number of 5120 ti 
events. Full detector simulation was used. 

r -- Lepton Requirement tt Signal udscb Background 

High P, PT 576 f 17 221f 43 

Isolated 679 f 19 25 f. 15 

Isolated High D. PT 483 31 16 17 f 12 

The estimated background to high-p,m leptons from udscb multihadronic 
events is larger than expected, however, considering the severity of the high-p, pi 
cuts, as shown in Table IX. This is especially unfortunate because the background 
events tend to be b8 events and so have the opposite asymmetry. One must find 
a better set of cuts to &educe this hackground. Our work on establishing a top 
signal using isolated leptons led us to look at the forward-backward asymmetry 
for the lepton-signed cos BspH distribution using isolated leptons with pi > 3 
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GeV/c, shown in Fig. 24(b). The forward-backward asymmetry from this distl 
bution is 0.031 f. 0.011, somewhat less than for the high-p,pT leptons probab 
because only about 90% of the isolated leptons with pi > 3 GeV/c are from tl 
top semileptonic decay. Of course, the problem of background from udscb mu1 
hadronic events has been solved, as shown in Table IX. Thus we are led to go 01 
step further to using isolated high-p, pi leptons to measure the forward-backwa 
asymmetry. The lepton-signed cos 0s~~ distribution for isolated high-p,pT leptol 
is shown in Fig. 24(c) and has a forward-backward asymmetry of 0.043 & 0.01 
which is as good as for high-p,m leptons. The background situation is now eve 
better, as shown in Table IX. For a data set corresponding to lo5 udscb mull 
hadronic events, one would measure a forward-backward asymmetry of 0.043 
0.046 for Mt = 40 GeV/c2. 

to point the sphericity axis for Fig. 24(c). (Th e reason for the depletion of leprons 
for lcos 61 > 0.50 is the lack of muon dptection in that region.) If one calculates the 
forward-backward charge asymmetry from these distributions, one obtains 0.052 
i 0.013, about the same as for the lepton-signed sphericity axis. The forward- 
backward asymmetry is a function of cos 0 and is largest for large lcos 61. If one 
divides up the lepton cos 0 distribu+;on into two regions, one obtains: 

AFB = 0.013 rt 0.017 for lcos 01 < 0.44 

AFB = 0.112 + 0.021 for 1~0s 01 2 0.44. 

Thus one can increase the sensitivit.! of the forward-backward asymmetry mea- 
surement simply by using only isolated high-p,pT leptons with large jcos 81. For 
10’ udscb multihadronic events one would have 230 isolated high-p, pi leptons with 
lcos 01 2 0.44 from 5120 tr events wi:;. Mt = 40 GeV/c2 and would have a measured 
AFB - 0.112 +L 0.066, which is an improvement of about a factor of two in sta- 
tistical significance. (The Muon Upgrade would approximately double the number 
of le> tons in this region.) The background from udscb multihadronic events would 
be - 9 f 9 isolated high-p,pT leptnns. 

Anolher method of measuring the tZ forward-backward asymmetry has been 
reported by Ray Frey. He recons,:ucts the top meson direction from the three 
clusters opposite isolated pr > 3 GeV/c leptons for 10,000 tT events at Mt = 30 
GeV,!c* and finds AFB = 0.140 + 0.016. Since this is a rather low top mass, we 
will IFave to find out how well this method works for higher mass top for which it 
is mpr? difficult to choose the correct clusters to make up the top meson. 

And finally, Paul Grosse-Wiesmann l4 has reminded us in his talk that longitu- 
dinally polarized. electrons increase the forward-backward asymmetries for fermion 
<pairs: 

A;gL = (3 - 5) x A;zpoL 
Fig. 25. Cos 0 distribution for (a) positively-charged isolated high-p, pi e’s 
and p’s and (b) negatively-charged isolated high-p, pi e’s and p’s for 50,438 
ti events at Mt = 40 GeV/c2. 

for tZ production. 

We have also found ways to improve the sensitivity of the forward-backward 
asymmetry measurement. Figures 25(a) and (b) show the cos 6 distributions for 
the positively- and negatively-charged isolated high-p,m leptons which were used 
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5.3 MEASURING THE LEPTON MOMENTUM DISTRIBUTION 

Ry Frey and Dave Stoker have been working on distinguishing a top quark 
from a 6’ quark by measuring the momentum distribution of the lepton from the 
semileptonic decay. Figure 26 shows the momentum distributions for isolated high- 
pi leptons from either b’ or t decay. The average momentum is significantly higher 
for a b’ quark than for a t quark with 1000 tT events. 
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Fig. 26. Momentum distributions for isolated high-m leptons from (a) b’ 
decay or (b) t decay for 1000 tf or b&’ events. The mass of the heavy quark 
is 25 GeV/c2, but there is little mass dependence. 
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Fig. 27. Dependence of the energy distribution of the charged lepton from 
semileptonic decay of the t-quark on polarization effects. Distributions are 
given for three values of the polarization parameter f. f = 0 indicates 
complete depolarization, and f = 1 indicates no depolarization. (From 
Ref. 7.) 

This measurement is complicated by the eff sets of top quark polarization. The 
top quarks from 7i” decay are produced with a high degree of longitudinal polar- 
ization, even if t:le beams are not polarized. However, depolarization’ takes place 
in the process of fragmentation and decay. Figure 27 shows the effect of the polar- 
ization parameter f on the lepton energy distribution. Dave Stoker is working on 
incorporating top po1arizati.s; i;zto the Lund Monte Carlo in a manner similar to 
that already used for r+r- production (LULEPT”). The production and decay of 
the tt are given by 

datot = da0 [l - c,b“ - ~,b’ + c,,b”b”] (G+y+), 

where cp, c~,, are components of the polarization density matrix, which describes 
the production of the ti, and the b, describe the decay of the top quark. Bennie 
Ward calculated the components of the polarization density matrix. Production 
and decay of the top quark do not factorize. The Lund generator handles the 
production of the t?, fragmertatidn of the top quarks to top mesons/baryons, se- 
lection of the top meson/baryon decay modes, and the subsequent fragmentation. 
LULEPT calculates the polarization density matrix, with beam polarization, if any, 

“ 
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and decays the top mesons/baryons using the polarization density matrix and the 
V - A interaction. The software package is nearly finished. 

6. Conclusions 

Isolated leptons with pi > 3 GeV/c appear to be the most background-free 
method for establishing a top signal. We should be able to establish a top signal 
using this method with - 7000 Z”‘s for Mt s 43 GeV/cZ. It is crucial that the 
electron and muon identification systems be operational for the first substantial 
running at the SLC, both for the top search and for many other new-particle 
searches. 

We can probably measure Mt to i l-2 GeV/ c2 with 10,000 Z”‘s, depending on 
the value of the top mass. We can average several methods if they are consistent 
with each other. With 10’ Z”‘s we can probably measure the top mass to < 1 
GeV/c2. Methods for measuring the top mass involving reconstructing masses of 
groups of particles need more work. 

With lo5 Z”‘s we should be able to establish that what we find is really top, 
assuming we find something, using the following methods: 

. Establish the decay t + be+vX with an impact parameter analysis 

l Measure the ti forward-backward asymmetry 

l Measure the average momentum for isolated leptons. 

We are all looking forward to finding top at the SLC. We could use some data! 

April 13, 1987 
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TITLE: Heavy Charged Lepton Search 

This paper describes a study of some search methods for a new heavy charged 
lepton at SLC. 

1. Introduction 

The Z” boson provides a new opportunity for a new charged lepton search. 
However, the search at the Z” posts a new problem. The problem is that we must 
use the hadronic decay mode of the new lepton in order to achieve a reasonable 
detection efficiency. But the background from original hadronic events is enormous. 
The disadvantageof using the leptonic decay modes is that the leptonic decay width 
is small. The electron and muon decay modes of the lepton each accounts for - 11% 
of the total decay width, therefore the e -p final state contributes only 2.4% of the 
total heavy lepton sample. Taking detection efficiency into account, the efficiency 
for e - p events is - 1%. For a sample of 105Zo’s, this yields 13.4 e - p events 
for a heavy lepton with mass of M; = 30 GeV/c2 and 3.9 events for a lepton of 
ML = 40 GeVJcz. 

The large background from the original hadronic events in the heavy lepton 
search using the hadronic decay mode is due to the fact that the dominate decay 
mode of the Z” boson is hadronic. Assuming five species of quarks, the ratio of 
the heavy lepton cross-section to the total hadronic cross-section is, 

=L+L- 
- = 0.021, 

d 
(l.la) 

for ML = 30 GeVJcz, and 

for M,T, = 40 GeVJc?. These are to be compared with those expected in the normal 

7* continuum, 

aL+L- 
- = 0.25, 

apq 

for ML = 30 GeVJcs, and 

,L+L- 
-- = 0.19, 

d 

for ML = 40 GeV/c2. With the enormous hadronic contamination, a efficient set 
of selection criteria is needed. One possibility is to use events with one charged 
particle in one hemisphere recoiled against a jet of partjcles in the other (1-N 
topology). This takes advantage of the fact that it is unlikely at SLC energy for a 
quark to fragment into a jet containing one charged particle. 

2. KNO Prediction on 1-N events 

We can use the KNO scaling”’ f the charged particle multiplicity to calculate 
the probability, 4, that a quark will fragment into a jet containing one charged 
particle. To calculate the probability, we need to know the average charged particle 
mult:plicity < N > of the hadronic events at SLC energy. This can be extrapolated 
from the measurement’“’ at lower energies shown in Fig. 1. The TASS0 experiment 
parameterizes the charged multiplicity dependent on the center-of-mass energy fi 
as 

< N>=a+blnsfcln2s, 

where a = 3.33 f 0.11, b = -0.40 f 0.08, and c = 0.26 i 0.01. At fi = 93 GeV, 
this yirlda < N >= 21.1. With this value as input, we can use the KNO scaling 
dist:ibution’*’ shown in Fig. 2 to estimate the probability, 

4 = 0.0028. 

From Eq. (l.l), the fraction of 1-N events is now 

,L+L- 
- - = 3.8, 

UN 

for ML = 30 GeVJc’, and 

,L+L- 
- = 1.3, 

o@ 

for ML = 40 GrV Jc”. Therefore a reasonable signal to noise can be achieved using 
1-N events. 
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3. 1-N Event Analysis 

The heavy charged lepton Monte Carlo“’ installed by D. Stoker is used in the 
analysis. The backgrounds are studied using the Lund hadronic events generated 
by A. Peterson, the tau events produced by P. Burchat, and the two-photon events 
produced by T. Barklow. The event selection criteria are: 

1. 1-N topology with N 2 3 

2. net charge 5 1 

3. total charged energy > 14 GeV 

4. jet mass > 2.0 GeVJc2 for N 5 5 

5. acollinearity angle > 15’ 

6. lcos8l < 0.8. 

Criterion (2) is designed to reject hadronic events since most of hadronic events 
misidentified as 1-N topology are those with unreconstructed tracks near the edge 
of the detector. These background events usually have l+rge net charge as shown in 
Fig. 3. As evidence from the figure, the cut is effective in rejecting the background 
while causing small lost of signal. Criterion (3) takes further advantage of the un- 
reconstructed tracks: 1-N hadronic events have, on the average, lower total charged 
energy (see Fig. 4). Criteria (4) and (5) are designed to reduce tau contamination. 
Criterion (6) is used to eliminate the remaining hadronic contamination (see Fig. 

5). 

For a data sample corresponding to an !ntegrated luminosity of 1 pb-‘, 57 
heavy lepton events pass the selection criteria for ML = 30 GeVJc2, and 10 events 
for ML = 40 GeVJc2. The Monte Carlo predicts a background of 1.3 events: 0.0 
events from hadron, 0.6 events from tau, and 0.7 events from two-photon. The 
detection efficiencies are 12.5 and 7.0% for the two lepton masses, respectively. We 
have therefore obtained a signal with low background and good detection efficiency. 

The lepton content of the l-prong jet provides a powerful consistency check. 
The Monte Carlo predicts the probability for the charged particle in the l-prong 
jet to be an electron is 0.38 and to be a muon is 0.16, for ML = 30 GeVJc*. The 
corresponding probabilities for ML = 40 GeV/c2 are 0.35 and 0.13, respectively. 
Here an electron is defined to be a particle with shower energy to momentum ratio, 
E/P > 0.7, and a muon is a particle that penetrats four layers of muon chamber 
(MULEVE = 4 and MUSTAT = 15). The Monte Carlo therefore predicts that 
m 50% of the l-prongs are leptons. In the event of an excess of 1-N events is 
observed over the predicted background and the lepton content is consistent with 
that expected for a heavy lepton, then a heavy lepton might be produced. On the 
other hand, if the number of 1-N events is consistent with the predicted background 
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and the lepton content is also consistent with that expected for the background, 
then a heavy lepton may not be produced. 

4. 3-N Event Analysis 

Since it is somewhat unlikely for a quark to fragment into a jet containing 
three charged particles at Z”, I have also studied the feasibility of a search using 
3-N events. Although a good signal to background ratio can be obtained with a 
set of reasonable cuts, this topology gives only u 10% improvement in statistic. 
This search method is therefore not very effective. This could be useful at higher 
energies. 

5. Two-jet Event Analysis 

I have also studied the feasibility of a search using acollinear 2-jet events with 
missing transverse momentum, I+. The selection criteria are: 

1. four or Ldore charged particles 

2. total charge? energy > 14 GeV 

3. jet mass > r.0 GeVJc* for events with .dx or less charged particles 

4. acollinearity angle > 40° 

5. PTJETOT > 0.6. 

The minimum total charged energy requirement, criterion (2), is chosen to be 
identical to that used in t’re 1-N events. A slightly lower value could be used. 
But the increase in efficiency is only a few percent. The effect of the acollinearity 
angle cut, criterion (4), is shown in Fig. 6. It is evidence from the figure that the 
hadronic background is formidable. The 40° acollinearity cut causes a lost of 60% 
of the signal. It is also evidence from the figure that an additional cut is needed. 
The cut chosen is the normalized PT, criterion (6). Fig. 7 shows the normalized 
PT of the events passing the acollinearity cut but before the normalized PT cut is 
imposed. 81% of the signal is lost due to the normalized PT cut. 

For a data sample corresponding to an integrated luminosity of 1 pb-‘, 27 heavy 
lepton events satisfy the selection criteria for ML = 30 GeVJr?, and 9.6 events for 
ML = 40 GeVJc2. The hadronic background is 1.9 events and the backgrounds 
from tau and two-photon are nP~liglLic. The detection efficiency is 5.9 and 6.8% for 
the two lepton masses, respectively. Therefore a reasonable efficiency is obtained 
for this search technique and the background is under control. 
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Combining the events in this data sample with those selected in the 1-N search 
yields a total of 75.1 events for ML = 30 GeVfc’, and 17.2 events for ML = 
40 GeVJr?. The total background is 3.2 events, with 1.9 events from hadron, 0.6 
events from tau, and 0.7 events from two-photon. The total detection efficiency is 
16.5 and 12.0% for the two masses, respectively. Therefore by using two different 
sets of selection criteria, a good detection efficiency is obtained and the background 
is under control. 

6. Future Studies 

More studies are needed in the heavy lepton search. One is to study how well 
the Lund Monte Carlo predicts the number of 1-N events. Some studies have al- 
ready been conducted. I have compared the number of 1-N events predicted by 
the Lund with that expected from KNO scaling. The comparison is restricted to 
the central region of the detector, 1 cos 61 < 0.7, to minimize the number of unre- 
constructed tracks. The Lund predicts 19 events of 1-N topology for an integrated 
luminosity of - 0.5 pb-‘. This is to be compared with the 41 events expected 
assuming KNO scaling. Therefore we know the normalization of the 1-N events to 
within a factor of two. This is acceptable since the background is small. It should 
be noted that the detector inefficiency is not included in the KNO prediction. More 
detail study is underway. 

I have also compared the number of 1-N events measured at PEP with the 
Lund expectation. The agreement is good. More study is needed. 

It is also very clear from Figs. 6 and 7 that, in the search method using acollinear 
2-jet events with missing transverse momentum, we need a good understand of the 
acollinearity and transverse momentum distributions of the hadronic background. 
Detail comparisons of the PEP data with Lund expectations are planned. 

I am also exploring other event selection techniques to improve the detectior, 
efficiency. 

7. Conclusion 

A Heavy charged lepton can be isolated using events of 1-N topology arid 
acollinear .&jet events with missing transverse momentum. A good detection ef- 
ficiency is achieved and the background is under control. We are sensitive to a 
30 GeVJc2 lepton with a data sample of 5,000 2”s and a 40 GeVJc2 lepton with 
20,000 20’s. 
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ABSTRACT 

Possible non-minimal Higgs boson searches at SLC on the 2” peak are surveyed. 
Especially, the pair production of charged Higgs bosons (e+e- + H+H-) and that 
of two different neutral Higgs bosons (e+e- + H,PHT) are studied. The expected 
event topology varies with the mass spectra of the Higgs bosons. With a relatively 
small number of events in the early SLC running period (with z 10,000 ZO’s), 
we may have a hint of the evidence of the process e+e- + H+H- + q’q + qq’ 
by reconstructing the jet-jet invariant mass peak. The process e+e- + H/H; is 
relatively easy to find if one of the Higgs bosons decays into a muon pair (and 
probably if it decays into a tau pair) and if the suppression of the cross section 
due to the Higgs mixing is not too severe. Possible strategies to find these events 
are discussed, and some of them are demonstrated. Higgs bosons from top quark 
decay are also briefly discussed. 

1. Introduction 

In the standard model, the Higgs boson is necessary in order to prevent the cross 
section from violating the unitarity for some fundamental processes (e.g. W+W- 
elastic scattering etc.). Moreover, Higgs bosons play a very important role in deter- 
mining the masses of fundamental fermions (leptons and quarks) and of the weak 
gauge bosons: so, it is responsible for all the masses of massive elementary parti- 
cles. Nevertheless the Higgs boson sector in the standard model appears artificial. 
Perhaps Higgs bosons are composite particles of more fundamental constituents 
and the Higgs mechanism can be explained by a possible residual force of more 
fundamental interactions. Anyway, to look experimentally for such a fundamental 
particle is an extremely important and exciting task for us [l]. In this note, I try to 
survey the major phenomenology of non-minimal Higgs bosons from Z0 decays at 
SLC and discuss possible strategies for detection and identification of them. A lot 
of work has already been done for the minimal Higgs Boson by the Higgs working 
group [Z], but we have just started to study the non-minimal Higgs cases. This 
note is based on the Mark-II note No.168. Some new considerations and ideas are 
added onto it. 

1.1 MINIMAL AND NON-MINIMAL HIGGS BOSONS 

In the minimal standard model there is only one SU(2) doublet of Higgs fields. 
Each component of the doublet has two degrees of freedom, hence there are all 
together four fields. In the model, however, there is only one physical Higgs boson, 
since two charged fields are eaten by the W boson and one neutral field is absorbed 
to the Z0 boson to make these gauge bosons massive by the Higgs mechanism. 
The coupling constants of the minimal Higgs boson to other fundamental particles 
are all determined in the minimal theory. What is not known is the Higgs boson 
mass. There are essentially no direct experimental mass limits for the minimal 
Higgs boson. The best limit was from the CUSB collaboration (MH. < 1.2 GeV 
or MH. > 4.2 GeV with 90% C.L.) from ‘Y radiative decay. However, the limit is 
not valid any more since the limit was obtained without taking into account the 
huge QCD radiative corrections which negatively contribute to the T -+ 7H0 decay 
width[3]. The most popular way to loo.& for the minimal Higgs boson at SLC/LEP 
is to look for events e+e- -+ ZOHO 141, where Z0 decays into e+e-, ,u+p- or v~i and 
Ho decays into a heavy fermion pa’- (b6 or to. On the Z0 resonance Ho cannot 
be produced accompanied with a read ZO, so that there is no mass constraint on 
the e+e- pair or p(+p- pair which come from a virtual Z“. Furthermore, the cross 
section of e+e- + ZO*HO -+ e+e-Ho, #p-H0 is a steeply falling function with 
the Higgs mass. These make the mimmal Higgs searches relatively difficult on the 
Z” peak 12;. 

If *;he higgs sector is non-minimal, there will be more physical neutral and 
charged Higgs bosons. The minimal extension of the Higgs sector is to add another 
SU(2) ifiggs doubl-t: 

m,=(;), m,-(3 

w Niere 4:, $P, 4: and I$,P are complex fields. Therefore there are initialIy eight 
fields. The vacuum expectation values (VEV’s) are 

0 
<&>= ( ) 0 

VllJz ’ 
<42>= 

( ) v2fJz . 

Assuming CP non-violation, the relative phase between two vacuum expectation 
values is zero. 

The quadratic sum of +he VEV is equal to the VEV squared (u”) of the standard 

Higgs boson, hence Mw, = q ’ v/2 = g. p-7 v1 + J2/2. 
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Since the p parameter (p = A.&L,) . is ex p erimentally consistent with unity, 

(p = 1.006 * 0.008) [5] the structure 3f the Higgs multiplet is likely to be SU(2) 
doublets (not triplets etc). At least two Higgs doublets are necessary for most of the 

y;gp 
ymmetric models 161. Models with axions need at least two Higgs doublets 

ecause of the above reasons, for a working hypothesis, the two SU(2) doublet 
model is assumed in this note. For the two SU(2) doublet models, there are three 
physical neutral Higgs bosons (H,O, Hi, Hi) and two charged Higgs bosom (H+ 
and H-). Originally there are four neutral and four charged fields but one neutral 
field is absorbed to give mass to the Z0 and two charged fields to W* by the Higgs 
mechanism. The mass eigenstates of the physical Higgs bosons can be mixtures of 
the weak eigenstates. There are two mixing angles for two Higgs doublets since 
the charged and neutral sector do not mix. One of the mixing angles is related to 
the ratio of the vacuum expectation values. In general, the physical Higgs bosons 
in the two doublet model are given by 

H* = -4: sin b + q$ cos b, 

H,O = fi[(Req5: - WI) cos a + (Re#$ - ~2) sin a], 

H,O = A[-(Req$-ur)sina+ (Req5; -u~)cosa], 

Hi = fi[-lm&sinb+ Imdicosb]. 

The mixing angle b is defined by tan b = z. The other angle a is also an arbitrary 
parameter. 

In the case of the neutral Higgs bosons, Hi is a pseudoscalar and the other two 
are scalars, if their parity is defined through the coupling with fermions. To be 
more precise, Hi is CP-odd state and the other neutrals (H,O and H,O) are CP-even 
states. The recipe to obtain the above linear combinations is given elsewhere [8]. 
The interactions of Higgs bosons with fermions can be determined from the fermion 
mass term in the Lagrangian. The couplings are different from model to model and 
depend on which Higgs is more responsible for which fermion mass. The important 
constraint on the Higgs couplings is that flavor changing neutral currents cannot be 
induced by the neutral Higgs bosons (or at least the FCNC should be suppressed 
within the experimentally allowed level). To avoid FCNC from the neutral Higgs 
sector, each fermion is imposed to couple with only one of the two Higgs doublets 
(only with q!~f or only with 45). 

Since the Higgs couplings with fermions are model dependent, we have to be 
aware of the underlying assumptions which are specially applied in some models. 
For example, supersymmetry inspired models [Q] have some assumptions which 
differ from the model where one of the Higgs does not directly couple to any 
fermions [S]. The masses of the physical Higgs bosons are more model dependent 

than the coupling constants. They depend on the structure of the Higgs potential, 
which contains many free parameters. 

2. Charged Higgs Boson Pair Production 

The charged Higgs bosons (H+H-) are pair produced in e+e- annihilation via 
Z0 or virtual 7. Since they are excluded up to - 18 GeV at PETRA [lo], H* 
masses above the limit are considered. Charged Higgs bosons are heavier than the 
W bosons in the minimal supersymmetric models [Q] but who knows? 

The total cross section of the process e+e- -+ Z” + H+H- is given by 

u = ov,,e, /2 * cos2 20~ . p3, where p = &-q. 

The angular distribution of the H* is du/dll 0: sin’ 6. 

The cross section relat’ve to that for multihadron events at the Z0 peak is 
small: 

lY(Z“ -+ H+H-) 
----Z r(zo -+ 1+.o~)/2 . cos2 2ew . p3 

Cr(:;o -+ qq) c JJ(ZO -+ QI) 
ca 0.016. p3, 

where the top quark contribution is neglected. 

At PEP/PETR.A energies the relative cross section is 

hi+fr- 0.25. p3 -.___ = 
R 4 

M 0.063. p3. 
hodrons 

It looks much harder to look for charged Higgs boson on the Z” peak than at 
PEP/PETRA. To look for the charged Higgs at SLC, jet reconstruction has to 
be much better than what TASS0 had done at PETRA [ll]. Also we need a 
reliable QCD shower model to understand the multi-jet background from ordinary 
multihadron events. The possible decay modes are H- 4 br, sE or TV;. If the 
branching fraction of the decay process H- -+ 7~; is large (> 20 %), and if we 
have a large number of Z”‘s ( ~100,000 ) it is not too difficult to isolate the signal 
from ordinary multihadron events and perhaps from tf events by identifying the 
leptons or the tau decals. If the branching fraction into tau is small, the events 
are purely hadronic and har-: lour jet topology, and hence they are not so easy to 
isolate from multijet events due to higher order QCD processes. 
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e’e- + HtH- + c6 ( or CS) + b.? ( or SC) 

Isolation of the signal for the charged Higgs boson pair production with subse- 
quent hadronic decay will be discussed in this section. 

Energy flows in the r#-cos 0 plane for a typical HtH- event are shown in Fig.la 
for partons (quarks from the Higgs decay), in Fig.lb for final state stable parti- 
cles after fragmentation and decay, and in Fig.lc for observed particles after the 
detector simulation. 

Cluster Algorithm 

To reconstruct the jet structure of the H+H- events, a cluster algorithm is 
introduced. The method is based on the variable used in the Lund cluster algo- 
rithm[l2]: 

Since there are 4 jets in the lowest order for the processes HtH- -+ bi?cS (SC%?), the 
number of reconstructed clusters is forced to be equal to four. The basic scheme 
goes as follows. Initially each observed particle is assumed to be a cluster by itself. 
Then the two clusters with smallest db are combined by adding vectorially their 
I-momenta. This is repeated until the number of clusters is reduced to four. The 
reconstructed cluster for the typical event is shown in the $-cos0 plane in Fig.ld 
(for the same events as in Fig.la-c). In the cluster algorithm, all the charged 
particle masses are assumed to be the pion mass. 

Event Reconstruction 

Since initial state hard radiations are suppressed at the Z0 peak, we can use 
beam energy constraint for solving the kinematics. After finding four clusters (jl, 
j2, j3, j4), the energy of the clusters are calculated assuming the velocity of the 
clusters p’, as the observed ones Ill], 

CEi=fi, 
c E;& = 0’. 

The calculated energy Ei can have a negative value for badly reconstructed 
events. 

In the next step, the combination of two clusters which is the best given to 
form H+ (or H-) is searched for. Within the three different combinations i.e. 
(12)(34),(13)(24) and (14)(23), th e combination with the smallest x2 is selected, 
where: 

,z=(~~~-~;,-E,),+,,~M,~-MH+)~+(M~I-MH* 2 

G/2 MH+ MHi ) ” 

The parameter (Y is optimized so that the reconstructed mass resolution is small 
for H+H- events and, simultaneously, the mass distribution for the background is 
reasonably wide in order to maximike the signal to background ratio. The value 
a = 0.25 is chosen. 

cuts 

To enhance HtH- signal from ordinary multihadron background, the following 
cuts are applied (The cuts are optimized for 30 GeV Hi’s): 

(I) I cos f?H-tl < 0.60, where BH* is the reconstructed polar angle of the H* 
momentum. 

(2) Reconstructed energy of each Lluster (Ei, a’ = 1,2,3,4) should exceed 7 GeV. 

(3) The minimum angle between any pair of cluster momentum should be greater 
than 60’. 

(4) The difference between the .Ht and H- energies has to be smaller than 3 
GeV. 

(5) ‘The difference of the reconstructed “H+mass” and UH-mass” must be 
smaller than 4 GeV. 

T:re expected distributions for the observables used for the cuts are shown for 
Ht H- evrrits assuming MS = 30 GeV and for ordinary multihadron events (Lund 
6.1 QCU shower model) in Fig.2-6. 

After the cuts (l)-(5), the distributions of the averaged invariant mass of the two 
reconstructed Higgs bosons are shown in Fig.Sb for H+H- events on top of the 
QCD background. The same plot for Higgs masses of 25 GeV and 35 GeV are shown 
in Fig.7a and in Fig.‘ic, respectively. The numbers of events in Fig.7 correspond 
to 10,000 ZO’s at the Z0 peak. It is not impossible to find a hint of charged Higgs 
production at SLC with 10,000 Z”‘S* The mass resolution is determined by the jet 
energy calculation and hence it depends very much on the missing momenta due 
to unreconstructed or escaped particles. 

ete- + H+H- -+ rtu, + sE(bE),r-p, + CS(C&) 

If we have enough Z”‘s, it is worth studying the ru+ hadrons topology since 
the decay mode H- + T-P~ can be as large as 20%. A typical M.C. generated 
event is shown in Fig.8a. 

* If other new he?:-r rsticles which decay into hadrons are produced with larger cross section, 
it would not be easy to dig the signal out from this ‘background’. 
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Strategies to look for these events are the following: 

(1) An isolated “taun is required. The Yau” is defined a~ an isolated one or 
three charged high momentum particles with or without photons and the 
visible invariant mass should be consistent with being < M,. No other high 
momentum particles are in the hemisphere defined by the tau. 

(2) Select events with large missing PT or large acoplanarity angle with respect 
to the beam axis. 

(3) Calculate invariant mass of the hadronic system by resealing the total energy 
of the hadrons to 612 in order to estimate the H* mass. 

We have already looked for this mode at PETRA and PEP. With a small 
number of ZO’s, we should not make the cut too hard cuts. We can try almost the 
same cuts that JADE applied at PETRA, resealed for fi = 93 GeV, before doing 
much sophisticated selection discussed above. The cuts are the following: 

(1) 0.25. fi < E”ia < 0.8 * &, 

(2) 1 cos Brh /< 0.6, where 0th is the polar angle of the thrust axis, 

(3) &cop > 40’ . (I cash I +I), where 4.cop is the acoplanarity angle of the 
event’ . The scatter plot of cos 0th vs +&, after the visible energy cut (1) is 
shown in Fig.Sa for 30 GeV H+H- events, and the corresponding plot for the 
background distribution is shown in Fig.Sb. The detection efficiency of the 
HCH- events is about 23 % for Mna = 30GeV, and the expected number 
of events is about 4 with 10,000 2“‘s after the cuts for MH+ = 30GeV and 
B(H- + r-i+) = 0.25. The expected number of background events is 0.9 & 
0.5, estimated by using the Lund shower model (without top quark). With 
10,000 Z”‘s, it is not easy to look for H+H- by searching for this event 
topology since the expected branching fraction is small. 

e+e- ---, H+H- -+ r+v, + r-& 

If the tau decay mode is dominant for some reason or if we have a large number 
of Z”‘s, we can study rv + rv topology. A typical M.C. generated event is shown 
in Fig.8b. 

The essential requirements to search for these events are: 

* Momenta of particles in each hemisphere perpendicular to the thrust axis are summed vec- 
torially. With the two resultant moments pq and p’l, the acoplanarity angle q&,p L defined 
aa the angle between the plane formed by p; and the beam direction e; and the plane formed 
by p: and e;: 

&Imp = -(p’+ x e7) (P’l x e;l/{lP’i x Gl lP’- x Cl} 

(1) Select events of two isolated r’s plus nothing else (l+l or 1+3 charged particle 
topologies). 

(2) Reject rr7 background by requiring no hits in the veto counters or in the 
hole taggers. 

(3) Require large acoplanarity angle (the angle between the plane defined by the 
r+ and the beam, and the plane defined by the r- and the beam). 

This topology would also be seen for e+e- -t i+?-. Since the cross section of 

stau pair production is larger than that for e+e- ---) H+H- and the stau decays 
into r + q with 100% branching ratio if (Mi > MT,), event shape for the i: pair 
production can be different from that for H* pai- production with Hi -+ r+v 
decay. Furthermore, 7 can be massive, whereas vr is experimentally less than 70 
MeV, so that the visible energies of the two processes might be different. 

This mode is also studied at PEP and PE’IRA. 

3. Associate Production of Scalar and 
Pseudoscalar Neutral Higgs Bosons 

A scalar Higgs boson (H,“) associated with a pseudoscalar (Hi) can be produced 
from Z0 at SLC: e-‘e - --+ Z” --+ H,oH, (H; = Hi’ or H;, H; = Hi). 

The tot; 1 cross section of this process is o = av,oi,/2. p3 cos2(a - b), 

where p = 2Pc~/fi = d[s - (Ma + Mp)2][s - (Ma - Mp)2]/s, and a and b are 
mixing angles. The angular distribution is du/dfl a sin2 0. 

Note that e+e- -+ Z* -t H,PH,f is forbidden by Hose symmetry* . One of the two 
Higgs bosons must be CP odd and the other must be CP even if CP violation is 
negligible. 

t If a Z0 could decay into two identical spin-zero bosons, the final state wave function would 
be antisymmetric under :he exchange of the two Higgs bosons, since the angular momentum 
L of the two Higgs bosons rn-:at. L.2 1 (tatal angular momentum conservation). However, the 
wave function must be symmetric because of :he Bose symmetry. Neutral p meson cannot 
decay into two ~“‘8 and $O cannot decay into two Kz’s because of the same reason. 
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The total cross section can be larger than that for the charged Higgs boson pair 
production, at most by a factor $$J-. The cross section depends, however, on 

the Higgs mixing angles (by a factor &‘(a - b)). Therefore it can be also smaller 
than the charged Higgs cross section, which does not depend on the mixing angles. 
At SLC on the Z” peak, the rate of the Z” -+ HioH, events can be as large as that 
for muon pairs, if both Higgs bosons are light and the mixing angle factor is close 
to unity. The cross section contours for the most optimistic case (cos2(a - b) = 1) 
are shown in Fig.10, on the MHO* - MHO~ P lane. The cross section contours at the 

present TRISTAN energy (fi = 50 GeV) and at PEP energy (fi = 29 GeV) are 
also shown in the figure. 

Decay modes of the scalar and the pseudoscalar Higgs bosons depend on the masses 
and the mixing angles. 

In principle, they decay into the heaviest available fermion pair: H,’ -+ ff. 

The width is given by 

N MHP r=.-E--L 
8R v2 M; . (1 - -----I 

4Mj 3/2 . F(=, b) 
G; 

for the scalars, 

r = !$!!%Mj. (l- --) 4Mf II2 . j’(a,b) 
M& 

for the pseudoscalar, 

where N,=3 for quarks and N,=l for leptons, and F(a, b) is a function of mixing 
angles. The function is model dependent. In the minimal supersymmetric models 

PI1 
F(a, b) = (g)’ for i=l, f =u,c,t 

F(a,b) = (2)’ for i = 1, f = d,s,b,e,p,r 

F(a,b) = (s)’ for i=2, f=u,c,t 

F(a,b) = (z)2 for i= 2, f = d,s,b,e,p,r 

F(a, b) = (cot b)2 for i=3, f=u,c,t 

F(a, b) = (tan b)2 for i=3, f=d,s,b,e,p,r. 

If the scalar mass is more than two times larger than the pseudoscalar mass, 

H,” -+ HiHi is the dominant decay mode unless there is a suppression factor due 
to the Higgs mixing, since the width is, in principle, larger than that for the decay 

into fermion pair, by a factor O(i7$;%) [13]. 

In Fig.lla, a schematic mass dependepce 9f the event topologies of the process 
e+e- + H,OHi is shown on the plane of scalar msss vs pseudoscalar mass. Near 
the decay thresholds, the branching fractions may be affected by the phase space 
factor. Also the dominant decay mod-a aepend on the mixing angles. In some 
of the models, couplings of the Higgs bosons with fermions depend on the weak 
isospin of the fermion. This effect may also vary the decay mode. For example, 
if chargp 2/3 quarks couple only to one of the Higgs doublet and the charge -l/3 
ones to +he other, in order to avoid the dangerous FCNC caused by the neutral 
Higgs bosom and if the mixing of those doublets is negligible, the pattern of the 
event topologies might be simpler (see Fig.llb). The pattern of event topologies 
which can be observed from Fig.lla are the following: 

l If MH.s > 2MHop, the events are three pairs of the same fermion species, 

e+e- -+ Z“ -+ H,” + HpO 

-+ H; + H; f H; 

-fi;+ff+ff. 

l If MHO., < ~MH.,, the events are two pairs of fermions of the same or different 
species, 

eieC -+ Z” -+ Ho f Ho I P 

-+ ff+ f’f. 

Note that the Hl cannot decay into two Hi’s, even if MH,D > 2Mp., because of CP 
conservation. In super@;mmerric inspired models the latter event topology might 
be dominant even if MHZ > 2 . MH,“. As shown in the figure, event signatures of 
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the c+e- -+ H,OH,O process depend very much on the mass spectrum. Some of the 
Monte Carlo generated events are shown in Fig.12 to 16. 

Z” -+ H,OHO searches at PEP/PETR A 

If the Higgs bosons are very light (< 2&f,), their lifetime would be quite long, 
and even long enough such that they are almost stable. At PEP and PETRA, we 
have already searched for these events. 

An example of the above are monojet searches. In 1984, UAl reported the ob- 
servation of monojet events [14]. It h as been suggested by Glashow and Manohar 
[15]’ that these monojet events can be explained by an anomalous decay of Z0 
into two different Higgs bosons (HiHi), where H,” is very light (< 2M,) and hence 

stable, and the other decays into /r or ffH,“. They also suggested that these 
monojets from virtual Z”‘s can be seen at PEP and PETRA. In the beginning of 
1985, HRS 1171, MAC [lS], and Mark-II 1191 at PEP, and CELLO [ZO] and JADE 
[21] at PETRA studied monojet production due to a virtual Z0 decay. The limit 
of the Z0 decay width into t,he monojet mode normalized to that of Z0 -t u,,~i,, is 
shown in Fig.17, as a function of Hi mass. In Fig.11, the region on MH~., - MH~~ 
plane, where we looked for the monojet, is indicated. 

Another topology was studied by JADE one year ago, motivated by the axion 
interpretation of the GSI events. In 1985, correlated monochromatic e+ and e- 
energy peaks were found in heavy ion collision at GSI 1221. The kinematic energy 
of the peak is about 300 keV, which corresponds to an e+e- invariant mass of 1.8 
MeV, if the e+ and e- come from a neutral particle produced almost at rest. Re- 
cently, a non-standard axion model has been proposed by Peccei, Wu and Yanagida 
[23] and independently by Krauss and Wilczek [24]. The Higgs interaction with 
fermions in the model is nonstandard: the axion couples mainly to u-quarks and 
electrons and does not couple to other fermions, so that one can avoid flavor chang- 
ing neutral current in the tree level, and simultaneously the GSI electron energy 
peak can be explained. 

The axion (H,“) can be produced accompanied by a scalar Higgs boson (H,“) from 
a virtual Z0 at PETRA [25]. The scalar Higgs boson mass would most naturally 
be around the smaller vacuum expectation value (N 3.6 GeV), which is calculated 
from the assumed axion mass of 1.8 MeV [25]. Since the scalar (H,“) is very much 
heavier than the axion (Hi), the H,” decays immediately into HiH,O, resulting in 
three axions in the final state. At PETRA energies, the axion decay length is 
O(lm). Therefore the final event topology is 5 3 e+e- pairs seen in the fiducial 
volume of the tracking chamber, accompanied with or without large missing Pf due 

l Prior to the monojet boom, JADE had previously searched for monojet production in the 
context of a search for the supersymmetric partner of Z” production accompanied by a photino 
(c+e- --t i + q), where i decays into qq? or q@j [16]. 

to unseen sxions, which decay outside of the d&ector. The limit from JADE (261 is 
shown in Fig.18 for the decay width Z0 --+ H,OH,O normalized to that of Z0 -+ v@~ 
as a function of H,” mass (in the figure, MH. and MH, are indicated as Mh and M,, 
respectively). For the model by Peccei, et al., the scalar masses up to about 5 GeV 
are excluded with 90% C.L., but the scalar can be much heavier. Note, however, 
that the models by Peccei, et al., and Krauss, et al., are now almost excluded by 
the combined experimental results from pion rare decays 1271 and beam dump ex- 
periments 1281, independent of the scalar mass. Anyway, it is quite interesting that 
such a light and feebly interacting particle could have been found from a virtudl 
Z” decay, if it exists at all. In Fig.11, the searched region in the MH.~ - MH~~ 
plane for this case is indicated. 

Although these models (Glashow-Manohar, Peczei, et al., Krauss, et al.), have 
been excluded, it is worth looking for these processes again at SLC. This is be- 
cause the theorists chose particular couplings of the Riggs bosom with fermions 
(because they want to explain the monojet evsrts or the GSI events by the neutral 
Higgs bosons) and hence the cross section has a!most no reduction due to the Higgs 
mixing angles (cos2(a - b) F; 1). If the reddctior is very severe, it could not be 
excluded. 

e+e- -+ H.?HY with HP -+ u+u- 

If the mass of the lighter neutral Higgs boson (Hi) is between 2M,, and 2ikf~, it 

decays dominantly into a muon pair l . The search is not too difficult for this case. 
Furthermore, if the ,ieavier Higgs (HP) decays intc two Hj’s and all the three Hi” 
decay into muon pairs, the final state is six muons (see Fig.12). We will not miss 
these spectaculrr events if they are produced at SLC. If the Hf -+ HjH,? decay 
mode is suppressed, by kinematical reasons or due to mixing angles, Hi decays, in 
principle, into t,he hciiviest possible fermion pair (see Fig.13). We can look for the 
both cases simultaneously, requiring at least one isolated and low invariant mass 
(0.2 to 1 GeVj muon pair. 1l H,?,the he avier Higgs boson, is not too heavy, the 
muon pair has large momentum. For example, even if MHP is 70 GeV, the muon 
pair momrltum is about 20 GeV at fi = 94 GeV. The’ possible experimental 
selection criteria for these events are the following: 

(1) The total charged multiplicity of the event is larger than or equal to four. 

(2) The total visible charged particle energy of the event exceeds G/2. 

(3) At least one oppositely charged pair (i,j) with opening angle $ij satisfying 
cos $ij > 0.99. 

t Even above the kaon pair threshold and below the tau pair threshold, the decay branching 
fraction into muon pair can be as 1.~;+ 3s 3 X, since the Higgs couples to the current quark 
masses (not to the constitue,:; quark masses). 
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The pair should be in the barrel part, ] cos B;] < 0.6 and ] cos Bj] < 0.6, where 
Bi and Bj are the polar angles of the charged particles i and j, respectively. 

The momenta of the two charged particles are above 2 GeV: j$il, jP; > 2 
GeV. 

The scalar sum of the momenta is larger than 10 GeV: Ip’il + \@“I >lO GeV. 

Except for the particles i and j, no charged particles (p > 0.2 GeV) are 
within a 60 degree cone from the momentum vector of the pair (p’i + ~j). 

The total shower energy within the 60 degree cone, including the energy 
deposit due to the pair, is less than 1.5 GeV. 

At least one of them is a muon, requiring that all the four layers of the muon 
tubes have hits within 3a of the track extrapolation from the central drift 
chamber, taking into account fit and multiple scattering errors. 

After all the cuts, except for the momentum sum cut (6) and for the muon 
selection cut (9), the scatter plot of the two momenta, ]p’i] and ]$‘I is plotted for 
the M.C. generated H,PHy events with MH; = 30 GeV and Mf; = 0.7 GeV in 
Fig.lSa and that with MH; = 70 GeV and MJy; = 0.7 GeV m Fig.lSb. The 
background from ordinary multihadron events (Lund 6.1 QCD shower model) is 
shown in Fig.lSc. The number of the events in Fig.19 are normalized to 20,000 
Z0 -+ hadrons (u,d,c,s, b). The most optimistic branching fraction of I’(ZO -+ 
H!H;) = l-(ZO -+ vPGP)/2. (9)’ is used, and the decay modes H,? -+ b6 and 
Hi” -+ pp are assumed. Aft er requiring one of the particles of the pair to he a real 
muon, the corresponding momentum scatter plots are shown in Fig2Oa and Fig.;ZOb. 
For the multihadron events, there are no events after the requirement that one of 
the pair particles to be a real muon, for the total 20,000 events generated. The 
detector simulation of the events is described in section 3.1. The muon detectors 
are not fully simulated. Assuming a geometrical acceptance cut of ) cos 8) co.5 
and muon identification efficiency of 75% in the acceptance, the total number of 
events expected after the cuts is 113 events for 10,000 Z0 decays for MH? = 30 
GeV and MH? = 0.7 GeV. The corresponding number of background events from 
multihadrons’is 1.2, assuming the faking probability of a charged particle to be a 
muon to be 0.02, for momentum above 2 GeV. One can conclude that it is not 
difficult to find these events, if the main background is due to multihadrons. The 
other background which has to be carefully considered is two photon processes. 
The contribution from the ordinary multiperipheral diagram is negligible, if we 
reject e+e-,u+p- events. The dominant one is the two photon conversion diagram, 
namely the caSe that one photon is converted into a muon pair and the other one 
into a quark pair. The cross section is negligiblly small on the Z0 peak, estimated 
by using the Berends-Daverfeldt-KleissMonte Carlo event generator fcr two photon 
processes [29]. The reliability of the Monte Carlo is tested by analysing the PEP 
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data. 

For a higher H,’ masses, the cross section gets smaller by a factor (9)” and hence 
the momenta of the muons are smaller, and the isolation of the muon pair may 
have problems. As one can see from Fig.SOb, it is not impossible to detect these 
events even for MH? = 70 GeV. Even for the case that MH; is just above the P+/.L- 
threshold, the two’muon tracks are wn:II separated in the outer layers of the drift 
chamber. In the layer 12, the muon tracks are separated at least 12 mm, whereas 
the double track resolution is 4.2 mm. In the inner layers the double tracks can 
be recognized by the doubled dE/dz dues. If the MB; is just above the muon 

pair threshold, the shower energy and muon hits of the low invariant mass charged 
particle pairs have to be examined, other ie the pairs can be rejected as a photon 
conversions. 

The six muon events (HfHj” + Hj”Hy ‘fy --+ /A+~-~+P-P+P-) can to be selected 
from the above sample by requiring additional muons. This process is background 
free and is easy to identify. 

Carrie Fordham and S.K. have already searched for isolated muon pairs in the 
PEP da;a. The selection was started from the data summary tapes (DST’S). The 
integrated luminosity which correspo:ids +o the data we analysed is 266 pb-‘. The 
cross section of the process e+e- -+ H,OH,O via a virtual Z0 is 0.174 + fi3cos2(a - 

b) pb-‘, where fi = 2. pH;/+ = 2. p,y;/J, s and a and b are the Higgs mixing 

angles. T1.e number of events expect< d is 46. p3 cos2(a - b). The selection criteria 
for the evenUs are the same as those in the previous page, except for the following 
cuts: 

(3) COS$ij > 0.97, 

(5) Ip;, 161 > ! /‘-C!V, 

(8) The total shower energy within the 60 degree cone, including the energy 
deposit due to t.he pair, is less than 1.0 GeV. 

In addition to the cuts in the previous page, off-timing cosmic muons, which 
are reconstructed as two parallel tracks in the chamber, are rejected by using the 
TOF counter information. After all the cuts two events survived. They are shown 
in Fig.21. The main background source is the two photon processes, where one of 
the photon is converted into a muon pair and the other into a quark pair. The 
expected number of background within the cuts from these processes is 2.9 zt 1.0, 
estimated by using the Berends- Darverfeld- Kleiss Monte Carlo program, in which 
the hadronic fragment.ation of the quark pair is incorporated by Tim Barklow. 
Therefore the surviving events are consistent with being the background. The 
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detection efficiency of the Higgs events is about 60 %* for MHZ = 0.7 GeV, 
MN, = 5.0GeV, H,” -+ pig- and Hi -+ cE. 

If the MH; is just above the muon pair threshold (ASH; = 0.22GeV), the 
efficiency (for the original Mark-II detector) is decreased to 13 % because of the 
double track resolution of the old Mark-II chamber. For the most optimistic case 
(no reduction of the cross section by the mixing), the heavier Higgs mass can be 
excluded up to about 15GeV with 95 % C.L. for MHZ = 0.7 GeV. 

e+e- -+ H,PHjo and Hj -+ T+T- 

This case was already studied by the LEP physics working group for a special 
case: HPH; -t r+r- + b6 130). They require at least one of the taus to decay 

leptonically and look for a invariant mass peak of the b6 system. A typical M.C. 
event is shown in Fig.14. Since we have to look for these events with relatively small 
luminosity in the early SLC running period, it is better to study more general tau 
pair selection criteria. An efficient way to select isolated tau pairs is to require 
topologies of l+l or l-i-3 charged particle configurations with or without photons 
in one hemisphere. The hard photons in the tau hemisphere have to be very close 
to the charged tracks (i.e. they come from the tau decays). If the invariant mass 
of HP is relatively small, < 30 Gel’, the efficiency would be high, since all the high 
momentum particles from the Hf decay are in the opposite hemisphere of the tau 
pair. The number of background events from multihadrons is comparable with that 
of the signal, estimated roughly by using the Lund shower model. If one requires 
that at least one of the two taus decays leptonically, more than 50 % of the tau 
pairs will be rejected. However, the requirement of a lepton is necessary to get rid 
of the background efficiently. If the lepton detection and identification efficiencies 
are taken into account, the detection efficiency would be k 20 % and the signal to 
background ratio is increased to about five. After selecting the events containing 
an isolated tau pair, the mass of the Higgs boson is estimated in the following way, 

The opposite hemisphere of the tau pair is divided into two jets. Energies 
of taus and the two jets are calculated from the directions of two taus, ni and -. 
n;, and the velocities of the two jets, ,B3 and P4, by using the energy-momentum 
conservation. 

If the taus are approximated to be massless, then the equations are linear and 
the energies are easily calculated. After calculating the energies, a correlated peak 

1 Although the muon chamber geometrical acceptance ie about 50 % of 4~, the efficiency is 
higher than 50 % due to the angular distribution (a sin2 8). 

in tau-tau msss vs jet-jet mass plane would be found. The detail of the method is 
still under study. 

e+e- + H,PH; -+ qq + q’$ (+ q”if’) 

This is the most tough case to look for. For the case of the charged Higgs pair 
production, resolution of the averaged mass ( MH+tMH-) is quite good (Bee Fig.7), 
because some soft particles are combined into wrong clusters and hence there is a 
compensation between the two reconstructed Higgs masses. This trick of averaging 
cannot be used for the neutral Higgs case, since the two Higgs bosons have differer,t 
masses. Improvement of the jet algorithm, the energy calculation and the two (or 
three) Higgs mass reconstruction strategies have to be studied in the future. Some 
M.C. events are shown in Fig.15 and 16. 

4. Higgs Bosons from Open Top 

4.1 CHARGED HIGGS FROM OPEN TOP DECAY 

This topic is not fully studied yet. Don FuJino and I have just started to work 
on it. Some of the results of the Don’s analysis are presented by Gail Hanson in 
this workshopjdl]. The idea is that the charged Higgs bosom can be looked for 
in the top quak decays, if the Z“ peak is above the open top threshold and the 
charged Higgs boson is lighter than the top t.luark. The cross section of tf events 
is greater than th..t for charged Higgs boson pair production approximately by an 
order of magnitude: 

r(zo-+ H+H-) - 0 01. p3 = 0.0035 ----N . 
l-(2-0 + au) 

(for rnH* = 30GeV), 

uzo -+w M 0035 
r(zo + all) . 

(f or mt = 40GeV). 

If the charged Higgs boson is lighter than the top quark, the decay branching 
fraction of the process t -+ H+b is almost 100%. The ordinary top search strategy, 
searching for isolated high pi leptons, does not work for this case since the leptons 
from the decay chain H+ + T+Y, -+ @u~P,v, are significantly softer than those 
from the semileptonic decay of top quark. The combined branching fraction of 
t -+ H+b -+ ru,b -+ lv&v,b is at most about 4 % for each lepton species (e or 
CL). The majority of the top pair events with subsequent top decay into H+b are 
hadronic multijet events, since H+ decays predominantly into cg or cB. Of course 
these events are more tipherical thzr! the ordinary multihadrons, but the tail of 
distributions due to the higher order QCD processes is large and the estimation 
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of the tail by jet models have a large ambiguity. For example, the distribution 
predicted by the Lund model j12] is signicantly shifted to the softer side compared 
with the Webber model [32] prediction. 

Perhaps we can see a bump in distributions of jet variables on the top of the 
smooth QCD background. For example, the distribution of pyt sum normalized 
by the visible energy shows a bump due to the top events on the top of the smooth 
exponetial QCD background of the light quarks as shown in Fig.22a (E(If+ -+ 
ca) = 100%). If B(H+ -+ r+vr) = 25% and B(H+ -+ SC) = 75%, the distribution 
(Fig.22b) is as soft as for that of ordinary top decay via W+ (Fig.22c). The variable 
pyt is the transverse momentum from the event plane which is defined by the two 
major sphericity axes. I choose this variable since the tail from the higher order 
QCD processes is relatively small, compared with those for sphericity or thrust 
distributions. It is necessary to tune up the QCD shower models by using the 
non-spherical region of the jet variable distributions, where the contamination of 
possible heavy new particles is relatively small. 

4.2 NEUTRAL HIGGS FROM OPEN TOP 

Neutral Higgs bosons can be produced like Bremsstrahlung process from tf 
events. However, the cross section is a few % of tf cross section even for a very 
light standard Higgs boson[33]. For non-minimal Higgs bosons, the cross section 
depends on the mixing angles and the Higgs coupling with the top quark. 

The other possibility of the neutral Higgs production from top quark is the 
decay process t + c + H,? via a loop of b - W* - b or b - H* - b (This is not a 
tree level FCNC decay). 

If this decay mode is dominant, by some reason, again the top quark cannot be 
found through its semi-leptonic decay mode. 

These processes are not yet studied. 

4.3 COMMENTS ON THE QCD SHOWER MODELS 

April 30, 1987 

To study the hadronic decays of Higge bosons, it is crucial to control the back- 
ground from the higher order QCD processes and it is better to have reliable models 
to estimate the multi-jet background. The QCD parton shower models are needed, 
even at the PEP/PETRA energies, since the models based on the O((Y~) exact 
matrix elements and on phenomenologiLa1 hadronic fragmentation (like the Lund 
non-shower model) cannot describe consistently the muti-jet rate[34]. The QCD 
shower models became fashionable since a few years ago. The incorporation of 
the soft- and collinear- gluon- interference effect is investigated by many theorists, 
and ss a result, Webber and Marchesini include the interference effects, approx- 
imated by the angular ordering of the parloris, into their Monte Carlo(32j. The 
model describes, so called, the string effects for three jet events 1351, but there 
are mainly two problems. One of the problems is that the model does not have 
an exact energy-momentum conservation. This is due to the over-constraint on 
the kinematical variables: The final stat:: parton masses are fixed to the nominal 
values depending on their flavors an: the total energy-momentum is calculated 
backward along the cascade branches. The other problem is common to all the 
shower models: the model cannot describe the hard processes since it is baaed on 
the leading-log approximation, which works well in the infinite momentum frame. 
These two problems seem to be cured in tb.e Lund shower model, but they are 
treated in an inconsistent way. In fact, the Lund shower model (with angular 
ordering) is. in principle, using the same parton shower scheme as the Webber 
model. The energy-momentum conservation is artificially done by adjusting the 
momenta. an event i: boosted to have zero net momentum and the momenta of all 
the particles are resealed with a common factor to have a net energy of EC,,, = fi* 

ThilJ kind of adjustment destroys the distributions of particles and effectively 
deforms the correct matrix element. In addition to this, in order to have a resson- 
able rate of hard three jet events, the ratio between the exact differential three jet 
crabs section and that for the leading-log approximation is effectively weighted in 
each branching. The distributions for the soft processes where the approximation 
works well might be destroyed by the weighting, since the interference effects are 
already simulated by the angular ordering. 

To avoid this confusion, I have proposed to use the exact matrix element for the 
hard processes and the leading-log shower models for the soft processes and combine 
the two parts in a consistent way[36]. The soft part and the hard part can be clearly 
defined by the invariant mass of the system. Technically this is done by a trick, 
that the O(cr,) rrxact matrix element is incorporated into the Webber model. The 

.- - 
* The new& version of the Lund shower model (version 6.3) haa an exact momentum conservation. 
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combined model describes the energy-energy-correlation better than the original 
Webber model does[36], but the hard four jet events are not yet described, since 
the incorporation is up to O(a,). In principle, the O(o:) matrix elements can be 
incorporated into the model in a similar way, but it is not worth doing it now 
because the model has another problem of the momentum non-conservation. 

The energy momentum conservation can be satisfied in the Webber model by 
loosening the kinematical constraints: the branching can be terminated also when 
the invariant mass of a parton gets smaller than the nominal value, without fixing 
the final state parton masses after the termination of the cascade processes. Of 
cource, the termination of the branchings should also be controlled by the Sudakov 
form factor. These ideas are not yet included in the Monte Carlo program. 

I agree that the good model is defined to be one which describes the data better. 
I would also like to stress that the models in the market still need improvements 
and even if the predicted distributions can fit the data, it can be accidental, unless 
we have good reasons to believe the results. 

5. Conclusions 

(1) With 10,000 Z”s, we may have a hint of the evidence of charged Higgs boson 
pair production, if the mass is below 35 GeV, by reconstructing the jet-jet 
invariant mass peak. 

(2) For the neutral Higgs boson production (e+e- + 2“ + H,? + Hi”, i # j), 
the cross section depends on the Higgs mixing angles. If at least one of the 
Higgs bosons decays into a lepton pair and there is almost no suppression 
due to the mixing, it is possible to find the evidence with 10,000 ,?‘s. If two 
of them decay into hadrons, it is very difficult to look for them with a small 
number of ZO’s. 

(3) If the charged Higgs boson is lighter than top quark, top quark decays into 
H+ + b. Even if we cannot find the top quark through their semileptonic 
decay modes, top quarks can be produced at SLC. We have just started to 
investigate this case. 

APPENDIX 

Monte Carlo Event Simulation 
Monte Carlo event generator programs for the process e+e- -+ H+H- and 

-+ H,?H; are coded under the framework of the Lund 6.1 generator. The produc- 
tion and decay processes are simulated according to the differential cross section 
and the decay matrix element. For the scalar pair production, the angular distri- 
bution is proportional to sin’ 8. For the decay, it is an isotropic distribution in 
the scalar particle rest frame. Hadronic fragmentation is simulated using the Lund 

string model and the higher order QCD effects in the decay processes (H- -+ bEg 
or Ho -+ c?g ebc) are included by applying the Lund shower model for the decay 
processes [12]. The initial state radiation effect is included in the simulation. On 
the Z0 peak, the effect is mainly that of the lowe.:ing of the total cross section and 
the events have almost no hard photon radiations (E7 > rzO). 

The detector effects are not fully simulated, but the Mark-II acceptance cuts, mo- 
mentum and energy smearings are applied to each particle, according to the fol- 
lowing parameters. 

For stable charged particles (e*, CL*, A*, K*, p and p): 

up, lpt = 0.004pt (pt in GeV, for 1 cos 6 I< 0.7) 

up,/pt = (0.115 1 cos 0 1 -0.0748) . pt (for 1 cos8 12 0.7) 

a@ = 1.5 mrad, 

u) = 0.5 mrad, 

For photons: 

q/E = 0.15/a (E in GeV, hr 1 cosfl I< 0.7), 

q/E = 0.20/o (E in GeV, for I co& /> 0.7), 

ue = 3.5 mrad, 

a+ = 3.5 mrad. 

Acceptance of each oetector component is: 

1 cod I< 3.85, for the tracking chamber 

I coc9 I< 0.7 and I 4 - n .45” I< 3’ (n = 0,1, . . . . 7) for LA 

0.7 5~1 corr? I< 0.95 for EC. 

It was assumed. in the simulation that neutral hadrons (Ki, n and ii) andn&trinos 
escape the detector undetected. 

FIGURE CAPTIONS 

Fig.1 Energy flow of a typical e+e- -+ H+ H- event in cos O-4 plane, 

(a) for partons (b&l from H+H-), 

(b) for final state stable particles (7, e*, pi, rr*, K*, K& p,p, n, ii and neutri- 

nos), 

(c) for observed pa-titles after Mark-II detector simulation (there is missing 
energy-momentum i.’ Iiris case), also the reconstructed four clusters are 
indicated, 
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(d) for adjusted cluster energies by using the energy-momentum conservation 
as described in the text. 

Fig.2 The distribution of 1 cosB~*I, where BH* is the polar angle of the recon- 
structed charged Higgs boson, 

(a) for HiH- -+ b&z6 events with MH* = 30 GeV, 

(b) for multihadron events (Lund shower model). 

Fig.3 Energy distribution of the smallest energy cluster (the cut is indicated in the 
figure), after the cut (l), 

(a) for H+H- + b&d events with MH+ = 30 GeV, 

(b) for multihadron events (Lund shower model). 

Fig.4 The distribution of the minimum angle between any pair of the cluster mo- 
menta, after the cuts (1) and (2), 

(a) for H+H- -+ bid events with MH+ = 30 GeV, 

(b) for multihadron events (Lund shower model). 

Fig.5 The distribution of the energy difference between reconstructed two Higgs 
bosons, after the cuts (l),(2), and (3), 

(a) for H+H- + bd events with MH+ = 30 GeV, 

(b) for multihadron events (Lund shower model). 

Fig.6 The distribution of the mass difference between two reconstructed Higgs 
bosons, after the above cuts, 

(a) for H+H- 4 bd events with MH+ = 30 GeV, 

(b) for multihadron events (Lund shower model). 

Fig.7 Invariant mass distrubution of reconstructed charged Higgs bosons for the 
process HiH- -+ bEc6 on top of the background from multihadron events 
(Lund shower model), after applying all the cuts. The cuts are optimized for 
MH+ = 30 GeV. 

(a) MH* = 25 GeV, 

(b) MH+ = 30 GeV, 

(c) MH-~ = 35 GeV. 

Fig.8 

(a) A typical M.C. event for the process H+H- -+ SET+V~ with MH* = 30 
GeV and fi =94 GeV, reconstructed in the upgrade Mark-II detector. 

(b) A typical M.C. event for the process H+H- -+ r-~,r+~, with MH+ = 30 
GeV and fi =94 GeV. 

Fig.9 Distributions of &c0p vs cos 6th after the visible enrgy cut (0.25 < E”ia/fi < 

04, 
(a) for events in which one of the charged Higgs decays into r + v, and the 

other decays into c + s, assuming MH+ = 30 GeV, 

(b) for background events due to light quark (udscb) production. 

Fig.10 The cross section contours for the process e+e- -+ H,” + Hi on the Zd peak 
in the MH; - MH; plane, where H,” and HP” are a scalar and a pseudoscalar 
Higgs boson, respectively. The expected cross section contours at TRISTAN 
energy (50 GeV) and at PEP energy (29 GeV) are also shown. 

Fig.11 A schematic diagram of event topolorries for the process e+e- --t H,” + HP0 on 
the 2” peak in the MHZ - MH; plane. 

(a) In the case that the Higgs bosons coupie to the heaviest possible fermion 
and Hi decays into two Hi’s, i; kinematically allowed. 

(b) For supersymmetric models, thl,- H,” -+ HiHi mode is suppressed by the 
choice of the mixing angles, JO th? two fermion pair final state might be 
dominant, even in the region &fH; > 2M&. 

Fig.12 A l$ypical M.C. event for the process H,OH,O ---t H”HoHo -+ p+p-p+p-p+p- P P P 
w’th MHZ = 30 GeV, MH; = O.‘! GLV and fi =94 GeV. 

Fig.13 A typical M.C. event for the paocess H,“.Hi -+ @+p- + b6 with MH; = 30 
GeV, 14~; = 0.7 GeV and & =94 GeV. 

Fig.14 A typical M.C. event for the process H,OH,D 4 rtr- + b6 with MH; = 50 
Gi v, hfH,, =: 10 GeV and fi =94 GeV. 

Fig.15 A typical M.C. event for the process H,OHi + H~H~H~ -+ CE + cc + CE with 
hf~; = 30 GeV, MH; = 0.7 GeV and ,/% =94 GeV. 

Fig.16 A typical M p. -vent for the process H,OHi -+ b& + b6 with MH; = 30 GeV, 
MN,” = 15 GeV and fi =94 GeV. 

Fig. ‘7 PEP and PETRA upper limits for the decay Z0 -+ H,OHi normalized to that 
for Z’ + v,,U,,,, as a function of MH; mass assuming H,” is light and stable 
(MHZ 5 0.2 GeV). The widths are calculated at the 2“ peak. The curve 
predicted by the Glashow-Manohar model is also shown. In the figure, hy 
and hi mean H,” and Hi, respectively. 

Fig.18 Preliminary JADE upper limit of the decay width for 2” -+ H,OHi normalized 
to that for Z” + u~u~,, as a function of MH; msss assuming Hi is an axion, 
which decays into e+e- with a lifetime of about lo-l3 sec. In the figure, 
h and a mean H,” and Hi, respectively (MH: 5 0.2 GeV). The width are 
calculated at :‘I, L” peak. The broken curve is the theoretical prediction of 
the axion model by Peccei et al. 
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Fig.19 A scatter plot of the two momenta, pi vs pjr which form an isolated oppositely 
charged particle pair selected as in the text (without requiring muons), 

(a) for Z0 + H,OHi -+ p’p- -: b6 event with MH; = 0.7 GeV and MH; = 30 
GeV. The number is normalized to 20,000 multihadrons at the Z0 peak, 

(b) for Z0 -t H,OH,O -+ p+p- + bi; event with MH; = 0.7 GeV and MH; = 70 
GeV. The number is normalized to 20,000 multihadrons at the Z0 peak, 

(c) for multihadron background after cuts (originally 20,000 events generated). 

Fig.20 A scatter plot of two momenta, pi vs pjt of an isolated oppositely charged 
particle pair selected as in the text (at least one of the pair particles is a 
muon). 

(a) for Z” -+ H,OH,O + p+b- + bi; event with MHZ = 0.7 GeV and MH; = 30 
GeV. The number is normalized to 20,000 multihadrons at the 2“ peak. 

\ (b) for Z ’ + H,OH,O -+ pL+p- + b6 event with MH; = 0.7 GeV and MH; = 70 
GeV. The number is normalized to 20,000 multihadrons at the Z0 peak. 

Fig.21 Two survived events after all the cuts for selecting small opening angle high 
momentum muon pairs. 

Fig.22 A distribution of the pFt sum normalized by visible energy for Z0 + tfevents 
on the top of the smooth background from light quark production (udscb). 
The number is normalized to 10,000 Z”s (ZO’s decay into light fermions). 

(a) With the decay of t 4 b + H+ with 100 % branching fraction and the 
subsequent decay of H+ -+ ci; with 100 % branching fraction. 

(b) With the decay of t c+ b + H+ with 100 % branching fraction and the 
subsequent decay of H+ + cS with 75 % branching fraction and H+ + 
r+vr with 25 % branching fraction. 

(c) With the ordinary weak decay of t -+ b + W+*. 
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0 
e 

i F/-j* /9 
51 

STATS FEOfl HCUli, #CALLS= 51. UTS' 51.000 
<XB= It.Si4 l - I.3 * so= v.0053 a-O.892 FGZ-D.lOOE+i6< X ( O.IOOE47b ItmEtiE X= 3.09 36.7 I 
<:l,: 9.8157 +-0.999 , so= 7.1310 1-0.706 FCR-O.lOOE'76< Y ( O.lOOC'76 1EXTREUC Yr 2.39 36.3 1 
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If supersymmetric (SUSY) particles exist with masses on the order of 1 TeV 
or less, and if nature’s gauge group structure in this energy range is limited to the 
standard model’s SU(3) x SU(2) x U(l), then there is a minimal set of supersym- 
metric particles that is common to all yupersymmetric extensions to the standard 
model”’ . It is the purpose of this chapter to introduce the genera1 minimal su- 
persymmetric extension to the standard model. As part of this introduction the 
minimal set of fundamental parameters will be enumerated and the consequences 
for SLC physics of certain choices for these parameters will be discussed. 

1.1 THE MINIMAL SET OF PARTICLES 

We list the the additional particles required by any supersymmetric extension 
to the standard model: 

1. Two additional neutral Higgs oarticles and a charged Higgs particle. These 
arise from the extra Higgs dou1.X that is needed to ensure that the Higgs 

. PI su??erpotential is supersymmetric . 

2. One scalar neutrino for each of the three ordinary neutrinos and a left and 
right-handed sfermion for each massive fermion. 

3. Four neutralinos gy, $, X$‘, znd 2: . Each neutralino is a mixture of the 
EUSY partners of the photon, the 2’ and the neutral components of the 
Higgs doublets. The neutralinos are Majorana fermions. 

4. Two charginos 2: and 2: . Each chargino is a mixture of the fermion 
partners of the W* and the charged components of the Higgs doublets. 

5. Th.e gluino, which is the fermion partner of the gluon. 

1.2 THE M!NIMAL SET OF UNKNOWN PARAMETERS 

Neglecting Cabibbo-like mixing in the sfermion sectors there are, at a minimum, 
36 unknown parameters in any SUSY extension to the standard model, We list 
them: 

1. 3 neutrino masses h&r*, MC,,, and M,r, 

2. In general the sfermion mass eigenstates are of the form 

so that there are 18 sfermion masses Mfj and 9 left-right mixing angles 0, 
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for 

f =e,p,r,u,d.s,c,b,t & j=1,2 . 

3. 3 Majorana masses M’, M, and MS for the Bino (partner of the U(1) gauge 
field), Iv3ino (partner of the neutral SU(2) gauge field) and gluino respec- 
tively. 

4. A superpotential parameter p, the ratio of Higgs vacuum expectation values 
vr/vz = tan p, and the mass of the charged Higgs particle MHI . 

The parameters M’, M, p, tana together with the known standard model 
parameters determine the masses and mixing of the neutralinos and charginos. For 
example the neutralinos are given by 

where the matrix N’ is obtained by diagonalizing the neutralino mass matrix M’ 0 - Mz sin 0~ cos p 

0 M Mz cos Bw cos p 
Y= 

- MZ sin 0~ cos p Mz cos Bw cos p 0 

MZ sin Bw sin p - MZ cos 0~ sin @ -fi 

In a similar way, the charginos are obtained by diagonalizing 

Mz sin 6~ sinp 

-Mz cos 6’~ sin B 

-P 

0 

Furthermore, the masses and couplings of the neutral Higgs bosons HOI, H”z, and 
Ho3 are determined by the aforementioned parameters plus MH*. 

1.3 IMPLICATIONS OF CHOICES FOR THE UNKNOWN PA- 
RAMETERS 

It is possible to reduce the number of unk-lawn parameters from 36 to 8 by 
making some simplifying assumptions that are either theoretically motivated or of 
little consequence for our work. Specifically we assume the following: 

1. Define M; E Mv; = M,.T,, = Mc7 

2. Set 8, = 0 and M,z~ = MfR 

3. Define Mp s M; = MC = Mi 

4. Define Mi s M; = Mi = M; = ME = Mi 

5. Relate the Bino and gluino majorana masse,= M’ and M, to the W3ino ma- 
jorana mass M through the grand unified theory relations 

To summarize, our reduced set of fundamental parameters consists of: 

Ad;, M,: , Mp, Mf, M, p, tall p, & MHA 

We now pose the question, What is the likelihood that SCJSY particles will be 
kinematically acxssible at SLC when the unknown SCJSY parameters are chosen at 
randotn within a reasonable range? . We have chosen values for the parameters 
M, ,u, tan p, MH~ at :andom within the range 

cs , M < 500GeV 

0-c P < 500GeV 

-l< tanp <lO 

Mw < MH* < Mw + 500GeV 

After making 2000 such choices we observe the following. 

630 out of 2000 or 32.5% of the random choices give Xp masses less than half 
the Z” mass. 2: is the lightest neutralino and will either be stable or decay to 
invisible particles (p + fi) so that the only way to detect such a particle is through 
neutrino counting techniques. The second lightest neutralino 24 has a mass less 
than half the Z” mass for 15.0% of the random choices. Decays of the j$ will in 
general be visible and distin.+i-~u. 
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The mass of the X: is always greater than half the 2’ mass and the jji is always 
more massive than the 20 . 

While the neutral Higgs scalar labelled Ho r is always more massive than the 

z” , the neutral Higgs scalar H’s is always less massive. The Ho2 is the only 
particle in our minimal set of SUSY particles with an upper bound on its mass. 
Unfortunately, the cross-section for singly produced Higgs scalars is prohibitively 
small for scalar masses greater than about 30 GeV so that this upper bound is not 
useful for SLC or LEP I . 

The gluino has a mass less than half the 2’ mass 1.8% of the time. The lighter 
chargino 2: has a mass less than half the 2’ mass for 20% of the random choices. 
The higher mass il is always more massive than the W*. 

In summary the lightest neutralino 2: has the greatest chance of being kine- 
matically accessible at SLC. However, it can only be seen through measurements 
of the invisible Z” width, making a SUSY interpretation difficult. The next most 
likely SUSY particle to be kinematically accessible is the chargino 2: followed by 
the second lightest neutralino 2:. 

2. SUPERSYMMETRY PHENOMENOLOGY ON THE Z” 

2.1 SFERMIONS 

The canonical decay of a sfermion is to the partner fermion and the lightest 
neutralino: 

j-f+27 (2.1) 

This decay mode should dominate but there can be exceptions. If M; < -44~ then 
the squark can decay via 

Q-q-i-i 

Or, if Mf: < Mf then sfermions can decay via 

j+ f’+R: 

If the ,?e component of the j$ va,,:shes, then the sneutrino cannot undergo the 
canonical decay (2.1) and must undergo three or four-body tree-level or two-body 
loop decays. The same comment could apply to selectrons if the 2: were a pure 
Higgsi.10. As an example you could ilave 

If three-bccy decays are nut allowed then four-body decays could be important. 
As examples, you might have 

Tree-level four-body decays will in general compete with loop two-body decays. 
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2.2 CHARGINOS AND NEUTRALINOS 

Chargino and neutralino production can take place on the Z” as follows: 

Chargino Production 

Chargino production can be huge. The Z” couples to 

T3 - Q sin’ 0~ 

where Z’s is the 3rd component of weak isospin of the particle in question and Q is 
its charge. The W* has 7’s = 11 so that the I?* has rs = &l . 

r (ZO +kif++r+- 
> 

can be as large as .8GeV 

+ If the chargino is a pure Higgsino (X, = fi+) it will have an enhanced T 
compared to a charged heavy lepton L- even though 

in the limit 

r z” +&r+B- 
( > ( 

= r ZO + L+L-) 

Note that 

Mg+,ML- +O . 

for B < 1 where gv is the vector coupling constant for the fermion f . We have in 
the limit sin’ 0~ = 0.25 

SLfi+ = -114 gLL- = -l/4 

!3Rfi+ = -114 SRL- = $114 

where go and gR are the left and right-handed couplings respectively. From 

!?v = 2(9L + SR) 

ga = 2(gL - SR) 

we have 

svfi+ = -1 SUL,- = 0 

Safi+ - -0 go,- = -1 

As an example, if 

MR+ = ML- = 40GeV 

then 

Chargino Decays 

r (ZO --) L-L+) = .OlGeV 

r z” + fi+l;r- 
( > = .lOGeV 

The 2: will decay by one or more of the following decay modes: 

Most of these decays can be classified as follows: 

1. lepton + missmg energy 

2. hadrons + mrssing energy 

The one excrption is when the tL* couples to a quark and a gluino; in such a 
case the missink, energy can be small and difficult to utilize. 

Neutralino Decays -- 
It was mentioned previously that the lightest neutralino, gy, should be stable 

or decay invisibly to 

iy + D + fii 

The second lightest neutralino 2: can decay by one or more of the following decay 
modes: 
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The event topologies for neutralino pair-production or associated production 
can be classified as follows: 

1. no visible particles 

2. 1 or 2 photons + missing energy 

3. 2 leptons + missing energy 

4. 2 leptons + hadrons + missing energy 

5. 4 leptons + missing energy 

6. hadrons + missing energy 

Associated production of neutralinos 2: and 24 will produce beautiful monojets. 
Pair-production of the is can also produce monojets if decay through the virtual 
Z” is important. 

3. DETECTING SUPERSYMMETRIC 
EVENTS WITH THE MARK II 

Our techniques for detecting SUSY events with the Mark11 were described in 
the Granlibakken Mark11 workshop report”’ In this chapter we briefly review that 
work; the reader should consult Ref. 3 for a more detailed discussion. 

3.1 GENERAL CHARACTERISTICS OF SUSY EVENTS 

The generic SUSY event has the following characteristics: 

1. A largish missing energy 

2. The missing four-vector moves :slowly (Pmiss < 1) compared to an event 
where 1 hard particle dominates the missing four-vector (e.g. an hadronic 
event with a hard K’L has Pmisjp ~3 1). 

3. The visible system does not balance PT with respect to the beam axis: 

PT vis B O 
4. Visible decay products will not, oe back-to-back, so the event acollinearity 

wi!l be large. 

5. If a lepton is a primary decay product then it will be hard and will be isolated 
from jets and other leptons. 

3.2 SIJjY EVENTS WITH ISOLATED LEPTONS 

The isolated lept.on technique is very powerful because the conventional physics 
backgi Jund to isolated leptons is exceedingly small on the Z” . 

As descr’bed in the Granlibakken report we determine whether or not a lepton 
is isol.ited based on a variable called p. The isolated lepton parameter p is defined 
as follows: 

1. Remove the candidate lepton from the track list, where the track list contains 
both charged and neutral tracks. A neutral track is defined to be any neutral 
cluster found by the liquid argon or end cap analysis that has not been 
associated with a charged track. 

2. Perform the Lund cluster algorithm”’ (with the distance scale djoin = 0.5) 
on the remaining tracks . 

3. For each jet j form the quantity 

‘lj = ~El(l - COS Blj) 

where El is the iepton energy and 0lj is the angle between the lepton and the 
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jet, and define 

P = $pj{Vj> (3.2) 

The quantity (3.1) can be thought of as the invariant mass of the lepton and 
the jet with the jet mass set to 0 and the jet energy set to 1 GeV. We note that 
equation (2.1) in Ref. 3 is missing a factor of 2 due to a typographical error. 

If we require that 

NCHRG > 5 

EVIS >O.l* ECM . 

and require that there be at least one electron or muon with 

p> 1.8 

where an electron must have an LAELEC TEST1 parameter of 

TEST1 > 1.1 

and a muon must satisfy 

MULEVE=4 and MUSTAT= 15 , 

then about 0.03% of events from conventional physics processes pass these cuts. 
These events are almost entirely due to conventional 2’ decays to hadrons. They 
can be eliminated by rather loose cuts on thrust or event acollinearity. For example 
if you require in addition to the above cuts that the event acollinearity ACOLL 
satisfies 

ACOLL > 14’ 

then you obtain the following counts of background and signal processes assuming 
1 pb-’ of luminosity: 

NO. OF EVENTS PROCESS 
0.1 conventional physics 
15 40 GeV charged lepton (0 GeV neutrino) 

150 40 GeV charged Higgsino (20 GeV photino) 
750 40 GeV Wino (20 GeV photino) . 

3.3 SUSY EVENTS WITHOUT ISOLATED LEPTONS 

SUSY particles often have sizeable branching fractions for decay modes without 
primary leptons. To separate these decays from background we use the event 
acollinearity ACOLL and the variable ~rvis : 

where &i is the vector PT of track i with respect to the beam axis, E; is the energy 
of track i, and the sums are over all charged and neutral tracks. 

If we require that 

NCHRG > 5 

EVIS > 0.1 ‘f EC’>4 

PTvis >06 

ACOLL > 40” , 

then we obtain the following counts of background and signal processes assuming 
1 pb-’ of luminosi’y: 

NO. OF EVENTS PROCESS 
.8 conventional physics 

438 40 GeV degenerate udscb squarks (20 GeV photino) 
48 40 GeV left-handed b squark only (20 GeV photino) 
33 40 GeV charged heavy lepton (20 GeV neutrino) 

330 A? GeV charged Higgsino (20 GeV photino) 
1650 40 GeV Wino (20 GeV photino) . 
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4. CONCLUSIONS 

We should be able to exclude with the MARK II a very large fraction of the 
kinematically accessible SUSY particles predicted by the minimal SUSY extension 
to the standard model. If there is a SUSY particle being produced, we should be 
able to prove that the Z” is decaying to a new particle with SUSY-like properties. 
We also believe that we are in a very good position to extract many of the properties 
of such a particle. 

July 25, 1987 
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A. INTRODUCTION 

At the Z” , the process 

c+ + e- -+ Z” - n-charged-particles + O-photons (Al) 

where n = 2, 4 or 6; provides an opportunity to search for unconventional processes. The 

behavior and rate of background events from conventional processes can be calculated, and 

the events occupy limited regions in the #pace of kinematic variables. This paper provides a 

concise description of this opportunity. 

There are several unconventional processes which can yield small multiplicity, &photon 

events. The signatures for some of these processes have been fully discussed, other processes 

are less known. The discussion here is based on a classification by genval production mecha- 

nisms and event topology. For example, there ue similarities in the signatures for the chsrged 

sequential lepton (L*) process 

e++c---r P*L++L- 

L+-+f++YL+GL (M 

L- d f- + Gf + UL 

and the supersymmetric scalar lepton (f*) process 

c+ + c- -4 zO-+i++i- 

i++f++i (A31 
- 
f- -+ .r + f 

if 

w,wmf , mL W myL 

mjwmf . mjWmi 

Here, L means c or p, Y is a neutrino, 5 is a photino and m means mama. When rnt and 

rni are greater than abotit 20 GeVjc 2, these processes yield acollmear twdarged-particle 

events with substantial energy and missing momentum. There is little background to such 

events from conventional proceases. 

On the other hand, suppose “IL-m,, or ml-q is small, of the order of 1 GeV/c’. Then, 

depending on rnL or ml, such events may have small visible energy and twevirtual-photon 

processes may cause a troublesome background. 

I also discuss 
“? 

conventional processes which might produce four-charged leptons. A 
well-known example, is a neutral lepton L” which mixat with the c or JL: 

e+e- 4 zo * LO + I2 

LO+r+C++Yp (W 

L”~f++c-+Gp 

An instructive example is to suppcoe that an U.knOWA, very high energy, interaction has a 

low energy residual interaction at the Zc mass which yi&ls dlratly 

c++c4ZO+tC+t+t++t- (A‘31 

As I show in sec. E, if the L and C are required to be p’s, one can search to very small cross 
sections in the process in eq. A5 or A6. 

The comparison of signatures for unconventional proc- with the backgrounds from 
conventional processes dependa upon the particle detector. For this paper I use a simplified 

model of the Mark II detector (sec. B) ss it has been upgraded by my colleagues and myself 

for use at the SLAC Linear Collider (SLC). 

Having made many searches for new particles an 1 been succeaaful only once, I know that 

one cannot precisely set search criteria until the expximent is working and the data is in 
hand. Usually one does not achieve the expected sua-ch : easitivity, unexplained background 

and imperfect equipment usually intervene 6rst. Therfore, I shall lit myself to indicating 
general directions for signature selection, and proceed by aample. 

The plan of the paper is that backgrounds for two-charged-particle evenb are described 
in sec. C and compared ir sec. D with examples of ru.:h events from unconventional processes. 
In sets. E and F, I diicuzs the background and unconventional process examples for four- 
charged- and six-charged-particle events, respectively. 

B. SCHBMALIC DETECTOR, ACCEPTANCES AND CROSS SECTIONS 

1.Schematlc: 

I discuss and calculate backgrounds and unconventionalprocess systems using a schematic 
magnetic detector based on the upgraded Mark II detect0r.r In the following list B is the 
smallest angle (~‘-90’) between the direction of motion of a particle and.the e+c- beam line, 
p is the magnitude of a particle momentum and E is its energy. 

charged particle momentum measured: cos 0 < 0.85 

c identified:cosB < 0.85, E > 1. GeV 

or identified:cosB < 0.85, E > 1.5 GeV 

7 detected and energy measured: cos 8 < 0.95 

@la) 

PW 

W) 

(Bid) 
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e de&ted for veb: 0 > 15 mrad, E > 0.2 GeV 

7 dekcted for veto: 0 > I5 mrd, E > 0.2 GeV 

(W 

(Blf) 

2. Acceptancea 

In the background lad signature calculations, the acceptance for chuged particles is set 

by 

cw e < 0.55 W4 

p > 1. GeV/c 

The approximate, radiatively corrected, crow section for 

io 

T, depends upon the f-9-f coupling. For conventiond charged leptons 

TL- = P(3 - P’)/2 

For conventional neutral leptons 

W4 

P3) 

(B4) 

(BSti; 

(B56) 

C. BACKGROUNDS FOR TWO-CHARGED PARTICLE, 
O-PHOTON EVENTS 

The reaction 

e+ + c- -* l+ f 1- (Cl) 

where ( is an c or p, giveJ a pair of collinear particla to the extent allowed by radiative 

correctiona and instrumental ~TO~S. When L is a 7, the ontcharged-partic!e, O-photon 

decay modes 

Figure 1 

r- - &e-De , vvja-t,, , v,u- , v,K- w 
yield the acolliiearity angle diitributiot of fig. 1. Here, B-1 ia defined2 to be 0 when the 

par&la hrre exactly opppos:tt momenta. When 

e -1 > Iso cc31 

in required, About 0.5% of the decays are accepted under the conditions of eqs. Bl and B2. 

Hence 

n(ee -+ rr,l-prong.5photon =S 1.4 pb, 8,1 z= ls” cc41 

The efficacy of increasing the lower limit on f& to reduce this o depends upon the level 

of mistrackiig in a particular detector. 

2. e+c- - 1+1-7,l+1-77 

The radiative corrections to the reactions in eq. Cl lead to a continuum between lepton 

pair production and 

e+ + e- -+l++r+-f (C5a) 

e++e--+1+-l-+7+7 (CW 

The completeness of th,, phoron veto (eq. Blf) for the schematic detector controls the level 

of background from these reactions. For example, in 
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u(ec 4 (cc).!-!) depends upon the charged particle acceptance criteria and the angular extent 

of the e* veto devic w. For example, with B-1 > 15”:6,, > 5O.p > 1 GeV/c: 

c++e--,,r++p-+7 ((3) 

the schematic deterxor does not veto photons with E, < 0.2 GeV or with 87 < 15 mrad. But 

events with E, < 0.2 GeV are removed by the acollinearity criterion, eq. C3. Events with 

8, < 15 mrad have acoplanarity a~~gle? of the order of a degree, hence they can be removed 

by a nominal acoplanarity angle2 criterion of 

8 ac.op>5° (C7) 

The practical question is the degree of perfection of the photon veto system. Consider 

ee + ~17 again and suppose no photon veto, only 19~~1 > 15’ and Bxcop > 9, then 

o(ee -+ I = 23. pb, evop > ls”,e,l > so (C8) 

under dl other conditions of eqs. Bl and B2. A 1% inefficiency in the photon veto will then 
leave 

u(ec 4 ~4~7) = 0.2 pb t-1 

Similar considerations apply to the other reactions in eq. C5. 

3. e+e- + e+e-e+e-,e+c-~+~-,e+e-r+*- 

The two-virtual-photon processes 

e+ + e- + c+ + e- + c+ + e- (ClOa) 

e++e-+e++e-+fl++p- (ClOb) 

e+ f e- -+ e+ +e-+r++r- (CIOC) 

give two-charged-particle, O-photon events when one e+ and one e- are not detected because 
their angles with the beamline, B,+ and B,-, are very small. Thii kinematic situation has been 

studied in several experiment&’ and the results confirm the calculation methods developed 

by Berands, Davenreldt and Kleisss 

With the acceptance conditions of eq. B2, the cross section in the pion pair process 

(eq. ClOc) is a small fraction of the cross sections for the lepton pair processes (eqs. ClOa 

and ClOb), hence the former is ignored here. We use the mnemonic ec -+ (ee).U to represent 

the sum of the processes in eqs. ClOa and ClOb when one e+ and one c-, represented by 
the symbols (eel. are not detected by trackinu or veto devices. The observed cross section. 

o(ee + (ee)U) CI 60 pb , B.+,,.t,, > 15 mrad (Clla) 

u(ee + (ee)U) m 150 pb , B,+,,b > 555 mrad (Cllb) 

H-e, &*,,t., is measured from the beamline. Figures 2 and 3 give the Evt, and pr distri- 

butions when the BvOl > 15”,8,, > S”,p > 1. GeV/c criteria are applied. Here E.b is the 

total energy of the two observed charged particles and pi is the vector sum of their momenta 

transverse to the beamline. 

-2 
--- e,t, rCtO > 555 mroe 

e - _ a I 5 mroe _ 2 pi e,~,.,,, 

F r 

e 50 -I 
I 

h I 
B \ 
,b - \ 

\ 
\ 
‘. 0. -- -- _d- 

0 2 4 6 8 IO 

1.11 VT (Ge”‘c) ,6,.L, 

Fig. 3 

338 339 



The ce 4 (ee)U cross section can be a serious background when one is searching for prc- 

cemes with small ,?&,, such as the closcmass lepton pair model in sec. D2. This background 

can also be a problem in searches involving very small cross sections, such as occurred in the 

search of Per1 et ol.,s for neutrd leptons in e+e- annihilation events produced at 29 GeV 

total energy. 

When an it is detected with &,v.to > 15 mrad with perfect efficiency (eq. Blf), the 

remaining events with o = 60 pb (eq. Clla) csn be removed with a pi criterion such as 

pa > 0.8 GeV/c (CW 

However, lf the e* veto ls inefFicient there will be a background from a fraction of the dN/dpr 

distribution in fig. 3 for B.,,.u, > 555 mrad. For -pie, 1% inefficiency would give B(ce - 

(ee).U) = 0.7 pb for events where pr exceeds the criterion in eq. C12. Such events would have 

pr valuea up to 8 GeV/c and E.b vduee up to 20 GeV/c. Of course, a larger pr criterion 

could be used, but that reduces the efkiency of some searches for unconventional processes. 

4. summery 

With criteria 
e uo, > ls” 

e,,>so 

m > 0.8 GeV/c 
(Cl31 

in the schematic detector, the two-chargedparticle, O-proton backgrounds have cross sections 

of the order of a few tenths of a pb to several pb. lne5ciencies in 7 and e* vetoes can 

substantially increase these cross sections. Specid criteria such as requiring an ep pair can 

substantially decrease some of these cross sections. 

D. SIGNATURES FOR TW’O-CIURGED PARTICLE, 
O-PHOTON EVENTS FROM UNCONVENTIONAL PROCESSES 

in this discussion the unconventional processes are clsssified according to the effect of the 

production mechanism on the kinetic variable distributions. 

1. Pair Production of Charged Particles with Large Decay Energies 

The general process is production of an I+L- pair followed by the decays of tC and I- 

through the weak interaction: 

e+ f c- + z+ + z- Pl) 

z* + yf + n, + 7x2 + . . . W 

with the energy released in the decay of the z, large compared to the masses of the y and the 

n,, us . . . . Here, nl, 112.. . are neutral, weakly interacting particles; there may be one or more 

in the decay. And y- means e-,c-,v- or K-. It can also indicate r- when the r decays 

into a one-charged-particle, O-photon mode. The general kiiematics are determined by two 

parameters: (i) the mass of I, cdled m, and (ii) the diierence, called 6, between m, and the 

sum of 211 the masses of the particlsa on the right side of the reaction in eq. D2. Explicitly 

6=m,-(m,+pm) (D3) 

The case usually discussed ls 

m,a6 P4) 

The best known urampleT i a heavy sequentid Iepton, L-, with a near--- neutrino 
partner VL. Then the decay process in eq. D2 is 

L- --rl-+DL+UL ; l=e,p @'5) 

A similar example is the chargino, x-. proposed in supersymm etric models, when the x- 

decayr to a near-zerwmass photino, 5: 

A two-bociy example, also from supersymmetric models, is the pair production of scalar 

leptons 

S+ + e- -+ Zo + i+ f i- 
i- -+ L- + 7 @'I) 

To i!lustrate the case of a three-body decay 

I use the following simplified model: (i) the production process in eq. Dl is isotropic, the 

decay process in eq. D8 is calculated using relativistic phase space, and the masses of the 

tinal particles are set to zero. The BvOl distribution is given in fig. 4 for m, = 20. 30 and 40 

GeV/c2. Replacmg the phase space calculation by one using some combination of V and A 

couplings changes these distributions slightly. A feeling for the observed cross section can be 

obtained by using eq. B4 with @ = 1, using the branching fractions 

~(z- + e-n,n2) = B(z- * p-n~nz) = 0.1 , 

and using an acceptance of 0.7 for the criteria of eqs. B2 and Cll: 

P) 
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mL- = 20 GcV/c* 

mr = 30 GeV/c* 

cl 
m,-=40 G&/c* 

n 
I 

90 I 

5634A4 8 lCOl (degrees) ,-87 

Figure 4 

Then 

lcos BI < .a5 

p > 1. GeV/c 

&,I > 15O 

e acop > So 

u=(ee+L+L--+ (+C-, observed) = 39 pb Wl) 

As is well known this is much larger than the background examples given in eqs. C4 and 

C9, hence such searches are straightforward. Incidently, the lower limit from the UAl 
collaborations of 

mL- > 41 G&/c= (90% CL) 
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on a charged heavy lqton with a near-zerwmass neut;,ino partner limits this search using 2” 

decay to a small mass range. 

Summarizing, the events produced by proc- de&ted by eqs. Dl, 02 and D4 have the 

following properties: 

1. As ms approacha mz/2, the acolliiearity increases. Acolliiearity and acoplanary 

criteria such Bd B,,l > 15’, 8,, > So separate mcst of the events from the cc -+ U and 

ce + Uy backgrounds. 

2. For all m, values the events have large E.b values, hence they separate from ee 4 (ee)U 

events. 

3. For all m, values the events have large m values. 

There have been several detailed discussions gllo of how to search for new particles prw 

duced by the processes defined by eqs. Dl, 02 and 04. I turn to a lees known case. 

2. Pair Production of Charged Particles with Small Decay Energies 

We have recently begun to study models” where the production and decay processes are 

given by eqs. Dl and D2 but 

m,W6 (DW 

I will concentrate on what I call the clos+mass lep:.on pair model”J2 The reader can easily 

extend the discussion to other hypothetical particles, for example, charginos and photinos. 

Consider the lepton pair L-, L” with msases m- and mu, respectively. Suppose m- > rr~ 

but 

m--m0=66tn- Pl3) 

The charged particle in the decay modes 

L-+L-+Gt+L’ i C=C,/r (D14a) 

L- --+ 7r- + L” (D14b) 

has maximum laboratory momentum 

P,-,,,=E+- (z)‘] b+(l- (3*)1’z]/2 CD151 

Here Eb ia the beam energy mg/2. The f,ur and A masses have been set to zero. Using 

eq. D12 

L&i. < (6/m-)mz (DW 

Here Evb is the total useable energy. 
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8 =0.5 GeV/cZ 

8 = I.0 GeV/c* 

L 
8 = 2.0 GeV/c2 

5634~5 p (GeV/c) 

Figure 5 

l-67 

If 6 is of the order of a few GeV/cz or less, and m- is of the order of tens of GeV/cs, Eyi, 

is small. Then the ee -+ (CC)&! background (sec. C3) becomes important. A general discussion 

is unwieldly because there are now two parameters, m- and 6; I proceed by example. 

Suppose m- = 30 GeV/c2; consider the decay modes of eq. Dl4a; set mr = O,m,, = 0, 
and let 6 = m- -nac have the values 0.5i 1.0 and 2.0 GeV/c ‘. Using the pair production cross 
section in eqs. B4 and B5a and conventional weak interaction theory with V-A coupling, we 

calculate kinematic distributions, branching fractions and the observed cross sections for the 

classic signature 

e+ + e- + L+ + L- -+ e* + jb’ + missing energy CD171 

The e and /L momentum distributions are given in fig. 5. Table 1 gives the observed cross 

sections under the usual criteria 
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Table 1. II ,raxhiig fractions and observed cross sections for s+c- + L+L- + cows+ 
missing energy via L- + Lee-P, L+ -+ t”p+u,, with m- = 30 GeV/$. 

m- - m0 B(L- -+ LOe-k) B(L+ + l.“p+~r) Observed o (pb) 

( GeV/c2) p > 0. &V/C p > 1. GeVfc 

6’18) 

but with 

Pl9) 

2.0 .19 .19 71. .29 

1.0 .17 .16 50. 4. 

0.5 .18 .15 51. 0. 

lcoeBI CO.85 

6-l > 15O 

e uop > 5O 

p > 0. GeV/c 
or 

p > 1. GeV/c 

Figure 5 and Table 1 lead to several comr,..mtx 

1. As 6 = :,- - rnc decreases below 2. GeV/c2, the p > 1. GeVfc criterion must be 
abandoned. But then, according to eqs. Blb and Blc, the e and p can no longer be 
identified. 

2. Without c and /A ioentification the observed cross sections are the same size as the 

cc + (ee)Lf background cross sections ild eq. Cll. 

3. Comparing fig. 6, th.! pr distributions for this model, with fig. 3, one sees that for small 

values of 6 this signature will be submerged by the ee + (cc)U background. 

There art:, of course, other signatures for the process under discussion: @sr,@pr and 

four-charged particles, ,Lc~wding upon 6. And the Z” width, when carefully measured, 

would reflect the existence of an additional L- and Lo. But when 6 5 1.5 GeV/c2, it could 

be very Difficult to elucidate the type of process discussed in this section. Incidently, when 
62 m,, the charged particle lifetime becomes sufficiently long for the L- to appear stable. 

3.roduction of Two Neutral Particles 

Various types of hypothetical leptons 11*1s*14 illustrate how two-charged-particle,O-photon 

events could come from the decay of the Z O. If there is a heavy neutral iepton, Lo, which 

mixes with the c,~ or r generation then the following could occur 

r+ + e- * LO + I71 

LO + r; -I- 4+ + Y 
PW 
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r -I- Another possibility is a weakly decaying neutral bceons, hro, with 

q=O.SGeV/c* 

L 

e+ + e- -+NQ+P 

No-rt++t- ID231 

P-ruSP 

s = 1.0 GeV/c2 

In all these processes, as in the process in sec. Dl, the events will have 

1. large values of evol 

2. large values of Elk 

3. large values of * 

1, 

L 
0 

5694~6 
pT (GeVk) 

l-87 

Figure 6 

Here L means e,p or r and Y is the corresponding neutrino. In a more exotic scheme, consider 

a pair of neutral leptons Lo, VL with the unconventional decay Lo * VL + . . ., then 

6 1: 2.0 GeV/c2 

c++c- + LOfIjI; 

LO* vr,+e+ +.r 

or 

e+ +e- - LO+EO 

LO * lq++ +e- 

EO+GL+u+G 

will give two-charged-particle, O-photon events. 

Wl) 

NW 
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Although here the large values of 8-1 occur for a different reason than the processes in 

sec. Dl. Indeed in contrast to the latter proceeses, theee processes give events which become 

more collinear as rrro approaches mg or mg/2. Figure 7 illustrates this for the reactions in 

eq. D22. Here the m-sea of UL,L and Y are set to.zero, and once again relativistic phase 

space is used for the decay process. The Lo mass is giva for each curve. 

40 60 I20 
8 oco, (deqrwsl 

Figure 7 
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To illustrate what an observed cross section might be, I tree eqs. B4 and B5b with p = I, 

and I take the brsnchiig fractions from fig. 3 in ref. 6. 

B(L" + ULViUi) = 0.25 

B(L" -+ u&)=0.07 

Before any @,I or 8,s cuts, the acceptance is 0.7 for 

ICOSI < .85 

p > 1. GeV/c 

(D24) 

(D25) 

Then 

o(ee + LoLo + FL-, observed) = 69 pb (D26) 

Like the result in eq. Dll, this u allows a straightforward search with respect to the back- 

ground discussed in sec. C, providing the production cross section and branching fractions 

are w assumed here. 

4. Production through a Central Process 

As a Enal example I consider a central process, perhaps the low energy residual of some 

much higher energy interaction, where the Z” decays to four fermions 

z" -* fl + 31 + f2 + 32 (D27) 

If ft is a neutrino, and fs is a lepton 

.Z?-rufG+l+fL- (D28) 

yields two-charged particle, O-photon events. 2..e- 4 e+c-[+t- 

The question is how small a cross section could be found in view of the background 

described in sec. C: c+e- and ~“p- pairs from es + rr,ee 4 UT and e+e- + (se)& 

Important separation criteria are: (i) the lower liiit on gxolr called Brol,mia and (ii) the 

lower limit on E.h, called Evb,mine The former discriminates against all backgrounds, the 

latter against ee 4 (ee)LL Figure 8 gives the acceptance as a function of these criteria. 

Relativistic phase space is used and all lepton masses are zero. Useable acceptances can be 

obtained with large values of 8uol,mln and EG,,~~ and such large values discriminate against 

the background discussed in sec. C. The lower limit on the detectable cross section from the 

reaction in eq, D28 will probably be set by detector inefficiencies and malfunctions. 

The two-virtual-photon process 

with all particles detected is the main known background from conventional processes for 

four-charged particle, O-photon events. The process in eq. E3 has been studied at PETRA~SJ~ 
and compared with cs?cr*‘; tions using the Monte Carlo methods of ref. 5. Measurement and 

calculations agreed in the use of ref. 15, but not in that of ref. 16. The latter discrepancy has 

not been confirmed. 

E. BACKGROUND FOR FOUR-CHARGED AND SIX-CHARGED 

PARTICLE. ‘J-PHOTON EVENTS 

e+e- +T+T- 

The p ‘ocess 

e+ -I- e- --+ r+ + r- (El) 

gives four-cha; ged or sixxhargcd particles and O-photons when one or both r’s decay 

r--+%-+%++*- W 

But these events will be obvious and easily separated out. 

e+ + e- * c+ + e- + L+ -t r (E3) 
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Using the Monte Carlo program from ref. 5, with the criteria 

p > 1. 

mu > 1. GeV/c’ 

1. Four-Charged Par&, O-Photon Events from Tw0’Neutra.l Particles 

(E4a; 

(JW 

m-4 

Using the L’,uL model of eq. D22 

e+e- * zo w LO + LO 

LO-+uL+l++f- 

Lo + GL + t+ + t- 
(Fl) 

the observed cross section ia or the neutral boson model of eq. D23 

a(ee -P ceee, cepp; observed) = 0.004 f 0.019 pb c+ + c- -zO4No+P 

ti + ct + C- (both Are) U-1 
Here, mu represents the invariant masses of c+e-,p+/~- and e*pr pairs; the lower limit 
eiiiates uninteresting events. The uncertainty in o is from the statistics of the Monte four-charged particle, O-photon events can be produced. Here C means e,~ or the OIK+- 

Carlo calculation. charged-particle, O-photon decay modes of the r. Of course the f’s could be replaced by A 

All the ee -* e.rp~~ events contributing to o in eq. ES have one mu close to the lower limit or K mesons, but such decay modes would probably have very ~mail branching fractions for 
in eq. E4c, the other mu is usually close to rn%, an expected distribution. For example, *if the Lo ‘or fl msases of interest-above several GeV/c’. 

mu > 5. GeVJc’ 

is required, the observed cross section is reduced to 

o(ce + eeee, eepp,observed) = 0.022 l 0.008 pb 

(JW 
The LO,VL model with the v#f- branching fraction of cq. D24, with the production 

cross section of eqs. B4 and B5b with B = 1, and with 1 -I =ceptance of 0.4 for 

lcosll <.a5 

(E7) p > 1. Gev/c 
(F3) 

Thus, the criteria in eqs. E4a, E4b and E6 lit u(cc -+ eeU, observed) to very small values. gives 

3. e+e--+ ha&o- u(ee -+ LoLo -+ tiC-fl.C, observed) = 5 pb P4) 

A possible, albeit very small, background is four-charged or six-charged particle, 0- Th’ is is a relatively small croes section, but still much larger than the known background cross 
photon hadronic events from quark-antiquark pair production. I do not know how to cal- sections. 

culate this. The cross section for such events in the PETRA-PEP region is not measured to 
my knowledge. And one cannot depend upon the empirical quantum chromodynamic cal- 

The hro model wou.ld give obvinl:s events with &, = rnz within detector precision and 

culationai methods used in the several Monte Carlo programs currently applied to e+c- + 
radiative corrections. The distributions of pair masses would indicate mp, and be very 

hadrons. Such programs are designed and adjusted to fit the behavior of the bulk of hadronic 
different from the I~C + ecu distributions (Sec. E2). 

events; not the rare events of interest here. A generalization of the Lo and hro models would add additional neutral, weakly-interacting, 

particles to the decay modes in eqs. Fl or F2. 
F. FOUR-CHARGED OR SIX-CHARGED PARTICLE, O-PHOTON 

EVENTS FROM UNCONVENTIONAL PROCESSES 2. Production through a Central Process 

Here, as in sec. D, the unconventional processes are classified according to the affect of 

the production mechanism on the kinematic variable distribution. The background haa been 
discussed in sec. E. Excepting the easily recognized rr background, the known background 

The central process model in sec. D4 would also give 

c? -i- e- -cr+t;+c+L; (F5) 

is 0.1 to 0.01 pb, eqs. ES and E7. The limitations on search sensitivity will probably come 

from a combination of the unknown hadronic background (sec. E) and detector malfunctions Using relativistic phase space, the acceptance under the criteria of eq. F3 is 0.5, again 

and inefficiencies. E.b = mz. 
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3. Four-Charged or Six-Charged Particle, O-Photon Events from Charged Particle Production 

Here I follow the scheme of the ZT produc’;ion and decay process. Consider 

e+ + c- -+zO-f++f- 076) 

with the decay model 

f-+f-+u+G P7a) 

f--,f-+c++r W’4 
Here, = before, L me- c, or or the one-charged-particle, O-photon r decay modes; v means 

ye, vp or u,. 

Such events will be distinctive, particularly the six-charged-particle events with 

Evb = rnz. 
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I. Introduction 
Mark II/ScC-Physics Working Group Note #4-5 

AUTHOR: B. F. L. Ward 

DATE: February 28, 1987 

TITLE: Sinyle Quark Decays in Toponium 

Abstract 

We consider single quark decays in toponium from the standpoint of the 

physics possibilities for the MkII detector at the SLC. Accordingly, we focus 

on the theoretical uncertainties associated with various estimates of @+i?X, 

$"'t x' when mt a40 GeV. Three types of estimates are considered: non- 

relativistic potential model estimates, vector dominance model estimates, and 

Lepage-Brodsky perturbative QCO estimates. We argue that the difference bet- 

ween the estimates may be traced to the large squared momentum behavior of the 

respective wavefunctions of the Tb meson. Thus, the MkII, operating at the 

SLC, may be able to discriminate between these wavefunctions. 

The UAl Collaboration' has recently emphasized that the top quark mass 

mt has only the lower limit of the PETRA experiments: mt 222y GeV. Such 

large values of mt imply that single quark toponium decays, in which either 

the t or they in@z's,(tL) undergoes a weak decay, are significant. Thus, 

it is natural to ask whether a detector such as the MCII, operating at the 

SLC, might be able to exploit some of the unique characteristics of such 

single quark decays (SQD'S) from the standpoint of possible new physical phe- 

nomena? 

An immediate response which comes to one's mind is the particular type of 

SQD in which the b (or 6), which is produced when the t (or ?) decays, binds 

with tne untransformed f (or t) to make a=$*)cT,L*l) meson. We refer to this 

type of 0 SQD as ?b'dc%") exclusive jQD. Because bE pairs are very rarely 

provided bv the vacuum for fragmenting quarks,@ SQO may be the only prac- 

tical source of 7b’xQ’J) mesons. For this reasbn. we feel it is indeed 

appropriate to quantify the type of rate one can expect for S+ciX';rriX 

for nNt - 40 GeV. 

Accordingly, we shall discuss three different approaches for estimating 

@J:,T$X $%x : non-relativistic potential model estimates, as they 

are typified by the work of Bigi and Krasemann2, vector dominance estima- 

tes, and estimates based on the methods of Lepage and Brodsky.3 In this way, 

we hope to isolate the key theoretical uncertainites involved in such estimates. 

Our discussion will proceed as follows. In the next section, we discussthe 

methodologies of Bigi and Krasemann, of the vector dominance formalism, and 

of the Lepage-Brodskv thee;; as they relate to 6+$%X ,7:2X' . In Sect. 
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III, we compare these methods in the space of the momentum transferred in the 

Section IV contains some concluding remarks. 

II. Three Approaches to @+-$?x$+X' 

In this section, we wish to present three different approaches to@+T>X., 

'F'+ x' . We begin with the method of Biyi and Krasemann, as it typifies the 

non-relativistic potential model approach to the type of transition under 

discussion. 

Specifically, Bigi and Krasemann compute the non-relativistic wavefunc- 

tions of @ andTr(Tr) by solving the respective Schroedinyer equations with 

their favorite potential for QCO. The rate for @+T;X,Ta'b(=X' is then 

represented as 

(1) 

where BR(SQD) is the branching fraction of @ to all SQD final states and 

I overlap is the overlap integral of the @ state and the $tTT) state 

boosted by the recoil momentum Q of the W. This is illustrated in Fig. 1. 

For mt e 40 GeV, Biyi and Krasemann find 

Thus, according to this type of estimate one expects 

~~R(@-+T$x,=~>x’) 2 I, 5 % 

if we take plot (a) - 100 KeV and &?(SQO) - 49% as typical non-relativistic 

potential model results4 for ma" 80 GeV. 

A natural questionto ask is whether the representation (1) is adequate 

for a highly relativistic b quark such as that generated by the t+b + W+ 

transition involved in Fig. 1 at theO+Ttr)+ W vertex. The typical lb\ is - 

13 GeV. This issue can be addressed by computing the process in Fig. 1 in a 

relativistically invariant model such as the vc.Ltor dominance model. To this 

type of estimate we turn next. 

More precisely, we consider the process illustrated in Fig. 2. For 

simplicity, we treat@+TbiX,fb+);' since this will allow us to illustrate 

the relevant physical ideas. The W-Tb* mixing parameter f is related to 
* 

theTb-O-7 
NT; 

b coupling 9 via 

c 1 
WTb* = fflT pJv$p * 

(4) 

where gw is the usual weak SUzt coupling and m-, , i; the rest mass of the -$b* . 
'b 

Hence, the amplitude corresponding to Fig. 2 taken together with the axial 

current contribution is, using the free quark mtie', 

where the weak vector and axial charges gv and gA are taken to be 1 here, GF is 

the Fermi COI stant, MW is the Wi rest mass and rrl-- 
Tb(69 

is the rest mass of the rb 

(0) . Entirely standard manipulations may be used to see that. for mt = 40 

GeV, (5) yields 

(‘3) 

which represents a discrepancy of a factor greater 10 when compared with the 

non-relativistic potential madi result (3) . 
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Now, the vector dominance ansatz, taken together with the free quark The large discrepancy between (8) and (31, which is a factor of - 15, 

model, is obviously at best an approximation, since it treats the T; as a leads us to try to isolate, then, its origin. We turn to this issue in the 

point-particle, for example, whereas the Q which are involved in Figs. 1 and 2 next section. 

clearly probe the distances well-within the interior of the Tl . But, clearly, 

(6) indicates that the large value of161 compared to the b rest mass and to the 
III. Comparison of the Approaches 

typical momenta in the Tl wavefunction may cause relativistic corrections to In this part of our discussion, we would like to compare the three 

be important in @-+l$X,P~~X . Accordingly, we turn next to the method approaches to@J$X,$'\X' which we considered in the previous section. 

of Lepage and Brodsky - a manifestly relativistically invariant bound-state Our objective is to try to isolate the source of the discrepancy between the 

methodology. non-relativistic methods, as they are represented by (3), and the relativistic 

The method of Lepage and Brodsky is based on the diagrams in Fig. 3. The methods of the vector dominance lore a.td of Lepaye and Brodsky, as they are 

respective amplitudes, to leading order in the Lepage-Brodsky expansion, are represented by (6) and (8). 

easily obtained when one follows the rules in Ref. 3. For example, for More precisely, the common feature of the vector dominance and 

@-+=$,+X', we have the amplitude 

As 

Lepage-Brodsky approaches to the processes@-+T$'is that there is no severe 

Ato -+X7 = 4;& & 
5 $I$ %mri;bm@ c ) E ~F;;pTyEo’~ 

suppression in the effective wavefunction for the b quark in Fig. 3 because 
b b 

its typical morlentum is - 13 GeV. On the other hand, the non-relativistic 

+ $5 
G2) 

4 
ef 

wavefunction USed to compute I overlap in (2) is highly damped at such values 
-WI 

of I$ because the typical momentum inside the Tb is 6 .q GeV. Thus, we 

(7) 

where g, is the QCQ coupling constant and the form factors a~a,F;+ndr~~-F(i~ 
b @ ThL F 

are given by the standard manipulations and have been recorded elsewhere' for 

reasons of length. Proceeding in this same manner for @-+TctX' ,x*+X , we 

find, always using the standard methods, 

(8) 

for mt x 40 GeV. Hence, we find a large probability, - 47%, that @ SQD's 

lead to Ti*'(=&') mesons. 

would likn +.o quantify this by comparing the behaviors of the wavefunctions, 

at I$ - 
at' 

13 GeV, of the typical QCO potential model for Tb and of the 

Lepagr-Brodsky theory for f . We will use the Cornell model6 for the QCO 

potential V(r) so that 

V(r)=-4tiJ31‘ + t-/2 ( 9) 

with ds 5 .168, a = 2.34 GeV-', mb = 5.17 GeV and mt = 40 GeV, as usual, in 

this discussion. In this way, we find the reduced radial wavefunction u(p) 

shown in Fig. 4 for the lowest orbital angular momentum L = 0 state, where 

u(p) is related to tr.- ) radial wavefunctionR@)via 
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(10) 
tivistic models, such as the latter two approuches,give a fate which is LI5 

times the non-relativistic approach. We have traced this discrepancy to the 

with U = mbmt/(mt+mb) and r = l?l . To obtain the respective Lepage-Brodsky behavior of the respective wavefunctions at squared momentum transfers w (13 

wavefunction Cy (*;,Ql 
Lopaye-B~-rJsky 

in momentum space, we iterate the Fourier GeV)'. Thus, a detector such as the MkII (or SLD) at the SLC may be able to 

transform qNiq) of the wavefunction u(p) against the Lepage-Brodsky kernel discriminate between the two types of predict'ons in the not-too-distant 

as we have illustrated in Fig. 5. In this ray, we find the results for qf'?) 
NR future. 

and $' 1x;,4) listed in Table I. For completeness, we have also 
Lepag+Rrodskg 

included in Table I the Q* dependence of the vector dominance model form fac- 
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The results in Table I show that the key difference between the relati- S. J. B&sky and A. Schwarz. 

vistic approaches and the non-relativistic approach is that, at the typical 

value of It1 in Fig. 1, the reldtivistic wavefunctions are substdntially 

laryer than their non-relativistic analogue. In fact, the ratio of 

4 z 
‘ep~+.&ky 4G 

for jl&+l~lC,,~&V isa13-130, and, hence, is precisely 

of the right size to explain the difference between (5) and (S). We feel, 

therefore, that we have indeed isolated the key difference between the non- 

relativistic and relativistic approaches to @-+7$X ,TFix' . Presumably, 

experiment will ultimately discriminate between these two types of approaches. 

Y. Conclusions 

In this discussion we have considered three approaches to @+$?%,TLiX: 

the non-relativistic potential model approach, the vector dominance model 

approach and the approach of Lepage and Brodsky. We have found that the rela- 
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Figure Captions 

1. 
IX) 

@+T +f1-: b 1 2 where (t)L is a SU,L weak doublet. 

2. Vector-dominance model for Q-+'i,t[,+< where (k)‘ is a SU,L weak 

doublet. 

3. Lepage-Brodsky approach to @+Tl*\f,+< , where (>) is a weak 
3L 

SQL doublet. G denotes a gluon in our analysis. 

(4 
4. Cornell model reduced radial wavefunction for Tb 

to unity: ~~~ir+J: I . 

. u(p) js normaliz& 

5. Lepage-Brodsky equation for w(xi~4) 
Lepge-Rrrrdsky' 

where we use the non-relativistic 

wavefunction as approximate input. 
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REDUCED RADIAL WAVEFUNCTION 
FOR Tb IN THE CORNELL MODEL 

FIG. 5 

p = (2/u/aV3 r 

FIG. 4 

a = 2.34 GeV-’ 
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TITLE: View from the Top(onium) 

1. Introduction 

Because of the large mass of the top quark, physics at the toponium resonance 
0 will be very exciting and very different from the lower mass vectors J/4 and 

T.l) The mass of toponium will also determine at which Collider facility toponium 
physics will be carried out : for mg < 75 GeV TRISTAN, for 75 GeV< mg < 100 
GeV SLC and LEP and for 100 GeV < me < 200 GeV LEP II. 

As discussed below more in detail, other parameters besides the CM energy 
will be important: the luminosity and the energy spread of the beams. The CERN 

workshop on LEP Physics ‘) has devoted a large section to toponium physics under 
the assumption that data samples of lo50 events might be ultimately accumulated. 

In the framework of the hlARK II/SLC Physics Workshop, we investigated 
toponium physics topics which could be relevant in the early running of SLC: the 
duration of a toponium run and the luminosity will be limited and basically we con- 
fined ourselves to physics with 1000 toponium events. At a luminosity of L: = 103’ 
cm-*sec-l and an energy spread of ~~~~ = 0.0008Ec~ this could be accomplished 
in 3 months. The physics topics relevant to such a small data sample are discussed 
in the second part. The third part will be devoted to toponium searches. We 
conclude with a critical assessment of our assumptions. 

2. Physics at Toponium 

Even with a small data sample there are several crucial measurements which 
can be proposed at toponium 0 but not at the Z,,. They have been described in 
detail in Workshop Notes and discussed by F. Porter at the Granlibakken meeting 

in September, 1986. 3) 

* For the TOPONIUM Group of t,lie MARh II/SLC PI y 1 sits Workshop F.Porter, Z.Li, B.Ward, 

A.Seiden, F.Gilman, P.Frsnzini, A.Peterson 

2.1. Higgs Search4) 

The process to detect a standard IIiggs H” is the Wilczek mechanism 0 -+ -yH”. 
For toponium masses mg of about 70 to 80 GeV and small Higgs masses rn~ it has 
a branching ratio of 2-3 %, not including potentially large first order corrections. 
The signal, a monochromatic isolated photon, has little background for rn~ between 
about 10 GeV and 50 GeV and would yield about 15 photons over background of 4 
for 1000 0 events. 

2.2. Determination of the K-M matrix element IVtbl to 30%51 

At toponium the semileptonic width of the decay t -+ bev can be determined 

from the total width I’tot = g and the branching ratio B(t + bev), and is related 

to the K-M matrix element I?:*/ : 

A 20%-30% measurement of jVt,+j : ;rould be possible with 1000 0 events, which 
would be interesting in the case of 4 generations and a larger than Cabibbo like 
mixing between t and b’. 

2.3. Charge of a New Quark’) 

The olium rate of a new quark IS determine both by its charge and by its 
vector coupling to the 2,. This m--.ans that if a new quark is found, the rate into 
toponium/bottonium can in most cases reveal its charge. For example, far away 
from the 2, the rate for a quark of charge 2/3 is a factor 4 larger than for a 
charge l/3 quark. If, on the other hand, one wants to determine the charge of a 
new quark on the Z,,, the difference of the rates is less pronounced. In addition the 
threshola factor or ;b heavy quark reflects the uncertainty in the mass determination 
into uncertainties in the predicted rate. One might have to measure the lepton 
asymmetry or the specific momentum spectrum to distinguish between a new quark 
with f charge and one with i charge. 

2.4. Quark Potential 3) 

The splitting of the lower lying triplet S states of toponium depends strongly 
on the model for the quark potential. 

2.5. QCD in Weak Decays 7) 

There are QCD predictions that weak toponium decays lead to Tb mesons and 
to T decays. Because the single quark decay (SQD) of toponium is of the order 
20-30% for mg =70-80 GeV, these QCD models could conceivably be tested at 
toponium. 
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3. Toponium Search 

3.1. Event Rates 

The to&l cross section integrated over the center of mass energy E is a constant 
related to the leptonic width Pee: 

Because the width of the resonance I’Q is smaller than the energy spread of the 

beam ~~~~~ the counting rate N depends on both the luminosity L and the energy 
spread : 

N = dpeak 

We have assumed L = 103’ cm-’ set-’ and ~~~~ = 0.0008 . ECM , but we have 
come to realize that these requirements will be hard to meet during MARK II’s 

stay at SLC.81 

3.2 Scan Strategies 

Depending on the ma.ss mr of the top quark, we distinguish between 3 different 
mass regimes: 

3.2.1. mg > rn~ + 2rz 

If toponium is heavier than the Z,, no direct observation will be possible and we 
leave it as a challenge to Working group # 1 to extract the top mass from radiative 

corrections.‘) 

3.2.2. mz -2rz < me <rnZ + 2rz 10) 

If the mass of toponium coincides with the Z mass, interference effects will be 
showing up which can be used to determine the mass of toponium to the accuracy 

of the energy spectrometer. As pointed,out by F. Porter, 6) one would scan with 

steps of ~~~~~ across the Z, resonance which with 0~ = 74 MeV means 100 steps 
between ECM = MZ - 2P to MZ + 2P. The largest deviation from smooth shape 
of the Z resonance are 3-4%, and one day of running gives a 2% measurement. 
This scan would require an excellent monitoring of the luminosity to a fraction of 
a percent. 

In this case there would be no open top dacays of the Z, and the interference 
effects would lead to the discovery of top. The physics of toponium would be dull 
because it will be doninated by standard 2, physics because of the Z, - 0 mixing. 

3.2.3. ms < rnz - 2rz 
If toponium is below the Z,, a search will entail a continuum scan. The size 

of the toponium signal in events/day is compared to the background from udscb 

continuum in Fig. 1. 3) We will assume that the top quark has been discovered on 
the Z,and the top mass is known to *1 GeV. If mg = 70 GeV we need about 13 day 
per scan point and about 25 steps to cover 2 Ge’d. The total scan would take 40 days. 
The counting rate per day as function of ECM is shown in Fig. 2a. For mg = 80 
GeV, the signal/noise gets poorer and we need about 5 days/scan point (Fig. 3a). 
For 22 steps, this means 100 days. For larger toponinm masses we are running out 
of running time. After finding O(lS) the mass of the O(25’) can be estimated with 
ones favorite potential model and a miniscan cone for it. At me = 80 GeV the 
Richardson potential predicts 0.9 GeV for the c-)(lS) - O(2S) mass difference while 
the "VT" potential predicts 0.5 GeV for the same mass di%rence. 

3.2.4. Effect of the SQD on Scans 

The single quark decay of toponium (SQd’ ha; unique signatures : while the 
quark-anti quark events have a multiplicity of 2.5, the SQD events have a mean mul- 
tiplicity of 4.2. We can use this fact and shape parameter like aplanarity, sphericity, 
thrust, and isola+.ed leptons to distinguish between SQD events from toponium and 
qq events from the continuum background. 

Our philosophy hss been to use two-dimensionalcuts in shape parameters. This 
is illustrated in Fig. 4 where the aplanarity (;\PL) vs. thrust (THR) is shown for 
SQD events in Fig. 4a and for qq events in Fig. 4b. The indicated cut at (APL > 
0.04 or THR < 0.82) leaves about 80% of the SQD event and only 15% of qq events. 
In similar fashion one cuts in two dimensions on sphericity SPH and thrust THR: 
THR < 0.9 or SPII > 0.1 . If we require additionally that the event contains at 
least 4 jets, 65%, of the SQD events survive while only 3% of the q4 background are 
kept. With these efficiencies the rates/day for a toponium mass of me =70 GeV is 
shown in Fig. 2b and for mg = 80 GeV in Fig. 3b. In both cases the signal/noise 
improved drastically but the counting rate dropped resulting in about the same 
statistical significance for the SQD search as for the measurement of the total rate. 
The observation of the SQD decays will thus confirm the existence of toponium . 

6. Conclusion 

In order to propose a physics program on toponium with the MARK II at SLC 
(if the toponium mass is in the SLC range), the performance of the machine has to 
be improved, such that, for example, the luminosity is l > 103’ cm-’ set-’ and 
the energy spread a~ CM 5 0.0008&;,;. Then a search for toponium would take 
between 1 month and 3 months. An additicnal run of 3 months would yield 1000 
events for toponium physics. 
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It will depend on the performance of the SLC whether SLD, LEP and/or TRIS- 
TAN will have all the fun with toponium. 
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MarkII/SLC-Physics Working Group Note # 5-2 

AUTHOR: Spencer Klein 

DATE: April 9, 1987 

TITLE: Detection and Identification of (Long Lived) Neutral Particles 

This report summarizes work done by the Mark II/Upgrade Working Group 
on long lived neutral particles. The active members of the group were Gerry 
Abrams, Gerson Goldhaber, Spencer Klein and Alan Weinstein, aided by a group 
of theorists, most notably Bob Cahn. 

The group explored a variety of models which postulate the production of one 
or more neutral particles. We focused on models where the neutrals were long 
lived, producing separated vertices. Most of the work was based on a model of 
neutral heavy lepton pair production, but much of it could be easily adapted to 
other models of long lived particle production. 

The topics discussed are: physics models, triggering problems, tracking and 
reconstruction difficulties, backgrounds, and neutral heavy lepton identification. 

1. Physics Models 

The model most actively considered was that of neutral heavy lepton (Lo) 
production and decay. Lo phenomenology has been considered by many authors”“’ 

Lo’s are produced at SLC in th,a reaction Z” +L”p. The expected branch- 
ing ratio for this decay is roughly 6% times a mass dependent threshold factor: 
(a/4)(3 + p2). For 1000 produced standard model Z”, there are 

Mass 1 N(LO?) 

So, a Lo search is something that can be done with a small number of ZO’s, 

The simplest Lo model postulates a new lepton doublet (one charged, one 
neutral). If the Lo is the lighter of the two, it is stable, and will only be detectable 
indirectly via neutrino counting experiments. If the charged lepton is lighter, the 
Lo decays into l-W+. The I- is stable, and may be identifiable by stable particle 
searches. Alternatively, the decay topology of 2 stable penetrating particles plus 
two decaying W’s will look like two muons plus two W’s. 

The standard model may be easily extended slightly to allow mixing with one 
or more of the known leptons. Theory gives us no clues as to the size of this mixing. 
However, the sire of the mixing angle determines the Lo lifetime. The lifetime is 

where /UC41 is matrix element which mixes the L o and electrons. These decays can 

be found by searching for separated vertices. Figure 1 shows a typical event; a 
separated vertex is visible. The mixing ang!e can be found from the measured Lo 
lifetime, mass and branching ratio. A separated vertex search at PEP yielded a 
negative result”’ . Since the detector size is constant, such at SLC a similar search 
will cover a similar region, but extending to higher masses at smaller mixing angles. 
Figure 2 shows the limit for lUe41 set by tbe PEP search, along with results from 
other types of searches for Lo. The region which can be searched at SLC is also 
shown. 

O(10) grand unified theories suggest another type of Lo decay. In it, a weak 
isospin rnglet Lo will mix with one of the three generations via the mass matrix: 

0 P 

( ) FM 

where p is the mass of one of the knv.wn charged lepton and M is the mass of the 
Lo. This gives the light neutrinos a mass of p2/M. In this theory, there is no GIM 
mecha.rism, so the Lo can decay via the flavor changing neutral current. In that 
cae, it can also be produced via a flavor changing neutral current: Z” + Lay. 
The light neutrinos are invisible, so these decays appear as monojets. However, 
the rate for this prsrss is suppressed by lVl41’. 

Many other L3 models have been proposed. Space limitations do not allow 
a 5111 discussion, but many of them are detectable using the techniques proposed 
here. 

Other potential new physics can produce long lived neutral particles. Certain 
versions of supersymmetry can lead to long lived neutral particles. In particulaf, 
if the Higgsino is the lightest SUSY particle, the photino will decay via =y -+ yH 
and 5 -+ fffi”’ . The 7 lifetime is 

so at SLC separated vertices should be detectable for 
rn=, < 3GeV/c2 . 
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will produce separated vertices. Because of the large boost, and the tiny opening angle 
(M .Ol degree), the two electron ‘racks will probably not be resolvable as two separate 
tracks. Instead, they will appear as a single, doubly ionizing track, which deposits a large 
amount of energy in the calorimeter. The lifetime can be found by looking for tracks like 
this which appear to start partway out in the drift chamber. 

2. Triggering 

Lo decays involve low multiplicities and separated vertices, both of which can provide 
a challenge to the Mark II trigger. There are two independent triggers which are for Lo 
decays; the total energy trigger and the charged particle trigger. 

The energy trigger is best for detecting final states involving electrons, which deposit 
most of their energy into the calorimeter. For Lo decays, the energy threshold is relatively 
unimportant, since the particles produced have high momenta. The solid angle is impor- 
tant, however, so it is important to include the endcaps in the trigger. It would be useful 
to have a muon trigger to complement the electron trigger. 

The charged particle trigger complements the energy trigger, detecting charged particle 
final states. Through a specialized pattern recognition processor, it searches for tracks 
which come from the vicinity of the interaction region, It is essentially 100% efficient for 
high multiplicity final states, which will not be considered further here. For low multiplicity 
states, consider the reaction 

e+e- -+ LOP -+ w+z-y+%-(v) 

where energy is lost to one or more neutrinos. 

The efficiency for triggering on this decay is a function of the radius of decay from the 
origin and the decay opening angle. These two variables are closely related to the particles 
mass and lifetime. We shall consider two Lo lifetimes, 6.6 psec and 300 psec. The former 
is just long enough to be comfortably identifiable via secondary vertex techniques, while 
the latter will provide a real challenge to the trigger. 

The trigger setup used at SLC will be determined by many factors. The most important 
of these is the background noise level; the trigger will be as loose as noise levels allow. To 
get an idea of the possibilities, we will consider 3 possible trigger setups with varying noise 
rejection capabilities: 

High Noise Scenario 
l S/6 axial layers 
. 315 stereo layers 
. 1 TOF Layer 

High Noise Scenario 
. 516 axial layers 
l 3/5 stereo layers 
l 1 TOF Layer 

Standard (ala PEP) 
a 2/3 inner axial layers 
l 2/3 outer axial layers 
l 215 stereo layers 
l 1 TOF Layer 

Low Noise Scenario 
0 l/3 inner axial layers 
l l/3 outer axial layers 
0 l/5 stereo layers 
l 1 TOF Layer 
In all cases, a supercell is considered hit if three or more wires in it fired. All three 
cases are based on a two track requirement. 

Table 1 shows the probability of a 4 pronged short lived (6.6 psec) LOpdecay 
triggering for these three configurations, for 5, 20, and 40 GeV/c2 Lo masses. 

~~1 

Table I Triggering Probability for Short Lived Lo 
Statistical Error *20/o 

All three triggers give similar results. This is because the trigger probability 
is mainly a function of solid angle; any particle within the active solid angle will 
trigger the detector with all three triggers. This solid angle is limited by the cos(8) 
limits of the drift chamber outer layers; the exact limit depends on how many layers 
are required in the trigger. 

The triggering probability decreases for smaller Lo masses. This is because, 
at smaller Lo masses, the opening angle is small. If a low mass Lo is produced at 
high cos(e), then it wi!l disappear into the endcap, without producing a charged 
trigger. At higher masses, 11:~ iarger opening angle spreads out the decay products, 
increasing the chance that 2 tracks will be in the active region. 
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Table II shows the LOptriggering probability for long lived (300 psec) LOppairs. 
Also shown is the mean decay distance, 7pc7. 

Mass rpc7 Tight Standard Loose Tight Outer Std. Outer 

5 GeV/c2 85 cm 28% 29% 42% 37% 50% 

20GeV/c2 20 cm 73% 72% 77% 71% 

40GeV/c2 5.8 cm 89% 89% 91% 84% 
1 

Table II - Triggering Probability for Long Lived Lo 
Statistical Error 9~2% 

At the largest decay distances, the loose trigger has a significantly higher ef- 
ficiency. This is because these decays occur far enough out in the drift chamber 
that tracks are lost because they miss many layers. To see what we can do about 
this problem, we consider two triggers which are designed to catch these decays. 
They are: 

High Noise Scenario Long Lived Particle Trigger 
l 3/3 outer axial layers 
l l/2 outer stereo layers 
. 1 TOF Layer 

Standard Noise Scenario Long Lived Particle Trigger 
l 2/3 outer axial layers 
. l/3 outer stereo layers 
l 1 TOF Layer 
These triggers have a higher efficiency than their standard counterparts for long 
lived particles For shorter lifetimes, they are slightly less efficient. This is because, 
by requiring more hits in the outermost drift chamber layers, they slightly reduce 
active solid angle. Further, in many noise models, the noise is worst in the inner 
layers. In these situations, these triggers have excellent noise rejection. 

The initial SLC trigger should resemble one of the three standard choices. 
However, there are many small changes being considered, some of which could 
affect these results. The most likely change is the TOF counters may be removed 
from the trigger. This would increase the trigger acceptance somewhat, because the 
TOF system has 4 holes in it for the drift chamber support fins. For the 5 GeV/c2 
short lived Lo, removing the TOF requirement increased the trigger acceptance 
about 2 %. 

Another possible change would be to include the vertex chamber in the trigger. 
This will reduce the acceptance for track7 from long lived particles in three ways. 
Requiring vertex chamber hits will eliminate tracks from Lo which decay outside 
the instrumented layers. The vertex chamber hits will allow the tracks to be 
projected back to the interaction region more accurately, reducing the acceptance 
for tracks whose projections miss the oiigin. Finally, this will reduce the number 
of trigger channels that can be used for outer stereo drift chamber layers, reducing 
our sensitivity in that region. 

A third option would be to add one of the long lived particle triggers described 
above, in addition to the normal trigger. This would eliminate the bad effects of 
including the vertex chamber in the trigger. However, there are some technical 
difficulties in doing this. 

3. Selection and Reconstkction 

Alan Weinstein has studied the problems of reconstructing Lo decays. These 
decays can be divided into two classes; high and low multiplicity. High multiplicity 
decays ate those where one or both 01 the W’s produced decays into a hadronic 
shower. Alan discussed the reconstruc’#ion of these decays at Granlibakken”’ . 

Briefly, these events are selected by requiring at least 1 (or 2) high momentum 
leptons. The thrust axis is found. The event is divided into hemispheres, and each 
hemisphg.rct is assuxzcd to contain one L O. Unfortunately, for the higher Lo masses 
this can lead to particles being assigned to the wrong Lo. This probability varies 
from 0.3 % up to 20% as the mass varies from 10 to 40 GeV/c2 . 

These misassignme.nts lead to poor mass resolution for the higher mass Lo, as 
Figure 3 shows. Figure 3a is a plot of 10 GeV/c2 Lo mass resolution, while Figure 
3b shows 40 GeV/c2 Lo mass resolution. 

The mass resolution may be improved somewhat by calculating a beam con- 
strained mass, constraining the Lo using Ebeam= ELO as a constraint. This compen- 
sates for the missing energy due to neutrinos, etc. Each calculated mass is scaled 

_ up by Ebeomf E,,,,. to compensate for this missing energy. Figure 4 shows the 
effects of this scaling; the 10 GeV/c2 mass resolution is much improved and is now 
centered at the Lo mass. The 40 GeV/c2 maSs resolution is also much improved, 
but still suffers from the effects of particles crossing into the wrong hemisphere. 

Low multiplicity decays are reconstructed by a similar procedure. The thrust 
axis is found, and thy e-rent ia divided up by hemisphere. The low multiplicity de- 
cays are defined by requiring exactly 2 oppositely charged particles in a hemisphere, 
where the highest momentum track is a lepton. 
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The efficiency for reconstructing these decays depends on several factors, among 
them the requirement that the highest momentum particle be a lepton. Figure 5 
shows the reconstruction efficiency for one example, a 20 GeV/c2 r= 300 psec Lo 
as a function of cos(l). Because of the uncertainty in the production models, the 
absolute scale should be regarded as arbitrary. For higher Lo masses, the plot is 
much flatter because of the larger opening angles. At smaller Lo masses, the plot 
is box shaped, cutting off quickly at the edges of the effective tracking volume. 

Another important parameter is the radius of the decay from the interaction 
region. A 5 GeV/c2 Lo with a 300 psec lifetime has rpcr of 85 cm, providing 
a good test of reconstruction. Figure 6 shows the reconstruction efficiency as a 
function of decay radius. The efficiency is constant out to a radius of 80 cm, 
and good out to 1 meter in radius. Figure 7 shows this in another way, plotting 
the number of reconstructed, efficiency corrected Lo versus decay radius in the xy 
plane. The line through the histogram is an exponential fit. The decay lengths 
found are in generally good agreement with the generated distributions. Table III 
shows the decay lengths found in the exponential fits, compared with similar fits 
to the generated distributions. 

Mass 

Decay Length Mass 

Lifetime crgcn crrecon Resolution Resolution 

5 GeV/c* 6.6 psec 14 mm 13 mm 1.6 mm .ll GeV/c2 

5 GeVfc’ 300 psec 532 mm 542 mm 1.6 mm .25 GeV/c2 
, 

20 GeV/c2 6.6 psec 3.1 mm 3.5 mm .76 mm .27 GeV/c’ 

20 GeV/c2 300 psec 95 mm 137 mm .76 mm .34 GeV/c” 

40 GeV/c2 300 psec 40 mm 41 mm .31 mm 

Table 3 - Decay Reconstruction Characteristics 

Figure 8 shows the accuracy differently, plotting the reconstructed radius minus 
the monte car10 generated radius, fit to a gaussian plus a constant. The 5th column 
of Table 3 shows the widths of these peaks for the different samples. For the low 
masses, the vertexing accuracy is low because the opening angles are small. In 
the long lifetime cases, the peaks have large tails, because the charged tracks are 
tracked over a shorter distance, reducing tracking accuracy. 

The reconstruction accuracy is a strong function of the individual decay points, 
since it depends heavily on the distance from the decay point to the nearest DAZM, 
and the accuracy of that DAZM. Thus, decays which occur in the vertex chamber 
will be found with the highest accuracy, while those in the main chamber or near 
the origin will be found less accurately.“’ Finally, the results for the 40 GeV/c2 

case should not be taken too seriously because the efficiency is very low, for reasons 
that will be discussed below. 

The low multiplicity decays also give good mass measurements, since we can 
reconstruct the entire final state by repeating the mass scaling trick used in the high 
multiplicity sample. Figure 9 shows the reconstructed mass found by this procedure 
for a 20 GeV /c2 generated mass. As before, tF.is can be scaled up by Ebcom/ E,,,,, 
producing Figure 10. Figure 11 and 12 show similar plots for a 5 GeV/c2 Lo. The 
final column in Table 3 shows the mass peak widths for the different cases. The 
relative error in the 5 GeV/c2 short lived sample is large because it decays far out 
in the drift chamber, so that its decay products tracks have few DAZMs and are 
poorly measured. 

This procedure fails completely at high Lo masses, because the opening angles 
are so large that the division into hemispheres usually leads to a misassignment. 
Figure 13 shows an event where this occurs. ‘The thrust axis is obvious, yet exam- 
ination (and MCMADE) shows that the Lo flight directions are almost perpendic- 
ular to it, as can be seen from the slightly diaylacc d decay vertex. Figure 14 shows 
the mass plot for a 40 GeV/c2 Lo (not scaled by the beam energy). Here, however, 
only 4 prong ev;nts have been selected. No peak is visible. For 4 prong decays, 
we can get around this problem by calculating, the invariant masses of all opposite 
sign combinations. Figure 14 shows this. A peak centered at 40 GeV/c2 is seen. 
Unfortunately, since this method is limited to 4 prong events, it has inherently 
reduced efficiency. 

4. Backgrounds 

In considering backgrounds, we may divide LOpevents into three types, de- 
pending on how the W dec:yc. 

1. LOP-+ 2 leptons; 2 leptons 

2. L 0-c L -+ 2 leptons; lepton + jet 

3. LOP+ leptont-jet; lepton + jet. 

Figure 1 was an example of a type 1 decay. The largest backgrounds for these 
decays are from e+e--+ e+e-l+l- and possible new physics. The QED background 
is expected to be small since it is not enhanced by the Z” pole. Also, the QED 
background can be reduced by requiring missing momentum, which will suppress 
everything except e+e-r+r-. 

The major backgrounds for type 2 and type 3 are similar, except that the type 
2 decays will have a more u.lusual topology. Fig. 13 shows an example of a type 
3 decay, while Fig. 16 is a type 2 decay. For both cases, the major backgrounds 
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are heavy quark decays. For lighter Lo masses, this could be the bottom quark; 
for heavier Lo it is the top quark. The Lo decays will be marked by an increased 
number of produced leptons. However, since lepton tagging is an important part 
of tagging both Lo events and top quark events, the situation will be confused. 

If type 1 and type 2 signals are found, they should signal the existence of Type 
3 events. However, models that predict only Type 3 reactions will look a lot like 
heavy quark decay. The situation is further complicated by the fact that lepton 
tagging is an important tool in finding both reactions. 

If the Lo lifetime is long enough so that separated vertices can be found, these 
background should essentially disappear. We have seen that these separated vertex 
searches can find vertices out to a decay path of roughly 1 meter. The lower limit 
to these searches depends on backgrounds from quark decay, and beam movement, 
and the amount of data available. We can choose 1 mm (half the value used in the 
PEP search) as a safe estimate. Using this, figure 17 shows the region in mass - 
lifetime space that can be ruled out for pair production of neutral particles. The 
projected SLC search region in Figure 2 is derived from this. 

5. Asymmetry 

We have shown that we can measure the Lo mass and, if it is long enough, the Lo 
lifetime. However, to really establish the existence of a new neutral heavy lepton, 
more characteristics would be nice. One thing that would be nice to measure is 
the Lopasymmetry. 

The asymmetry can be measured because the Lo always decays into l-W+, 

while the 2 always decays to I+W-. So, in theory, the asymmetry can be mea- 
sured by looking at the angle between the electron beam and the positive leptons. 
However, since the W’s can also decay into leptons, either directly, or via heavy 
quark decays, the situation is complicated. Generally the leptons from the Lo will 
have more energy than the leptons from the W decay. This is because the initial 
lepton and the W divide the available energy, and then the energy is divided again 
the W decay, reducing the amount available for a non-primary lepton. Unfortu- 
nately, this is only true statistically. 

One simple approach is to only consider the highest momentum lepton. How- 
ever, this leads to a wrong assignment about 20 % of the time. When this is 
coupled with the fact that the detected lepton direction differs from the original Lo 
direction, we find that this approach is not good enough, and a more sophisticated 
approach is needed. 

6. Conclusions 

If neutral heavy leptons exist with a mass less than mz/2, they should be 
produced copiously at SLC. If they decay in the detector, then we can detect 
them, and measure their mass. If they live long enough to give a separated vertex, 
we can measure their lifetime. 

If we don’t find them, we can set limits over a wide range of masses and lifetimes. 
If the backgrounds are controllable, we can find Lo down to zero lifetimes. If not, 
by searching for separated vertices, we can set limits over a wide range of lifetimes. 
Figure 13 shows the mass- lifetime limit? that can be excluded by a separated 
vertex search, whether for a neutral heavy lepton or any other long lived particle. 

If we do find LoTpair production, we must be careful, because these decays 
can mimic some heavy quark decays. 
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FIGURE CAPTIONS 

1. A Loppair decaying to p-p+r+rr- plus neutrinos. 

2. Limits on IUe*12 from various sources. The potential SLC separated vertex 
search is also indicated. The limits for lUP,12 are similar. 

3. Calculated invariant mass for (a) 10 GeV/c2 and (b) 40 GeV/c2 generated 
Lo masses. 

4. Scaled invariant masses for (a) 10 GeV/c2 and (b) 40 GeV/c2 generated The 
masses have been scaled up by .?&,,,/Edereer.. Lo masses. 

5. Efficiency as a function of cos(0) for a 20 GeV/c2 , 300 psec Lo. 

6. Efficiency versus decay radius for a 5 GeV/c2 , 300 psec Lo. 

7. Reconstructed, efficiency corrected decay radius for a 5 GeV/c2 , 300 psec 
Lo. The straight line is the result of an exponential fit. 

8. Reconstructed decay radius minus monte carlo generated decay radius. 

9. Reconstructed mass for 20 GeV/c2 , 300 psec low multiplicity Lo. 

10. Scaled mass for 20 GeV/c2 , 300 psec low multiplicity Lo. The masses have 

been scaled up by &k,,/ Ed&&. 

11. Reconstructed mass for 5 GeV/c2 , 6.6 psec low multiplicity Lo. 

12. Scaled mass for 5 GeV/c’ , 6.6 psec low multiplicity Lo. The masses have 

been scaled up by Ebcam/Edctect.. 

13. A 40 GeV/c2 Lopdecaying to e+e-es’jet-. Tracks 8 and 10 are from the 
first Lo, although they are in opposite thrust hemispheres. This can be seen 
because they form a separated vertex. 

14. Reconstructed mass for 40 GeV/c2 , 6.6 psec low multiplicity Lo. The mass 
was reconstructed by hemisphere 

15. Reconstructed mass for 40 GeV/c2 , 6.6 psec low multiplicity Lo. The mass 
was reconstructed by trying all oppositely charged pairs. 

16. A 40 GeV/c2 type 3 LOpdecaying to lepton+jet;lepton+jet. Such a decay 
can mimic a top quark decay. 

17. The mass-lifetime region that can be excluded for pair produced neutral 
particles by a Mark II/SLC search for separated vertices. 

Figure 1 A LOppair decaying to p-pc+r+r- plus neutrinos. 
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Figure 4 Scaled invariant masses for (a) 10 GeV/c2 and (b) 40 

GeV/c2 generated Lo masses. 
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Figure 14 Reconstructed maSs for 40 GeV/c2 , 6.6 psec low mul- 

tiplicity Lo. The mass was reconstructed by hemisphere. 

Unlike sign - a,1 combinations 

Figure 16 Reconstructed mass for 40 GeV/c2 , 6.6 psec low mul- 

tiplicity Lo. The mass was reconstructed by trying all oppositely 

chargtd pairs. 
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Figure 16 A 40 GeV/c2 type 3 LOpdecaying to lepton+jet;lepton+jet. 

Such a decay can mimic a top quark decay. 
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1. Introduction 

This report summarizes the work of the QCD group’ as it was presented at the 
Mark II Pajaro Dunes Workshop. The QCD working group has in principle to cover 
a large variety of topics addressed by multihadronic events on the Z”. A lot of the 
points are not directly related to the production and decay of the Z”, rather to the 
new energy range opened up by the SLC or LEP. The large hadronic cross section 
on the Z” will possibly provide us with quite enormous event samples compared 
to the cross section in the continuum. On the other hand, events from standard 
QCD predictions will be the background to possible new physics at energies near 
the Z” mass. To gain confidence with the background calculations, we have to be 
able to understand the “old physics” to a satisfying level. The aim of this working 
group can be addressed to the following three points: 

1) QCD as background for new processes. 

2) What can we learn in perturbative QCD at the Z”? 

3) What can we learn in the hadronization at the Z”? 

A goal concerning the first point is the tuning and optimization of the existing 
QCD plus fragmentation models. This can be partly done by comparing them 
with existing data at lower energies. We tested mainly the Lund model,’ the 
model of Webber et ~1.~ and that of Gottschalk et a1.4 Global shape distributions 
like thrust, sphericity, aplanarity, minor value, oblateness and the jet masses are 
taken into account. A good knowledge of the observables can help to get good 
background estimations for new physics. 

The main goals concerning the perturbative and non-perturbative aspects of 
QCD can be outlined by the following topics: 

o) Global shape analysis like thrust, sphericity, Q-plot, major and minor 
values, oblateness, . . . 

b) Inclusive particle distributions like z [scaling violation), pl, pi, pi;, pyf, 

rapidity (plateau height, dip at y=O), multiplicity, KNO distribution, 

c) oa determination with e.g. erergy-energy correlation and its asymmetry, 
hemisphere masses (Aft! - M,21)/s, multi-jet analysis, . . . 

d) Test to show that us is running with energy. 

e) Differences between quark and gluon jets. 

f) Evidence for the gluon self-coupling. 

g) String and coherence effects. 

h) Charm and bottom quarks topics like fragmentation function, scaling 
violation of charmed meson, production of heavy quarks by g -+ Qa, 
polarization of charm and bottom quarks, . . . 

The last point will be covered mainly by the c and b quark working group. 
For points like a), b), c), d), and g) it is interesting to see the EC,,, dependence, so 
these analysis should be compared with the existing data in the 30 GeV region. A 
lot of these observables have been airalyzed now, but, for example, the multiplicity 
and KY0 scaling distributions haven’t been done at 29 GeV so far. For most of 
the topics, an analysis can already start with the order of several thousand events. 
Unfortunately we haven’t covered all the topics in our working group. So, for some 
topics I will only try to outline ths direction of search. 

2. QCD plus Fragmentation Models 

There are several models for multihadron production currently available and, 
since their authors are continually working to improve them, it is sometimes difficult 
to keep track of t’?p latest developments. With respect to the QCD calculations, 
the models can he divided into two groups: those in which partons are produced 
according to the second order in oL, QCD matrix elements and those in which they 
are produced by leading log parton shower evolution. 

For the fragmentation of the partons into hadrons there are three main schemes 
available: independent fragmentation (IF)5, string fragmentation (SF)e and cluster 
fragmentation (CF)7. The independent fragmentationscheme is strongly disfavored 
by the data in certain regions*, so it will not be discussed further here. We will 
restrict ourselves mainly to the model of Webber et al.3 (Version 4.1), the Lund 
model2 (JETSET 6.3), and that of Gottschalk et al4 (CALTECHII from June 
1986). For all the models the purely weak effects which are important at the 
Z” energies and the elecli,s,weak interferences on the total cross section, flavor 
composition and angular distributions are taken into account. The simulations of 
the weak effects are taken from the Lund generator’. 
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The parameter values of the models given below are the results of investigations 
of the multidimensional parameter space by fits to the distributions of the Mark II 
data at EC, = 29 GeV. A total systematic optimization procedure was not used, 
since the variety of data sets used did not cover the event topologies uniformly and 
may bias the x2 values from the fits. 

2.1 THE LUND MODEL 

The Lund model provides us with two options for parton generation: a second 
order matrix element calculation (Lund MA) and a leading log parton shower 
(Lund Shower). QCD calculations in second order perturbative theory have been 
provided by Gutbrod, Kramer and Schierholzg (GKS), Ellis, Ross and Terano’O 
(ERT), Gottschalk and Shatz” (GS) and Kramer and Lampe12 (KL). Their results 
differ by up to 10 - 20% . The problems are due to the approximations ma.de in 
some of the calculations, as well as to the different treatment of soft gluons (“parton 
dressing”). Some recent comparisons indicate that the calculations of ERT and KL 
give similar results, whereas those of GKS lead to a 2: 10% higher value in era. Since 
it has mainly an effect on the value of the coupling constant and not on the shape 
of the distributions, we still used the Lund model with its GKS calculations. 

At low E,, O(a,2) matrix elements seem to be adequate, but at SLC or LEP 
energies the production of at most four partons will certainly be insufficient. Indi- 
cations at PETRA/PEP energies show that these data also demand higher parton 
multiplicities’3 than produced by Lund MA. Another problem is implied by the 
yrnin cutoff. The production of 2-, 3-, and 4-parton final states is determined by (Ye 
and the lower cutoff ymin. If the value M,%/E&, of any pair of partons i and j of an 
event is less than ymin, then these two partons are combined to one parton. Using 
the same ym;,, value at different center-of-mass energies implies a fragmentation 
scheme which has to be Q2 dependent. Almost none of the fragmentation schemes 
is Q2 dependent. To compensate for this a cutoff defined in Mki,, = yminE:m 
should be used, but covering an energy range from 30 GeV to 90 GeV confronts 
one then with the following problem: a Miin cutoff which describes the data well 
at 30 GeV leads at high EC, to a 3 + 4-parton rate which exceeds the total cross 
section, and a cutoff which is well defined at 90 GeV results in no agreement with 
data at 30 GeV. Table 1 shows the fraction of 2-, 3- and 4-parton events for fixed 
ymin or Mmin cutoff at 29 GeV and 93 GeV. Due to this problem we will use in this 
paper a fixed ymin cutoff for all energies knowing that the fragmentation scheme 
had to be Q2 dependent to get the right scaling. 

Table 1. Parton multiplicities for different cutoff values. 

Ecm (GeV) 1 as 1 Ymin 1 Mm;n 1 M Pa 4ms 
29 IO.173 IO.015 1 3.6 GeV 1 8% 180% ( 12% 

Such a problem does not occur in the parton shower evolution where a fixed 
cutoff Qn is used, rather than a scaled one. The highly excited qq system evolves 
in the first phase (early times) into a system of partons with lower virtuality by 
radiating gluons and producing new qq pairs acrording to the leading-log QCD 
probabilities. If the virtual mass of a given parton reaches a certain cutoff (Qe), 
the evolution stops for this parton. In the parton shower option in the Lund model 
the evolution proceeds in the c.m. system. T1.e angular ordering which is needed 
to correctly take into account the soft gluon interference effects is imposed by a 
rejection technique at each step. For the first branch on each side no angular 
ordering is taken, instead the matrix element? Are used as a guideline here. By this 
method more hard 3-jet events are produced than in a standard shower evolution, 
in better agreement with existing data. 

It is still an open question which Q2 definition in o.(Q2) has to be taken to 
get the right running of the coupling constrnt with energy. In second order matrix 
element calculations Q2 = s is used, but if the two gluons are radiated from the 
same quark, this definition is probably no more correct for the second branch. In 
the parton shc,ver model :f Lund one can choose between Q2 = m2, the virtual 
mass of the parent parton, Q2 = p:, the transverse momenta of the daughter 
partons (the default value) or even use a fixed value of CY, which is a nice toy model 
for testing the ;unning of the coupling constant. It should be pointed out that 
the ALLA value in a leadill& log evolution cannot be directly correlated to the Am 
value estimated from a first or second order matrix element calculation. 

At the end of the parton production, string fragmentation2 is used in both 
options. A string is stretched from a quark via gluons to an antiquark. Breaks 
in the string result in the production of additional qq pairs. The breaking can 
be understood as a tunneling phenomenon, automatically providing a suppression 
of heavy flavor production and a Gaussian transverse momentum spectrum. As 
a consequence of the partition into the parton level and the fragmentation, there 
is a “grey zone” in between that either can be described by soft gluons or by the 
fragmentation parameters, depending on the cutoff Qc. 

The relevant parameters for the Lund MA option are given in Table 2a and for 
the Lund shower in Table 2> with the range we tested for the optimization and the 
best values for describing the data at E,, = 29 GeV. The other parameters are 

403 404 



June 10, 1987 
June 10, 1987 

used with the default values in JETSET 6.3 except that the results on Do and D+ 
branching ratios from Mark III are taken into account’*. 

Table 2a: The parameters for the Lund MA model 

I Parameter Range Tested Best Value 

B fragmentation function parameter 

Table 2b: The parameters for the Lund shower model 

Qo cutoff for parton evolution (GeV) 
A fragmentation function parameter 
B fragmentation function parameter 

The range of the parameters given in the tables were covered by roughly 40 
different parameter sets. An increase of A by 0.1 GeV leads to the production of u 
0.4 more charged particles, whereas increasing oe by 50 MeV/c reduces the average 
number of charged particles by N 0.5. This, and the fact that the parameter A 
and B are highly correlated, reduces the variation in the param.eter space quite 
drastically if one demands the average multiplicity to be between 12.5 and 13.5 to 
describe the measured data. The comparisons with the data show that the values 
for Qn and ymin should be made as small as possible to get sufficient gluon radiation. 
The best values given are more or less the kinematic limits in the generators. 

2.2 THE WEBBER MODEL 

The Webber model was the first model which used the leading log parton shower 
evolution and included coherence effects by angular ordering16. The coherence 
effect originates from destructive interferences between Feynman diagrams in a 
certain approximation (leading log) and is equivalent to an ordering of consecutive 
opening angles. The soft gluon interferences lead in addition to an azimuthal parton 
asymmetry. This is at moment only in the Webber model built in as an option. 
So far, all the shower models do not include the special treatment of the polar 
distribution for hard 3-parton events, rather all assume the distribution given for 
normal qp events. 

At the beginning of the evolution, the initial system is boosted perpendicular to 
the primary quark direction such that all partons are produced in one hemisphere. 
This provides an elegant way of handling the angular ordering, but has the problem 
that the total center-of-mass energy of the system can be found only after the whole 
shower evolution of the event, and the final state system depends partly on the way 
it is boosted”. At the end of the shower the final gluons are forced to spiit into 
qtj pairs by the same mechanism. Iieighboring qq pairs along the color flux lines 
are combined to form colorless clusters. These clusters decay according to a phase 
space model into one or two particles which can be stable particles or resonances. 
Another problem is the existence of very massive clusters which cannot be allowed 

l8 to decay isotropically . A string-like scheme is used to break these clusters into two 
smal!er clusters, each of which may b::eaK further if massive enough. Unfortunately 
this heavy cluster decay produces more particles from a given cluster mass than 
the parton shower does from a primary gluon of the same invariant mass. This 
leads to the strange situation, shower in Table 3, that an increase of the QCD scale 
ALLA results in more produced g1uon.a but no increase in the number of final state 
hadronslg. 

Table 3 The average gluon and charged particle multiplicity for different A values. 

Sate the exa..t first or second order matrix elements are not included in the 
leading log approximation, some changes have to be made to account for the 
right nua.f er of hard S-jet events. The Version 4.1 uses a more thorough treat- 
men; of the first splitting of the virtual photon into the primary qq pair. This 
is now performed according to the Altarelli-Parisi splitting function20 P(z) : 
; (z” + (1 - z)~), w h ere z is the fraction of energy assigned to one quark. It leads 
%o a more asymmetric parton distribution in z which produces more 3-jet events, 
in better agreement with the data than the older Version 2.0. Another way, used 
by S. Bethke”, is to give a higher boost to the initial qfj system such that the 
angle between them is 30’ instead of 90 O. A third way implies the calculations 
of qtj and qqg events according to first order matrix element and to start the fur- 
ther parton shower from these configurations. But it needs additional cuts against 
double counting. Work in this direction has been done by S. Komamiya22 and A. 
Petersen. 

Table 4 shows the three important parameters of the model with the range 
we tested for the ,+bimization and the best values for describing the data. The 
additional parameters were used with the default values in the generator. However, 
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the Lund decay routines were used for charmed meson decays. For b and t quarks 
the weak decays are simulated on the quark level such that no real B or T mesons 
are produced. Due to this, there is no lifetime implemented for B mesons. 

Table 4: The Parameters for the Webber model 

Parameter Range Tested Best Value 

ALLA QCD scale (GeV) 0.15 - 0.3 0.2 

ms cutoff for further parton evolution (GeV) 0.6 - 0.85 0.75 

m,l cutoff for string breaking of clusters (GeV) 2.5 - 3.8 3.0 

2.3 THE CALTECH II MODEL 

The CALTECH II model of Gottschalk et al. starts with a leading log parton 
shower, where the evolution proceeds in the c.m. system. The coherence effect by 
angular ordering is imposed by rejection techniques at each step. As with the Lund 
model, a reweighting of the first splitting according to the matrix element is used. 
At the end of the shower the quarks and gluons are replaced by color strings which 
break up into substrings according to the Artru-Mennessier scheme.23 It implies 
a uniform string breaking with no mass shell constraints, in contrast to the Lund 
scheme, and it has no limited transverse momentum production during the string 
breaking. Substrings below a certain cutoff are treated as colorless clusters which 
decay according to a phase space model optimized with low energy data. 

The important parameters are given in Table 5, whereas for the additional 
parameters the default values are chosen. The parameters to and w,in have been 
fixed to the default values according to the results in Ref. 4. 

Table 5: The parameters for the CALTECH II model 

Parameter Range Tested Best Value 

ALLA QCD scale (GeV) 0.3 - 0.6 0.5 

ta cutoff for further parton evolution (GeV’) fixed 2.0 

p string breaking parameter (GeV-‘) 1.4 - 2.4 1.6 

wrnaz cluster decay parameter (GeV) 1.9 - 3.0 2.2 

w,in cluster decay parameter (GeV) fixed 0.25 
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3. Optimization of the Models to the 30 GeV Energy Range 

For the tuning of the existing QCD plus fragmentation models we used mainly 
our data at E,, = 29 GeV. In addition the average values of observables are also 
compared with other existing data from the PETRA energy range. The agreement 
between the models and the data is discussed in some detail. These results have 
been published in Ref. 24. 

3.1 PARTICLE AND EVENT SELECTION &OR MULTIHADRON EVENTS 

These are the cubs used at 29 GeV but which have to be further improved for 
the 90 GeV energy -egion. The charged track selection criteria are the following: 
a well-reconstructed track has to pass within 4 cm in radius (distance of closest 
approach perpendicular to the beam axis) and 6 cm in z from the event vertex and 
have at least 100 MeV/c of transverse momentum with respect to the incoming 
beams. The measured momerltum is corrected for energy loss in the material in 
front of the tracking chambers assuming the particle to be a pion. Photons are 
detected bv their electromagnetic showers in the calorimeters. A neutral cluster 
with energy greater than 150 MeV and a distance (at the radius of the shower 
counter) of more than 30 cm from the closest charged track is defined as a photon. 

Badronic events were selected by making the requirements given in Table 6. 
The three numbers at the end of each cut definition show the percentages of mul- 
tihadronic events that pass that and all the above cuts, as estimated from Monte 
Carlo calculations. The first number corresponds to the original detector, the sec- 
ond to the Upgrade and the third on:. to the Upgrade at 93 GeV. The increase in 
the CO&T cut for the upgrade data is due to the better coverage of the central drift 
chamber and the new endcaps. 
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Table 6: The cuts for hadronic event selection 

:ut Cut Definition 

1 At least 5 well-reconstructed charged tracks. 
2 Sum of charged energy 2 27.5% of Ecm. 

3 Sum of charged track and photon energy 2 55% 
of E,,. 

4 The z coordinate of the event vertex to be within 

PEP5 Upgrade 93 Ge\ 

89% 91% 98% 
67% 87% 94% 

48% 70% 77% 

20 cm of the measured interaction point. 48% 70% 77% 
5 1 cos0T I< 0.55 for the PEP5 data set and 

) CodT I< 0.8 for the Upgrade data set with 
& = angle between thrust axis and incoming beam. 38% 60% 68% 

6 Pmiss < EC,/4 with 
pm<ar = magnitude of the missing momentum vector. 35% 57% 64% 

7 For events with pmids > 2 GeV/c, 
we demand 1 cosB,i,, I< 0.9 with 
Bmirs = angle between pmiss and incoming beam. 33% 52% 60% 

8 In a-jet events, if both jets have fewer than 5 
charged and neutral particles, then the invariant 
masses of both jets have to exceed 2 GeV/c. 33% 52% 60% 

9 Events, with an observed photon of E, 2 3 GeV as 
well as E, 1 90% of the observed energy of the jet 
to which it is assigned are removed. 32.57 51% 60% 

I 

For the jet definition, a cluster algorithm2) which utilizes the vector momenta 
of charged and neutral particles and partitions the events into a number of recon- 
structed jets is used. 

The cuts discriminate against poorly reconstructed events, beam-gas scattering 
(Cuts 4, 6, 7), two photon events (6, 7), r pair production (1, 8) and events with 
initial or final state photon radiation (7, 9). Th e contamination of the accepted 
events by these processes at E,, = 29 GeV was found to be small: < 0.2% from r 
pair production, < l.O%, from 77 scattering, and a negligible amount from beam- 
gas scattering. 

A total of 22000 events of PEP5 data and 7400 events of Upgrade data passed 
the selection criteria and were used for the comparison with the models. 
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3.2 DEFINITION OF THE OBSERVABLES 

The properties of the events are studied in both global event shape observ- 
ables and inclusive particle distributions. For calculating event shapes and axes ail 
charged and neutral particles are used. 

The eigenvalues of the sphericity “ensorz5 are taken to characterize the events 
according to their shape in momentum space. For each event the eigenvalues 
Qr, Qz, Qs, (Qr < Qz < Qs and Qr + Qz + Qs = 1) and the corresponding 
principal axes $1, <z, {s of the momentum ellipsoid are calculated. The sphericity 
axis ({a) is usually taken as the event axis and the event plane is defined by (&, {s). 
In terms of the Qi, the aplanarity 1.) ‘P dinned by A = 3/2&r, the sphericity by 
S = 3/2 (Qr + Qs) and the variable QZ by QZ = (Q3 - Qz)/&. Due to the fact 
that the sphericity tensor uses the momenta of the particles quadratically, those 
observables are more sensitive to the nigh momentum particles in an event than 
observables which use momenta linearly. 

Another way of measuring the ev-nt itructure is the thrustz6 which is defined 

as T = M~~{~lp/~il/~IPil), h w ere pi, i is the longitudinal momentum of particle i 
relative to the thrust axis, which is chosensuch as to maximize CJplhl. The axis with 
the gr Tatest thrust value perpendicuhr tc the thrust axis is defined to be the major 
axis, and the thrust along this axis is the major value2’. The minor axis is defined 
to give an nrthonormal system, and the minor value is again the sum of parallel 
momenta with respect to this axis over the sum of momenta. The oblateness is the 
diffeierce r,C the major and minor values. Because these observables use momenta 
linearly, they are much more sensitive to the soft particle production than those 
from sphericity analysis, and past experience has shown that their distributions 
are more diificult to describe using the models. 

A third mea.r.u e >f the hadronic final state with sound perturbative properties 
is the jet invariant mass proposed by Clavel!i2*, though we use a slightly different 
definition. The event is divided into two hemispheres by the plane perpendicular 
to the sphericity axis, and the invariant mass of all particles in each hemisphere is 
calculated. The smaller value defines Msr, the mass of the slim jet, and the other 
Mb,, the mass of the broad jet. The quantities of interest are Mz/s, MJ/s and 
(Mb”, - Ma:)/s with s = E,,,. 

Measurements of the inclusive distributions of charged particles within hadronic 
events are given in z = 2p/Ecm, pl and p: (with respect to the sphericity axis), 
py and py”‘, the transverse momenta in and out of the event plane, the rapidity 

Y = 1/2en[(EtPll)l(E-PIl)1, where in this case pii is the component of momentum 
parallel to the thrL0.t axis, and the charged particle flow dn/dt9, where 0 is the angle 
between the particle and the sphericity axis. Finally, the energy flow dE/dB is 
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i:sr.d, which is equal to dn/dQ weighted by the energies of the charged and neutral 
1.32 titles. 

3.3 -;ORRECTIONS 

To correct the observed distributions for acceptance inefficiencies, other de- 
tector imperfections, effects from radiated photons, and the above described cuts, 
Monte Carlo simulation programs are used. The production of multihadronic events 
was computed based on the different models for QCD plus fragmentation. 

The corrected distribution, cm,,,(z), as a function of a variable z is obtained 
from the measured distribution &z,,,,(z) by using a bin-by-bin correction function 

C(x), 

~b,(X) = C(x) hne,,(x) . 

where C(x) is determined from the Monte Carlo simulation. At EC,,, = 29 GeV, 
for most of the distributions C(x) varies between 0.7 and 1.4 with the values 
being closer to unity for the Upgrade detector than for the PEP5 detector. Even 
smaller corrections are predicted for E,, = 93 GeV. The correction factors are 
averaged between the results of the different models, but a higher weight is given 
to those models which describe the uncorrected data best. The differences between 
the averaged value and those of the different models are taken as measures of 
the systematic uncertainty in the corrections. The errors shown for the corrected 
distributions contain the quadratic sum of the statistical error of the data and the 
systematic error in the correction. 

3.4 COMPARISON OF THE DATA AT E,, = 29 GEV WITH THE MODELS 

The PEP5 data and the Upgrade data are combined into one set by averaging 
the two values weighted by their errors. The new total error is calculated as 
the inverse quadratic sum of the statistical errors of the two data sets, and the 
systematic error from the correction factors is added quadratically. 

The averaged distributions of the data are shown in Figures 1 - 15 and com- 
pared with the predictions of the Lund MA, Lund Shower, CALTECH II, and 
Webber models. 

The Lund MA model underestimates the tails of the aplanarity (Fig. l), the 
minor value (Fig. 6), and the pI Out distributions (Fig. 11). These indicate that the 
number of four and higher parton events is not well accounted for. The inclusive 
particle distribution in z (Fig. 12) is slightly overestimated in the region 0.3 < x 
< 0.7. The thrust distribution (Fig. 4), which is often difficult to describe, is well 
described by this model. The study showed that the (Mfr - M,“l)/s distribution 

(Fig. 9) is quite sensitive to the value of the scale parameter A and relatively insen- 
sitive to other parameters, including whether string or independent fragmentation 
is used. All the other distributions are fairly well described. For 50,000 simulated 
events the sum of x2 of all distributions is 1230 using 450 data points. 

The CALTECHII model describes the data less well. It has a sum of x2 of 
6830 for the same comparison. The number of events with high aplanarity is over 
estimated. For the sphericity, thrust, minor value, Mt,/s, and M$/s distributions 
(Figures 3, 4, 6, 7 and 8) it produces too many events with very low values, too 
few with medium values around the peak of the distributions, and again too many 
with very high values. A change in the A value does not result in better overall 
agreement. It might be that the two fragmentatior. sthemes, string breaking and 
cluster decays, used successively in this model lead to a higher probability of ex- 
treme event shapes. The particle and energy flow (Figures 15 and 16) are more 
populated around 20° and less in the region perpendicular to the sphericity axis. 

For the rapidity (Fig. 13) the model predicts ratner a deeper dip at y = 0 and 
a higher peak at y u 1.5. It is interesting that ihp rapidity distributions for the 
four models look quite different close to zero. Although all three parton shower 
models take the intexierence effects into account, they give different predictions for 
the form of the dip. Problems similar to those describe3 here have also been found 
in comparisons with other published data by the authors of the mode14. 

Trying to understand the problems of the CAiTECH II model, we implemented 
the Lund parton showe, or the Lund fragmentation ‘n the CALTECH II model. The 
combination of the CALTECH II parton shower with the Lund string fragmentation 
improved the agreement with the data, but, for example, the higher rates with very 
low and high thrust still remain (Fig. 5), indicating that some of the problems, in 
particular the overestimation of the number of nearly spherical events, originate 
in the CALTECH ;I paiton shower model. One surprising feature of the model is 
that the average number of final qu ks of 2.73 is roughly as large as the number 
of gluons with 2.69 per event in the Y parton shower. 

The use of the Lund parton shower with the CALTECH II hadronization results 
in better agreements than the previous combination. For this combination the 
resulting distribution at low thrust describes the data reasonably well (Fig. 5), 
but the-peak at high thrust is still shifted to higher values than measured. Other 
distributions also indicate that the hadronization of the partons does not seem to 
be broad enough for pencil-like jets. 

The new version of the Webber model gives a good reproduction of the data 
in Qz - Qr (Fig. 2) which are quite sensitive to hard gluon radiation. The older 
Version 2.0 substantially unoerestims,ted t!.:e high Qz -Qr tail. The new version still 
overestimates the number of events with high thrust, low minor value, low M&/s, 

low M,21/s (Figures 4, 6, 7 and 8) and low multiplicity (not shown), probably due 
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to insufficient soft gluon radiation. Lowering the cutoff mass in the parton shower 
would increase the number of gluons, but would also lower the final multiplicity, 
again a problem of the special handling of heavy cluster decay. The average p: 
(Fig. 10) is slightly too high and the inclusive z distribution (Fig. 12) lies above 
the data for large z. The sum of x2 is 2870, which is half way between the Lund 
model and the CALTECH II model. 

To see whether these problems come more from the parton shower scheme of the 
model or the hadronization, we used only the parton shower of the Webber model. 
Instead of breaking each gluon into a qtj pair, the Lund string was stretched from 
a quark via the gluons to the anti-quark and this string then fragmented according 
to the Lund model. With this scheme we achieved much better agreement with 
the data (roughly as well as with the Lund shower model) than with the original 
version. But the cutoff for further parton evolution (ms) has then to be reduced 
to 0.6 GeV, the lowest possible value for the generator. These facts indicate that 
the problems in the Webber model may be due to more to the hadronization side. 

The Lund Shower model gives one of the best descriptions of the data, indicated 
by the sum of x2 of 960 which is the lowest value of the models used. There are 
some slight underestimations in the thrust and M&/s distributions (Figures 4 and 
7) close to the peak values, and the x distribution (Fig. 12) is somewhat higher 
around z = 0.5. 

The branching ratios of the decaying Do and D+ reflect visibly on the observed 
distributions. We used slightly different decay modes and branching ratios than 
were originally in the version JETSET 6.3, taking into account some of the later 
Mark III measurements14. With the original version, a change of the parameters A 
from 0.45 to 0.5 and o* from 230 to 250 MeV is necessary to get similar agreement 
with the data using the different D decay probabilities. 

An interesting point is that a low cutoff mass in the parton shower (Qo - 1.0 
GeV) is needed to describe the data around the peaks in the global shape distri- 
butions. It indicates that multiple gluon radiation within an event is important 
even in connection with string fragmentation, to get a good transition between the 
perturbative and non-perturbative part 2g. An average of 4.8 gluons and 2.1 quarks 
are produced in the parton shower with the given parameters and only 3% (3%) of 
the events have no (one) gluon radiated. 

3.5 COMPARISON OF ENERGY BEHAVIOR OF OBSERVABLES 

June lo,1987 

The description of the data by the models at a given c.m. energy is only one 
check of the underlying assumptions. Another check is whether the models can 
give the right prediction of the energy behavior of the data without changing the 
parameters. In relation to the upcorring Z” physics, it is interesting to look at the 
extrapolation of the models to the 90 GeV region. As a first step we will look at the 
behavior of the average values of the observables. To increase the sensitivity, we 
also include published results of the PLUT03’, TASS031, CELL032, JADE,‘3,33 
and HRS34 collaborations. The average values for some of the observables from 
the previous section are given in Figure- 16 - 21 as a function of E,,. The reader 
should keep in mind that the models are optimized to the Mark II data points such 
that deviations between other measurements and the models may occur. 

For the average aplanarity, in I’ig. 16a, the results from HRS and our mea- 
surement differ slightly. The four models all agree at very low E,,, but at high 
EC,,, the Lund MA model predicts a Pactc>r of 2 lower value than the parton shower 
models, again due to the incomplete simulation of multiple gluon emission. How- 
ever, t;ie shower model predictions also differ substantially. The average sphericity 
(Fig. 16b) of HRS and Mark II agre.: well, whereas TASS0 measures lower values 
around 30 GeV. All models follow the trend of the data, although Lund MA gives 
a lower extrapol:Ltion to higher I&. The experimental < Mz/s > (Fig. 17a) 
agree relatively well, and the models themselves follow the trend of the data fairly 
well. The < (Mb: - Mj)/s > value [Fig. 17b) f o our measurement is substantially 
higher tha.1 thosu of PLUTO which might be due to the fact that they calculate 
the two masses by a minimization process whereas we use the sphericity axis to 
define the two masses for both our data and the models. The models predict dif- 
ferer.t slopes at higher energies. The three shower models give the same prediction 
around 70 GeV ‘Dut diverge at 90 GeV. The values of < 1 - T > (Fig. 18) of 
the different measurements scatter substantially. The models again predict quite 
lifferent curvatures. 

For Fig. 19a and b, the energy-energy correlations (EEC)35 and their ssymme- 
try (EECA) have been calculated. Figure 19a shows the integral of the EEC from 
57.6’ to 122.4'. The agreement of the data points is fairly good. The CALTECHII 
model has lower values over the whole energy range than the Lund Shower and the 
Webber model. Reference 4 claims this is due to the neglect of nonleading higher- 
order corrections in the leading-log shower formalism. 

The energy behavior of integrated EECA from 28.8” to 90’ (Fig. 19b) is not 
very conclusive from the 4:uperimental point of view. On the other hand, it is 
interesting to see the different energy behavior of the models. The data look 
rather flat, but all four models decrease with energy until E,, N 20 GeV, due to 
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4. Prediction of the Models at the Z” 

a nonvanishing contribution from the fragmentation of nearly 2-jet events. Above 
20 GeV the Lund MA model predicts a continual increase up to 100 GeV. (A 
model with the same matrix elements to second order in Q, but with independent 
fragmentation leads to a decrease of the value over the whole region from 10 GeV to 
100 GeV, which is naively expected from the running coupling behavior of QCD.) 
The increase in Lund MA comes mainly from the decreasing power of the string 
effect with increasing energy. Fewer particles are produced between the quark and 
antiquark jets than between the quark and gluon jets in 3-jet events. These events 
look more 2-jet like and hence have less asymmetry. With increasing jet energies 
the string effect becomes less pronounced, leading to a larger asymmetry. So the 
energy dependence of the EECA in the Lund MA model behaves oppositely to 
what one expects naively from the running coupling constant behavior in QCD. 
The asymmetries of the parton shower models also increase after a dip at 20 GeV, 
until they reach a slight maximum between 60 GeV and 80 GeV, after which they 
decrease again. One reason for this might be that events with multiple gluon 
emission again look more symmetric, decreasing the value of asymmetry. 

The average multiplicity in Fig. 20a shows good agreement at the existing 
energies with all four models, but the differences at high energies are such that 
their predictions at 90 GeV vary between 18 and 23 charged particles. The average 
number of reconstructed jets or clusters3”, also shown in Fig. 20a, has a nearly lin- 
ear increase with E,, for the shower models. The Lund MA model increases more 
slowly, predicting a value at the 2’ which is 20% lower. As a direct correlation, the 
same trend as in the multiplicity is visible in Fig. 20b, where the average particle 
z is plotted. The agreement between the different data points is quite good. 

The average pt in Fig. 21a shows fair agreement between the experiments. It 
is interesting to notice the different p: behavior of the models. All the models show 
an increase in pt with energy, but the increase is less rapid for the Lund Shower 
and CALTECH II than for the Webber model and Lund MA. This is probably 
partly due to the fact that the last two have a smaller multiplicity. The Lund MA 
prediction in Fig. 21b indicates that the increase in pi is not coming from (py’)’ 
which has the lowest increase with energy of all, but from (~‘1”)’ which is mainly 
due to hard gluon radiation. 

Overall, the comparison of the average values of observables between the dif- 
ferent experiments is satisfying. The largest deviations between experiments are 
in the aplanarity, sphericity, and 1 - T distributions. The biggest difference in the 
energy behavior between the models is between the Lund MA model on the one 
hand and the shower models on the other hand. 

The figures in the previous section have already presented the average values 
of the observables at the Z” energy. In Figures 22 - 37 the distributions of the 
model predictions themselves are given for E,, = 93 GeV including the electro- 
weak effects. Again, the same distributions are chosen as in the comparison at E,, 

= 29 GeV. The usual trend is that the global shape distributions peak more at low 
values , indicating that the events get narrower in width. 

The aplanarity in Fig. 22 shows large differences between the models. This 
demonstrates that it might be dangerous to use a cut in aplanarity when looking 
for new particle production37. For QZ, Qs -Qi and sphericity the predictions differ 
only slightly: as an example, the sphericity is shown in Fig. 23. The CALTECH II 
model at 93 GeV again indicates for these observables th.e behavior of larger popu- 
lations at very low and high values, and somew&rt smaller in the medium range, in 
comparison with the other two shower models. The same trend is visible for thrust 
in Fig. 24. Events with low thrust are muc’. more suppressed in the Lund MA 
model. The differences between the model predictions for the minor value distribu- 
tion in Fig. 25 ar. also visible at 93 GeV. The lack of multiple gluon events makes 
the Lund MA curve much narrower than the other three. The differences between 
the Lund Shower and Webber model are mainly due to differences in hadronization. 

The Mz,/s distribution in Fig. 26 again iicicates the special form of the CAL- 
TECH II model whicn causes it to be a bit higher 0.1 the tail than the other three 
models. For M:/s in Fig. 27, the Lund Shower and the Webber models give 
nearly the same prediction ,qhereas the CALTECH II model is far higher in the 
tail and the Lund MA is visibly lower. All four models give similar predictions for 
(Mb2 - Mst)/s as shown in Fig. 28. Above a value of 0.12 the distributions at E,, 

= 29 GeV and ?3 GeV nearly agree. This is expected if the tail is mainly sensitive 
to hard gluon radiation. 

The number of reconstructed clusters or jets in Fig. 29 shows a clear distinction 
between th,l second-order matrix element and the shower models. The shower 
models will increase drastically the predicted background in the top quark search 
using jet reconstruction”‘. For the charged multiplicity in Fig. 30, CALTECH II 
indicates the broadest distribution, probably due to using both string breaking 
and-cluster decay. This model says that events even with more than 50 charged 
particles are occasionally possible, in contrast to the other models which don’t have 
this high a multiplicity. 

The pI distributions in Figs.31, 32 and 33 have similar trends for all models 
except the py”’ of the Lund MA, whit!! is again lower. The particle z distributions 
in Fig. 34 reflect the difference in multiplicity. Figure 35 shows the ratio R, of 
the inclusive particle distribution at E,, = 93 GeV over that at 29 GeV. Due to 
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scaling violation which means more gluon radiation at higher energy the R, value 
should be less than unity for high z. The Lund MA with fixed vn;,, cutoff shows no 
scaling violation at high z, due to the missing Q2 dependence in the fragmentation 
function. A scale breaking effect of the order of 25% is visible, if the Lund MA is 
used with fixed invariant mass cutoff M,2,,. The shower models predict a scaling 
violation of the order of 30% with still quite different predictions for the Webber 
and the CALTECH II models. 

The different plateau heights in the rapidity distributions in Fig. 36 are due 
to the different multiplicities of the models. In addition they show quite different 
behavior in the plateau region and in their approach to the dip at y = 0. A dip 
is predicted by both coherence effects on the parton level and by the string decay 
mechanism. 

The energy flow in Fig. 37 emphasizes the difference between Lund MA and 
the shower models. The comparisons of the energy flow at E,, = 29 GeV and 93 
GeV show that for 0 > 15’ the increase in energy is a factor of two over the whole 
region. The main increase in energy is in a cone of 10’ around the sphericity axis. 

Overall it is interesting to see that the three parton shower models still give 
somewhat differing predictions at energies around 90 GeV. The differences which 
appear are often already visible at 30 GeV. A second order matrix element model 
like Lund MA is probably inadequate to describe data on the 2’. 

5. cr, Determination 

A glance back over the last decade shows that the estimation of the strong 
coupling constant a, has been a difficult task from both the experimental and 
the theoretical side. The various QCD calculations in second order perturbation 
theory result in 10 - 20% differences. These originate from approximations made in 
some of the calculations and from different treatments of soft gluons. An additional 
uncertainty comes from the fact that the calculations are done with massless quarks, 
which afterwards have to get masses. Different fragmentation schemes lead to 
differences in CY$ of up to 40%, if special schemes are not ruled out by the data. 
The different analysis methods, based on various measured observables, can result 
in different values of os, and methods which were claimed at the beginning to be 
“gold plated” afterwards showed similar problems with model dependence. All 
these problems will probably not be one tiny bit easier at 90 GeV than at lower 
energies. Although the starting Q2 value is higher, it nevertheless has to evolve 
down to the same low QZ values where the coupling constant increases drastically 
and where perturbative calculations are no more valid. The production of new 
particles makes the (I~ determination only more difficult. (This is one of the very 
few good aspects of finding no new particles at the Z’.) 

Since a lot of the problems are on the parton level and in the models, we should 
try at the beginning to get detector corrected distributions which the theorists can 
then use to find their values of a,. Although it is difficult to judge which observables 
are the best to unravel a,, my favorites are the energy-energy correlation (EEC) 
and its asymmetry (EECA), the hemisphere masses (M& - M,:)/s and a multi-jet 
analysis. D. Wood is working on the first of these topics and S. Bethke21 on the 
latter one. 

We will discuss here a little bit more the Field method3g of od determination, 
which was claimed to be model independent. The point is to use observables which 
can be calculated analytically at the parton level to order a: like the EECA, thrust, 
M&/s and (Mt, - M$)/s. Each of thecr observables is proportional to erg and has 
a well-defined perturbative series at the parton level: 

Obs(W),,,to. = ~l/Y,(TV;(l+ Cros(W) + . . .) 

where Ohs(W) stands for the observable as a function of c.m. energy and where 
the first two terms in the series hav . beLr, calculated. Field then assumes that the 
experimental observable can be written as the sum of two terms: 

Obs(W)~,, = Obs(W)parton + Had(w) 

a calculable QCD perturbative seri,:s plus an incalculable nonperturbative hadron- 
ization piace, Had(W). In addition the assumption is made that the hadronization 
can be oescribed by: 

Had(W) = F/W 

The point is that F can be positive or negative, but it does not change sign for a 
given observable. For thrust and M&/s the sign is positive, which implies these 
give upper bounds for a,. The EECA and (Mb2, - M-:,)/s have a negative F, and 
by that provide lower bounds for cr,. 

To second order in a, the observables can be described by: 

Ohs(W),-,, = Coas(w)(l + Gas(W)) + F/W 

By fitting this formula to the energy dependence of the observables one can estimate 
the value of CY, to second order in the limit W + co 

This method works well for independent fragmentation, but in the assumption 
of string fragmentation the distortion by the string effect has to be added by: 

(%s(W)Ez, = co%(w)(l + c,%(w)) + F/W + G(a,,W) 

The point is that the factor G(a,, IY) is always negative for all observables. Due to 
the bend of the string all qqg events look more 2-jet like after fragmentation. The 
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value of G also depends on Q# since only events with a gluon are affected by the 
string. This implies that the method of upper and lower bounds for Q. does not 
work if G is unknown. So, even with this method we do not get rid of the model 
dependence in the a, determination. 

6. Can We Observe a Running a,? 

This question is one of the important topics as experimental tests of QCD. The 
energy dependence of oI in second order in the m scheme is given by: 

ai*) = 1% 

bo .%Q*/Ab) + @dn(Q*/A~) 

bo= 33-22, 

b, = 918 - 114 n, 

n, = number of different quark flavors 

The logarithmic decrease with increasing energy is a unique feature of non-abelian 
gauge theories. However, the changes are quite small at high energies. At low 
energies, where the decrease of (1. can be quite substantial, perturbative calcula- 
tions are not possible and the effects of a running ad cannot be unraveled from the 
experimental data. 

As shown in the previous chapter, the estimation of a, is still covered with a 
lot of problems: 

l present second order QCD calculations show differences up to 10 - 2S%, 

l second order calculations break down at - 90 GeV, 

l different fragmentation schemes give different results, 

. a proper definition of Q2 is needed, since in finite order perturbation theory 
the aa results depend on the definition of Q2, 

l there are problems with production threshold of new quarks (The choice of 
keeping the physical value of or, rather than the scale parameter A, constant 
at the threshold is certainly preferred’O), 

. different analyzing methods might be used by the experiments by comparing 
a, from various publications. 

Since the individual determination of (1. values at different energies will suffer from 
the above problems, it is probably better to show that an observable which is closely 
related to a, is running with the right expectation than to try unraveling czI from 
it. One possibility would be the ratio R of the total hadronic cross section over the 
muon pair cross section, but the change is only of the order of a few percent and 
the contributions from electroweak effects start to dominate the change in R. 
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Another possibility is the relative production rates of n-jet events, which are 
directly related to the strong coupling strength and the applied jet resolution pa- 
rameters. For the definition of a reconstructed n-jet events it is nice to have an 
algorithm which is closely related to the parton resolution cutoffs. We will use the 
algorithm developed by S. Bethke under the nzmc YCLUS$ available in the VEC- 
SUB package. For all pairs of particles k and I of an event, the scaled invariant 
maas squared 

ML Ykl = x 

is calculated, where E,i. is the total visible ererg) cf an event. The two particles 
with the smallest value of yk~ are replaced by a pseudwparticle of four-momentum 
(pk + pi). -his procedure is repeated until all ylrl exceed a certain threshold value, 
y,,(, and the resulting number of pseudo-particles is called the jet multiplicity of 
the even’ In calculating the invariant pair-nusses, MI,, the expression 

M;( = 2 EI; El (1 .- cm BrL) 

is used, where Ek and El are the energies ana b’kl is the angle between the momen- 
tum v&c-s of pseudo oarticles k and 1. 

By u<,ing Evir instead of E,, it turns out that the corrections for the detec- 
tor imperfections is small compared to the algorithm LCLUSP in the VECSUB 
package. Table 7 shows the values of the correction factors for the two algorithms 
at E,, := 23 GeV and 93 GeV. For YCLUS$ they are close to unity, whereas for 
LCLUSt the corrections can be quite drastic for high jet multiplicities. 

Table 7. Correction factor for the fraction of n-jet events for different jet algorithms and energies. 

E c,,, = 29 GeV E c,,, = 93 GeV 

LCLUSlb YCLUSP LCLUS$ YCLUS$ I / 
2-jet 1 0.83f0.021 0.97+0.02 0.6010.02 1 0.97f0.02 
3-jet 1.5OrtO.05 1.04f0.02 0.87f0.02 1.05f0.03 
4-j& 5.20f0.9 I.071tO.07 1.40f0.05 1.04f0.10 

By choosing the jet resolution parameter yeut close to the value of the QCD 
y,in cutoff and keeping it constant for all energies, the theoretical expectation 
for the rates of n-jet events deper.33 mainly on the value of (I* and its predicted 
energy behavior. The production rate of 3-jet events is expected to decrease with 
increasing energy with the same proportion as a.. In Table 8 the n-jet event 
rates for the Lund shower model are given for the two algorithms and the two 
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energies. The algorithm LCLUS$ shows an increase of the average jet multiplicity 

with energy. A similar picture would result for YCLUS$ if, instead of the scaled 

ycut, a fixed cutoff in M$, = ycut . E,,, would have been used. But with a fixed 

ycut = 0.04 for YCLUS$ (as in Table 8) th e average jet multiplicity decreases with 

energy. The number of 3-jet events is reduced by 23% and that of 4-jet events even 

by 52% in going from 29 GeV to 93 GeV. This reduction is quite close to what is 

also expected from the second order calculation of 3-parton events. 

Table 8. Jet multiplicities for different jet algorithms and energies. 

E cm = 29 GeV E,, = 93 GeV 
LCLUS$ YCLUS$ LCLUS$ YCLUS 

2-jet 64% 49% 18% 62% 

S-jet 33% 46% 38% 35% 

4-jet 3% 5.2% 30% 2.5% 

5-jet 0% 0% 11% 0% 

Figure 38 shows the fractions of 3-jet events (Rs) with ycut = 0.04 as a function 

of E,,. Our data point at EC,,, = 29 GeV agrees quite well with the JADE results, 
which show a falling fraction of 3-j& events with increasing energy. The data are 

well described by the Lund shower model with A = 310 MeV. On the other hand, 

if the same starting value for crI is used in the shower model for all E,,, then the 

expected fraction stays more or less constant above an energy of - 35 GeV. The 

increases at lower energies is somewhat expected, since in this regime the minimum 

required cluster pair mass is too small to discriminate against effects of heavy 

particle decays and fluctuations in the fragmentation. The energy independent 

3-jet value above 35 GeV indicates that the jet algorithm used does not add any 

energy dependent effects by itself. 

The question of how much data are needed to show that RS is decreasing with 

energy, given our data sample at 29 GeV is investigated in Table 9 where the 

required number of events with a yCtLt = 0.08 for a 3a, 40 and 5o effect are shown. 

So, on the order of 5000 multihadron events should be sufficient to show a signal 

for the running cam. 
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Table 9. The required number of events for a running 3-jet rate 

29 GeV 41 GeV 60 GeV 93 Ge\ 

RI 1 22% 1 20% 1 19% 1 18% 

J 

The 4-jet rate should show even stronger running, since it is proportional to 
oz. The Lund shower model predicts a reduction of 50% going from 29 GeV to 93 
GeV, but the statistics will be limited. Other possibilities of testing the (Y, running 
could be the fraction of events with t’..rus; s 0.8, with M&,/s 2 0.1 or with Mf,,/s i? 

0.05. The events with Mzl/s 2 0.05 are mainly originating from 4-parton events 
with two partons on each side, whereas for Mt,,/s 2 0.1 all 3 and 4-parton events 
contribute. This implies that the ~11~s are sensible to special parton configurations 
and that these fractions will have different energy behavior. 

7. String and Coherence Effects 

The experimental observation of the string effect, the depletion of particles 
between the quark and antiquark .:$:ts compared to the region between quark and 
gluon jet> in J-jet events, has been shown by several experiments in the 30 GeV 
region. It will be interesting whether we can see the string effect at 90 GeV. Since 
the string effect mainly influences the soft particles, one naively assumes that with 
a second order matrix element model plus string fragmentation the effect should 
dec.:ease with increasing energy, but on the other hand a parton shower model with 
soft gluon interferences included should also predict an effect at high energies. If 
the string fragmentation is a way to implement coherence on the nonperturbative 
level, then the question is whether we need in addition to take into account the 
coherence on the parton level. 

T. Sj&trand40 tested the string effect with the Lund shower model at E,, = 35 
GeV. He showed that the shower model both with and without angular ordering, 
plus string fragmentation reproduce the string effect. It has to be tested what the 
result will be, if instead of string fragmentation a cluster decay mechanism like the 
one of the Webber model is used. This is important, since in previous publications* 
it has been shown that the first Gottschalk model (CALTECHI) with no angular 
ordering doe.i not exhibit t.he string effect, whereas the Webber model with angular 
ordering predicts ic. The question is whether this is due to the angular ordering 
or due to other differences in the two generators. The Lund program gives the 
opportunity to test all these questions within one generator. 
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To look for the string effect we use the methods from JADE*. Three-jet events 

are found by the cluster algorithm YCLUS$ with ycut = 0.04. In addition, only 

events with Qr < 0.06 and Qs - Qr > 0.05 are selected to have distinctive three 

jets. The three jets are numbered such that jet 1 is opposite the smallest angle 

between the jet axes and jet 3 is opposite the largest angle. Figure 39 shows 
the particle flow in the event plane starting from the axis of jet 1 and running 
via jet 2 and 3 back to jet 1. In Fig. 39a, where the Lund MA with string or 

independent fragmentation are given, the lower particle production between jets 1 
and 2 which are in the majority the two quark jets is still visible at 93 GeV for string 
fragmentation in connection with a higher production in the valleys neighboring 
the gluon jet. Table 10a summarizes the ratios between Nsr and Nrs, where Nik 
is the integrated particle or energy flow in the region 0.3 < Oi/Ojk < 0.7, with 
Ojk the angle in the event plane between jets j and k and 0; the angle between 
the particle i and jet j. There is a clear distinction in the ratios between string 

and independent fragmentation, where the gluon fragments like a quark, in Rows 
1 and 7. If the gluon fragments softer than a quark jet (Row 2), the ratios get 
slightly increased. In comparison with results at 30 GeV, the differences are still 
of the same order at 93 GeV. 

Table 10a. The ratio of the number of particles in the angular region 0.3 
< O;/Ojk < 0.7 between jets 1 and 3 to the corresponding number between jets 1 
and 2. The calculations are done for different model options and the errors only 

contain the statistical ones. 

row Lund model scheme 

1 MAfindep. frag. g=q 

2 MA+indep. frag. gfc 

3 shower inc.+cluster 

4 shower inc.+string 

5 shower coh.+cluster 

6 shower coh.+string 

7 MA+string frag. 

I 

all 

1.07f0.01 

1.14f0.02 

1.22f0.03 

1.3O?cO.O2 

1.331tO.02 

1.39f0.02 

1.50f0.02 

~9”~ >0.3GeV 

1.2550.04 

1.2810.05 

1.47f0.09 

1.52f0.07 

1.54f0.07 

1.63~bO.07 

1.91f0.07 

Table lob. The < p: > for particles with pii > 5 GeV/c within jets 1 and 2. 
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shower inc.+cluster 

shower inc.+string 
shower coh.+cluster 

shower coh.+string 
MA+string frag. 

In Fig. 33b the curves are given for the Lund shower model with or with- 
out angular ordering and with string fragmentation or the Webber cluster decay 
mechanism. Overall it is visible that the angt :ar ordering produces less final par- 
ticles, especially with the cluster decay (see also Column 3 of Table lob). For the 
Lund shower with coherence plus string frqgmentation the peaks of jets 1 and 3 
are slightly more shifted to each other than ‘,,;thout coherence. 

It is interesling to see in Table 10a that the ratios continuously increase from 
Row 1 to Row 7. The clear difference with second order matrix elements models 
between independent (Row 1) and string fragmentation (Row 7) gets more complex 
going to the leading log parton shower models. The 3-gluon coupling tends to fill 
some additional particles around jet 3, whereas some of the hard 4-parton events 
will contribute particles in the region between jets 1 and 2. But nevertheless, 
the biggest dXcrerce with the Lund shower model is between coherent shower 
plus string ar1.d rncoherent plus cluster decay. The other two options are lying 
somewhere in between. 

Another way of looking for the string effect is to test the particle distributions 
within the jets. Within the quark jets, the soft particles will be more pulled to the 
gluon than the harder ones. JADE6 looked for the < p!;” > of the particles in jets 
1 and 2 as a function of ~11, parallel to the jet axis. They found that the < pi; > 
for high pll points away from the gluon jet. Column 4 (5) in Table 1Ob shows the 

< p$’ > for particles with pl/ > 5 GeV/c of jet 1 (2), where the minus sign means 
it points to (away from) jet 3. With this method we again see steadily increase 
or decrease from Row 1 to Row 6. It should be noted that the difference in the 
ratios in Table 10a between coherent and incoherent with string fragmentation gets 
smaller, when more distinct 3-jet events are used by requiring a higher cut in Qr - 
Qs, whereas the difference in the < p? > in Table lob stays the same. 

The results show that at 90 Ge?’ the different schemes in the Lund model give 
a gradual transition from incoherent shower plus cluster decay to coherent shower 
plus string fragmentation. Both, the coherence on the parton level in the leading 
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9. Testing the Gluon Self-coupling 
log shower and the coherence on the nonperturbative level, implemented by string 
fragmentation, are needed to get the highest value for the ratios Nsr/Nrs and for 
< p? > in jets 1 and 2. The question will be, whether the data will give us a clear 
answer to puzzle. 

8. Quark and Gluon Jets 

Another important topic is the differences between jets which originate from 
high energy quarks and those from gluons. On the parton level, due to the higher 
probability of radiating further gluons from a primary gluon than from a quark, a 
gluon jet will be broader and softer in particle spectrum than a quark jet of the 
same energy. Results in the 30 GeV region from e+e- annihilation4’ and also from 
pp in UAl 43 showed evidence for such effects. 

Problems in this field are the enrichment of the gluon jets and the need for 
comparison of jets with nearly the same energy. One method is the comparison 
of nearly 3-fold symmetric 3-jet at 90 GeV, where two of the jets are quark jets 
and the other a gluon jet, with all multihadronic events from TRISTAN around 
60 GeV, where these originate from two quark jets. Another way is to use tagged 
charm or bottom quark jets in 3-jet events to get a nearly clean sample of gluon 
jets. One has to subtract the background of the heavy quark jets carefully, since 
we want to compare gluon jets with normal light (u, d, s) quark jets. Points of 
interest to look for in gluon jets are: 

. pl distribution of particles within the jet, 

l z distribution of particles, 

l charge content, 

e baryon content, 

l isoscalar content, 

. gluonium states. 

For some of these questions 10,000 multihadronic events might not be enough and 
so the topic will have to be delayed. 

An essential feature of the QCD as a non-abelian theory is the existence of 
the gluon self-coupling, that a gluon can radiate gluons. Some indirect evidence 
is the observed broadening of gluon jets compared to quark jets. The best test 
comes from 4-jet events. Methods Ldve been proposed by Kijrner, Schierholz and 
Willrodt44 (KSW) and Nachtmann and Reiter45 (NS). 

For the KSW method, 4-jet events with two jets in each thrust hemisphere are 
used. The angle .$KSW is defined as the angle between the two planes built by jets 
(1, 2) and (3, 4), where the momenta in each hemisphere are ordered according to 

Ipi1 2 l&l and 1~7331 2 I1741 

cos q5K.qW = 512 * ii34 

In QCD, the distribution of 4~s~ :s expected to be more shifted towards 180° 
than in QED. 

The NR method is based on the different helicity structure of the processes 
9 + s’s and 9 -+ qq for the configurations in Fig. 39. The emission of a gluon into 
a gluon pair is forbidden at right angles, whereas the emission of a quark pair is 
allowed. Par parallel emission the opposite is true. So, a very special kinematic 
configuration of two almost antiparallel jets with high energies (1 and 2) and two 
antip-rallel jets with low energies (3 and 4) has to be demanded. The jets have 
to be. ordered according to El > E2 > E3 > E4 and the above arguments are 
only valid in the limit Et >> E3. Nachtmann and Reiter introduced the angle 
BNR which basically measures the angle between the vectorial difference of the 
two highest and t:;c two lowest energetic jets of a 4-jet event. A slightly modified 
definition has been done by Ali and Rudolph4? 

cos %NR = ii12 . ii34 

ttij= (6-h) 

But the fact that E2 should be at least factor 2 larger than E3 restricts the useful 
sample quite drastically. 

S. Bethke” has made a comparison of the two analyses with 10000 generated 
4-parton events at E,, = 44 GeV. Figures 40a and b show the differential distri- 
butions of cos /3rl ?.r,d 4~s~ of the 4-parton events according to QCD, an abelian 
QCD (QED) and a pure phase-space (PS) model without applying any special cuts. 
On this level, significant differences between QCD and the two other models can 
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Figure Captions 

1. The aplanarity distribution in c;)mparison with the models. 

2. The Qs - Qr distribution in comparison with the models. 

3. The sphericity distribution in comparison with the models. 

4. The thrust distribution in comparison with the models. 

5. The thrust distribution in comparison with the Lund shower model (full line), 
the CALTECH II model (dotted line), the CALTECH II parton shower with 
Lund string fragmentation (dot-dot-dashed), and the Lund parton shower 
with CALTECH II fragmentation (dashed-dashed-dot). 

6. The minor value distribution in comparison with the models. 

7. The Mz/s, distribution in comparison with the models. 

8. Toe Mj/s, distribution in comparison with the models. 

9. The (Mz - Mj)/s distribution. in comparison with the models. 

10. The pt distribution of charge11 particles with respect to the sphericity axis 
in io,nparison with the models. 

11 The FT.“’ distribution of charged particles with respect to the event plane in 
comparison ,qith the models. 

12. The charged particle z distribution in comparison with the models. 

13. The rapidity distribution of charged particles with respect to the thrust axis 
in comparl;,.,n with the models. 

14. The charged particle flow with respect to the sphericity axis in comparison 
with the models. 

15. The energy flow with respect to the sphericity axis in comparison with the 
models. 

16. (a) The <aplanarity> and (b) <sphericity> as a function of EC, in compar- 
ison with HRS and TASS0 results and the model predictions. 

17. (a) The < Mz,/s > and < M:/s >, and (b) < (Mz - Mj)/s > as a 
function of EC,,, in comparison with PLUTO and JADE results and the model 
predictions. 

18. The <l - T; as a function of EC, in comparison with HRS, JADE, PLUTO 
and TASS0 results and the model predictions. 
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19. (a) the energy-energy correlation (EEC) integrated in the angular region 
57.6’ < 0 < 122.4’ and (b) the asymmetry of EEC integrated in the angular 
region 28.8” < 0 < 90’ as a function of E,, in comparison with CELLO, 
JADE, and PLUTO results and the model predictions. 

20. (a) The mean multiplicity and number of reconstructed jets or clusters and 
(b) the mean charged particle z as a function of Eem in comparison with 
HRS, JADE, PLUTO and TASS0 results and the model predictions. 

21. (a) The < pl > and (b) the < (PY~)~ > and < (~f’)~ > as a function of 
E,, in comparison with HRS, PLUTO and TASS0 results and the model 
predictions. 

22. The predicted aplanarity of the models at E,, = 93 GeV. 

23. The predicted sphericity of the models at E,, = 93 GeV. 

24. The predicted thrust of the models at E,, = 93 GeV. 

25. The predicted minor distribution of the models at E,, = 93 GeV. 

26. The predicted A4i/s distribution of the models at Ecm = 93 GeV. 

27. The predicted M$/s distribution of the models at E,, = 93 GeV. 

28. The predicted (Mb2 - Mj)/s distribution of the models at E,, = 93 GeV. 

29. The predicted number of reconstructed jets or clusters of the models at EC,,, 
= 93 GeV. 

30. The predicted multiplicity of the models at EC, = 93 GeV. 

31. The predicted pl distribution of charged particles with respect to the spheric- 
ity axis of the models at Ecm = 93 GeV. 

32. The predicted pL Out distribution of charged particles with respect to the event 
plane of the models at EC, = 93 GeV. 

33. The predicted pi; distribution of charged particles to the sphericity axis in 
the event plane of the models at E,, = 93 GeV. 

34. The predicted charged particle z distribution of the models at E,, = 93 GeV. 

35. The predicted ratio R, of the z distribution at E,, = 93 GeV over that at 
E cm = 29 GeV. 

36. The predicted rapidity distribution of charged particles with respect to the 
thrust axis of the models at Ecm = 93 GeV. 

37. The predicted energy flow with respect to the sphericity axis of the models 
at E,, = 93 GeV. 

38. The 3-jet event rates as a function of EC, for ycut = 0.04 and 0.08 compared 
to the Lund shower model with a constant and a running value of cc8. 

39. The charged and neutral particle flow in J-jet events for different schemes 
within the Lund model at Ecm = 93 GeV. 

40. Pictorial description of the Nachtmann Reiter selection rule. 

41. Model-distributions of cos BNR and ~KSP,, calculated on the parton level (a 
and b) and after the fragmentation and jet analysis (c and d). 
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TITLE: $ tagging and B spectroscopy 

1. Introduction 

One of the most interesting aspects of standard physics on the Z* peak is pre- 
cision measurements of B spectroscopy. Two very challenging results are missing 
now, namely the separate measurement of Bi and B- lifetimes and exclusive re- 
construction of Bt . In this note, a simple and powerful way to obtain these results 
is described, the tc, tagging. 

Some simple ideas are developped in Section 1. Section 2 is devoted to a 
search for G events in the PEP data, in order to get a feeling of the feasibility of 
such a method and Section 3 contains the extrapolated results expected at SLC. 
Although this method will be shown one of the most effective to reach the above 
goals,it requires however a large amount of Z0 events. This physics begins in fact 
with 100 to 200 thousand Z0 events (the expected final sample of MarkII) t,o reach 
its full strength with 1 million Z0 (a typical LEP luminosity). Thus, in 3 years 
from now, it is highly probable that the above goals will be reached, since there is 
almost no unknown parameters in this method. 

2. Some simple ideas 

2.1 qb RECONSTRUCTION AND EXCLUSIVE STATES 

The inclusive branching ratio of $J in B decays has been measured at Cor~lell 
and Desy (ref l-2). Using this measured value of 1.25 % and the branching frac\.ion 
of Q!J into lepton pairs -15% -,one obtains the visible branching ratio of a $J ,detecled 
in e+e- or p+pL- : 

b.r. B + 7) + e+e- or /.L+p- = .19% 

This branching ratio is the highest available for a “quasi-exclusive” mode. It will 
be shown below that there is no more extra price to pay to be able to measure sep- 
arately the Bi and the B- lifetime. For exclusive spectroscopy, inclusive $J decays 
are dominated by 2 body decays so the favoured channels are : 

1. B” + +J K* -+K?r 

2. B- + $ K- 

3. B;+II, r$ 

The first 2 decay modes have been observed at Cornell and Desy and their 
branching ratios have been measured. Taking as a reference sample lo6 Z0 and 
taking Z” -+b 6 branching ratio of 15%, 500 $ will be produced. It is reasonnable 
to expect a 40% efficiency as it will be discussed in chapter 3, then 200 +!J are 
detected. The expected rates for the different meson states are respectively 

1. B; : 25 $J K A fully resconstructed allowing a 20% measurement of the 
Bi lifetime. 

2. B- : 10.15 + K- fully reconstructed allowing a 30% measurement of the 
B- lifetime 

3. Bt :if one assumes Bt /Bi =.5, 10 events could be seen in the $ 4 mode, 
allowing the discovery of this state. Of course, since nothing is known up to 
now on the production rates ..nd on the branching ratios,surprises -good or 
bad - are possible. 

The background under the $J signal will be quite manageable, given the good 
lepton identification power. It may r)e possible to ask only a very well identified 
track end looser conditions on the other one. For the B exclusive states, the 
background also is expected to be small and can be further reduced by suppressing 
the combinatorial background using t.he vertex detector. This has to be contrasted 
with methods using charm mesons to reconstruct exclusive B states. The $ is only 
produclo by b quarks while charmed mesons are also produced by cz events ,thus 
generating a large background. 

2.2 LIFETIME MEASUREMENTS 

The 2 nice properties of the B -+ $ decays are emphasized below : 

1. The II, has no lifetime of its own, and therefore the observed $ vertex is indeed 
the B vertex. Thus, the access to the B vertex is direct and unbiased. This 
has to be constrasted with the open charm decay mode of the B. Because 
of the relatively long lifetime of the produced charm mesons, the b vertex is 
difficult to isolate and if since most of the time, the charm selection needs 
some vertex cuts, the resulting measurement of B lifetime will be biased. As 
a consequence, the systematic errors will be small. The main source is the 
determination of the betagamma and theta paramaters of the B meson using 
those of the + . Because of the large mass of the + ,there is a large correlation 
between the B variables and the $J ones and no large model dependant ef- 
fect can occu. .&urthermore, experimental results from Cornell and Desy are 
available. 
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2. The $J decay products are 2 large angle energetic tracks. This allows a very 
good measurement of their intersection, since the multiple scattering will be 
negligeable -allowing to use the full power of a Silicon Strip Detector- and 
the relative angle will be large. 

This precise knowledge of the B vertex makes possible to count how many 
tracks are coming from this vertex. Bi or Bt vertices will be formed by 0 or 2 other 
tracks rattached to this vertex while B- vertices will show 1 or 3. Since these other 
tracks have a non zero impact parameter relative to the primary vertex, it is in 
fact possible to sort B” and B- events with a 75% efficiency (see section 3). Thus, 
a separate lifetime measurement can be done using the full + statistics. This result 
will then become available with only 200 to 300 thousand Z0 , a possible Mark11 
final sample. 

As a final comment, this $J tagging method is almost completely independant 
of most of new physics which may turn up at SLC. This is because it is quite 
unlikely that new physics manifest itself by $J production, while, in the other hand, 
it will certainly do by lepton production which will make lifetime measurement 
through b semileptonic decay more difficult. The most obvious example is top 
production. In that case, one will have to sort leptons coming from top - with no 
impact parameter - from leptons coming from b’s, certainly a non trivial problem. 
With the r,6 method, on the contrary, all the b quarks produced by top decays are 
useful in exactly the same way as directly produced b quarks. 

3.G search with PEP data 

A search for 11, in the data collected by the Mark11 detector at the PEP storage 
ring has been done and is described in detail in ref. 3. A brief summary of these 
preliminary results is given below. 

The data sample consisted of 100,000 hadronic events with a 29 GeV E,,, 
corresponding to a 200 pb-’ luminosity. Events with 2 electron or muon can- 
didates in the .same hemisphere were selected. The same sign events provide a 
background monitor for events with 1 or 2 misidentified tracks. The other source 
of background is cascade events, i.e. events where the B meson decays to a lepton 
and a charmed meson which, in turn, decays semileptonically. This background is 
monitored using a cascade MonteCarlo program. The identification cuts are the 
minimal ones needed to suppress the misidentification background in the $J mass 
range. After these cuts, 11 events are found in the data ( 7 e+e- and 4 p+@- ), 
with an estimated background of 1.7 * .5 events. The invariant mass distribution 
is compatible with MonteCarlo expectations (the expected resolution is about 350 
MeV (250 MeV) for electron (muon) channels). 

The number of $ expected from B decays, taking in account the luminosity, 
the measured branching ratios and our detection efficiency is 5 il. The observed 
number, 9.25, is above this expectation but quite compatible with it . The gen- 
eral characteristics of these events,( multiplicity, visible energy, number of extra 
leptons,..) is compatible with expectation. 

A lifetime measurement was performed with those 11 events. Only 2 have a 
negative lifetime, and the mean lifetime is 1.75 f 1. ps A maximum log-likelyhood 
fit yields the following result : 

rB = 2.2 t;.; f 0.3 r- . 

In summary, preliminary evidence of $J has been found in the Mark11 PEP data. 
The background has been found quite manageable. The b lifetime measurement 
has been performed using this new technique.The statistical error is rather large 
but the relative systematic error (15 ?‘) o is comparable to the best measurement 
using semileptonic decays. 

4. Expected result?. at SLC 

In this chapter, the prr:vious analysis ir reviewed using now a MonteCarlo 
program runned at a center of mass energy of 93 GeV wibh the SLC Mark11 con- 
figuration. It is important to notice that these 2 changes improve the detection 
efficiency and resJuti$m by c. great factor. 

1. The en.ergy boost will make identification easier. At PEP, the slowest track 
was often in the 1 GeV range where identification efficiencies drop quickly. 

2. The dE/dX information will allow to reduce by a factor 10 the misidenfication 
probability. 

3. The mass resolution is significantly improved by the new drift chamber and 
by the fact that high energy electrons are well measured in the calorimeters. 

4. The acceptance is improved by the electromagnetic end-caps (and by the 
muon upgrade in a near future.) 

5.. The lifetime measurement will be substantially improved by the small SLC 
beam size, the new vertex drift chamber and by the Silicon strips device when 
it will become operationnal. 
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4.1 DETECTION EFFICIENCY AND MASS RESOLUTION 

The Table 1 gives the different sources of detection inefficiencies, according 
to the MonteCarlo program. For electrons, using only 1 track fully identified,one 
gets a 58% efficiency. This may be found sufficient if dE/dX information is added. 
Requiring 2 identified tracks is still quite good, 42% efficiency. 

It is worthwile noticing that a non negligeable proportion of electrons are not 
tracked in the drift chamber but are detected as photons in the endcaps (15%). The 
necessary software to recover those tracks will be written soon. For the moment, 
one can use them as photons but the mass resolution is degraded by a factor 2. 

For the p+pL- channel, the efficiency with 1 and 2 identified tracks are respec- 
tively 56 % and 18.5%. These figures do not include the muon upgrade larger 
acceptance 

The msss distribution is shown in fig. 1 for p+pL- and on fig. 2 for e+e- . 
The FWHM is 100 and 150 MeV respectively. In the electron case, this could 
be improved using the calorimeter energy measurement which has a better energy 
resolution for energetic tracks. The weighted mean of the calorimeter and the drift 
chamber momentum is computed to obtain the mass distribution shown in fig. 3 . 
However,there is some pile-up in the liquid argon which creates a tail at large mass. 
More work is therefore needed to really reach the intrinsic resolution. 

April 27, 1987 

4.2 LIFETIME MEASUREMENT 

It is clear that the mean B lifetime measurement will be dominated only by 
statistical accuracy. Each $ decay length, of several mm in average, will be mea- 
sured with a precision of 100 pm (fig. 5) using the Si strips vertex detector. The 
statistical error on the lifetime measurement will then be given roughly by l/a 
so for 1 M Z” , with 200 II, , the statistical error will be 7 %. 

For the separate lifetime measurements, one has to count the tracks at the r+!~ ver- 
tex. Fig.6 shows the distance and impact parameter of the tracks which are not 
coming from the $ vertex while fig.7 shows the same quantities for the tracks 
indeed coming from the vertex. Requiring both a small distance to the 1c, vertex 
and some impact parameter enables to sort the events properly, as it is shown in 
the following table, obtained with the 2 requirements 

. Distance to the secondary less than 80 pm 

. Impact parameter greater than 40 pm 
0 gener. track 1 gener. track 2 gener. tracks 

0 track found 448 263 119 
1 track found 132 428 152 
2 track found 33 62 191 

The best result is obtained by looking at the sample with 2 tracks which con- 
tains 78% of B” . The 1 track sample is also sufficiently pure (60% of B- ) to make 
a quite good separate lifetime measurement. If one uses the Vertex drift chamber 
alone, the results are not very differcat. This happens because the cuts are large 
compared to the intrinsic resolution of the 2 detectors. This track counting method 
will be subsantially improved with a 3-D vertex detector like the SLD CCD vertex 
detector. In that case, removing primary tracks from the secondary vertex is much 
easier. 

5. Conclusion 

A simple and powerful way of obtaining 2 challenging new results in the B 
spectroscopy has been described. This method requires a large but realistic data 
sample, between 200,000 and 1 M ?” . The $J tagging is a method well suited 
to the Mark11 good lepton identification and good spatial resolution. It offers an 
almost unique way to discover the Bi meson and to measure separately the Bi and 
B- lifr times. The systematical error 3 associated to the lifetime measurement are 
expected to be quite small. 

This A-N thod has been checked successfully on PEP data, where a preliminary 
(i, signal is found, over a very small ‘ackground. 

Fina!ly, this method contains no unknown parameters and is completely insensi- 
tive to new physics, which could make the usual semileptonic lifetime measurement 
much more difficult. 
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Number of events 
e+e- 
1175 

Table 1. 
/I+p- 
1235 

Number of events lost for each cut 

0 MC tracks linked 87 79 
1 forward track lost 173 146 
1 central track lost 14 15 
pmin < 1 GeV 102 68 
Wrong sign 0 0 
Wrong hemisphere 13 11 
0 identified tracks 99 401 
only 1 identified track197 287 

FIGURE CAPTIONS 

1. Mass p+p- 

2. Mass e+e- using the DC information 

3. Mass e+e- using DC +LA information 

4. Mass e”y”, where the 7 is 1 electron seen in the endcaps but missed by the 
drift chamber 

5. Difference between the reconstructed decay length and the generated one 

6. Tracks not coming from the secondary vertex 

a. Distance to the $ vertex for tracks not (oming from this vertex 

b. Impact parameter distribution for those tracks 

c. Distance to the $ vertex after requir.ne ar ‘mpact parameter greater than 

40 ,nm 

7. Tracks coming from the secondary vertex 

a. Distance to the $ vertex for tracks coming from this vertex 

b. Impact parameter c’istribution for tbo,je tracks 

c. Distance to the +!J vertex after requiring an impact parameter greater than 
40 pm 

Good events 490 228 
Good events(in %) 42 18.5 
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MarkII/SLC-Physics Working Group Note # 9-16 

AUTHOR: Paul Weber 

DATE: May 18, 1987 

TITLE: Vertex Tagging of b Quarks and the Z” + b Fraction 

Z” -+ b6 events are selected with a method that examines the impact parameter 
significances of charged tracks in an event. Using this efficient selection technique, 
and good Monte Carlo simulations, one can model the branching fraction of Z” -+ 
b quarks. The effectiveness of this method has been examined with Monte Carlo 
data that include the new drift chamber vertex detector simulation package. 

1. Vertex Tagging Method 

The vertex tagging method for selecting Z” -+ b6 events was first developed by 
‘I’ Ken Hayes. Its effectiveness derives from the large multiplicities and long decay 

lengths of B-hadrons. Good impact parameter resolution is essential to the success 
of this approach. This will be provided by the high-resolution vertex drift chamber 
(VDC) now under construction for initial SLC running of the MARKII!?’ It will be 
enhanced in later MARK11 SLC running by the silicon strip vertex detector. The 
Monte Carlo simulations used in this study involve only the vertex drift chamber 
with the central drift chamber (CDC). Although the silicon strip simulation is 
complete, the aim here is to study the potential available from the initial running 
configuration at the SLC with the VDC as the sole vertex detector for the MARKII. 

B-hadrons usually decay to charmed particles. The average multiplicity of a 
B-hadron decay is 5-6, while the D-decays give 2-3 charged particles. B-events 
are then distinguished from elementary charm events by a two-vertex structure 
with larger multiplicity. Further, the D-mesons from B decays will have smaller 
momenta than D-mesons from elementary charm formation. The net effect is that 
there will more tracks from b-events with impact parameters significantly different 
from zero, than from c-events. The tagging method requires that a sufficient num- 
ber of charged tracks have impact parameter significances above a certain lower 
limit. The impact parameter significance is the quotient of the unsigned impact 
parameter of a track by the impact parameter resolution obtained from the covari- 
ante matrix of the fit. In this way, tracks are weighted by their momentum, because 
this resolution deteriorates from multiple scattering at the lower momenta. Figure 
1 shows the distribution of momenta of B-hadron decay tracks from the Monte 
Carlo. Almost half these tracks are below 2 GeV/c. Figure 2 plots the impact 

. 

parameter resolution of the MARK11 with the vertex drift chamber as a function 
of momentum, showing that it is just at this level where multiple scattering be- 
gins to dominate the impact parameter resolution. A rough fit of the data to the 
theoretically predicted form of the variation with momentum, 

d’) = ($)’ + B2 

gives A - IlOpm-GeV/c and B - 25 pm. These values of A and B are only 
approximate - the material between the VDC and the interaction point has not 
yet been finalized, and this will have the greatest effect on resolution deterioration 
due to multiple scattering. 

Before applying the vertex tagging cuts, events cuts are imposed to reduce 
backgrounds and to select events rrc~e favorable for the tagging algorithm. First, 
there are cuts applied by the four-vector manipulation package, VECSUB, which 
requires that all charged tracks sa’isfy 

1 zm;,, - zip 1 < 60 mm, 

r,in < 4 cm, 

pt > 100 MeV/c, 

haz < %mn + 30, 

and alsc does dE/dz corrections for each particle, assuming pion mass. Then, 
further track cuts are imposed: 

\cosSl < 0.9 

p > 250 MeV/c 

after which the selected tracks are used in the event cuts: 

1. > 10 good charged tracks 

2. sphericity axis satisfying lcos6’.+( < 0.8 

The sphericity calculation is done using the charged tracks alone. In these 
high-multiplicity events there is negligible difference between sphericity calculations 
using charged-only vs. chargedfneutral tracks. There is also negligible difference 
between use of sphericity vs. thrust in analyzing the events. 

These event cuts reduce the size of a typical 5-flavor multihadron sample about 
25-30 %. In a general data sample, they are strict enough to eliminate almost all 
known leptonic events and two-photon events!3’ However, these cuts bias the frac- 
tion of Z” -+ bb ever.ts lo;’ about l-2 % relative to the uncut multihadron sample, 
an effect which must be well understood in the branching fraction measurement 
described later. 
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Vertex tagging examines the passing events, divided into hemispheres by the 
sphericity axis. Each hemisphere is taken as defining a jet, and impact parameter 
significances of all charged tracks in the hemisphere are evaluated. The hemisphere 
is ‘tagged’ if there are 2 n tracks of significance 2 scut, which ALSO satisfy: 

. no other track within 5 milliradians in 4 

l impact parameter less than .002 meters 

. invariant mass of all such tracks taken together 2 I.95 GeV/c2 

The first restriction is compatible with the track separation capablities of the 
vertex drift chamber. The second cut eliminates pair production in the beampipe 
walls and cuts down on kaon decays from elementary strange quark production. 
The third cut further reduces elementary charm production by cutting on a mass 
just above that of the D-meson. Finally, an event is tagged as Z” -+ b6 if either or 
both its hemispheres are tagged in this manner. 

Many values of n and scut have been studied, to find a combination giving 
high efficiency for Z” + b6 event selection and low background. Multihadron 
samples from Lund Monte Carlos were prepared for the studies, using both the 
shower/leading log and the and-order matrix element calculations, and using both 
the Lund and the Peterson fragmentation functions for the charm and bottom 
quarks. Tables 1 and 2 illustrate the effectiveness of the scut = 3 in selecting B 
events from a 5-flavor multihadron sample, generated with the leading log calcu- 
lation and Lund fragmentation. Table 1 counts the number of tagged hemispheres 
and Table 2 counts the number of tagged events from a 9500-event sample. These 
are given as a function of the number of tracks required for the tag. With scut = 
3, the n = 3 cut selects about 7 % of the events, but those selected ‘tre about 92 
% b events. 

The efficiency and background are defined using the quantities 

N = number of events passing event selection cuts 

Nb E number of b-events in this passing sample 

n = number of tagged events 

nb s number of b events in tagged set 

nbg = number of non-b events in tagged set 

by the relations 

Eb = nb 
Nb 

b=?!$ 

Efficiencies and backgrounds have been examined for the various combinations of 
scut and number of tagged tracks required for the four sets of Monte Carlo data. 

The initial results show large variation from one type of Monte Carlo to the next, 
and indicate the work that must be done on tuning their parameters. For the scut 
= 3 cut with 3 tagged tracks required, the efficiencies from Monte Carlo data range 
from .30 to .40, while the background as defined above ranges from .004 to .009. 
This means that about 8-10 % of the events tagged from a 5-flavor multihadron 
sample are background. 

The vertex tagging method and estimates of efficiency and background are 
sensitive to variation from the value of the lifetimes of B hadrons. For example, 
reduction of the Lund value crb = 3.30 to half that value shows a 20-30 % decrease in 
cb with the same background. The D lifetimes are better determined, but variations 
in them will also affect these quantities. 

Impact parameter significances also depend on good knowledge of the position 
of interaction point. Uncertainty in this position effectively adds in quadrature to 
the impact parameter error for each track, in momentum-independent fashion. If 
this uncertainty reaches, say 20 pm then at high momenta this error is ss large as 
the tracking error. Even so, since most of the t,sck; involved in the tag are lower 
momentum the effect is less dramatic - a 20 pm uncertainty in interaction point 
position shows a reduction of lo-15 % in both the efficiency and background. 

2. z” -+ bb Branching Fraction 

The branching rati, for Z” + b6 is just the fraction of b events in a mutihadron 
sample, 

Rb = z 

The analysis parallels that ior measurement of the multihadronic R. A general 
working relation for & would be 

Rb = 
$1 ‘hgged - nbgl 

&$VvfHtagged - %fHb,l 

The kb measurement includes efficiencies and error estimates from the multi- 
hadronic R measurement. If one can take these as well-known then there will result 
a well-determined number of multihadronic events in the normalized sample. This 
is the number N defined in the previous section. Using the same definitions as 
before, 

Ra=$‘-b] 
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where 

4. Conclusions 

and where 
‘bgged 

*-TV- 

is the fraction of passing events which are tagged. p is the only number available 
from the data analysis - tb and b must be obtained from Monte Carlos. As indi- 
cated in the previous section, the Monte Carlos differ in the predictions of these 
quantities, and a good deal of the systematic error in the Rb calculation will be 
due to the model dependence of cb and b that remains when the Monte Carlos have 
been tuned as well as possible. 

A good estimate of the statistical error is possible from the analyses. With the 
9500-event Lund shower with Lund fragmentation Monte Carlo, this error is about 
1 % for the scut = 3 cut with 3 or more tagged tracks required. 

3. Inclusion of t, 6’ Quarks 

The data used in this study were all 5-flavor multihadron samples. Inclusion of 
new heavy quarks presents new opportunities and challenges for the vertrx tagging 
algorithm. If the flavor-changing neutral currents are indeed suppressed then b’ 
events will have to be distinguished from those which involve B hadrons. The 
performance of the algorithm on h’ events has not yet been studied. 

On the other hand, top decays usually do involve B hadrons. In combination 
with some of the current top-finding algorithms, it may be possible to use the vertex 
tagging method to reduce backgrounds for top selection to very low levels. The 
salient features for top decay are discussed in Gail Hanson’s working group note!’ 
The vertex tagging cuts as listed above, with sent = 3 and 3 or more charged tracks 
are probably too severe for finding the B hadrons resulting from top decays. This 
is evidenced by the fact that only about 25 % of top events which are selected by a 
typical top-selection scheme will go on to be vertex-tagged with this present set of 
cuts. However, these severe cuts do serve to reduce backgrounds from new, heavy 
charged or neutral leptons to almost zero when preceeded by the top selection cuts. 
Refinements and relaxations of these cuts need to be tried. 

Because of the high resolution vertex detectors that will be implemented for 
the MARK11 at SLC, vertex tagging should Le very effective in selecting b events. 
The scut = 3 cut with 3 tagged tracks required seems to give a good balance of 
high efficiency and low background, for which cb - .30-.40 and b - .004-.OU9. 
Statistical error for a lO,OOO-event multihadron sample should be less than 1 %. 

Efficiency and background estimates are still model-dependent, and much work 
needs to be done in understanding the Monte carlos. By matching distributions 
pertinent to this analysis, such as momentum spectra of bottom and charmed 
hadron decay tracks, one can begin to ‘tune’ the several types of Monte Carlos. 
Eventually, systematic errors will be evaluated and at that point a measurement 
of the Z” -+ bb branching fraction becomes possible with data samples of perhaps 
tens of thousands of Z” events. This is true nro:i4ed effects of exotic particles (if 
any are present!) are understood. 

Finally, investigations are ongoing for more sophisticated versions of the vertex- 
tagging techn.que. Possible enhancements may be found from using cluster analysis 
to do more reEned separations of the tracks ‘n an event before applying the impact 
parameter significance cuts. Separation of vertices is still quite difficult to achieve 
with the current resolution, but at some 1:vel this may also be a useful tool in 
refining the technique. 
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# tagged hemispheres vs. # tagged tracks 

# tagged tracks required 

Flavor Flavor 2 3 4 5 6 7 8 2 3 4 5 6 7 8 

U U 5 311, 0 0 0 0 5 311, 0 0 0 0 

D D 4100000 4100000 

s S 16 10 2 G 0 0 0 16 10 2 G 0 0 0 

C C 45 28 8 0 0 9 0 45 28 8 0 0 9 0 

B B 640 556 355 191 68 31 7 640 556 355 191 68 31 7 

BTAG/WAS BTAG/WAS 640 556 355 1 191 68 31 7 640 556 355 1 191 68 31 7 , , 

BTAG/NOT BTAG/NOT 70 42 1 11 1 0 1 0 1 0 0 70 42 1 11 1 0 1 0 1 0 0 

Table 1. Hemisphere selections. 

# tagged events vs. # tagged tracks 

I 

Table 2. Event selections. 

482 
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AUTHOR: W. T.Ford 

TITLE: Measurement of the Bottom “Quark” Lifetime 

DATE: April 28, 1987 

The quark mixing matrix is constrained by the lifetime of the bottom quark, 
the off-diagonal elements involving the b quark being completely determined by 
the lifetime and the branching ratio between the decays b -+ u and b -+ c. If the 
binding of the b quark into hadrons has no effect on its decay rate, the inclusive 
lifetime measurement discussed here reflects precisely the quark total decay rate. 
Our experience with charmed hadrons serves to warn that the situation may not 
be so simple, and we are eager to find techniques for determining the lifetimes of 
individual hadron states, particularly the mesons B+, Ei and BF. The subject of 
this note, however, is a detailed evaluation of prospects for improving the inclusive 
measurement, as it has been performed at PEP and PETRA, based upon the 
impact parameter distribution of leptons from the b hadron semileptonic decays. 
This note supersedes intermediate reports”‘*’ from the Asilomar and Granlibakken 
meetings. 

The first two sections are based mainly upon studies with Monte Carlo gener- 
ated quantities in which we explore the kinematics of bottom particle semileptonic 
decays to develop event selection criteria and measure sensitivity of the impact 
parameter to the lifetime and to the details of particle production. Detector effects 
are considered in section 3, data reduction in sections 4 and 5, and conclusions in 
section 6. 

1. Event Selection and Sample Purity 

As in previous experiments we look for electrons and muons among the final 
state particles in multihadron events. The reliability of the detector’s electron and 
muon identification is the subject of other notes from this study group. Table 1, 
taken from Mark Nelson’s Asilomar talk:’ summarizes the relevant numbers for 
electrons. Compared with PEP-5 the electron identification hardware is consider- 
ably improved because of the new endcap calorimeters and dE/dz measurements 
in the central drift chamber. As a result we can expect to cover a larger fraction 
of phase space, in that the lower momentum limit for acceptable misidentification 

April 28, 1987 

TABLE 1. Misidentification probabilities for the combined calorimeter and dE/dx 
systems. 

background stays as at PEP, around 1 - 2 GeV, while the signal electrons extend 
above 20 GeV (see Fig. 1). 

The Monte Clarlo program (LOWL) with the LUND61 event generator was 
run in a mode in which either purr b6 cr cc event samples were generated, each 
containing .rbout 5000 events without detector simulation. The Lund fragmentation 
with either second-order matrix element (LUMA) or leading-log shower (LUSH) 
options were chosen for the event generation for the various studies presented here. 
The electroliic branching ratio was forced to 1 for both b- and c-containing hadrons. 

The relevant, kinematic variables are the electron momentum p, and the trans- 
verse momentum pl measured with respect, to the thrust axis. This axis and the 
thrust itself, T were computed from generated charged tracks via a call to LTHRU$. 
Events were kept if the thrust axis had cos0 < 0.8 and T > 0.85. These cuts were 
to insure that the thrust axis as computed from detected particles not be badly 
distorted by particles outside the acceptance, and that the parton axes remain 
reasonably collinear, with limited gluon radiation. Electrons were required to have 
cos e < 0.9. 

In Fig. 1 are shown the distributions in p and pl of both the parent hadron and 
the electron for bottom and charm hadrons, respectively, produced with the LUMA 
generator. As expected from fragmentation function measurements, b hadrons are 
harder than c hadrons, ard the heavier b emits electrons with larger pl than c. 
The proper normalization of charm relative to bottomness has been applied to the 
p-p1 correlation plots, Fig. 2. After removal of the electrons with p < 1 GeV we 
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see that bottom hadrons can be selected quite well with the requirement pl > 1, 
as in the original PEP-5 measurement. Combining the information in Table 1 and 
Fig. 2 we find the following estimates for the b/c/background breakdown of the 
b-enriched sample: 

61 b-re 589 

bAc-+e 15% 

c-+e 6% 

background 21% 

2. Sensitivity 

As a reminder of how the impact parameter method works, refer to Fig. 3 
where we define some quantities relating parent hadron and decay lepton vectors 
and the thrust axis which is used to approximate the parent hadron direction of 
flight. The impact parameter, 6, is given by 

6 = Prct sin $ sin c, 

where $ is the laboratory decay angle, < is the polar angle of the impact parameter 
3-vector, b, PC is the parent velocity, -r is the time dilation factor and t is the 
proper decay time. The angle < appears because the tracking system measures the 
I, y-projection of b. 6 is called positive if the lepton, assumed to decay to a forward 
angle, appears to come from a point downstream of the parent’s production point. 

Fig. 4a shows two distributions in 6 for a b hadron that decayed exactly 1 pa 
after its production, for events within the acceptance defined above. The dotted 
curve describes decays for which the parent direction is known exactly; the absence 
(but one or two) of events with 6 < 0 indicates that backward decays are extremely 
rare. The distribution in 6 reflects those of the angles $ (see Fig. 3) and c. The 
solid histogram in Fig. 4 is the result of approximating the parent direction by the 
thrust axis (computed from generated charged particles). The difference between 
the true and estimated flight direction sometimes results in the wrong sign for 6. 
This effect is much greater for charm decays, as shown in Fig. 4b. 

FIGURE 3. Vectors and angles per’inent to the decay process. 

Impact parameter km) 

FIGURE 4. 6 distributions for t = 1 ps. (a) b decays. The dotted histogram 
is obtained when the actual parent flight path is used for the extrapolation. The 
solid histogram corresponds to taking the thrust axis as the estimate of the parent 
direction. (b) c decays (thrust approximation). 

2.1 AVERAGE IMPACT PARAMETER vs p, pI 

To get some feeling for the sensitivity of the events surviving the cuts, we 
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FIGURE 5. Average impact parameter vs p and pl for b -+ e (above), and c + e 
(below), measured with generated tracks. 

examine in Fig. 5 the average value of 6, as a function of p and pl. As was 
noted in the DELCO paper:” the very highest sensitivity occurs for leptons with 
very low momentum. On the other hand, the region below p N 1 GeV contains 
relatively few signal events and high background, so it will be prudent to remove 
these, as noted above. The impact parameter for bottom hadrons averaged over 
the accepted region p > 1 GeV and pl > 1 GeV is around 150 pm, while for the 
charm background it’s much smaller, around 30 +m. 

2.2 IMPACT PARAMETER DISTRIBUTION 

We saw in Fig. 4 that lack of knowledge of the parent’s flight direction flips some 
of the impact parameters to negative values. The impact parameter is also smeared 
by the distribution in the angles r/~ and < and the different 87 values implied by 
the fragmentation function for the parent hadron (Actually the product ysinll, is 
approximately energy-independent at high energies-see below.) The histogram in 
Fig. 6 repeats from Fig. 4 the distribution of impact parameters resulting from the 
decay of a b hadron at 1 ps proper time. The wid .h 01’rhis curve scales with t. The 
dashed curve is for an exponential distribution in t with 1 ps mean lifetime, r, and 
the solid curve inclades the effect of Gaussian measurement error with u = 25 pm. 
We see that at this level the measurement error is rrot very important compared 
with the distribution being measured. 

0.2 

0.1 

0.0 
-200 0 200 400 600 800 

Impact parameter (pm) 

FIGURE 6. 6 distributions for t = 1 PC , ‘histogram); for exponential t-dependence, 
r = 1 ps (dashed curve); with ~5 pm Gaussian resolution (solid curve). 
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The distribution in Fig. 7 corresponds to the dashed curve in Fig. 6, except 
that the assumed b lifetime is now the 1.1 ps currently assigned in LUND61. For 
comparison the shapes for b + c -+ e cascades and direct charm decays are also 
given in Fig. 7. 
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FIGURE 7. 6 distribution for generated electron tracks, T(b) = 1.1 ps. 

2.3 DEPENDENCE OF (6) UPON pB, QCD AND FRAGMENTATION 

We asserted above that ysin$ is approximately energy-independent at high 
energies. The actual formula is 

sin +* 
6 = P7ct7(1 fpCOS7p)’ 

where +* is the center-of-mass lepton decay angle and ,0 = PS/EB is the velocity 
of the B meson. The 7 factors cancel, but some dependence upon /I remains, 
principally because of the denominator which becomes small when cos+* is near 
the value -1. Putting it another way, the (rare) decay in which the lepton is just 
forward of 90’ in the lab has a positive impact parameter approximately equal to 
the decay path, which of course scales with 7. 

The variation of (6) is studied in Fig. 8. The curves show (6) calculated with 
the known parent direction at the fixed momenta indicated by the data points. 

April 28, 1987 

50 Ld 
0 10 20 30 40 50 

Moma.ltum of parent B 

FIGURh 8. Mean lepton impact. parameter vs B momentum. Dot-dashed 
curve: no lepton momentum or impact parameter cuts; dashed curve: p > 1 
and pi > 1; dotted curve: -400 pm < 6 < 1100 pm; solid curve: both cuts. 
Points with error bars: pi spectrurr and thrust axis from fragmentation. Open 
square: Lund symmetric fragmentation; diamonds: Peterson fragmentation, cb = 
0.004,('.04 0.1,0.5,0.8. 

From tl,e dot-dashed curve we see the residual pB-dependence, which is greatly 
reduced if we remove either the low p, pl tracks or the large 161 tracks or both. 

The points not connected by curves in Fig. 8 are obtained when the thrust axis 
estimate of the B direction is used to fix the sign of 6. The mean 6 is smaller 
because of the smearing to negative values. The Peterson fragmentation function 
with various values of cb was used to scan the range of pi values indicated. These 
pcints are consistent with a nearly flat curve, although the errors are too large 
to prove the constancy of (6) to the desired precision. What is clear from this 
study is that the pg dependence is very small over the SLC energy range, and any 
sensitivity to QCD and fragmentation is caused by the smearing of the parent flight 

. direction. 
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3. Detector Simulation 

A sample of about 9,500 2’ + hadron events (Lund shower, no top quarks) 
has been processed to incorporate simulation of the full Mark II detector, including 
dE/dz in the main drift chamber and the 38-layer vertex drift chamber. The 
reconstructed track records on the tapes were produced by TRKFIT, a program 
which feeds the list of hits on each track, known from the Monte Carlo event 
generation, to the track fitter SARCSG. The tracks should therefore be fairly 
realistic in regard to resolution, assuming pattern recognition errors will not be 
important. Multiple Coulomb scattering is included. The silicon strip detector 
DAZMs were not included in the track fits. 

Electron identification is based upon the information returned by the subrou- 
tine LAELEC, for the liquid argon system, and in TRKLST subtype 11 for the 
dE/dz. (The endcap calorimeters aren’t used in the analysis because I haven’t 
learned how to apply the information.) A measure of the electron probability from 
the dE/dx is shown in Fig. 9a for all detected charged tracks satisfying the require- 
ment p > 1 and pl > 1. The quantity plotted is the measured ionization excess 
over the expected ionization for a pion, divided by its uncertainty. In Fig. 9b 
the same quantity is plotted for those tracks satisfying the LA requirements for 
an electron (dotted histogram), and those further tagged as an electron in the 
produced-particle (MCMADE) block. We see that about 1% of non-electrons slip 
through the LA criteria (comparison of Fig. 9b with 9a), in agreement with the 
estimates in Ref. 3, and that with dE/dz tagging we get clean, efficient electron 
identification according to the Monte Carlo. Electron pairs from gamma ray con- 
versions were rejected with the help of Pat Burchat’s PRFIND routine. Is’ Muons 
were required to register in all four layers of muon chambers. 

About 65% of bi; events satisfy the thrust and thrust axis polar angle cuts. 
Of these, about 13% are tagged by detected leptons. In the present sample, 290 
leptons survive the selection. 

The parentage of electrons and muons was identified from the Monte Carlo 
produced-particle lists. The distributions in 6 for these are shown in Fig. 10, for 
decays to leptons of b, prompt c, cascade c and misidentified tracks. Here the 
thrust axis was computed from detected charged particles only. The misidentih- 
cation background is rather tightly clustered near 6 = 0, while the prompt charm 
contribution is broader, but also consistent with zero mean. The bottom and cs.s- 
cade components are about 56% and 17%, respectively, of the total. About 15% 
come from direct charm and the remaining 12% are misidentification background. 

-4 -2 0 _ -. ‘2 ‘2 4 6 4 6 
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FIGURE 9. Distribution of e - ?r separation measure from the dE/dx system for 
(a) all tracks hr.ving p > 1 and pl > 1, and (b, dotted) those satisfying LA electron 
identification criteria. In (b), th e solid histogram represents the actual electrons 
according to tLe produced particle informatisn. 
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FIGURE 10. 6 distribution of detected electron and muon tracks with r(b) = 
1.1 ps, for (a) b -+ 1, (b) b -+ 9 -, !, (c) c -+ 1, (d) leptons from light quarks. 
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4. Likelihood Fit to the IP Distribution 

A maximum-likelihood nt to the distribution of Fig. 10a can be used to de- 
termine the lifetime from the data. The true distribution of the events in t is the 
exponential 

5 exp(--t/r). 

The histogram in Fig. 6 gives the distribution in impact parameter for events at 
the fixed value 5 = 1 ps. It may be regarded as a Green’s function, G(6/t), where 
the indicated form of the (6,t)-dependence reflects the fact that this distribution 
is a universal function that scales in the abscissa as t. If G is properly normalized, 
then the probability distribution (pdf) q(6) is 

d2q(6) = G( e)d( t) iexp(-t/r)dt. 

Changing variables from (6, t) to (6, z), w h ere z F 6/t, and integrating over z, we 
find 

6m 
!!!= 
d6 J 

G(z); exp(-6/rs)dz. 

0 

The upper limit is rboo depending upon the sign of 6, since t is always positive 
but z = 6/t. The Green’s function G is available as a histogram, so the integral 
becomes a sum over the bins of G, and we integrate the coefficient of G; over the 
ith bin. The integral of eZ/x can’t be expressed in closed form, so we approximate 
the integral by the bin width times the central value: 

where i runs over bins for which z; has the same sign as 6. 

When measurement error is to be accounted for, a further convolution with the 
resolution function, R(6 - 6’), is required. The new pdf is 

dp O” 
6’m 

;i;T= / 
d6’R(6 - 6’) 

/ 
G(z) i exp( -6’/rz)dz 

-c-a 0 

= C Gig 7 R(6 - 6’) exp(-6’/rzi)d6’. 
I . -m 

For a Gaussian resolution function, 

R(6 - 6’) = Lcxp[-f-1, 
g&r 

we can perform the integral after completing the square in the argument of the 
exponential. The result is (see also, e.g., Larry Gladney’s thesis!’ section 4.2) 

Additional terms may be added to account for the background and cascade decays. 

We should mention here that a bias that can creep into the result when this 
pdf is used arises from the tendency of low-momentum tracks to have both larger 
impact parameters and (because of mul:iple scattering) larger errors than average. 
The larger errors imply smaller weig;rt for these events in the fit. This correlation 
between 6 and o biases the result toward a smaller value. One way out would be 
to correc G the result from data with the bias measured with the Monte Carlo with 
detector simulation. 

To fit unbinned data we maximize 

1ogC = &og($(s,,o,)), 
?b=l 

where N is the number of events. Alternatively, we may reduce the data to a 
histogram of M bins, whence 

M 
logL=logN!+~[n~logp~-logn~!], 

k=l 

where nk is the number of events in bin k and pk is the pdf integrated over bin k. 
In this case the quantity 

x2 s -210g 1: 

should obey a x2 distribution with M - 2 degrees of freedom. 
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5. Results for Monte Carlo Sample 

April 28, 1987 

The fitting procedure of the previous section was applied to the Monte Carlo 
sample with detector simulation, corresponding to the histograms of Fig. 1O(a-d). 
The Green’s function is from Fig. 6 (histogram). Contributions were included in 
the probability distribution function to account for misidentification background, 
treated as a pure resolution curve centered on zero, and for direct charm production 
and decay, treated as a Gaussian of width 130 pm and zero mean, as suggested by 
the distributions in Fig. 1Od and c, respectively. The b + c part was taken to be 
the same as pure b. 

The data and best-fit curve are shown in Fig. 11. For these 290 events, of which 
212 are from b hadron decays, the lifetime comes out 

T(b) = 1.13:;:;: ps, 

in good agreement with the input value of 1.1 ps. 

It’s interesting to compare the likelihood fit result with the result of taking 
simply the mean of the generated-track 6 distribution of Fig. 7 compared with the 
generated lifetime to measure the sensitivity, and using this in conjunction with 
the mean from the detector-simulation data of Fig. 10. That result after correction 
for background is 

T(b) = 1.19 f 0.15 ps. 

Evidently in the present situation the mean alone of the 6 distribution contains 
essentially all of the information about T(b). 

To understand a little better the sensitivity of this measurement, consider the 
case where the proper time t is measured for each event with perfect resolution and 
no bias. The exponential distribution dictates that the fractional error for N events 
would be l/e, or 0.07 for N = 212. The sensitivity of the impact parameter 
method is less by a factor of about 1.9 with our resolution and background. For 
perfect resolution and no background this factor would be about 1.5. 

I’ve looked into the possibility of fitting the data as a function of the additional 
independent variable sin<, which measures the projection of b onto the plane of 
the measurement of 6. The conclusion is that this gains us very little, because the 
distribution of events in sin < is (fortunately) peaked toward the value one anyway 
because of the Jacobian. 

It should be remembered that the production point, has been assumed here to be 
known for each event. The SLC beam may move around; the resulting uncertainty 
would add in quadrature to the 50-100 pm wide curves of Fig. 6. 

April 28, 1987 
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FIGURE 11. Best fit curve for the data points from Fig. 10. 

6. Conclusions 

The lepton impact oaram,?ter method for measuring the b-hadron average life- 
time can be expected to yield a rather clean res:lt with fractional statistical error 
for N events equal to about 2/a. Scaling from the Monte Carlo sample studied 
here, we expect aF/out 160 signal events for 10,OGO produced Z’s (including those 
that decay to leptons), implying a statistical precision of about 16% for r(b). This 
is about the level of the current experiments. 

The track resolution of t?:: .rertex drift chamber, with or without the silicon 
strip detector, is not seriously limiting so far as this measurement is concerned. The 
dominant systematic uncertainties are in the purity fraction and the sensitivity 
of the Green’s function to the fragmentation and gluon radiation, through the 
uncertainty in the parent hadron direction. Backgrounds are quite small, so that 
it should be possible to keep systematic errors less than 10%. 
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TITLE: Inclusive Leptons and B”-Bc Mixing at SLC 

The Mark II detector is we11 suited for the study of leptons from the weak 
decays of heavy quarks. This note presents the Monte Carlo results of a study of 
inclusive lepton rates done in the b and c quark working group. These results are 
an extension of those of an earlier study by M. Nelson [l]. The single lepton rates, 
determined from Monte Carlo, will be used to predict the same sign dilepton rates 
from B”-B mixing. -0 

Earlier studies of inclusive leptons at SLC used Monte Carlo generated 4-vectors 
with approximations of the misidentification probabilities for electrons in the liquid 
argon calorimeter and drift chamber dE/dx and muons in the muon detector. This 
study used Monte Carlo generated raw data including simulated dE/dx data. Work 
on modelling lepton identification in the calorimeters and muon detector is still in 
progress-results from previous studies will be used here. 

Monte Carlo Data Sample 

These results are baaed on a study of approximately 9500 hadronic decays of 
the Z” generated using the LUND Monte Carlo with leading log parton showers 
(ALLA = QCD scale = .5 GeV, Qo = invariant mass cutoff for shower evolution = 
1.5 GeV). The sample contains uci, d& SB, CE, and b6 decays of the Z” and no top 
quark. The generated raw data is analyzed in the same way as real data excluding 
pattern recognition in the drift chamber, in which 100% efficiency is assumed. 

Event Analysis 

The lepton pt was measured relative to the thrust axis, which was calculated 
using charged and neutral tracks. Charged tracks were required to satisfy the 
following cuts: 

. )cosfq < .9 

. p > 100 MeV/c 

. rzy < 1.6mm 

.~z--.qr~<60nm 

where 0 is the angle of the track to the beam direction, rzy is the distance of closest 
approach of the track to the vertex in the x-y plane, and It - ZV( is the distance 
in the z (beam) direction. Neutral tracks were included in the calculation if: 

l E > 150 MeV 

. distance to nearest track > 30 cm 

The angle between the thrust axis and the beam direction, ~THR, was required to 
have ]cos&~~] < .g . 

Electrons 

Electrons were identified using the barrel and endcap calorimeters and the drift 
chamber dE/dx information. The dB/dx information is most useful for identifying 
electrons in the momentum range from p = 250 MeV/c to p = 7 GeV/c, whereas 
the calorimeters work in a range p > 2 GeV/c. In this study electrons are assumed 
to be identified with 100% efficiency, though in the calculation of misidentification 
probabilities discussed below an efficiency of 90% is assumed. 

Backgrounds 

The principal backgrounds to the electron signal are from hadron misidentifi- 
cation and from non-prompt sources such as r-conversions and rr” decay. There is 
also a small background of electrons ilorn K and r decay. Figure 1 shows the pt 
distribution, cut on p > 3 GeV/c, for prompt electrons from c and b quark decay, 
non-prompt sources, and all hadrons before any cuts to reduce background. From 
this figure it is obvious that the misiaentrfication probability must be less than of 
order 5% to reduce this background. 

Hadrons misidentified as electrons in the calorimeter arise primarily from over- 
lap of photors and charged tracks. Au estimate of the misidentification probability 
was made for the Mark II upgrade proposal[2] and shown in Table la) as a function 
of p and pt. The numbers have been smoothed to take out statistical variations 
and the min’mum value set to .OlO. The equivalent numbers for the dE/dx sys- 
tem were derived from a Monte Carlo simulation with 10% additional smearing to 
bring it in agreemant with the current measured performance of the dE/dx sys- 
tem. The misiden,;ification probabilities for the dE/dx system are shown in Table 
11). The combination of calorimeter aad dE/dx are shown in Table lc). The ac- 
tual misidentification background is calculated by demanding that the dE/dx of 
hadrons be within the 90% CL limit of being an electron and then weighting the 
resulting yield in bins of p and pt with the numbers of Table la). 

The other major background is non-prompt electrons from r- conversion and 
r” decay. This background can be reduced significantly by demanding that elec- 
tron candidate tracks not have a small opening angle with another track which is 
consistent with being an electron. The technique has been used in a previous Mark 
II analysis[3] 2nd is explained in detail in this reference and Ref. 14). This study 
differs from that of R;:. [3] in that the demand that the second track be consistent 
being an electron is defined by the dE/dx system instead of the calorimeter. The 
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efficiency of this cut as a function of momentum from Monte Carlo is shown in 
Figure 2. 

Electron Results 

Table 2 shows the yield of electrons in bins of p and pt. Cutting on p > 3 GeV/c, 
Figure 3 shows the pt distribution for signal and background. Anticipating the 
application to B”-Bc mixing one can define a “b-enriched” region by cutting on 
p > 3.0 GeV/c and pt > 1.0 GeV/c. In this region there are 161 electrons from 
primary bottom decay, 41 from primary charm, 31 from secondary charm, and 38 
background events. 

Muons 

Muons are identified as those tracks with hits in all four planes of the muon 
detector. This study assumed a partially upgraded muon system, namely the 
“facades” described in Ref. (51, which provide additional muon detection down to 
cod? < .85 . Again the muon identification was assumed to he 100% for those 
tracks which project into the instrumented detector. 

Background 

The muon background consists of muons from rr and K decay and from hadron 
punchthrough. There is an additional small background from 7 decay. Kink-finding 
in the drift chamber could be used to eliminate some of the background from x 
and K decay, but as will be shown below, this background is relatively small. 

The hadron punchthrough probability was taken from a Monte Carlo study 
done for the Mark II muon upgrade proposal. The results were parameterized as 
a function of p and pi as follows: 

.OOl x p(GeV/c) pt < 1 GeV/c 

Prob(h -+ p) = .00075 x p 1 < pt < 2 GeV/c 

.00055 x p pt > 2 GeV/c 

Muon Results 

Table 3 shows the yield of muon in bins of p and pt. Cutting again on p > 
3 GeV/c, Figure 4 shows the pt distribution for the different contributions. Defining 
a “b-enriched” region as in the electron case (p > 3.0 GeV/c and pt > 1.0 GeV/c) 
yields 99 muons from primary bottom decay, 29 from primary charm, 28 from 
secondary charm and 60 background events. 

Application to B”-@ Mixing 

Mixing in the Bi (Bf) system can be described by the parameter rd (ra) defined 
by: 

“d(s) = 
Wj(,) -+ B:(s) -+ I--X) 

wq,) -+ 1+x) 

which is the probability the bottom meson will decay into the wrong sign lepton. 
This decay together with a normal semileptonic decay of the other B will result in 
a like-sign dilepton. Like-sign dileptons can also occur from, for example, pairing a 
lepton from primary charm decay with a non-prompt background or a lepton from 
secondary charm decay. Thus mixing shows up as an excess of like-sign dileptons. 

In this study, one does not differentiate between charged and neutral bottom 
mesons or bottom baryons. Define the parame.er A: 

I-(B --t I-X) 
x=r(Bj-T- 

where B refers to any hadron containing the 5 quark. This parameter is related to 

‘d(a) by 

where x+) = 1% and (BR),(,) is the semileptonic branching ratio for Bjc8,, 
(BR) = C f;(SR); is the branching ratio for all bottom states, and f; is the 
fraction of h quarks which fragment into B; hadrons. For comparison with other 
measurements ths branching ratios are all assumed equal and fragmentation frac- 
tions are assumed to be f; .: - .i and f# = .2 . This assumption also ignores bottom 
haryon production. 

Using ..be single lepton rates in the b-enriched region one can predict the ex- 
pected rate of dileptons. This calculation is explained in detail in the Appendix of 
Ref. [6]. The predicted number of events was calculated assuming lo6 Z” ‘s. Table 
4 shows the expected number of dileptons assuming x = 0 (no mixing) and x = .l. 
Also-shown in Table 4 is the yield of dileptons with the b-enriched region defined 
by p > 5. GeV/c and pt > 1.5 GeV/c. 

Assuming x = .l, the resulting constraints on rd and rg are shown in Figure 
5. The alternative definition of the b-enriched region in Table 4 does not improve 
these limits. Previous n,ea.surements of B”-@ mixing[7-9] are shown in Figure 6. 
Thus if mixing is indeed pres+:ill; at a level indicated by the allowed region of Figure 
6, then it should be easily visible with lo6 2’ ‘s at SLC. 

502 503 



June16,1987 

Conclusions 

This study still contains some limitations: 

l The misidentification probability for hadrons in the calorimeter needs to be 
studied further. Ultimately the best estimate will come from studying real 
data. 

. The muon misidentification from hadron punchthrough should be measured 
from the data. 

. With increasing numbers of 3- and 4-jet events, the thrust axis becomes a 
poorer estimate of the original quark direction. One should explore using 
cluster algorithms. 

. The presence of decays Z” -+ tf would be additional background to the B”- 
8s mixing signal. The number of tfevents is expected to be small, plus some 
of the same cuts used to isolate a top signal could be used to eliminate it in 
a search for mixing. For example cutting on thrust > .85 eliminates 65% of 
the top signal and only 13% of the non-top events. 

It should be possible to obtain a relatively clean sample of prompt leptons from 
heavy quark decays with the Mark II detector at SLC. Misidentification probabil- 
ities of less than .3 % reduce the background to a manageable level. A clean 
sample of prompt leptons could be used to measure semileptonic branching ratios, 
fragmentation functions and, as presented here, B”-Bo mixing. 

June16,1987 
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TABLES 

1. Probabilities of a hadron being misidentified as an electron in bins of p and 
pr for (a) the electromagnetic calorimeter, (b) the drift chamber dE/dx and 
(c) the combination of both systems. 

2. Distribution of electron signal and background in bins of p and pt. 

3. Distribution of muon signal and background in bins of p and pt. 

4. Dilepton yield for x = O.(no mixing) and x = .l, assuming lo6 ZO’s. 

FIGURES 

1. pr distribution for electrons from heavy quark decay, electrons from 
r-conversion or so decay, and all hadrons. 

2. Efficiency for identifying electrons from 7-conversion and no decay versus 
momentum, determined from Monte Carlo. 

3. pt distribution of electrons showing contributions from the different heavy 
quark decays and background. 

4. pr distribution of muons showing contributions from the different heavy quark 
decays and background. 

5. 90% upper and lower limits on zd vs rd assuming x = .l and 10’ Z”‘s. 

6. Previous measurements of B”-$ mixing. The Mark II result is a 90% CL 
upper limit and the UAl result is a 90% CL lower limit. The Argus measure- 
ment is sensitive only to the value of td so the result is presented as horizontal 
lines on the plot. The solid line is the actual measured value and the dashed 
lines show the one standard deviation errors. 

III P\Pt 

TABLE 1 
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4 15 
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14 (16.2) 26 (2.0) 

2 14 
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1 9 

4 7 (2) 
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9 
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3 3 

1 3 
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1 (4 (.5) 

1 5 
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5 
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4 
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P 
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1 

2 (1) 2 (1) 
i (3.8) : (4.3) 

1 4 

1 

(2.8) 1 (3.6) 

3 4 

(1) 1 (1) 

(2.lj 1 (2.8) 

1 1 

(1) 

(1.5) (1.7) 

2 3 

1 (1) 1 (2) 
(4.1) (‘3.01 

1.0-1.5 1 1.5-2.0 2.0-2.5 > 2.5 

2 3 

6 (9) 1 (6) (1) 
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.3 2 1 
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11 1 1 3 

a (1) 1 (1) 1 (3) 
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7 3 1 

6 (1) 

2 (2.1) 2 (1.0) 1 (.4) 3 (1.0) 

3 4 3 

(21 1 (1) (1) 

2 (1.5) (1.0) 1 (.3) (4 - 
a 2 2 3 

2 (1) 1 (1) 

2 (1.5) (4 (4 (4 
1 3 1 1 

(2) (1) 1 

1 (1.0) (.5) (.3) (.7) 

1 3 1 3 

(1.1) (.5) (4 (.5) 

a 4 5 

@I1 I I 
(2.9) 1 (1.9) ( (.7) 1 (1.71 
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AUTHOR: Ken Hayes 

DATE: July 15, 1987 

TITLE: b and c Quark Exclusive Decays With the Vertex Detector 

1. Introduction 

Two initial uses of the Mark II vertex detector at the SLC will be to tag b 

quark jets and to make lifetime measurements. The tagged b jets will be used 

to 1) measure the branching ratio for 2 -+ b6, 2) search for the top quark using 

the t + b decay sequence, 3) study gluon jet production and fragmentation using 

2 -+ b&g events where both b jets are tagged, and 4) study b quark fragmentation 

and decay using the tagged 2 + b6 sample. Precision measurements of the b 

lifetime will be made, and if the top quark is found, an upper limit to its lifetime 

will be determined. 

All of these physics topics can be studied making use of track impact parameter 

measurements only - no vertex reconstruction is required. But even a partial 

reconstruction of the event vertex topology provides additional information which 

may be helpful to an analysis. For example, one can test if the tracks which are 

inconsistent with originating in the primary vertex form a consistent secondary 

decay vertex, and the set of tracks which are consistent with both the primary and 

secondary vertices can be determined. How can this extra information be used? 

Can we use it to improve the b jet tagging efficiency or purity? Can b and c quark 

jets be separately identified with a reasonable efficiency? Can the primary quark 

charge be determined thereby allowing the forward backward charge asymmetry to 

be measured? 

To help answer these questions, I have examined the reconstruction of some 

exclusive bottom and charm decays. This is one of the simplest vertex analysis 

problems since only consistency with the hypothesized topology need be tested, 

and the invariant mass distribution provides a clean definition of efficiency and 

purity. 

The remainder of this note is organized as follows: section 2 discusses some rel- 

evant exclusive b and c quark decays; section 3 evaluates the vertex detector resolu- 

tion required to reconstruct the vertex topology of b and c decays and discusses the 

implications for use of the vertex chamber information; and section 4 illustrates the 

physics potential and some analysis techniques with a few examples: B” --t X+A-, 

Do --) K-a+, D’ -+ K-T+T+, and use of the decay B” -+ D+ + l- + neutrals to 

measure the B” lifetime. 

2. Some Relevant, Fx:lusive b and c Decays 

The large branching ratio for 2 + b6 (= 15?“) o and the excellent environment 

for vertex detection make 2’ decays at the SLC a good place to study heavy 

quarks. Xany pnysics topics can be explored by reconstructing exclusive heavy 

quark decays. These include the fo-ward backward charge asymmetry for 2 -+ qq 

(AFB:, fraqment.at.ion, B - B mixing, particle spectroscopy, masses and lifetimes, 

KM ma:rix elements, and in the case of rare B decays, CP violation and tests 

of electroweak theory at the one loop level. Unfortunately, most of the relevant 

branching ratio? :r~ less than 10e3 and a large number of Z” decays are needed. 

For a decay moc.e with 10e3 branching ratio, 10 produced events require roughly 

i05 Z” decays. Therefore we will concentrate on those modes with the largest 

branching ratios. 

Two simple exclusive modes with large branching fractions are D+ -+ K-x+n+ 

and Do -+ K-a+. The measured lifetimes III and branching ratios”’ for these decays 

are listed in Table 1. The expected production rate for these two exclusive modes 

is about 1200 decays per 10’ Z” decays. About 30% of Do decays originate in the 

decay D’+ + DOT+ which can be cleanly identified using the reconstructed D’ -D 

mass difference. 
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Table 1 

J 

Besides the obvious uses of measuring production rates, fragmentation prop- 

erties and APB, the D+ can be used to measure the B” lifetime. From the spec- 

tator diagrams shown in Figure 1 for B” and B- decay, and from the fact that 

D*f + (D”,D+), and D” --) Do but D’O f+ D +, if these were the only diagrams 

contributing to B decay and if we ignore D+ production at the W decay vertex, 

then D+ are produced in B” decay but not in B- decay. Thus, D+ could be used 

to tag B” decay. Although the sum of B exclusive branching ratios measured by 

CLEO and ARGUS is only about IO%, we can use their measurements to test the 

prediction B- ,4 D+. From the results compiled in [l], the sum of measured B- 

decay modes to D’+ or D+ is 4.7 rt 1.2% while the sum of measured B- decay 

modes to Do is .38 rt .18%; so this argument fails. Grinstein, Wise and Isgur have 

calculated, however, that in the case of semileptonic B decay, only the simplest 

hadronic states are produced. They calculate thatf3’ 

r(B + D, D’lv) = .go 
r(B -+ Xiv) (2.1) 

Therefore D+ is a tag for B” in semileptonic B decay. The average charged particle 

multiplicity at the B vertex in semileptonic B decays (1.3 f .4) is consistent with 

this conclusion.“’ 

The production rate for events of the type B” --t D+l-v or B” ---t D’+l-V, 

where Di + K-n+n+, D’+ --) D+(R’ or 7), and 1 = e or g, should be about 140 

per lo5 Z” decays. We will see in the next section that these events can be cleanly 

selected with the aid of the vertex detector. However, since the total detection 

efficiency (including event selection, lepton identification, and vertex detector cuts) 

is only about lo%, lo6 Z” decays will be needed for a reasonable measurement of 

the B” lifetime using this method. 

Exclusive reconstruction of B decays requires a very large data sample. The 

measured modes with the largest branching ratio products are B- -+ ~+a-D+ 

(D+ --t K-s+v~+) and B” + DO?r+a-(Do + K -~+a-x+) with product branching 

ratios of x 10m3. Given the reconstruction inefficiency, about lo6 Z” decays would 

be needed to reconstruct a useful sample of these decays. 

A simple example of the use of exclusive B decay: is to measure the KM matrix 

element vb,. Reconstruction of B” --t A+K- or B- -+ pox- would immediately 

determine Iv,,\. B. Stech and collaborators have calculated the branching ratio for 

B” + T+K- to be”’ 

BR(B’ --t TT+K-) zz 2.1. I’.. -3~Vbu/Vbc~2. 

CLEO has determined a 90% C.L. upper limit on the branching ratio for this 

mode of 2. 10e4 which gives Ivb,/ < .02, a limit that is only slightly worse than 

that derived from fitting the lepton momentum distribution!” Unfortunately, this 

also limits the production rate for this decay mode to be less than 2 events for 

lo5 Z” decays. 

A more accessible decay is B + plv. Stech has calculated that’“’ 

r(B + plu) _. _ .____ 
l?(B --t D, D’lv) = 1 ’ Ivbu/vbc12. 

Using the GWI result (Eq. 2.1) we find 

BR(B --$ ph) = .;I. ~V&‘$c~2 

which is about 60 times larger than BR(B f 7r+rr-). The current limit on Ivb,/vb,l 

puts an upper limit on the rate of B- + poleu -+ x+x-lu of about 100 produced 

events per lo5 Z” decays. If the actual rate was near this upper limit, it would be 

promising, although separating this signal from b + e backgrounds would require 

tight kinematic cuts to remcvi backgrounds from unseen K& and excellent particle 

identification capability would also help. 
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3. Impact Parameter Resolution: Requirements and Implications 

The ability of a vertex detector to provide useful information about a decay 

vertex falls into one of 3 rather loosely defined categories depending on the relative 

magnitude of the average impact parameter 8 to the impact parameter error erg. 

If 8 < 06, then essentially no topology information is available, although statis- 

tical analysis of impact parameter distributions can be done to measure particle 

lifetimes. At the other extreme where the average track impact parameter is very 

much larger than the impact parameter error, say 8 >, 30 ‘~6, then the event 

vertex topology can be reconstructed and nearly all tracks can be assigned to a 

unique vertex. In between these two extremes exists a large region where the res- 

olution is sufficient to detect the presence of secondary decay vertices with good 

efficiency, but insufficient to precisely determine the number of decay vertices and 

unambiguously assign tracks to them. 

These three regions are illustrated for the case of b quark decays in Figure 2 

which plots the impact parameter distribution to the primary vertex for tracks 

from the b decay vertex. Since the 6 distribution is a convolution of an exponential 

decay distribution and a PT distribution, it is very broad and the distribution in 

lag(6) is convenient to plot. For the Mark II vertex chamber at PEP, the average 

track impact parameter error is about 200 pm and only abut 10% of b decay tracks 

are inconsistent with originating in the primary vertex; secondary decay vertices 

in only a small fraction of b decays are detectable. For the SLC upgrade vertex 

chamber, the average b decay track impact parameter error will be about 40 pm.“’ 

About 50% of b and cascade c decay tracks will have 6106 > 3, and the presence 

of secondary decay vertices can be detected with reasonable efficiency. But only 

when the impact parameter resolution gets to the micron level will high efficiency 

vertex reconstruction and track assignment be possible. 

The required impact parameter resolution for full vertex topology reconstruc- 

tion is illustrated in Figure 3. This figure plots the fraction of Z + qq decays for 

which the minimum impact parameter of all charged tracks to all other non-parent 

vertices is larger than the value given by the abscissa. For example, the impact 

parameter of all tracks to all other non-parent vertices is larger than 10 pm in 

about 15 % of Z -+ b6 decays. Thus, if one had apriori knowledge of the number 

and location of all secondary decay vertices, all tracks could be uniquely assigned 

to these vertices at the 3 sigma level in 15% of Z + b6 decays for a vertex detector 

with 3 pm resolution. The fact that the vertices are not known makes the recon- 

struction process even more difficult. Multiple Coulomb scattering will always limit 

the obtainable resolution for low momentum tracks and will make their assignment 

to unique vertices much less probable. 

The vertex topology reconstruction efficiency for Z --t cE decays is also shown in 

Fig. 3 and is only slightly better than the Z -+ bi; case. However, the reconstruction 

efficiency for light quark Z” decays is excellent. Vertex detectors which measure 

impact parameters in both projections (e.g CCDsj do a substantially better job 

of vertex reconstruction as is also shown in Fig. 3. For Z + bh decays, going 

from 2 to 3 dimensions is about equivalent to a factor of 3 improvement in the 2 

dimensional in&pact parameter resolution. DeLermining the vertex topology for low 

multiplicity decays in 3 dimensions is much easier since in 2 dimensions, two tracks 

always form a ver:ex. 

Since full v.drtex topo!,:gy reconstruction fcr Z -+ b6 and Z + cz decays is so 

difficult, consider the other extreme. The simplest use of vertex detector informa- 

tion is to require only a small number of tracks be inconsistent with the primary 

vertex. Fig. 4 shows the reaction of b decays for which > N tracks (N =I,2 or 3) 

have an impact parameter to the primary vertex larger than the value given on the 

abscissa. Note that the impact parameter scale is about 30 times larger than for 

Fig. 3. About 70% of all b decays have at least one track whose impact parameter 

;o the IP is greater than 200 pm. It is clear that good eficiency /or vertez topology 

cuts will be obtained ij significant impact parameters (6/u& > 3) are required for 

only a jew tracks. 

Since the impact parameter resolution is by itself insufficient to determine the 

decay vertex topol.ogy, otter I:lformation can help sort things out. For example, 

psuedorapidity can help distinguish tracks from the primary vertex. For exclusive 
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decays, the invariant mass or other kinematic variables of the decay products can 

be used to determine if tracks which are consistent with both the primary and 

secondary decay vertices should be included in the secondary vertex. Testing if 

the vertex topology is consistent with a desired topology can be done with much 

higher efhciency than determining a unique topology for the event. And of course 

the choice of analysis is important since some are much less demanding on the 

vertex detector resolution than others. The examples discussed in the next section 

have good efficiency for cuts based on vertex detector data. And since the average 

track momentum is large for these decays, the addition of the silicon strip detector 

should improve the performance significantly. 

4. Some Analysis Examples 

4.1 B” --+ ir+n- 

The large B mass, long lifetime, simple secondary vertex topology and high 

particle momentum make the decay B” -+ A+K- the simplest possible heavy quark 

exclusive decay to study with the vertex detector. Although the production rate 

is dismal, the analysis is clean and simple and provides a good benchmark for 

comparison with other modes (e.g. Do -+ K-r+). 

Event selection cuts are applied to reject events which go out the ends of the 

detector (number charged tracks > 7, thrust > .t3, Icos(8thrust)l < .8). Using 

the thrust axis, the event is divided into hemispheres and all pairs of oppositely 

charged tracks in each hemisphere are tested for consistency with the B” + %+A- 

hypothesis. To reduce background from low I,+,- (- P,r+n-/Ebeam) or asymmetric 

combinations, the candidate must satisfy xX+=- > .45 and lcos(O*)l < .80 where 

6’ is the decay angle in the center of mass relative to the B” candidate direction. 

The mass spectrum of surviving candidates is shown in Fig. 5a from a monte carlo 

sample of lo4 hadronic 2’ decays. 

Vertex topology cuts are now applied. In the desired topology, the B” decay 

vertex should be significantly separated from the primary vertex, and the B” and 

all other tracks in the hemisphere should be consistent with originating in the IP. 

Consistency with this topology is achieved by demanding 

and the signed impact parameter significance to the IP, s; .6;/ab, (si = fl), of all 

other tracks in the hemisphere is less than 2. The candidate B” direction is used to 

determine the sign of the impact parameter. The vertex decay length significance 

!B/oll is related to the sum of track impact parameter significance: 

[B/u,, = .71. 2 bi”6;. 
i=l 

Thus the cut on 5 S,/uti s equivalent to z cut on decay length significance of 
i=l 

e,/all 24. These vertex topology cuts are albout 60% efficient for B” -+ T+X- 

decays but reduc.s the background over the full ?T+K mass interval by about a 

factor of 50. 

Figure 5b slrows the background mass distribution after vertex topology cuts 

have been applied. The mass resolution function is also shown (o = 150 MeV/c’). 

Two dominant background sources to the desired vertex topology exist. The low 

mass events (rnr+*- < 2 GeV/c’) are due to Z + CE decays, while in the high mass 

events, at least one candidate track originates in a primary b decay vertex. The 

latter background is greatly reduced by the requirement that the B” and all other 

tracks are consistent with originating in the IP. No background events are present 

in the signal region (4.80 < m,, < 5.70 GeV/c2) but extrapolating this result to 

a 10” Z” sample is uncertain. Assuming the vertex cuts reduce the background in 

the signal region by two orders -f magnitude, we might expect about 1 background 

event for such a sample. 
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The net acceptance is 31%. It is the product of the hadronic event selection 

efficiency (.77), tracking efficiency including track quality cuts (.82), z,+,- and 

cos(0’) cuts (.85), and the vertex topology cut efficiency. For a braching ratio of 

2. 10e4, we would reconstruct about 7 B” -+ x+n- decays/ 10” 2’ events. Note 

that the current CLEO limit is background limited. 

4.2 Do + K-h 

. 

The decay Do + K-T+ will be produced at the SLC about 1000 times more 

often than B” -+ T+A- assuming the branching ratio for the latter mode is near its 

current measured upper limit. Relative to B” -+ R+?T-, the detection efficiency for 

Do --f K-r+ will be lower and the backgrounds will be much higher, Several factors 

contribute to making detection of this mode (without exploiting the D’ -D mass 

difference) a difficult task. The average track impact parameter is much smaller 

for Do -+ K-r+ than from B” + A+R- (X 85 us zz 280 km) mainly due to 

the lifetime difference. From Fig. 5 it is clear that combinatorial backgrounds are 

much larger in the Do mass region. Furthermore, since our particle identification 

capability is insufficient to distinguish pions and kaons in the momentum region 

of interest, the combinatorial background will be doubled. Finally, the vertex 

topology for jets containing D mesons from a b cascade decay is more complex than 

the topology in Z + CE events, and this requires more restrictive and therefore less 

efficient cuts to limit the greatly increased backgrounds. 

The task of selecting Do + K-r+ in Z -+ CE events is equivalent to the 

BO -+ s+n- analysis discussed above with one modification: each candidate com- 

bination enters the mass plot twice (once each assuming K-T+ and K+a-j. The 

detector mass resolution assuming correct particle ID varies from 20 to 45 MeV/c2 

depending on the Do momentum, while the mass difference between the correct and 

reversed particle assignment depends on P=/PK and has a sigma of 250 MeV/c’. 

We define the signal region to be mg z& 100MeV/c2. For the cuts described above, 

the net acceptance is 8%, and the signal-to-background ratio is about 1. 

For Do + K-n+ selection in Z -+ b6 events, the requirement that the Do and 

all other tracks in the jet be consistent with originating in the IP can no longer 

be applied. The background is greatly increased since many more tracks have 

significant impact parameters, and background combinations where one or both of 

the tracks originate in the b decay vertex often have an invariant mass as large as the 

D mass. One way to reduce this background is to require that the Do candidates be 

consistent with being the most downstream decay vertex. This is done by forming 

the vertex of the Do and each other track in the hemisphere with pseudorapidity 

> 1.5, and requiring the Do decay distance from each of these vertices to be larger 

than 1.2 mn. With these cuts the net -zceptance is about 5%, and the signal-to- 

background ratio is about l/2. Although the vertex detector information greatly 

improves the sample purity, exploit;ng the D’ - D mass difference results in a 

higher purity sample. 

4.3 D+ -+ K-T+& 

The longer D+ lifetime (T(D+),‘T(L~‘) = 2.40 + .16)“’ and the fact that the 

particle charge determines its ident’fication make the mode D+ + K-K+T+ much 

e&e.: to :.econstruct than Do + K-r+. The analysis proceedure is similiar to 

that for no -+ K-T+ given above and is described in detail in Reference 7. The 

resu’iing efficiency for D+ -+ K-x+r+ selection in Z --+ CF (Z + b6) decays is 15% 

(9%) for a signal-to-background ratio of about 4 (2). The vertex detector cuts are 

about 40% efficient and improve the signal-to-background ratio by about 200. 

4.4 MEASUREMENT OF THE B” LIFETIME USING B" + D++l-+neutrals 

The fact that D+ is a tag for B” in semileptonic B decay provides a method 

for measurement of the B” lifetime using the decay B” + D+ + l- + neutrals. 

Requiring a detected lepton simplifies the vertex topology analysis and improves 

the D+ purity since we can assume no other charged tracks originate in the B” 

decay vertex (an assumption which can be tested). 

The analysis begins tj -electing hadronic events and dividing them into hemi- 

spheres as described in the section on B” + K+T- above. Then each hemisphere is 
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tested for a semileptonic B” decay candidate. The hemisphere is required to contain 

1 identified lepton with momentum above 3 GeV/c. Candidate D+ -+ K-T+T+ 

decays are selected with cuts on ZD, cos(Sk), and cuts on the impact parame- 

ter significance and vertex fit probability of the D+ decay tracks as described in 

[7]. The D charge must be opposite to the lepton charge, and all other tracks in 

the hemisphere (excluding the lepton) must be consistent with originating in the 

primary vertex (si . &i/asi < 2) where si is determined using the D+ direction. 

Either the lepton or the D+ impact parameter (or both) can be used to measure 

the B” lifetime. The sign of the impact parameter is determined by using the lepton 

and D to reconstruct the B” decay vertex, and then signing the impact parameter 

with the sign of the measured B” decay length. Figure 6 shows the lepton impact 

parameter distribution for a monte carlo sample of 279 decays. 

The efficiency of the vertex topology cuts including track quality cuts is 41%. 

The total acceptance is about 12% assuming 100% electron identification efficiency 

for electrons which enter the LA solid angle. Thus we could expect about 100 

detected events of the type B” + D+ + e- + neutrals (D+ -+ K-r+r+) and about 

the same number of (upgraded) muon events in a 10” Z” decay sample. 

Three potential sources of background exist: background D’ plus lepton, D+ 

plus misidentified lepton, and background D’ plus misidentified lepton. The first 

source is negligible. Backgrounds from the other two sources were estimated using 

a lo4 Z” sample by setting the misidentification probability to be 100% for non- 

lepton tracks with momentum above 3 GeV/c. The latter two sources are about 

of equal importance and together contribute about 14 P background events per 

10s Z” decays where P is the Iepton misidentification probability in percent. Thus 

the sample should be fairly pure. 

5. Conclusions 

Physics topics as diverse as the forward backTvard charge asymmetry to CP 

violation can be studied with the aid of heavy quark exclusive decays at the Z”. The 

Mark II with its vertex detector is sufficiently powerful to do a good job on many 

of these topics with reasonable acceptances and samp!e purities. Measurements of 

IVb,l using B” -+ T+K- and of the B” lifetime using the decay B” -+ D+ + l- + 
neutrals (D+ + K-lr+lr+) have been illustrated in this paper. Unfortunately, 

given the small branching ratios for most exclusive decay modes, large numbers of 

Z” decays are needed. 

From the standpoint of vertex detector performance, the Mark II vertex detec- 

tor can fully reconstruct the vertex topology of nearly all strange particle decays, 

but in general can only tag the presence of secondary b and c quark decay ver- 

tices with good efiiciency. High efficiency full vertex reconstruction of heavy quark 

decays requires .tn order of magnitude improvement in impact parameter resolu- 

tion. Analyses which use vertex detector information to make vertex topology cuts 

for b and c quark decay will have good efficien-.y if significant impact parameters 

(6/as > 3) are required for only a few tracks. 
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Figure 1, Spectator diagrams from B” and B- decay. 
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MarkII/SLC-Physics Working Group Note # 10-2 

AUTHOR: Dean Karlen 
DATE: April 15, 1987 
TITLE: Single -y background to neutrino counting from radiative Bhabha 

scattering 

1. Introduction 

Neutrino counting experiments attempt to measure the single y cross section 
from the process, 

e+e- + vLiy 

to determine the number of light neutrino species. The major background to this 
process is from radiative Bhabha scattering, 

e+e- 4 e+e-7 

where both electrons escape detection at low angles. This background can be elimi- 
nated if the observed single photon is required to have sufficient transverse momen- 
tum so as to force an electron into the detector acceptance. Such a requirement 
significantly reduces the signal, especially when the center of mass energy is near 
Mzo. If the background from radiative Bhabha scattering is small and well under- 
stood, it would be possible to relax this requirement. In this talk, I will discuss 
calculations of this background to order a3 and a4, and compare results from a 
Monte Carlo event generator with data from the Mark II and ASP experiments. 

2. Lowest order 

To order a3, radiative Bhabha scattering is described by the eight diagrams of 
fig. 1. For the configuration where only the photon is scattered at a large angle, 
the t channel diagrams are greatly enhanced by the pole for O” scattering, whereas 
the s channel diagrams are suppressed due to the small solid angle involved. The 
correction from the weak sector can safely be ignored, even for E& w Mz,-,. 

Figure 1. Order cz3 diagrams for radiative Bhabha scattering: a) t channel; 
b) s channel. 
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Although the diagrams of fig. 1 have been incorporated into the Berends and 
Kleiss Monte Carlo(‘), the program is inadequate for the region of phase space 
considered here. The program requires 4:lectrons to scatter above a minimum angle 
and is inefficient for acollinear photon radiation. Also, the matrix element does 
not include some mass dependent terms that become important for small angle 
scattering. So it was necessary to produce a new Monte Carlo program(2) specifically 
designed for small angle radiative Bha>ha scattering. The program, called TEEGC*, 
allows 0” scattering, is efficient for acollinear photon radiation, and includes the 
dominant msss terms. 

3. Radiative correction to radiative Bhabha scattering 

In order to describe radiative Bhabha scattering more accurately, it is necessary 
to include the contribution from order a4 diagrams, such as those shown in fig. 2. An 
exact treatment would be extremely di%u!t, as there are more than 150 diagrams 
in this order. The dominant diagrams, however, can be calculated by using the 
Equivalent Photon Approximation(3) (EPA). 

FigIre 2. Some representative diagrams of the next order correction to 
ra liative Bhabha scattering: a) Vertex correction; b) Electron self energy 
correction; c) Vacuum polarization; d) Box diagrams; e) Double radiative 
Bbabha scattering. 

3.1 EQUIVALENT PHOTON APPROXIMATION 

The EPA provides a method of calculating a process that involves the exchange 
of an almost real photon, such as radiative Bhabha scattering when an electron 

- scatters at a low angle. To illustrate the use of the EPA, I will show how it is 
applied to the order cx3 process. The results will then be compared with an exact 
calculation in order to judge the accuracy of the approximation. 

The dominant event topology, for the single photon background, haa one elec- 
tron balancing the pi of the photon and the other electron near 0’. When the e+ is 

* TEEGC is named for t-channel dominated eer(r) final states 
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near O”, the two dominant diagrams are those shown in fig. 3. The EPA separates 
the process, 

e+b+) e-b-) -+ e+(q+) e-(c) 7(k) , 

into two components. The radiation of the almost real photon from the lower leg, 

e+(p+) -+ e+(q+) r(i) , 

Table 1. Single photon cross section calculations (in pb) to order 03. Eb = 
47 GeV, tiYr,,in = 30”, eeveto = 15 mrad. EPA refers to the calculation 
based on the equivalent photon approximation; t channel is from the two 
diagrams of fig. 3; exact is from all eight diagrams of fig. 1. The same 
region of phase space was sampled for each of the matrix elements. 

is given by the equivalent photon spectrum, d3n,++e+T. The scattering of this 
almost real photon by the incoming electron, 

r(l) e-b-1 -+ e-(9-) r(k) t 

E 7 min 0.5 GeV 1.0 Get’ 1.5 GeV 

EPA 33.29 k 0.09 4.85 i 0.02 0.120 f 0.002 

t channel 33.32 If 0.09 4.87 ?c 0.02 0.123 i 0.002 

exact 34.24 zt 0.09 5.06 + 0.02, 3.145 5 0.003 

is given by the ordinary Compton cross section, d20.,e-+7c-. Then the radiative 
Bhabha cross section is given by, 

d5 ~e+e--+e+e-7 = d3n e+-+e+7 d2u7e-+7e- + d3n,-+e-7 d2u7e+,7e+ . 

Figure 3. The two diagrams that dominate when the e+ scatters at a small 
angle. 

Treating the exchanged photon as real is a valid approximation if, 

ii2 < (p- + ii)2 . 

That is, the ‘invariant mass’ of the exchanged photon must be much less than 
center of mass energy of the photon electron collision. In table 1, single photon 
cross sections calculated using the EPA are compared with that found using the 
matrix elements from the two diagrams of fig. 3 and from ail eight diagrams of 
fig. 1. When one electron is allowed to scatter at 0’ (E7min = 0.5 and 1.0 GeV), 
the cross sections agree to about 3%. When the criteria force both electrons to 
scatter above 0” (ET min = 1.5 GeV), the agreement is worse. The EPA. method 

agrees very well with the t channel matrix element. Hence, treating the exchanged 
photon as real is a very good approximation. Th.z deviation of the EPA from the 
exact calculation is due to the s channel diagra.ns ard the interference between the 
t and t’ channels which are not included in the LPA calculation. 

3.2 ORDER a4 CALCULATION 

In the previous section the EPA was used with Compton scattering, to derive 
an approximate form for ord!:r o3 radiative Bhabha scattering. By using the EPA 
with the known ridia:ive corrections to Compton scattering, the dominant radiative 
correction to radiativ? Bhabha scattering, given by the diagrams shown in fig. 4, 
can be found. The diagrams not included are expected have little effect when at 
least one electron scatters at a small anglec21. The contribution from the virtual 
and soft real photon errission diagrams is combined, as usual, to give a correction 
to the lowest orc’er, 

d5P _ e+e -+e+e-7 = d5ue+e---lc+e-7 (1 + 6) 

where d5u,+e-,,+e-7 is the exact order a3 cross section for radiative Bhabha scat- 
tering, and S is the correction for Compton scattering. The contribution from hard 
real p,hoton emission is treated using the EPA once again, 

d8 oe+e-+e+e-77 = d3n e+-rec7 d5u7e-,,-77 . 

Reference 2 describes in more detail this calculation, and how it is included in the 
TEEGG Monte Carlo event generator. 
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Figure 4. Diagrams included in the approximation of the radiative cor- 
rection to radiative Bhabha scattering: a) Virtual correction diagrams; b) 
Double radiative Bhabha diagrams. 

4. Comparison of TEECC with data from PEP 

4.1 MARKII DATA 

Data accumulated by the Mark II detector at PEP cannot be used to measure 
the single photon cross sections, because the experiment did not trigger on that 
topology. A similar configuration, where both an electron and a photon scatter 
at large angles (Icos6’l < .675) with the other electron at a small angle, is used 
instead to compare with TEEN. In order to constrain an electron to be at a small 
angle, the observed electron and photon are required to be coplanar with the beam 
axis within 80 mrad. Backgrounds from two particle final states, with a conversion 
or hard bremsstrahlung, are removed by requiring the observed particles to be 
acollinear by at least 20 mrad. The total energy observed in the data at large 
angles is shown in fig. 5a, along with the predictions from the Monte Carlo. There 
is a large contribution from order o4 at low visible energies which are kinematically 
inaccessible by a three body final state. Another distribution sensitive to the order 
cr4, is the x2 fit to a three body hypothesis. By using the measured angles of the 
observed particles and assuming a three body final state, the energy of the particles 
can be determined. The x2 of the measured energies can then be calculated and the 
distribution is shown in fig. 5b. This distribution is however quite sensitive to the 
detector simulation. From this analysis, it is seen that order o4 has a significant 
contribution to the large angle ey configuration and that the EPA method does well 
in approximating the correction. 

Mark II Preliminary 

t”““““““‘i 

Visible Energy -’ kl 

10 20 

E, + E, (GeV) 
4 

Mark II Preliminary 
7-1 ’ ’ ’ ’ I ’ ’ ’ ’ I 

....-. Order a3 MC 

t , , , ,l..r..., , , , I’ , , , , 1 
0 5 10 15 

b) 

Figure 5. Comparison of ey data from the Mark II detector at PEP with the 
TEEN Monte Carlo (after detector simulation and normalization to data): 
a) Visible energy of the e7 pair. The discrepancy below 5 GeV is due to 
the fi:st pass filter. CHUKIT, not included in the detector simulation; 
b) fl fbr the constrained fit to a three body hypothesis. 
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4.2 ASP DATA 

The ASP detector(4151 was specially designed to detect anomalous single photon 
events at PEP and thus is very well suited to measure the radiative Bhabha single 
photon cross section. A very preliminary analysis of single particle configurations 
was carried out to check a surprising prediction* from the order o4 calculation. 

The important elements used in the analysis of single particle configurations 
are the central tracker (five layers of proportional tubes, used to distinguish charged 
from neutral tracks), the central calorimeter (five layers of lead glass bars), and the 
forward drift chambers and calorimeters. 

For this analysis, a single central track (neutral or charged) with pl > 1 GeV/c 
is required to be inside the lead glass acceptance (30” < ~9 < 150’) and no other 
tracks are allowed to be above 150 mrad. In order to balance the central track pl, 
at least one other particle must scatter above 35 mrad. Tracks between 21 and 
I50 mrad with E > 4 GeV are recorded as forward tracks. A data sample of 
10 pb-l is used in this analysis and the measured cross sections along with the 
order cx3 and o4 Monte Carlo predictions are shown in table 2. Three topologies 
are considered; a charged or neutral central track with a single observed forward 
track, a neutral central track with a single observed forward track, and a charged 
or neutral central track with two observed forward tracks. In each case the data 
and Monte Carlo agree well. No attempt is made to include backgrounds from such 
sources as e+e- -+ 777 and e’e- -+ e+e-e+e-. Due to the preliminary nature of this 
analysis, systematic errors are not included. 

Table 2. Comparison of single particle cross section measurements by 
ASP (preliminary) and predictions of the Monte Carlo. A central track 
has pi > 1 GeV/c and is in the lead glass acceptance. A forward track 
has E > 4 GeV and is between 21 and 150 mrad from a beam axis. 

e or 7 central, 1 forward 2.09 nb 2.10 nb 2.07 nb 

3 

7 central, 1 forward 0.19 nb 0.17 nb 0.17 nb 

e or 7 central, 2 forward 0.39 nb 0.40 nb 0.40 nb 

Figures 6-8 show measured distributions of the single central-single forward 
track sample compared with the order o3 and cr 4 Xonte Carlo predictions. In each 
case, the Monte Carlo results include the detector acceptance and simple energy 
smearing and are normalized to the measured integrated luminosity from low angle 
Bhabha scattering. Figure 6 shows the central track energy distribution as measured 
by the lead glass. The polar angle of the central track projected into the plane 
perpendicular to the lead glass array is shown in fig. 7 and in fig. 8 for the neutral 
central track only. This angle is measured with respect to the +z or --E axis 
according to the direction of the forward track. Figure 8 shows that the single 
photon is typically on the same side in z as the most scattered electron. The 
difference between fig. 7 and 8 can be understc,od by different topologies available 
to the single particle configurations, as shown in fig. 9. 

ASP Preliminary 

%:.~traI (GeV) 

+ Data 

- Order cx4 MC 

......’ Order cx3 MC 

0 LI-1 1 10 
1 2 3 4 5 

Figure 6. Neutral or charged central track energy distribution. 

This preliminary analysis shows very good agreement with the Monte Carlo 
distributions. Unlike in the case of wide angle e7 pairs studied with the Mark II data, 
the effect of order a4 is very small for the single 7 and the single e configurations. 

* The Monte Carlo program had predicted a very large contribution to the single 
7 cross section from fourth order. This has since been found to be due to an 
error in the event generation procedure. I thank M. Martinez and R. Miquel 
for assistance in finding this problem. 
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ASP Preliminary 1 

- Order a4 MC 

..... Order a3 MC 

I I I, 3 I,, I I I I I I 
-0.5 0 0.5 

COS(8proj) (e or 7) -I 
0 Data 

Figure 7. Cosine of the projected angle of the central neutral or charged 
track. 

- Order a4 MC - Order a4 MC 
..... Order a3 MC ..... Order a3 MC 

-1 -0.5 0 0.5 1 

Figure 8. Cosine of the projected angle of the central neutral track. 

4 b) 

Figure 9. Dominant topologies for the single particle configurations: 
a) Single photon configuration; b) Single electron configuration. 

5. Implications for neutrino counting at SLC 

The Monte Carlo program, TEECG, has been found to agree well with data 
from PEP. At SLC energies the program should work equally well, since there is 
little contribution from the weak sector. The order o4 correction to the single 
photon configuration at Eb = 47 GeV 1s small, as indicated in table 3. Hence, the 
background from radiative Bhabha scattering seems sufficiently understood so as 
not to limit the sensitivity of the neutrino counting measurement at SLC. 

Table 3. Comparison of single photon cross section calculations (in pb) to 
order a3 and larder o4 for the experiment described in table 1. 

-1 
Order o4 34.33 f 0.10 4.77 rt 0.03 0.132 f 0.003 

I would like to thank the ASP collaboration and especially Tom Steele, for 
domg the analysis (with help from Gabor Bartha, Dave Burke, Chris Hawkins, and 
Natalie Roe) and for allowing me to present their preliminary results. 
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The status of the work on measuring the number of neutrinos is reviewed. 

We discuss the importance of detecting and isolating single-photon events as a 

unique way of measuring the decay width of the 2 to an undetectable final state. 

We describe in detail the necessary hardware and software requirements, and 

the efforts made by the MKII Collaboration to provide a hermetic detector with 

high trigger efficiency for single photons. The status of the theoretical work on 

radiative corrections is also discussed. Conclusions are presented with regard to 

iuminosity and energy requirements for a definitive single-photon experiment. 

1. Introduction 

It is expected that the upcoming e+e- experiments in the energy region of 

the 2 mass will allow detailed measurements of the particle content of nature 

below Mz/Z. Visible decays will be identified through a careful analysis of event 

topologies. The presence of invisible decays will be inferred from measurements 

of the total width of the Z, the width into invisible particles obtained from 

direct subtraction of the visible decay width, and of the pp cross section at the 

peak. The most direct evidence for such invisible decays will be obtained from 

the detection of initial-state radiation m reactions with subsequent annihilation 

into stable, neutral and weakly intezcting particles [1,2]. These measurements 

should be able to establish a new constant of nature, the number of fermion 

families. Understanding the origin of this number poses a profound challenge to 

particle physicists. A definitive del~~rmination of the number of fermion species 

also represents an important input to cosmology. 

In this paper we will review the state of the art for the neutrino count.- 

ing experiment. Section 2 outlines the methods for establishing invisible decays 

mentioned above. Section 3 describes hardware and software requirements, and 

contains a summary of the MKII statlls as regards these requirements. Section 4 

describes the expected backgrounds. Section 5 discusses the interpretation of the 

single-photon measurements with c.nphasis on radiative corrections. Conclusions 

and recommendations are given in Section 6. 

2. On tk.e methods to e:;tablish the number of families. 

In thi? section we describe and compare the methods for counting the number 

of ne,ltrino species. These are measurements of the total 2 width, the measure- 

ment of th? invisible width through direct subtraction of the measured visible 

widt:ls, the P/I cross section at the Z peak, and the detection of radiative events 

of the type rfiv. 

Before discussing these measurements it is import,ant to realize the interplay 

of the fundamental quantities CYQED, G,-, Mz and sin26’w in calculating the ex- 

pected effects. In the Standard Model, sin’& can be derived from the three other 

quantities at the tree level; however, this relation could bc modified by one-loop 

weak corrections[3]. It should be remembered in the following that use of sin’& 

derived from the other quantities gives the result a dependence on the Standard 

Model, while the use of a measured value, as obtained, for example, from asym- 

metry measurements, automatically includes weak corrections and gives a model 

independent result. 
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We first discuss the direct measurament of the Z width. The width depends 

on phase space, weak coupling constants in the theory, radiative QED and QCD 

final-state corrections, and on particle content. Initial-state radiation has pri- 

marily the effect of reducing the available energy of the annihilation and can be 

accounted for, either via simulation or using analytic formulae[4]. The following 

formula holds at 6 = it4z [1,2], 

rtot = -__ z>if CL+. (N,)i. (1+ (1 - 4qisin2~w)2) . (Cf)i (1) 

where the sum is over all known pointlike fermions. The kinematic factor p; = 

J----- 
1 - 4mi /s is close to one for the known fermions (.994 for the b quark, > .999 

for the others), (N,); is the number of colors ( three for quarks, one for leptons), 

and q; is the electric charge of the fermion. The final-state correction (C,)i 

depends on the phase space enlargement due to final-state radiation 15-61, 

(2) 
NJ is the number of light flavors, and (Y~ corrections are in the modified minimal 

subtraction renormalization scheme [71. 

The phase space change across the resonance makes the width change as 

r(G) = gr(M,). (3) 
z 

An additional neutrino increases the expected width by about 6%. The width 

measurement is rather insensitive to systematic errors in luminosity and detection 

efficiency since these are expected to vary slowly across the resonance. However, 

the width determination improves only slowly with statistics. A few times lo4 

events are needed to reach the limit of the overall systematic error of 2%, which 

corresponds to about 0.3 neutrino generations. One important systematic error 

at the 1% level comes from uncertainties in a, in Eq.(2). 

The pc1/1 cross section at the peak is related to the total width by 

where the e and p widths are equal in the Standard Model and given in Eq. 

(1). The total width is therefore the only unknown in Eq.(4). The low Z -+ kp 

branching ratio requires about 3 x lo42 to bring the statistical errors below the 

systematic ones. This method can also achieve r precision on !Jt,,t of around 2%. 

In order to eliminate some of the assumptions corltained in Eqs. (1) and (3) 

(for example, CI~ uncertainties) it would be iesirable to use the measured total 

width and to subtract from it the experimel,tally measured widths of all final 

states except neutrinos. The partial width i: then 

rGv = hot - ksitlc. (5) 

If I’tot is measu:ec’ direcl,ly from the scan, the method has the disadvantage of 

subtracting two large numbers to get a sm;ll one. The two large numbers must 

be obtained with high precision. The errors propagate like 

(E&Z a 25 * [(2)’ + (=)‘I. 

In this case, systematics are a limit to the measurement and both I’tot and rvis;bLe 

must be determined with a precision s 2%. A recent analysis [8] shows that if 

both lYtot and I’“isible are measured at the peak the statistical error converges 

faster than in the previously described methods. A precision of about 0.3 neutrino 

families could be achievable with a data sample of lo4 detected Z events. 

A direct measurement of invisible decays can be made by counting events 

in which only a single photon, recoiling against undetectable particles, is ob- 

served [2]. The cross sectIop ror this kind of events is small after the kinematic 

cuts required to reduce the background [j] but the separation between 3 and 4 
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families is about 24% of the total cross section. Detailed measurements of the 

dependence of the cross section on energy (Fig.l), and the shape of the photon 

spectrum (Fig.Z), can allow unambiguous interpretation of the results. The run- 

ning strategy must take into account background rejection by vetoing particles 

at small angles. The choice of beam energy represents a compromise between 

event rates and the cleanliness of the photon signal. Ref. [9] concluded that the 

optimal strategy for an expected integrated luminosity of M 3pbb’ and minimum 

vetoing angle Bmin = 15mrad was dedicated running at about 4 GeV above the 

resonance. The limits on the phase space allowed for the photon were optimized 

as follows: E, >l GeV, (pi),, >.75 GeV, and 0-, > 20”. 

Measurements at PEP and PETRA have yielded two good single-photon can- 

didates[lO] and give confidence in the feasibility of the experiment. We estimate 

that an optimized single-photon experiment with 5pb-’ can give a precision of 

ti 0.2 neutrino families. 

3. Hardware and software requirements. 

The experimental signature of a photon not accompanied by any other par- 

ticle calls for highly hermetic, efficient and noise-free calorimetry. Machine back- 

grounds and low-q’ QED processes are able to fake a single photon, and dictate 

small-angle coverage to veto efficiently against events where the photon trans- 

verse momentum is balanced by visible particles. 

The MKII main calorimetry system is composed of a liquid argon calorime- 

ter(LAC) at large angles (0 > 45’) and a proportional tube end cap calorime- 

ter(ECC) in the forward region (20° < 0 < 45”). A small angle monitor (SAM), 

built with proportional tubes, has tracking and calorimetry between 50 and N 

180 mrad. These calorimeters are shown in the MKII cross sectional view of 

Fig.3. 

The LAC is characterized by an energy resolution of 14%/G and by a 

strip geometry that allows some measurement of the shape of electromagnetic 

showers. It is subdivided azimuthally into eight modules with a dead region of 

= 2.5” between the modules. A magnet coil is located in front of the LAC and 

has a thickness of 1.7 radiation lengths (Xo). Other material adds up to a few 

percent of Xe. 

The ECC is characterized by an energy resolution of 20%/e and by good 

shower pattern recognition due to the smaller transverse dimensions of the tubes 

( the tubes are ganged together in increasingly bigger groups with increasing 

depth inside the ECC). It is hermetic in I$ but the region 40’ < 0 < 45“ has a 

lower efficiency and worse energy resolution due to shower leakage in the ECC 

and LAC supports. The material i.1 front of it consists of about 1Xo from the 

main drift chamber end plates and cables. The installation of the vertex drift 

chamber will add another radiatior, length at angles below 35”. This material 

will bc, quite far in front of the ECC and may have a significant impact on the 

detected shower shape. 

The quest fcr hermeticity and low-angle coverage has induced within the 

MKI:: Cnllaborat,ion the design and construction of five small detectors (com- 

monly named Micronesia) with the common theme of providing cheap shower 

coun(.ers in the solid angle regions not covered by the main calorimeters. As 

shown in Fig.4 hermeticity is achieved in the 15-250 mrad region with four of the 

Micronesia comprnsints and with the SAM. 

The MINISAM luminosity monitor, located between 15 and 24 mrad, pro- 

vides vetoing at the lowest possible angle. It has energy resolution 35%/a, 

sharply defined angular acceptance and a rate an order of magnitude higher than 

the SAM. 

Another shower detector is an active mask (25-50 mrad), originally designed 

to stop synchrotron radiation from entering the main detector. Optical fibers 

are buried within this mask and they detect and transport away Cherenkov light 

produced by electsorr,agn&c showers. The response of this active mask for a 50 

GeV electron has been studied with the EGS MC program and depends on the 
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angle as shown in Fig.5. 

Finally, the small cracks between MINISAM and the active mask, between 

t,he SAM and the ECC, and between the LAC modules have been filled with 

tungsten or lead and scintillator counters. These counters can veto background 

events and also provide information about energy leakage of the major detectors. 

Table 1 summarizes the information about the various Micronesia detectors. 

events. 

Finally, we emphasize the role of an event generator in the understanding of 

such an experiment. As described in the next section, there are large changes 

in the cross section and significant deformations of the photon spectrum cre- 

ated by radiative corrections. Moreover, a sscond radiated photon may veto the 

event. Acceptance systematics involving conversion probabilities, reconstruction 

efficiencies, and energy resolution effects must be ,nderstood to minimize poten- 

tial errors in the single-photon cross section measurements. 
A new trigger has been set up to allow for efficient detection of single-photon 

events, called SUPERTED. This trigger exploits the low repetition rate of the 

SLC, by digitizing the trigger signals from the LAC and ECC and using an SSP 

(Single Scan Processor) to process the digitized quantities. The SSP algorithms 

are able to localize showers in the calorimeter stacks instead of just summing 

over entire calorimeter modules as did the old TED trigger. This dramatically 

reduces backgrounds such as nearly horizontal cosmics rays and coherent noise 

inside a module. This trigger is expected to be fully efficient for photons with 

energies above I& = 1 GeV. Potential background trigger rates from cosmic rays 

and from electronic noise have been determined to be small. Other contributions 

as from RF noise and from other machine-related backgrounds will have to be 

measured when the MKII moves onto the beam line. The hardware has been 

installed, calibration and readout are being implemented, and a cosmic-ray test 

is planned for this spring. The energy threshold is expected to be as low as -250 

MeV. 

The software for analyzing single-photon events is not as advanced as the 

hardware, although the photon reconstruction algorithms, optimized long ago 

for low-energy photons at SPEAR can be used and need only to be reviewed 

for their suitability for high efficiency reconstruction of single photons. A well- 

defined and tuned program for event selection, carefully designed not to lose good 

events, will not be available until some experience is gained with the experimental 

environment and trigger rates of SLC. It is essential that any filtering of data 

at the PASS2 level be carefully examined to prevent loss of true single-photon 

4. Backgrounds. 

In this section we will not discuss machine backgrounds which will, in any 

case, be measured once the MKII is on the beam line, and focus instead on 

physics backgrounds. We just mention that given the repetition rate of SLC, nei- 

ther cosmic rays nor beam.gas interactions ire expected to contribute observable 

backgrounds. Hov:ever, very little is yet knc,vn about stray beam particles and 

their ability to simulate a eingle-photon event. 

In Ref. [2], QED backgrounds were first studied using the eey and 777 

MC programs of Refs. [11] and 1121. The 3-photon final state has no collinear 

singularity and in Ref. 1121 the final state particles are generated over the full 

solid angle. It will be shown at the end of this section that the process has a small 

and predictable contribution to the single photon rate. The eey MC program, on 

the contrary, had been designed to study fermion pairs, and avoids the collinear 

singularity by requiring both electrons outside a certain minimum scattering 

angle (Fig. 6a). Recent analytic[l3] and MC program[l4][15] calculations have 

shown that for kinematical configurations where one of the fermions has no pi 

the rates a.re typically 10 times higher than those obtained using Ref. [ll]. 

This can be explained as follows. ‘rhe scattering happens between a quasi-real 

(2 = 0) photon coming from one of the beams and the opposite fermion( Fig. 

6b), and results in a configuration with one fermion undeflected and the other 
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balancing the pi of the photon. An equivalent photon approximation (EPA) 

can be used [15] with results in very good agreement with more sophisticated 

methods. However, the MC program of Ref. [ll] fails to properly extrapolate 

the total cross section, being sensitive only to those events in which both fermions 

share the pi. This can be seen graphically in Fig. 7. Two different components 

are visible in the pi spectrum of the photon, and including only the high pi tail 

will cause a gross underestimation of the cross section. 

This problem is now solved and well understood. The MC program of Ref. 

[15] has been designed to allow zero angle scattering, and reproduces PEP data 

quite well. The next order corrections (eerr) are reliably estimated with the 

EPA method plus radiatively corrected Compton scattering[lS], and have been 

shown to be small. We conclude that radiative Bhabha scattering as a source 

of background is understood and the necessary software for analysis is already 

available. The results of the analysis of Ref. [9] show that this background can 

be limited to 510% of the signal. 

The abundant yield of ee-y events with one undeflected electron requires that 

all these events be vetoed and that, at most, the small fraction of events with two 

fermions balancing the pi be allowed into the data sample. This corresponds to 

the condition 

(i”T)7 > ~beadmin - XOMeV, 

already discussed in Ref. [9]. S UC a requirement will also be useful for veto- h 

ing beam-gas events. This pi limit corresponds roughly to the turn-on of full 

efficiency of the calorimetry chain (trigger and pattern recognition) and insures 

that the MKII apparatus configuration and software chain are well matched to 

one another and adequate for the single-photon measurement. 

Low-q2 events in which a soft, large-angle electron is balanced by a hard, 

low-angle photon (Fig. 6c) can be used as a QED control sample tc measure 

inclusively the low-angle veto efficiency. In fact, the origin of single-electron 

events is purely QED and the typical rate is one order of magnitude higher. 

Preliminary results are shown in Fig. 8. The angular distribution of the low angle 

electron(photon) is shown, with the following cuts: the electron on the opposite 

side escapes detection into the beam pipe, and the large-angle photon(electron) 

has pi > .75 GeV, E > 1 GeV and B > 20°. The ratio of the cross sections in 

the critical region 15 < 0 < 50 mrad is 11. 

Other physics contributions to the single-photon signal were studied through 

the many existing MKII MC program tapes at fi N Mz. A simulation of the 

small-angle systems has not been done; only the Drift Chamber, LAC and ECC 

were considered. The tapes were all generated with Ebeam = 47.1 GeV. Table 2 

shows the results obtained using somewhat arbitrary cuts. The e+e- + eeV*V’ 

events (V’ is a vector hadronic statcj come from a limited pi phase space type 

two-photon Monte Carlo; the other processes are self-explanatory. The two- 

photol. events were generated in specified ranges of W, the photon-photon center 

of mass energy, ard the radiative evl:nts were generated in specified ranges of k, 

the pF.otcn momentum in beam energy rnits. The number of events left after 

each cut tin be multiplied by the number in the “pblevent” column to get the 

backg:ound cross section. The analysis first looked for events with a photon hav- 

ing E,, > l.C GeV in either the LAC or ECC. Th e event was rejected if the photon 

was less than 20” from the beam directions, or if there was a second photon in 

the event with E7 > 300 MeV, or if there was a well defined Drift Chamber track 

with momentum > 300 MeV. A requirement that the transverse momentum of 

the photon be greater than 0.75 GeV/ c, originally designed to reduce the radia- 

tive Bhabha background, also helps to reduce the background from two-photon 

events. The further requirement that the photon be more than 30’ from the 

beam axis (perhaps forced on us anyway because of the position and significant 

thickness of the vertex chamber end plates) makes the two-photon background 

almost negligible. This is important, since systematic errors in the two-photon 

modeling would m;kc: a background subtraction unpleasant. The other processes 

listed will give small, but calculable, backgrounds. Monte Carlo simulation of 
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the small-angle systems is necessary to see how much further these backgrounds 

can be reduced, especially those from radiative p and r pair production that are 

always accompanied by two or more charged tracks. Also, more events need to 

be generated for certain processes where current statistics are not very good. 

5. Interpretation of the results and radiative corrections. 

One of the interesting aspects of the neutrino counting experiment, and its 

unique feature, is that, should the invisible 2 width be larger than expected, 

discrimination between different hypotheses will be feasible from a study of the 

photon spectrum and of the energy dependence of the cross section. A very large 

amount of literature exists for supersymmetric (SUSY) models and the interested 

reader should consult Refs.[lS] and references therein. Depending on the model, 

different unobservable particles can be produced with different quantum numbers, 

energy threshold behavior, and coupling to the 2. For example, the approximate 

change of the width due to some possible new particles would be: 

. Massive Dirac neutrinos 1.5% P(3 + P”); 

l Massive Majorana neutrinos 6.0% . p3; 

l Scalar neutrinos 3.0% . p3; 

l Neutralinos 0. - 10%; 

where p is the same kinematic factor in Eq.(l), the velocity of the produced 

particles. 

Minimal SUSY has been extensively searched for at PEP/PETRA[lO]; two 

possible production diagrams are shown in Fig. 9. New particles other than 

standard neutrinos could increase the total width by amounts that correspond to 

a fraction of a neutrino number. If measurements show evidence for unexpected 

invisible particles beyond the standard three neutrinos, the correct interpretation 

will be an interesting challenge. For example, the diagram of Fig. 9a) has a non- 

resonant nature that is reflected in a very broad photon spectrum. 

Independently of the particle content of nature, radiative corrections to the 

YD~ final state are an important, unavoidable subject. It is a well known fact 

that, whenever the cross section changes rapidly versus energy, QED higher order 

terms can be quite large, of the order of one neutrino generation close to the 2. 

Purely weak corrections have been discussed in Ref. [17], and Ref.(l8] calculates 

the W-exchange diagrams of Fig.10 exactly; these corrections are at most a few 

percent, and will not be discussed here. 

QED radiative corrections have been investigated recently by a number of 

authors. The diagrams corresponding to the Born term are shown in Fig.10 

while the first-order corrections are shown i : Fig.11. The W-exchange piece has 

been omitted in Fig.11 since the corresponding Born term is already very small. 

The QED radiative corrections have been calculated by Igarashi and Nakazawa 

[19] and Berends, Burgers and Van Der Neerven [20]. We show in Fig.12 the 

first order corrections to the energy spectrum of photons when running at 4 

GeV above the retonance and B, > 20” but .-.o pi cut. They have the expected 

behavior of flattenir.g the resonance reflection and shifting the spectrum to an 

average lower energy. The sign of the correction depends in a complicated way 

on the kinemz.tic cuts on the photon. As pointed out in 1191, the first order 

corrections are sufficiently accurate several widths above the 2, where the cross 

section is slowly varying. They are not sufficient in the rapidly varying region near 

the resonance where we are likely to run the experiment. However, inspection 

of Fig.12 gives a positive first-order correction of 6 = 20%. The next order 
correction could be .5b2 = 2% and would be fully sufficient to make the theoretical 

error negligible. 

Another approach sums corrections to all orders, as described, for example, 

in Ref. 141. We have used the su;_pF.vtions contained in that paper to write a 

simple MC program based on the structure functions of Ref. [21]. Initial-state 

radiation, assumed purely collinear, is simulated on each initial leg to boost the 
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DUE system in a moving frame with boost parameters 6. Conclusions and recommendations. 

where zr, zs are the fractions of the beam energy lost by the e+, e- in soft initial- 

state radiation. The available energy is reduced accordingly, and this system is 

allowed to decay according to the Born term [l]. The results are shown in Fig.12. 

The all-orders correction reduces the size of the first-order one as qualitatively 

expected. The success of such an approach using structure functions depends 

on the fact that this process involves annihilation of essentially on-mass shell 

electrons; the leading logarithms are simulated correctly. Without pretention of 

being rigorous, we have used this MC program to extract the results described 

in the rest of this section. We first evaluate the corrections at fi corresponding 

to an energy scan of the resonance, with the canonical cuts listed in Section 2, 

E, > 1. GeV, 8, > 20“ and (pi)+, > .75 GeV. As shown in Fig.13, we find that the 

correction is large (z 1 neutrino family) and negative everywhere in the energy 

range considered, because the redistribution of the center of mass energy from 

initial-state radiation is always towards a region of lower (pi),,. The same MC 

program has been used to generate the energy spectra of Fig.14, with radiative 

corrections included and the cuts already mentioned. 

To see what can be expected from measurements of single photon events 

during an energy scan, we have simulated what would happen with a g-point, 

2OOnb/point scan of the Z, that yields u 3 - 4 x lO*Z. The results, shown in 

Fig. 15, gives a best fit of NY = 2.63 f .26 excluding systematics. 99 events 

were generated in the scan, with 113 expected for three neutrino generations. 

With the data from the scan, the other above-mentioned ways of measuring the 

2 partial or total width are close to their systematic limits. The results of all 

measurements will provide important consistency checks on each other. It is 

worthwhiie to comment on the sharp rise of the cross section just above Mz. 

This can be a powerful handle during the analysis to understand the observed 

signal. 

Among the various possibilities of measuring the number of fermion families 

at SLC, the detection of single photors stands out for being amenable to theoret- 

ical interpretation and for providing potentially the most precise measurement 

of the invisible decay width of the 2. Full success will require a dedicated run 

at an energy about 4 GeV above the peak of the Z with an integrated lumi- 

nosity of s Ldt 2~ 3pb-‘. A scan in the region between MZ and MZ + I? is 

anyway recommended, because the sharp increase of the cross section constitutes 

an experimentally important cross check of such a delicate experiment. At lower 

energies or luminosities, the single-photon measurement will still provide a pow- 

erful tool for understanding the particle content of nature when combined with 

measurements of the 2 width. 

MKII has achieved remarkable hermeticity and low-angle coverage with the 

implementation of several small detectors. The reconstruction program and trig- 

gering system appear well matched $3 the detector capabilities. However, much 

work h E still to he done in software to be fully equipped for a careful analysis. 

The physics backgrounds are understood and under control. The necessary 

softw;Lrc to analyze them already exists and has been used for this report as well as 

for a previous onelQj. In particular, the dominant radiative Bhabha background 

is well described by existing MC programs and forces a pi cut on the detected 

photon. Radiative corrections to this process show no significant change in the 

total cross section. 

The status of radiative corrections shows that first-order corrections are un- 

derstood and sufficient for dedicated experiments away from the 2. More work is 

needed to either calculate second-order corrections or all-order corrections. Both 

ways should reach about 1% accuracy, sufficient for this experiment. It is already 

known that the corrections 111 our region of interest will be large and negative. 
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Figure captions. Table 1 

All about Idcronesia 
[l] Single-photon Born cross section vs fi. 

[2] Single-photon Born energy spectra for various &. 

[3] Cross section of the MKII experiment. 

[4] Geometry of the MKII small-angle detectors. Only the active volumes are 

shown. 

[5] Response of the active mask and surrounding detectors versus electron 0. 

[S] a) event with the photon pi balanced by 2e; b) same as a), le only; c) same 

as b), but the photon is forward and the e at large angle. 

[7] m-spectrum of the photon, for eey final state, and both e below 0 =15 

mrad. 

[8] 0 distribution for the low-angle electron(photon) balancing the pi of the 

large angle photon(electron). The other electron in the event escapes de- 

tection below 15 mrad. 

[9] a) SUSY photino production; b) SUSY Higgsino production. 

[lo] Lowest-order Feynman diagrams for iivr final state. 

[ll] First-order Feynman diagrams for ivy final state. 

[12] Dashed line: Born term. Solid 1ine:QED first-order correction to the photon 

energy spectrum. Points: all-order correction. z7 is the photon energy in 

beam energy units. 

[13] Energy dependence of the cross section, when a pr cut is applied; radiative 

corrections are summed to all orders as in Fig. 12. 

[14] All-order photon corrected spectra for 3 different energies. A pi cut is 

applied. 

[15] A simulated single-photon yield from a 2 energy scan. Three generations 

were assumed in the simulation. 

Detector People e cove: age 4 coverage Type Readout 

YIiniSAM B.Barnett 15 - 25 mrad 2s Tungsten Wavelength 

B.Harral Scintill. Shifter 

J.Hylen + PMT 

J.Matthews 

D.Stoker 

Mask G.Gidal 24 - 27 mrad 2n Tungsten Opt. fib. 

Plug Scintill. + PMT 

Activ > D. Burke 25 - 50 mrad 271. Tungsten Opt. fib. 

Mark D. Fernandez Opt. fib. + PMT 

Ring D. Fujino 154-27 jmrad 2s Tungsten Opt. fib. 

counter P. Voruganti Scintill. + PMT 

Holr J. Dorfan 450 - 135” 8xS0 Lead PMT 

tagger J. Nash Scintill. 

R. Van Kooten 
m-m 
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Table 2 
Number of events from Monte Carlos of various processes giving background to DUE. 

PROCESS Wmin WfWZ events events dc 87 > 200 t P; > k pbfevent 
e+c- --? (GeV) (Gel') generated E7 > 1GeV k 0 tracks 0.75 GeV/c 0, > 30° 

ceec 0.6 94.2 658 70 6 1 0 30.85 
3. 94.2 575 224 12 a 0 1.03 
10. 94.2 442 158 a a 1 0.05 

WV 0. 2.5 2418 6 3 0 0 21.17 
2.5 11. 1191 4 1 0 0 0.81 
11. 94.2 796 ia 0 0 0 0.04 

eerr 0. 14. 1869 452 10 5 1 0.08 
14. 94.2 761 377 7 3 1 0.02 

evAiS 0. 5. 1726 52 3 0 0 2.32 
5. 15. 947 301 1 1 0 0.12 
15. 94.2 593 385 0 0 0 0.01 

eed;l 0. 94.2 1590 71 5 2 1 0.16 
eesz 0. 6. 1701 77 9 2 1 0.06 

6. 94.2 470 171 1 0 0 0.01 
eeca 0. 13. 1116 191 4 2 1 0.12 

1 13. 1 94 .2 I 310 I 191 I 0 0 0 0.03 1 

eeV’V’ 0.5 1. 3972 14 6 0 1 0 1 1.69 
1 1. 1 10. ] 2706 ] 98 ] 9 ] 0 ] 0 1 3.01 1 

10. 40. 1453 213 2 0 0 0.83 
40. 94.2 1195 265 0 0 0 0.10 

(xk)min (xk)rmw 

w7 0. 0.011 2847 2 0 0 0 0.21 
0.011 0.1 2749 654 32 27 17 0.13 

777 

777 

0.1 

0. 

0.011 
0.1 

1. 

0.011 

0.1 

1. 

2532 1532 46 45 17 0.06 
1984 1063 2 2 0 0.37 
2042 1282 23 23 20 0.14 
1974 1782 31 30 20 0.04 
4454 652 147 141 96 0.09 

Fip. 1 

Photon spe,:trum vs 4s 

lj--(-I ' ' ' ' ' 'F-j 

E,>l GeV 
.3,‘20° 

” 

2 4 6 8 
E, 

Fig. 2 
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