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A B S T R A C T

The recent measurements of average B  hadron lifetime consistently yielded 
values ~ 1  ps. A  method of b quark enrichment in e+e“—>Hadrons annihilation 
events has been developed in this thesis using the secondary decay vertex 
structure in bb events.

The data were taken with the TASSO detector at the e+e- storage ring 
P E T R A  during 1983 to 1985, at an average e+e~ centre of mass energy of
42.1 GeV. Since the method relies on the accurate tracking resolution of the 
TASSO vertex detector, a detailed account of the performance of the vertex 
detector is also given.

The b enrichment scheme includes an individual event interaction point 
determination. Tracks are paired in an event and weights are assigned to 
the pairs according to their probabilities of not coinciding with the event in­
teraction point. A  required minimum value of the sum of weights gives the 
enrichment of bb events relative to other flavours. The method not only allows 
the conventional technique of tagging one jet and studying the opposite jet free 
of bias, but also allows tagging using the information from the whole event. 
A  b purity of ~60% is achieved with efficiencies of 1 2 %  and 16% for the two 
different modes of tagging.

The b enrichment method is used to study the fragmentation properties of b 
jets. Significant differences are observed compared to average jets, in charged 
particle inclusive momentum, rapidity and charge multiplicity distributions. 
The measured average charge multiplicity of b jets is 8.51±0.50±0.35 compared 
to 7.44±0.03±0.35 for the average jets. The flavour independence of a a is 
tested using the asymmetry of the energy-energy correlation to give an upper 
limit of a s( b ) / a s( a v e r a g e ) < 2.1 at 95% confidence level.
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C hapter 1
Introduction

1.1 T he Standard M odel

The great amount of experimental effort put into probing the properties of 
leptons and quarks in the last half century, marked by continuous discoveries, 
has played an important role in understanding the fundamental constituents 
of nature and their interactions. The abundant sources of experimental in­
formation are accompanied by the advances in theory, with its main stream 
consists of various attempts of formulating gauge theories based on Yukawa’s 
one particle exchange model [1 ] to explain the fundamental interactions.

The successful formulation of Quantum Electrodynamics (QED) to describe 
electromagnetism, was marked by the impressive accuracy with which it agreed 
with experimental test results [2]. Taking Q E D  as a firm starting point, quan­
tum field theories with non-Abelian gauge groups satisfying local gauge invari­
ance were firstly explored by Yang and Mills [3]. This laid the foundation for 
the whole domain of gauge theories including the components of the standard 
model.

The standard model is based on the gauge group 517(3) x 517(2) x a(i) 
with the group 5J7(3)co/our for the strong interactions and S U ( 2 ) x U ( l ) for 
the electroweak interactions. The gauge bosons mediating the interactions are
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directly related to the generators of the gauge groups. There are 8 massless 
gluons for strong interactions, 2 massive bosons for charged weak currents,
1 massive Z ° for weak neutral currents and 1 massless photon 7  for electro­
magnetic interactions. However, gravitational interactions are not accounted 
for by the standard model.

The initial step toward the unification of electromagnetic interactions and 
weak interactions was the exploration of the group S U ( 2 ) x U ( l )  as proposed by 
Glashow [4] and also by Salam and Ward [5]. Although the weak charged cur­
rents and electromagnetic currents could be accounted for, it was realised that 
weak neutral currents, which were then not observed experimentally must also 
exist under this scheme. The specific way of incorporating the Higgs mecha­
nism [6] to give masses to W, Z  bosons, was formulated by Weinberg and Salam
[7] and led to the full Glashow-Salam-Weinberg (GSW) model as part of the 
standard model for the the electroweak interactions. The discovery of neutral 
weak currents at C E R N  [8] and the direct observations of the W, Z  bosons by 
experiments at C E R N  S p p S  collider [9] with masses in good agreement with 
the G S W  model prediction, gave convincing experimental confirmation of the 
model. However, the existence of the crucial Higgs particle(s) responsible for 
the finite masses of particles is yet to be confirmed.

The leading theory of strong interactions is Quantum Chromodynamics 
(QCD) with gauge group S U ( 3 ) coiour. The choice of the group came from 
various experimental hints that quarks have 3 additional degrees of freedom 
referred to as the ‘colour’ quantum numbers. Unlike in the case of the elec­
troweak sector, the S U ( 3)c symmetry here is assumed to be exact so that the 
gluons remain massless. The non-Abelian nature of the theory demands the 
presence of gluon self coupling as well as the gluon-quark coupling.

If the strong coupling constant a s can be assumed to be small enough for 
the usual procedure of perturbation expansion to be applicable, the summation
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of leading log corrections to the bare coupling constant to all orders gives a 
‘running’ effective coupling constant which can be written as [1 1 ]

a 4Q2) =
127r ( 1.1)(33 -  2 N f ) l n ( Q 2 / A 2 )

depending on the interaction momentum transfer Q 2 . The scale parameter 
A has to be determined from experiments and is believed to be in the range 
0 .1 - 1 Gev. The parameter N f  is the number of quark flavours contributing 
to the virtual corrections involving fermion loops in Feynman diagrams.

It can be noticed that Equation 1 . 1 only makes sense when N f  <16 which 
is not challenged by the presently conceived 3 generations of 6 quarks total. An 
important observation from Equation 1 . 1  is the effect of ‘asymptotic freedom’, 
referring to the continuously decreasing a s with increasing Q 2 or with shorter 
probing distance. It is directly caused by the gluon self-couplings arising from 
this non-Abelian theory. This is consistent with the experimental fact that 
the constituent quarks in hadrons can only be seen when large enough Q 2 are 
involved e.g. in deep inelastic scattering experiments.

The physical observables in nature, such as mesons and baryons, are all 
distinctly colour neutral bound states. The mechanism which leads to this 
non-observation of free coloured objects is generally referred to as the ‘con­
finement’ mechanism. According to Equation 1 .1 , when Q 2 ~  A 2 the a s be­
comes very large in contradiction with the assumption of a small a s used to 
obtain Equation 1 .1 . Therefore at small momentum transfers compared to 
A q c d the perturbation theory breaks down. However, the trend of increasing 
a a with decreasing Q 2, or stronger binding force as the interaction distance 
increases in other words, seems to lead toward the wanted explanation for 
colour ‘confinement’. But this is merely a hint, while the real solution lies in 
other non-perturbative means of calculating the low Q 2 behaviour of strong 
interactions.
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Compared to the electroweak sector, Q C D  has the merit of only bringing 
in one free parameter A q c d - However, its predictive power is limited by the 
fact that perturbation calculations are only applicable at large Q 2. The larger 
coupling constant also means higher order corrections may become significant 
under many circumstances which results in the mathematical calculations be­
coming more difficult.

The ‘fundamental’ building blocks of matter, known as quarks and leptons, 
are all fermions with spin 1 /2 . Charged leptons and quarks can participate in 
electromagnetic interactions. Only quarks can participate in strong interac­
tions while all leptons and quarks can participate in weak interactions but with 
variable coupling strengths. The presently known 3 generations of leptons and 
quarks can be listed in the weak isospin S U ( 2 ) l doublet format as

L e p t o n s

Q u a r k s u
d!

v,

t
b'

( 1 .2)

where the existence of the top quark t is strongly believed but no direct ev­
idence has so far been obtained and the evidence for the existence of the 
neutrino i/T is also somewhat indirect.

The subscript L on each doublet stresses that this format is only relevant 
to the L e f t - h a n d e d charged weak currents due to the well known effect of par­
ity non-conservation in weak interactions. Each fermion with finite mass also 
forms a right-hand singlet which can participate^Jweak neutral current interac­
tions. All fermions carrying electric charge can participate in electromagnetic 

interactions. Only the quarks which are coloured, can participate in strong 
interactions while leptons do not. The primes on d , s , b  quarks indicate the 
fact that these are weak interaction eigenstates which are different from the 
mass eigenstates which appear in the strong interactions.
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Particles Electric Charge Mass
e - 1 0.5110 Mev

0 < 46 ev
V - 1 105.66 Mev

0 < 250 ev
T - 1 1.7842 Gev
v T 0 < 70 Mev
d -1/3 ~  8 Mev
u + 2/3 ~  5 Mev
s -1/3 ~  155 Mev
c + 2/3 ~  1.6 Gev
b -1/3 ~  4.9 Gev
t + 2/3 ? (>23 Gev)

Table 1 .1 : Electric Charges and Masses of Leptons and Quarks.

The non-observation of right handed neutrinos and the more direct ex­
perimental measurements of neutrino masses all indicated that they must be 
very light or even exactly massless. Because the quarks have not been ob­
served as free particles but only as constituents of hadrons, they are always in 
‘dressed’ states surrounded by soft gluons. This leads to the notion of ‘run­
ning’ quark masses depending on the probing momentum transfer Q 2. The 
electric charges and masses of the quarks and leptons are listed in Table 1 .1 . 
The masses of charged leptons and upper limits of neutrino masses are from 
the Particle Data Group [13]. Because the quark masses have to be estimated 
from dressed states, there are some uncertainties in the mass values as differ­
ent methods gave somewhat different results [12]. The estimated masses of 
the light u , d , s  quarks as appeared in Table 1 . 1 are taken from a particular set 
of values in [1 2 ] and are relevant to momentum transfer Q 2 at 1 Gev2. The 
estimated masses of the heavy quarks c, b are from [14] and are relevant at 
average momentum transfers in semileptonic D , B  decays respectively.
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1.2 Quark M ixing

The fact that quark mass eigenstates are different from the weak interaction 
eigenstates requires the transformation relating the two different sets of eigen­
states. It is exactly these mixings that allow the s , b quarks to decay into 
the lower generations. Because there is some arbitrariness in parametrising 
this fact, the two eigenstates of a Q = -f2/3 quark are commonly chosen to be 
identical while the eigenstates for the Q = - 1/3 quarks are related by

(1.3)

in the present 3 generation picture. The primed states (<f, s' , &') are the 
weak interaction eigenstates. The original parametrisation by Kobayashi and 
Maskawa [15] is

d’\ ,f Uud U us Uub \
( d \

= U cd U cs Ucb s
V  'K utd U ta u tb y {>>)

U  =
(  C x - S 1C 3 —S 1S 3 \

S \ C 3 C i C 2C 3 — S 2S 3el6 C i C 2S 3 -f- S 2C 3et8 
\ S i S 2 C \ S 2C 3 +  C 2S 3et8 C i S 2S 3 — C 2C 3el6 y

(1.4)

where C{ =  c o s 6{, 5; =  s in 6 i \  i =1,2,3 with #1,2,3 being equivalent to 3 Euler 
angles. It was pointed out by Kobayashi and Maskawa that a non-zero phase 
8 could naturally account for C P  violation effect.

Because the mixing parameters are not predicted by the standard model, 
they have to be measured experimentally. A  comprehensive review of the var­
ious measurements related to the determinations of the K - M  matrix elements
can be found in [16]. Experimentally, only the m a g n i t u d e s of the various K - M  
matrix elements |Z7{j| are measured. The unitarity constraint that the squared 
sum of elements in each row and each column must be 1 , not only allows the es­
timations of \Utd \, \ Uts \ , |Z7tf>| without measurements, but some other elements 
can also be estimated with smaller errors. The results obtained as in [13] are

0.9742 - 0.9756 0.219 - 0.225 < 0.008 \
0.219 - 0.225 0.973 - 0.975 0.037 - 0.053
0.002 - 0.018 0.036 - 0.052 0.9988 - 0.9993 y

(1.5)
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The information from the experiments leading to the above matrix elements 
magnitudes can give a fairly accurate value only for 01? but the ranges of values 
02 5 $3 and 8 can take are still rather wide.

1.3 T he G eneration  P uzzle

The repetitive pattern of quark and lepton families is one of the most in­
teresting puzzle left unexplained by the standard model. The discoveries of 
the leptons and quarks in the second and third generations were historically 
associated with surprises and confusion [2].

When the muon appeared as the first signal of the rich generation pattern, 
it immediately caused problem as it was initially welcomed as the then ex­
pected Yukawa pion. The presence of the s quark through the discovery of 
the hyperons, was greeted with the name ls t r a n g e \ Although still somewhat 
surprising, the discovery of charm was very much welcomed as it confirmed the 
G I M  [17] mechanism and made the nice picture of 2 complete generations of 
leptons and quarks. However, this was immediately followed by the emergence 
of the r lepton and the story went on further with the discovery of the b quark. 
All these inevitably lead to questions like ‘Are there any more generations ? 
If so, how many ?’ They cannot be answered with any theory at the present.

Concerning the standard model, the mass of each fermion enters as a free 
parameter proportional to its coupling to the Higgs field. The quark mixing 
parameters are also free parameters not predicted by the model. Possible 
new generations of fermions may invoke yet more free parameters. However, 
this many free parameters contains a rich source of information which may 
be important clues to physics beyond the standard model. By studying the 
properties of different flavours separately, possible effects beyond the simple 

mass differences may also lead to much more insight into this puzzle.
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1.4 H eavy Flavour D ecays

The basic principle of weak decays can be perceived from the simplest of all 
weak decays fi —> eVeV^. The lowest order electroweak Feynman diagram for 
this decay process is diagramatically shown in Fig. 1 .1 . The muon decay

Figure 1 .1 : Lowest Order Feynman Diagram of fi —> e v eu^ decay.

width evaluated from this graph, neglecting the electron mass, yields

A  = r  =r„ " 192tt3 (1.6)

where is the muon decay lifetime. The semi-leptonic decay width of a heavier 
lepton can also be obtained from Equation 1.6 by simply replacing the muon 
mass with the appropriate heavy lepton mass. However, this relies on lepton 
universality since the same constant G p , related to the coupling of charged 
lepton current and W , has been assumed.

To test the above proposition, the decay lifetime of the r lepton can be 
predicted using Equation 1 . 6 and the measured branching ratio B r ( r  —> e v evT) 
of 17.69±0.47% [18] averaged over experiments. The Q E D  corrections and 
and phase space corrections are small compared to experimental errors and 
thus ignored. Quoting only the dominant error due to B r ( r  —> e v ev T), the
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theoretical prediction of r lifetime is

rT (T h e o r y ) =  2.82 ±  0.07 x 10"13 5 (1.7)

The present world average of experimental measurements [18] is

rT (E x p e r i m e n t) =  2.94 ±  0.12 x 10-13 s (1.8)

The good agreement between the theory and the experiments indeed confirms 
the lepton universality within the present experimental accuracy.

To proceed along the same line for the heavy quarks, the situation becomes 
somewhat more complicated. The heavy quark decays cannot be studied in 
isolation but always as constituents of heavy hadrons. The quark mixing pa­
rameters as appearing in the K - M  matrix also have to be invoked for the cou­
plings of charged weak currents to the W  in this case. By only considering the 
relatively simple case of semileptonic heavy meson decays, other complications 
can be avoided to a large extent.

In a heavy meson containing a heavy quark and light antiquark partner, the 
heavy quark mass results in large momentum transfers involved in the decays. 

This implies that the interference on the heavy quark decay from the light 
antiquark will be smaller as the heavy quark mass becomes larger, which is 
expected from the asymptotic free behaviour of the strong interactions. This 
leads to the popular ‘spectator model’ which assumes the lighter anti-quark 
accompanying the heavy quark in a heavy meson does not play an active part 
so that the heavy meson decay is essentially a free heavy quark decay. This 
is illustrated in Fig. 1.2 for the spectator decays of a B  meson as an example. 
Concentrating on the semileptonic mode under the spectator model,

rk(6 -» e i> '+ X ) = g ( z u ) C ( z u) \ U ub\2 +  g { z c) C { z c) \ U A \2)

— h • B r ( B  —* ei>e +  X ) / t b (1.9)

22



_z.

W /
/

/, d, 5
z/, u, c

c, u

(light spectator)

Figure 1.2: Illustration of J5 Decay Spectator Model.

where I/Ub and Ucb are quark mixing K - M  matrix elements as in Equations 1.3 
and 1.4. The mass ratio variables z u =  m u/ m i ,  z c =  m c/ m & are used as inputs 
to the phase space correction function g ( z ) and Q C D  correction function C ( z ) .  
The phase space correction, neglecting the insignificant electron mass, is given 
by [19]

g ( z ) =  1 - 8 z2 +  8 z 6 -  z 8 -  2 4 z 4 In z (1.10)

In case of b — > u, the phase space correction is very small, thus g ( z u) ~  1 . In 
the case of b —> c, taking the values of m c =  1 . 6 Gev and r a j, =  4.9 Gev as in 
Table 1 .1 , the value of g ( z c) is 0.46. The Q C D  correction to 0(a3) is given as

c (z ) = i -  y / ( 2) ( l . u )

where f(z) can be read from the numerical evaluation in [2 0] which turns out to 
be f(zu) ~3.5 and f(zc) ~2.5. Taking A q c d as 20 0 Mev to give an as of 0.28 at 
energy ~  raj>, the Q C D  correction factors can be obtained as C(zu) ~  0.79 and 
C(zc) ~  0.85. Combining the numerical factors, the formula in Equation 1.9 
becomes

T b(b -> eV' +  X )  =  ^ | ( 0 . 7 9  IIUI2 + 0.39 |!7c!>|2) 

=  h  • B r ( B  — > eue +  X ) / tb (1.12)

Unlike the case for the r lepton, this formula is not used to test the standard 
model but rather to measure \Ucb\ incorporating the measured B lifetime, B
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decay semileptonic branching ratio and an upper limit on T(b —> u ) / T ( b —> c). 
The recurring difficulty in choosing the b quark mass has an important effect 
here because of the sensitive dependence on mjj. The unfortunate lack of 
theoretical guidance on the matter leads to an uncertainty of ~  20% [14], which 
is larger than the experimental errors on B  lifetime and B  decay semileptonic 
branching ratio.

The more complicated hadronic decays of the heavy mesons are frequently 
discussed in the present literature inspired by the rich information which came 
from the M A R K  III D  meson decay measurements. The first indication of 
the departure from the naive spectator model came from the original M A R K  I 
measurement of the rather different D ° and D + semileptonic decay branching 
ratios [2 1 ]. The more recent values from M A R K  III [2 2] stand at

B r ( D °

B r ( D +

e+ +  X )  =  0.075 ±  0 . 0 1 1 ±  0.004

> e+ +  X )  =  0.170 ±  0.019 ±  0.007 
B r ( D +  - i+ +  X ) —  0  9 |0.5 I 0.1—  z.o :r0-4 zn0>1 (1.13)B r ( D °  ->  e+ +  X)

This is followed by measurement results of very different lifetimes of the D + 

and D ° . A  recent review [18] gave the following world average values:

r Do =  4.30 ±1'™ x 10" 13 5

t d + 10.31 ±°0’H  x 10" 13 s

Td °
2.40 ±  0.16 (1.14)

The fact that the two ratios of the lifetimes and semileptonic branching frac­
tions are roughly equal seems to indicate that the semileptonic decay widths 
are the same for D + and D ° but the hadronic widths are very different.

The Q C D  corrections with gluons connecting the quarks from different 
ends of the propagating virtual W  in hadronic spectator decays are referred 
to as ‘short distance enhancement’. These corrections can raise the D  decay
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hadronic width by as large as a factor of 2 in the simple spectator picture [23]. 
Further inclusion of Q C D  radiative corrections and phase space corrections 
together give an expected D  decay semileptonic branching ratio of 13-16%. 
However all these corrections are within the spectator decay framework, and 
thus still cannot produce different lifetimes for D ° and D +.

To examine the non-spectator effect, some Cabbibo allowed 2 body D  decay 
diagrams are drawn in Fig. 1.3. It was noted in [24] that the modes a) and b) 
in Fig. 1.3 give identical final states for D + while different final states for D ° .  
Therefore possible destructive interference between the 2 modes may reduce 
the D + decay hadronic width. The W  exchange modes c) and d) are only 
available to D ° but not D + which may be a source of enhancing the D ° hadronic 
width. However, these types of decays are suppressed by helicity for the spin 0 

D  analogous to the well known r(7r“ — > ei>e) /T(7r~ —> /xPM) suppression. Two 
distinct mechanisms have been proposed to remove the helicity suppression. 
The first possible mechanism [25] is the effect that soft gluon radiation before 
the W  exchange can give a temporary spin 1 component to the cu system in 
D ° . The second possible mechanism [26] is the effect of the gluons involved in 
quark-gluon fluctuations in the D ° meson wavefunction which can also produce 
a temporary spin 1 component. The quantitative contributions of the various 
mechanisms which reduce the D + width or enhance the D° width are still 
rather uncertain.

Owing to the heavier b quark mass, not only is the spectator model expected 
to be a better description for B  decay, but some strong interaction effects 
within the spectator frame should also be less significant compared to the 
D  decays. As can be noted, many of the effects are Q C D  corrections with 
magnitudes follow the running ct3. The larger momentum transfers involved 
in B  decays compared to D  decays imply a smaller aa. Using Equation 1 . 1

and assuming A q c d to be 200 Mev, the ratio of the values of a s is
<x*{B) = ln(mc/A )  _

a 5( D )  ln(mb/A )
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Figure 1.3: Some Cabbibo Allowed Hadronic 2-body D  Decays.
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which is not very sensitive to the choice of A q c d -

The present available data on B  decays are still insufficient for making 
separate studies of different species of B  mesons in detail like in the case for 
the D  mesons. However, the data coming from C L E O  at CESR and A R G U S  
at DORIS running on Y(4S) have produced a good deal of information on 
unseparated mixtures of B + B ~  and B^B® events. This will be discussed in 
some detail together with a description of Monte Carlo modelling in chapter 
4.

The only property of the B  mesons to be discussed here is the B  lifetime 
which has a very important role in this analysis. The measurements have so 
far come exclusively from experiments at high energy e+e“ machines running 
well above the bb threshold. Because the proportions of different species of B  
hadrons is unknown, the measurements can only be quoted as an average B  
hadron lifetime.

Based on the knowledge that meson production dominates over baryons 
and the creation of qq pairs is more suppressed as the quark masses increase, 
the B  hadrons produced at P E T R A / P E P  energies can be expected to still 
mainly consist of B u, B d mesons and smaller fractions of B s mesons and B  
baryons. The large expected fractions of B u and B d mesons encourage the 
modelling of B  decays according to the results of Y(4S) experiments. However, 
a difference which should be noted is that the two B  hadrons produced in 
the same bb event at P E T R A / P E P  energies may not, for example, be always 
a B j  and B j together as in the Y(4S) experiments. This means that the 
correlations in, for example, B  lifetimes between 2 sides of an e^e- — >66 event 
at high energies should be small.

The measurement results of the average B  hadron lifetime, updated to the 
end of 1986 are shown in Fig. 1.4 together with the references. The last refer­
ence for each experiment indicates the source of the measurement value used
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0.85 ±  0 . 1 7  ±  0 .2 1 [28,33]

1 . 1 6  ±  0 . 1 6  ±  0 . 1 7  [27,32,33]

1 . 1 7  ±  ±  H I  [29,33]

1 . 2 5  ±  § $  ±  0.50 [33]

1 . 5 7  ±  0.32 ±  [30,34]

1 . 8  ±  ±  0.4 [31]

1 . 1 8  ±  0 . 1 4

0.0 0.5 1.0 1.5 2.0 2.5 3.0

10-12 sec
F i g u r e  1.4: M e a s u r e m e n t s  o f  A v e r a g e  B  H a d r o n  Lifetime.

in t h e  table, w h i c h  a re m o s t l y  u p d a t e s  f r o m  t h e  original publications. T h e  

m e a s u r e m e n t s  f r o m  M A R K  1 1 ( A ) , D E L C O  a n d  J A D E  u s e d  t h e  m o s t  p o p u l a r  

m e t h o d  o f  selecting l e p t o n s  w i t h  h i g h  jet P t  a n d  m e a s u r i n g  their a v e r a g e  i m ­

p a c t  p a r a m e t e r s .  T h e  M A C  m e a s u r e m e n t  is a  c o m b i n a t i o n  of i m p a c t  p a r a m ­
eters o f  h i g h  P t  l e p t o n s  a n d  i m p a c t  p a r a m e t e r s  o f  all g o o d  h a d r o n i c  t ra cks in 

e v e n t  s a m p l e s  e n r i c h e d  w i t h  h i g h  P t  leptons. T h e  M A R K  11(B) m e a s u r e m e n t  

also u s e d  a  6- e n r i c h e d  e v e n t  s a m p l e  w i t h  h i g h  P t  l e p t o n s  b u t  also m e a s u r e d  t h e  
flight p a t h s  o f  t h e  b e s t  3 t r a c k  vertices. T h e  T A S S O  m e a s u r e m e n t  u s e d  e v e n t  

s h a p e  to e n r i c h  t h e  fraction o f  b b  e v e n t s  a n d  m e a s u r e d  t h e  i m p a c t  p a r a m e t e r s  
o f  all g o o d  h a d r o n i c  tracks.

T h e  r a t h e r  l o n g  B  lifetime c o m p a r e d  to t h e  D  m e s o n s ,  despite t h e  h e a v i e r  
b  q u a r k  m a s s ,  c a m e  as a  surprise. H o w e v e r ,  this c a n  b e  a c c o m m o d a t e d  w i t h i n  

t h e  s t a n d a r d  m o d e l  b y  t r a n s l a t i n g  this l o n g  lifetime to a  s m a l l  q u a r k  m i x i n g  

p a r a m e t e r  \ U c b \ a c c o r d i n g  t o  e q u a t i o n  1 .1 2 . T h e  error o n  t h e  c o m b i n e d  a v e r a g e

M K  II (A)

II 1 1 | II II | II 1 1 | 1 1 M il II I II II
1

H —•—H|
1

M A C
1

I-I-+-H1

D E L C O
1

H— i--H!1
M K  II (B) 1--- — 1----- 1

|

T A S S O
1

h-H---•---1--11

J A D E
1
H ----•-----H
1

A v e r a g e

1
1
1
1
1

-i-i-i.i 1 i i i i 1 i li i i 1 i i i i 1 i i i i 1 i i i i

28



v a l u e  s h o u l d  n o t  b e  t a k e n  t o o  seriously c o n s i d e r i n g  t h e  possibility of different 

lifetimes for different species of B  h a d r o n s .  A l t h o u g h  r a t h e r  different m e t h o d s  

w e r e  u s e d  b y  different e x p e r i m e n t s ,  t h e  m e a s u r e m e n t  results s h o w e d  n o  o b v i o u s  

i n c o n s i s t e n c y  w i t h  e a c h  o t h e r  w i t h i n  t h e  p r e s e n t  e x p e r i m e n t a l  errors, b e a r i n g  

in  m i n d  t h e  correlation of s e m i l e p t o n i c  b r a n c h i n g  ratio a n d  lifetime as in t h e  D  

m e s o n  case. A n o t h e r  useful fact is t h a t  t h e  m e a s u r e m e n t s  o f  a v e r a g e  B  d e c a y  

s e m i l e p t o n i c  b r a n c h i n g  ratios at h i g h e r  ene rgies a g r e e  w i t h  Y ( 4 S )  e x p e r i m e n t s  

(references are g i v e n  in c h a p t e r  4) d e s p i t e  t h e  r a t h e r  different m i x t u r e s .  T h e s e  

facts s u p p o r t  t h e  v i e w  t h a t  t h e r e  is p r o b a b l y  n o  d r a m a t i c  s p r e a d  of lifetimes 

a m o n g  different species o f  B  h a d r o n s .  T h e  m e a s u r e m e n t  result f r o m  C L E O  

[35] b a s e d  o n  t h e  rates o f  d i l e p t o n  a n d  single l e p t o n  p r o d u c t i o n  in B  d e c a y  

events, gav e, at 9 0 %  c o n f i d e n c e  level, a  r a t h e r  m i l d  b o u n d  of

0 . 4 4  <  —  <  2.05 (1.15)
Tb o

S o m e  theoretical calculations b a s e d  o n  t h e  s t u d y  f r o m  t h e  D  m e s o n  d e c a y s  
r e s u l t e d  a  possible s c e n a r i o  [36] o f

—  ~  1.6 (1.16)
T b  o

w h i c h  still c a n n o t  b e  e x c l u d e d  e x p e r i m e n t a l l y  at t h e  present.

T o  investigate t h e  effect o f  p o s s i b l e  different B  lifetimes v e r y  briefly, a  

s i m p l e  m o d e l  o f  a  m i x t u r e  c o n sisti ng o f  just 2 species w i t h  e q u a l  p o p u l a t i o n s  

b u t  different lifetimes c a n  b e  c o n s i d e r e d .  T h e  d e c a y  t i m e  s p e c t r a  g o  a c c o r d i n g  

t o  t h e  f u n c t i o n s

*!(*)
2 - nn +T2

Tl + c

* i (0
1

2 T!

t
T1 + 1 __L- -  e T2

2t 2
(1.17)

w h i c h  c a n  b e  c o m p a r e d ,  for e x a m p l e , at Ti ~  0.9 a n d  r2 ~  1.5 as s h o w n

in  Fig. 1.5. It c a n  b e  s e e n  t h a t  t h e  c a s e  w i t h  2 different lifetimes is v e r y
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C.M Decay Time t (ps)

F i g u r e  1.5: Sin gle a n d  D o u b l e  C o m p o n e n t  D e c a y  L i f e t i m e  E x p o n e n t i a l s .

difficult to d i s t ingu ish f r o m  a  single lifetime if w e  are o n l y  c o n s i d e r i n g  t h e  

overall cen tre o f  m a s s  d e c a y  t i m e  d i s tribu tion or similar distributions like t h e  

i m p a c t  p a r a m e t e r s  a n d  d e c a y  distances.

1.5 H igh E nergy e+e Interactions

B e c a u s e  o f  t h e  well d e f i n e d  s i m p l e  initial states a n d  m u c h  cl e a n e r  final states, 

e + e “  colliding e x p e r i m e n t  is a  v e r y  f a v o u r a b l e  t e c h n i q u e  in h i g h  e n e r g y  particle 

physics. T h e  full a n n i h i l a t i o n  o f  t h e  e l e c t r o n  a n d  p o s i t r o n  w i t h  t h e  cen t r e  of 

m a s s  f r a m e  s t a t i o n a r y  in t h e  l a b o r a t o r y  gives t h e  m a x i m u m  e n e r g y  transfer for 

final state particle p r o d u c t i o n .  A p a r t  f r o m  t h e  historical a c h i e v e m e n t s  o f  p r o ­

v i d i n g  t h e  m o s t  prolific stu dies o f  h e a v y  fla vours n e a r  t h e  var i o u s  cc a n d  b b  res­

o n a n c e s ,  t h e  m a c h i n e s  at h i g h e r  energies, a b o v e  t h e  b b  t h r eshol d, h a v e  o p e n e d  

u p  y et m o r e  o p p o r t u n i t i e s  for n e w  phy sics.

T h e  b as ic a n n i h i l a t i o n  p r o c e s s e s  t o  t h e  l o w e s t  o r d e r  o f  Q E D  a re s h o w n  

d i a g r a m a t i c a l l y  in Fig. 1 .6. T h e  f e r m i o n  p ai r f f  c a n  b e  a  c h a r g e d  l e p t o n  pair
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F i g u r e  1.6: L o w e s t  O r d e r  Q E D  e + e — > / /  A n n i h i l a t i o n  D i a g r a m .

l + l ~  o r  a  q u a r k - a n t i q u a r k  p ai r q q  o n c e  t h e  e n e r g y  is a b o v e  t h e  pair p r o d u c t i o n  

thr es hol d. T h e  Q E D  differential cross sec tion for t h e  a b o v e  p r o c e s s  is

^ L ( e + e “ - > / / )  =  [ 1 4- c o s 2 e  +  (1 - /?2) s m 20 ] (1.18)

w h e r e

s  =  e +  e ~  C e n t r e  o f  m a s s  e n e r g y  s q u a r e d  

a  =  F i n e  s t r u c t u r e  c o n s t a n t  

Q f  =  F i n a l  s t a t e  f e r m i o n  e l e c t r i c  c h a r g e  

( 3  =  F i n a l  s t a t e  f e r m i o n  v e l o c i t y

6  =  A n g l e  o f  f f  f l i g h t  d i r e c t i o n  w . r . t .  e + e ~  b e a m  d i r e c t i o n

F o r  h i g h  e n e r g y  m a c h i n e s ,  t h e  l i m i t i n g  c a s e  of ( 3 — » 1 c a n  b e  safely t a k e n  as 

a  g o o d  a p p r o x i m a t i o n .  I n  c a s e  of t h e  yit-pair p r o d u c t i o n ,  this gives t h e  total 

cross section of

ct 0 =  c r ( e ) q e d  —
47ra' 86.8

s  ( G e v 2 )
n b (1.19)

U n l i k e  t h e  l e p t o n  p ai r p r o d u c t i o n ,  t h e  final state o f  t h e  p r o c e s s  e + e “ — * q q  

d o e s  n o t  just c o n t a i n  t h e  c o l o u r e d  free q u a r k  a n d  a n t i q u a r k  as stable o b j e c t s  

b u t  r a t h e r  t h e  c o l o u r  n e u t r a l  h a d r o n s  a s  f r a g m e n t s  f r o m  t h e m .  T h e  o b s e r v a ­

t io n at t h e  h i g h  e n e r g y  e + e -  s t o r a g e  rings, t h a t  m a n y  h a d r o n i c  e v e n t s  a p p e a r e d
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as t w o  b a c k  to b a c k  ‘jets’ of h a d r o n s ,  indirectly h i n t e d  at t h e  n e e d  of initial 
q q  p r o d u c t i o n .  O n e  o f  t h e  m a j o r  l a n d m a r k s  of h i g h  e n e r g y  e + e “ m a c h i n e  w a s  

t h e  o b s e r v a t i o n  o f  e v e n t s  w i t h  t h r e e  distinct h a d r o n i c  jets, initially s e e n  b y  

e x p e r i m e n t s  at P E T R A .  T h i s  w a s  i n t e r p r e t e d  as a n  indirect e v i d e n c e  s u p p o r t ­

i n g  Q C D ,  c o r r e s p o n d i n g  to t h e  p r o c e s s  s h o w n  in Fig. 1.7 in a n a l o g y  to Q E D  

b r e m s s t r a h l u n g  process. T h e  ‘h a r d ’ g l u o n  e m i s s i o n  p r o c e s s e s  are calculable

F i g u r e  1.7: E x a m p l e  o f  a  F e y n m a n  D i a g r a m  for Q C D  G l u o n  B r e m s s t r a h l u n g  
P r o c e s s  e + e ~ — > q q g .

u s i n g  Q C D ,  b u t  t h e  h a d r o n i s a t i o n  (or f r a g m e n t a t i o n )  p r o c e s s e s  t u r n i n g  q u a r k s  
o r  g l u o n s  int o h a d r o n  jets a re m a i n l y  l o w  Q 2 p h e n o m e n a  w h e r e  p e r t u r b a t i v e  

Q C D  is n o t  possible.

T o g e t h e r  w i t h  Q C D  c or recti ons u p  to t h e  o r d e r  O ( a ^ )  in M S  s c h e m e ,  t h e  

total cross section for t h e  a n n i h i l a t i o n  o f  e + e _ — > H a d r o n s  is g i v e n  b y  [37]

1 +  —  +  (1.986 -  0 . 1 1 5 i V / ) ( — )2
7T 7r

(1.20)

w h e r e  N f  is t h e  n u m b e r  o f  q u a r k  fla vours b e l o w  t h e  p r o d u c t i o n  thr eshol d. T h e  

factor 3  in front o f  t h e  q u a r k  c h a r g e  Q i  is d u e  to t h e  fact t h a t  q u a r k s  c a n  c o m e  

in 3  different colours.

A  f u r t h e r  c o n t r i b u t i o n  c o m e s  f r o m  t h e  a nn ihila tion c h a n n e l  m e d i a t e d  b y  

t h e  h e a v y  Z °  b o s o n  in a  similar role t o  t h a t  of t h e  p h o t o n  as d i a g r a m a t i c a l l y

cr(e+ e H a d r o n s ) — 47TO:'
3s E 3(??
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F i g u r e  1 .8: L o w e s t  O r d e r  E l e c t r o w e a k  C o n t r i b u t i o n s  to e + e Ann ihila tion s.

s h o w n  in Fig. 1 .8. T h e  c o n t r i b u t i o n  f r o m  t h e  Z °  c h a n n e l  b e c o m e s  increasingly 
i m p o r t a n t  as t h e  e + e “ c e n t r e  o f  m a s s  e n e r g y  y f s  increases t o w a r d s  t h e  Z °  

m a s s  e n e r g y  of ~  9 3  G e v .  T h e  i nt erfer ence b e t w e e n  t h e  t w o  d i a g r a m s  c a u s e s  
a s y m m e t r i c  9  distributions for t h e  f f  p r o d u c t i o n .  R e v i e w s  of t h e  v a r i o u s  
e x p e r i m e n t a l  m e a s u r e m e n t s  o f  t h e  e l e c t r o w e a k  f o r w a r d - b a c k w a r d  a s y m m e t r i e s  
in c o n f i r m a t i o n  of t h e  s t a n d a r d  m o d e l  c a n  b e  f o u n d  in [38,39]. W i t h  less 
significance, t h e  Z °  also c o n t r i b u t e s  to t h e  total h a d r o n i c  cross section, w h i c h  
is so far o n l y  relevant for t h e  h i g h e s t  e n e r g y  r u n n i n g s  w i t h  y / s  > 4 0  G e v  at 
P E T R A .

T h e  i m p o r t a n t  cross section ratio p a r a m e t e r  R  is d e f i n e d  as
„  <r(e+ e- - - » H a d r o n s )  . .
R  =  - ■  ,  , _ — t -zr 1  ( ! - 2 1<r(e+e — » )

w h e r e  t h e  a(e+ e~ — > n +fi~) is t h e  l o w e s t  Q E D  cross section as d e f i n e d  in 
E q u a t i o n  1.19. B e c a u s e  t h e  s u m  ]T) Q \  a s  in E q u a t i o n  1 .20, m e a s u r e m e n t s  o f  R  

h a v e  b e e n  u s e d  to m o n i t o r  p o s s i b l e  s u r p a s s  of a  t h r e s h o l d  of n e w  q q  p r o d u c t i o n .  
T h e  m e a s u r e m e n t s  o f  R  at v a r i o u s  e + e “ cen tre of m a s s  energies are s h o w n  in 
Fig. 1.9 [13]. T h e  R  v a l u e  o f  ~  4  at h i g h  energies c a n  b e  u s e d  as e v i d e n c e  
to  s u p p o r t  t h e  Q C D  a s s u m p t i o n  t h a t  q u a r k s  c a n  h a v e  3  different colours. 
U s i n g  t h e  Q C D  a n d  t h e  G S W  m o d e l  for t h e  e l e c t r o w e a k  effect t o g e t h e r  a n d  
c o m b i n i n g  m e a s u r e m e n t s  at v a r i o u s  energies, a n  interesting plot o f  t h e  R  val ues 
o b t a i n e d  in [38] is s h o w n  in Fig. 1 .1 0 .

A p a r t  f r o m  t h e  a n n i h i l a t i o n  c h a n n e l ,  B h a b h a  scatterings w i t h  t h e  f - c h a n n e l  
c o n t r i b u t i o n  i n c l u d e d ,  a n d  t h e  t w o  p h o t o n  p r o c e s s e s  e + e “ — >e+ e “ +  X  are also
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Figure 1.9: e+e" R M easurem ents at Various Energies.

fs  (GeV)
F i g u r e  1 .10 : S e p a r a t e  C o n t r i b u t i o n s  f r o m  t h e  S i m p l e  C o l o u r e d  Q u a r k  P a r t o n  
M o d e l  ( Q P M ) ,  Q C D  C o r r e c t i o n s  a n d  E l e c t r o w e a k  Effect are s h o w n .
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s o u r c e s  o f  interesting m e a s u r e m e n t s .  B e c a u s e  of t h e  cle a n  e n v i r o n m e n t ,  h i g h  

e n e r g y  e + e “ e x p e r i m e n t s  also h o l d  a  l e a d i n g  role in t h e  s e a r c h e s  for n e w  par ti­

cles b o t h  w i t h i n  a n d  b e y o n d  t h e  s t a n d a r d  m o d e l  [41]. A  detailed d i s cussi on o f  

v a r i o u s  p h y s i c s  results f r o m  different p r o c e s s e s  in h i g h  e n e r g y  e + e “ interactions 

c a n  b e  f o u n d  in [40] for t h e  P E T R A  e x p e r i m e n t s .

1.6 M otivation  o f A nalysis

T h e  p r o c e s s  relevant to t h e  a n a l y s i s  in this thesis is t h e  e + e ~ — * H a d r o n s  p r o ­

d u c t i o n  v ia t h e  ann ihi l a t i o n  c h a n n e l .  F o r  t h e  e x p e r i m e n t s  at P E T R A  a n d  

P E P ,  t h e  p r i m a r y  p r o d u c t i o n  o f  different q u a r k  flavours in t h e  h a d r o n i c  e v e n t s  

a r e  r o u g h l y  g i v e n  b y

u u  : d d , : s s  : c c  : b b  ~ 4  : 1 : 1 : 4  : 1

p r o p o r t i o n a l  t o  t h e  s q u a r e s  o f  q u a r k  electric charges. S i n c e  t he re is n o  e x t r a  

s u p p r e s s i o n  for h e a v y  q u a r k  p r o d u c t i o n  o n c e  b e y o n d  threshol d, t h e  relative 

p r o p o r t i o n s  o f  h e a v y  flavours a r e  c o m p a r a b l e  to light flavours.

T h e  m e a s u r e m e n t  results s h o w n  i n  Fig. 1.4 reveal t h a t  t h e  a v e r a g e  B  

h a d r o n  lifetime is e v e n  l o n g e r  t h a n  t h e  D  m e s o n  lifetimes as s e e n  in E q u a ­

tion 1.14. T h i s  gives t h e  possibility o f  e n r i c h i n g  t h e  p r o p o r t i o n  of b b  e v e n t s  b y  

selecting e v e n t s  w i t h  l o n g  d e c a y  vertices. T h e  analysis p r e s e n t e d  in this thesis 

is a n  investig atio n of s u c h  a  m e t h o d  w h i c h  is m a d e  plausible b y  t h e  installation 

o f  a  v e r t e x  d e t e c t o r  in T A S S O  l e a d i n g  t o  a  c o n s i d e r a b l e  i m p r o v e m e n t  in t r a c k  

resolution.

T h e r e  a r e  m a n y  m e a s u r e m e n t s  o n  h a r d  Q C D  p r o c e s s e s  s u c h  as multijet 

p r o d u c t i o n  as well as t h e  softer p r o c e s s e s  o f  h a d r o n i s a t i o n s  o f  p a r t o n s  u s i n g  

t h e  h i g h  e n e r g y  e + e “ — > H a d r o n s  eve nts. H o w e v e r ,  t h e y  are a v e r a g e d  effects 

o v e r  different q u a r k  flavours. W h i l e  t h e  e l e c t r o w e a k  sector of t h e  s t a n d a r d
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m o d e l  h a s  m a n y  free p a r a m e t e r s ,  t h e  Q C D  c o v e r i n g  t h e  s t r o n g  interactions 

is s o m e w h a t  m o r e  restrictive since it h a s  o n l y  o n e  free p a r a m e t e r  A q c d - A n  

i m p o r t a n t  a s s u m p t i o n  in Q C D  is t h a t  t h e  characteristics of s t r o n g  interactions 

are i n d e p e n d e n t  o f  t h e  q u a r k  fla vours a p a r t  f r o m  t h e  effect of t h e  m a s s e s .

W h i l e  m u c h  p r o g r e s s  h a s  b e e n  m a d e  in s t u d y i n g  t h e  w e a k  d e c a y  pro perti es 

o f  h e a v y  flavours as d i s c u s s e d  i n  section 1.4, t h e  tests of s t r o n g  interaction 

p r o p e r t i e s  for different fla vours a re so far still v e r y  brief. A  g e n e r a l  s t u d y  

of  e v e n t  s h a p e  variables sensitive to h a r d  g l u o n  e m i s s i o n s  a n d  jet pro perti es 

relating to t h e  soft f r a g m e n t a t i o n  pro cesse s, after flavour sep arati on, s h o u l d  b e  

a n  interesting test o f  t h e  fl a v o u r  i n d e p e n d e n c e  of s t r o n g  interactions a s s u m e d  

b y  Q C D .  T h e r e f o r e  t h e  6- e n r i c h m e n t  s c h e m e  to b e  p r e s e n t e d  in this thesis is 

m a i n l y  a i m i n g  at this direction. H o w e v e r ,  t h e  d e v e l o p m e n t  of t h e  m e t h o d  o f  

f l a v o u r  t a g g i n g  u s i n g  their lifetimes is also a n  initial investigation for p r o v i d i n g  

a  p o s s ible g e n e r a l  tool w i t h  a  b r o a d  r a n g e  o f  applicat ions in f u t u r e  e x p e r i m e n t s .
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C hapter 2
E xp erim en ta l E nvironm ent

2.1 P E T R A

T h e  e + e _ s t o r a g e  ring a cc elera tor P E T R A  [42] ( P o s i t r o n - E l e k t r o n  T a n d e m  

R i n g  A n l a g e ) ,  w a s  l o c a t e d  in t h e  D E S Y  ( D e u t s c h e s - E l e k t r o n e n  S Y n c h r o t r o n )  

l a b o r a t o r y  in H a m b u r g ,  G e r m a n y .  It h a d  b e e n  t h e  h i g h e s t  e n e r g y  e + e ~  m a ­

c h i n e  w i t h  e + e “ cen tre o f  m a s s  e n e r g i e s  f r o m  ~ 1 4  G e V  u p  to o v e r  4 6  G e V ,  

d u r i n g  its 8 y e a r s  o f  h is tory f r o m  S e p t e m b e r  1 9 7 8  to N o v e m b e r  1986.

T h e  l a y o u t  of P E T R A  is s h o w n  i n  Fig. 2.1. T h e  e x p e r i m e n t s  C E L L O ,  

J A D E ,  M A R K  J a n d  T A S S O  s i t u a t e d  i n  t h e  f o u r  s h o r t  straight sections a l o n g  

t h e  2.3 k m  c i r c u m f e r e n c e  o f  P E T R A .  T h e  eight c u r v e d  sections c o n s i s t e d  o f  

q u a d r u p o l e ,  s e x t a p o l e  a n d  b e n d i n g  m a g n e t s  a n d  t h e  f o u r  l o n g  straight sections 

w h i c h  w e r e  u s e d  to a c c o m m o d a t e  acc ele r a t i n g  R F  ( R a d i o  F r e q u e n c y )  cavities.

T h e  rate at w h i c h  t h e  int erest ing e v e n t s  t a k e  p l a c e  d u r i n g  particle b e a m  

int eractions is g i v e n  b y  t h e  p r o d u c t  a  • L ,  w h e r e  a  is t h e  cross section of t h e  

p h y s i c s  p r o c e s s  c o n c e r n e d  a n d  L  is t h e  L u m i n o s i t y , w h i c h  d e p e n d s  o n  t h e  b e a m  

d e n s i t y  a n d  intensity. I n  c a s e  o f  e + e ~  colliders, t h e  differential l u m i n o s i t y  at 

e a c h  int eract ion r e g i o n  c a n  b e  w r i t t e n  as
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F i g u r e  2 .1 : P E T R A  S t o r a g e  R i n g
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L
n + n  f

(2.1)
4 t t  a  j  o" y

w h e r e

n ±  =  N u m b e r  o f  e ±  p e r  b u n c h  

f  =  B  e a r n  c o l l i s i o n  f r e q u e n c y  

< Jx ^ < Jy  =  R . M . S .  b e a m  w i d t h s  i n  h o r i z o n t a l  a n d  v e r t i c a l  d i r e c t i o n s

T h e  n o r m a l  o p e r a t i n g  m o d e  o f  P E T R A  w a s  w i t h  2 b u n c h e s  o f  p o s i t r o n s  

a g a i n s t  2 b u n c h e s  o f  ele ctron s w i t h  r o u g h l y  t h e  s a m e  c u r r e n t s  in electron a n d  

p o s i t r o n  b e a m s .  T h i s  g a v e  a  b e a m  c r o s s i n g  t i m e  of e v e r y  3.8 p s  for e a c h  e x p e r ­

i m e n t .  T h e  installations o f  m i n i - b e t a  q u a d r u p o l e s  [43] in 1 9 8 3  for all P E T R A  

e x p e r i m e n t s ,  to p r o v i d e  b e a m  f o c u s i n g  closer to t h e  b e a m  collision points, l e a d  

to a n  i m p r o v e m e n t  o f  t h e  l u m i n o s i t y  b y  a  factor 2.5 to 3. A f t e r  this u p g r a d e ,  

t h e  p e a k  l u m i n o s i t y  at a  b e a m  e n e r g y  o f  2 2  G e V  w a s  ~  6 x l 030 c m  2s 1 for 

e a c h  e x p e r i m e n t ,  w i t h  a  m a x i m u m  b e a m  c u r r e n t  o f  typically 6 m A  p e r  b e a m .  

T h e  p e a k  l u m i n o s i t y  at a  b e a m  e n e r g y  o f  1 7  G e V  w a s  ~  1 . 7 x l 0 31 c m " 2s _ 1 , 

w i t h  a  m a x i m u m  b e a m  c u r r e n t  o f  typically 1 1  m A  p e r  b e a m .  T h e  b e a m  life­

t i m e  w a s  typically ~  6 h o u r s  so t h a t  n e w  b e a m s  w e r e  injected ~  e v e r y  4  h o u r s  

in s m o o t h  r u n n i n g  conditions.

S i n c e  t h e  analysis in this thesis will b e  d e p e n d e n t  o n  t h e  b e a m  d i m e n s i o n s ,  

s o m e  of t h e  factors affecting t h e s e  quantiti es will b e  briefly s u m m a r i s e d  here. 

T h e  b e a m  d i m e n s i o n s  at t h e  i n t e r a c t i o n  p o i n t  a re related to t h e  e m i t t a n c e s  

ex , t y  a n d  t h e  a m p l i t u d e  f u n c t i o n s  at t h e  int eract ion p o i n t  /3*,/3*, b y  [44]

a x,y —  yjex,y ’ Px,y (2 -2 )

w h e r e  x  a n d  y  a r e  t h e  h o r i z o n t a l  a n d  vertical directions t r a n s v e r s e  to t h e  b e a m .  

T h e  a m p l i t u d e  f u n c t i o n s  after t h e  m i n i  b e t a  insertions w e r e  /3 X  =  1 2 0  c m  a n d
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(3y =  8 cm. B y  rearranging Equation 2.2, the emittance ratio K  can be written

as
K-- hi = Pk.Zy 

fx Pi <rl (2.3)

T h e  m a c h i n e  orbit cal culations [44] i n d i c a t e d  t h a t  for b e a m  energies > 1 7  G e V  

t h e  ho r i z o n t a l  e m i t t a n c e  w a s  typically 2 x l 0-7 r a d m  c o r r e s p o n d i n g  to a  h o r i ­

z o n t a l  b e a m  size o f  a x  ~ 5 0 0 / x m .  T h e  m i n i m u m  K  v a l u e  w a s  l im ited b y  b e a m -  

b e a m  interactions as b e a m  e n e r g y  d e c r e a s e d  b e l o w  1 7  G e V .  A t  h i g h  energies, 

h o w e v e r ,  K  c o u l d  b e  m i n i m i s e d  b y  careful orbital corrections d u r i n g  m a c h i n e  

o p e r a t i o n  for m a x i m u m  l u m i nosi ty. T a k i n g  K  =  1 . 3 %  for 1 7  G e V  b e a m s  as in 

[44] a n d  a x  =  5 0 0 / m i  for E q u a t i o n  2.3, t h e  vertical b e a m  size a y  w o u l d  t h e n  

b e  1 5 / i m .  U s i n g  t h e s e  b e a m  sizes a n d  a  b e a m  c u r r e n t  of 11 m A  p e r  b e a m ,  t h e  

p e a k  l u m i n o s i t y  as o b t a i n e d  f r o m  E q u a t i o n  2.1 w o u l d  b e  1 . 9 x l 0 31 c m - 2s - 1 , 

c o n siste nt w i t h  t h e  e x p e r i m e n t a l  record.

B e c a u s e  t h e  b e a m - b e a m  int eract ion w a s  e x p e c t e d  to b e  s m a l l e r  at a  h i g h e r  

b e a m  e n e r g y  o f  22 G e V  a n d  l o w e r  b e a m  current, t h e  a c h i e v a b l e  K  v a l u e  c o u l d  

o n l y  b e  smaller. A  c o m p a r i s o n  o f  t h e  b e a m  c u r r e n t s  a n d  t h e  p e a k  l u m i n o s i t y  

at 1 7  G e V  a n d  2 2  G e V  also s e e m e d  to s u p p o r t  this vie w. T h e r e f o r e ,  a  useful 

c o n c l u s i o n  w h i c h  c o u l d  b e  m a d e  w a s  t h a t  if t h e  b e a m  h o r izont al size w a s  

c r x  ~  5 3 0 / z m  t h e n  a y  s h o u l d  b e  <  2 0 ^ z m  for b e a m  e n e r g y  a b o v e  1 7  G e V ,  b a s e d  

o n  t h e  l u m i n o s i t y  ach i e v e d .

T h e  detailed p e r f o r m a n c e  of P E T R A  c a n  b e  s e e n  f r o m  t h e  m o n t h l y  inte­

g r a t e d  l u m i n o s i t y  collected b y  T A S S O  as s h o w n  in Fig. 2.2 t o g e t h e r  w i t h  t h e  

P E T R A  e + e “ c e n t r e  o f  m a s s  en e r g i e s  i n  Fig. 2.3 u n d e r  t h e  s a m e  t i m e  scale. 

T h e  a c t u a l  l u m i n o s i t y  d e l ivere d b y  P E T R A  w a s  p r o b a b l y  ~  2 0 %  m o r e  t a k i n g  

i nt o a c c o u n t  t h e  e x p e r i m e n t a l  d e a d t i m e s .
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F i g u r e  2.2: M o n t h l y  I n t e g r a t e d  L u m i n o s i t y  C o l l e c t e d  b y  T A S S O .
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F i g u r e  2.3: H i s t o r y  o f  P E T R A  e + e C e n t r e  o f  M a s s  Ene rgies .
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2.2 T he TASSO D etecto r

T h e  ana lysis to b e  p r e s e n t e d  i n  this thesis w a s  b a s e d  o n  4 8  p b _1 of d a t a  

t a k e n  w i t h  t h e  T A S S O  ( T w o  A r m  S p e c t r o m e t e r  S O l e n o i d )  de t e c t o r  d u r i n g  

t h e  h i g h e s t  e n e r g y  P E T R A  r u n s  b e t w e e n  1 9 8 3  a n d  1 98 5, after t h e  installation 

o f  t h e  T A S S O  v e r t e x  detector. T h e  m o r e  a b u n d a n t  d a t a  t a k e n  in 1 9 8 6  w e r e  

n o t  u s e d  b e c a u s e  t h e  d a t a  p r o c e s s i n g  w a s  still in p r o g r e s s  w h e n  m o s t  of t h e  

ana lysis in this thesis h a d  b e e n  c o m p l e t e d .

T h e  T A S S O  d e t ector v i e w e d  f r o m  different directions is s h o w n  in Fig. 2 . 4 -  

2.6. T h e  c o o r d i n a t e  c o n v e n t i o n s  w h i c h  will b e  a d o p t e d  f r o m  h e r e  o n  a r e  s h o w n  

in A p p e n d i x  A .  T h e  z  axis is d e f i n e d  as t h e  direction of t h e  p o s i t r o n  b e a m .  

T h e  r  —  <f> p l a n e  refers to t h e  p l a n e  p e r p e n d i c u l a r  t o  t h e  b e a m  direction. T h e  

origin o f  t h e  c o o r d i n a t e  s y s t e m  is d e f i n e d  as t h e  cen t r e  o f  t h e  m a i n  central drift 

c h a m b e r .  T h e  followin g d e s c r i p t i o n s  of t h e  v a r i o u s  c o m p o n e n t s  are m a i n l y  for 

t h e  u p d a t e d  de t e c t o r  c o n f i g u r a t i o n  since 1983.

Coil

T h e  T A S S O  s o l enoid m a g n e t  [45,46] w a s  a  n o r m a l - c o n d u c t i n g  w a t e r  c o o l e d  

coil w i t h  a  l e n g t h  of 4 4 0  c m  a n d  a n  i n n e r  r a d i u s  of 1 3 7  c m .  T h e  c o n d u c t o r  

w a s  a  2 . 9 4 x 3 . 6 4  c m 2 r e c t a n g u l a r  a l u m i n i u m  b a r  w i t h  a  central b o r e  o f  1 . 1 7  c m  

in d i a m e t e r  u s e d  for cooling. T h e  coil w a s  w o u n d  in 4  layers w i t h  a  total o f  

3 3 6  w i n d i n g s .

T h e  coil w a s  n o r m a l l y  o p e r a t i n g  at t h e  m a x i m u m  c u r r e n t  5 2 0 0  A  w i t h  

a  D C  v o l t a g e  s u p p l y  of 5 5 0  V o l t s  w h i c h  a m o u n t e d  to a  p o w e r  c o n s u m p t i o n  

~  2 .8 5 M W .  T h e  m a x i m u m  field s t r e n g t h  w a s  0 . 4 9 4  T e s l a  a n d  t h e  m a x i m u m  

field i n h o m o g e n e i t y  a l o n g  a  t r a c k  w i t h i n  t h e  n o r m a l  t r a c k i n g  v o l u m e  w a s  ~ 4 % .  

T h e  B-field h a s  b e e n  a l o n g  t h e  e l e c t r o n  b e a m  direction since 1 98 3.
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C entral Drift Cham ber (D C )

T h e  large cylindrical drift c h a m b e r  [45,47] o c c u p y i n g  t h e  radii f r o m  3 2  c m  to 

1 2 8  c m  a n d  ± 1 7 3  c m  in 2 w a s  t h e  m a j o r  c o m p o n e n t  of T A S S O .  T h e r e  w e r e  

n i n e  0° layers parallel to t h e  b e a m  direction a n d  six stereo layers s a n d w i c h e d  

b e t w e e n  t h e  0° layers w i t h  a  a n g l e s  of ~ 4 ° .  T h e  n u m b e r  of cells p e r  layer w e r e  

a r r a n g e d  so t ha t t h e  cells in all layers h a d  a p p r o x i m a t e l y  t h e  s a m e  hal f w i d t h  

o f  r 1 6  m m .

T h e  original g a s  m i x t u r e  of A r / M e t h a n e  ( 9 0 / 1 0 )  as d e s c r i b e d  in [47] h a d  

b e e n  r e p l a c e d  w i t h  A r / E t h a n e  ( 5 0 / 5 0 )  at a t m o s p h e r i c  p r e s s u r e  since J u l y  1 9 8 0 .  

T h i s  s o l v e d  t h e  p r e v i o u s  p r o b l e m  of r a t h e r  large signal crosstalk n e a r  t h e  c a t h ­

o d e  w i r e s  w i t h  t h e  A r / M e t h a n e  m i x t u r e .  A f t e r  m o r e  careful calibration p r o ­

c e d u r e s  i n c l u d i n g  v a r i o u s  n o n l i n e a r  effects in t h e  space-drift t i m e  relations, a n  

i m p r o v e d  spatial res oluti on [48,49] c o m p a r e d  to t h e  original p u b l i s h e d  v a l u e s  

in [47] w a s  o b t a i n e d .  T h e  a v e r a g e  spatial r e s oluti on across a  cell, f o u n d  for t h e  

n e w  g a s  m i x t u r e  as in [48], w a s  1 9 5 / i m .

T h e  fit to m a i n  drift c h a m b e r  hits f r o m  a  c u r v e d  t ra ck in t h e  m a g n e t i c  field 

w a s  t h e  b as ic m e a n s  o f  o b t a i n i n g  m o m e n t u m  m e a s u r e m e n t s  for t h e  c h a r g e d  

particles. W i t h  f u r t h e r  a s s istan ce f r o m  t h e  C P C  a n d  V X D  hits e x t e n d i n g  t h e  

s p a n  o f  m e a s u r i n g  lengths, t h e  m o m e n t u m  resolution w a s  f o u n d  to b e  [30]

^  =  0 . 0 0 9 5 \ / 0 . 5  +  P 2

w h e r e  of t h e  s lo pe o f  0 . 0 0 9 5  w a s  d e t e r m i n e d  f r o m  s t u d y i n g  t h e  a c h i e v e d  m o ­

m e n t u m  res oluti on for h i g h  m o m e n t u m  m u o n s  f r o m  e + e _ — e v e n t s  a n d  

t h e  c o n s t a n t  t e r m  o f  0.5 w a s  t h e  e s t i m a t e d  c o n t r i b u t i o n  f r o m  p i o n  m u l t i p l e  

sca ttering o n  t h e  d e t e c t o r  m at erial .
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Cylindrical P roportional Cham ber (C P C )

T h e  C P C  [50,51] w a s  a  m u l t i w i r e  p r o p o r t i o n a l  c h a m b e r  w i t h  4  s e n s e  layers at 

radii b e t w e e n  1 8 . 7 2  a n d  2 7 . 8 8  c m  w i t h  4 8 0  sen se wir e s  p e r  layer parallel to 

t h e  b e a m  direction. T h e r e  w e r e  120 i n n e r  a n d  120 o u t e r  helix c a t h o d e  strips 

s i t u a t e d  at 7 m m  inside a n d  7 m m  o u t s i d e  e a c h  s e n s e  layer. T h e  i n n e r  a n d  

o u t e r  c a t h o d e  strips w e r e  w o u n d  in o p p o s i t e  senses w i t h  + 3 6 °  a n d  - 3 6 °  o f  

p i t c h  a n g les respectively. T h e  active l e n g t h  of t h e  c h a m b e r  w a s  1 4 0  c m .

T h e  c h a m b e r  o p e r a t e d  w i t h  t h e  ’M a g i c  G a s ’ m i x t u r e  o f  A r / I s o b u t a n e / F r e o n  

( ~ 7 5 / 2 5 / 0 . 2 5 )  at a t m o s p h e r i c  pressure. T h e  a n o d e  s e n s e  w i r e  efficiencies w e r e  

typically 9 7 %  a n d  t h e  c a t h o d e  hit efficiencies w e r e  typically 9 0 % .  F o r  t h e  s t a n ­

d a r d  tracking, o n l y  a n o d e  hits w e r e  u s e d  in t h e  r  —  (f> t ra ck fits.

T h e  m o s t  i m p o r t a n t  role o f  t h e  C P C  w a s  to p r o v i d e  trigger i n f o r m a t i o n  to 

reject b a c k g r o u n d  e v e n t s  in t h e  d a t a  taking. T h i s  w a s  p e r f o r m e d  b y  t h e  C P C  

trigger p r o c e s s o r  [52] w i t h  m a s k s  a c c e p t i n g  possible a n o d e  hit c o m b i n a t i o n s  

f r o m  tra ck s e g m e n t s  p o i n t i n g  t o w a r d  t h e  b e a m .  B e c a u s e  t h e  C P C  w a s  s h o r t e r  

in z c o m p a r e d  to t h e  m a i n  drift c h a m b e r  a n d  closer to t h e  b e a m ,  it p r o v i d e d  a  

g o o d  rejection o f  b a c k g r o u n d  e v e n t s  n o t  o c c u r i n g  at t h e  b e a m  colliding p o i n t  

e.g. e v e n t s  d u e  to c o s m i c  r a y s  a n d  b e a m  p i p e  interactions. T h i s  w a s  essential 

t o  r e d u c e  t h e  d a t a  t a k i n g  r at e to a  tolerable level. T h e  c a t h o d e  strips w e r e  also 

u s e d  to f o r m  a n  i n d e p e n d e n t  trigger to reject e v e n t s  o c c u r i n g  at \ z \ > ~ 3 0  c m  

t o g e t h e r  w i t h  a  l o w  c h a r g e  multiplicity trigger to serve t h e  special p u r p o s e s  o f  

t w o  p h o t o n  physics.

V ertex D etector (V X D )

T h e  v e r t e x  d e t e c t o r  w a s  a  p r e cisio n drift c h a m b e r  installed i n  late 1 9 8 2  to give 

a c c u r a t e  t r a c k  hits n e a r  t h e  i n t e r a c t i o n  point. B e c a u s e  o f  t h e  i m p o r t a n c e  o f
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t h e  V X D  in this analysis, a  m o r e  detailed des cript ion of t h e  V X D  t o g e t h e r  

w i t h  a n  e v a l u a t i o n  of its p e r f o r m a n c e  will b e  g i v e n  in c h a p t e r  3.

Inner T im e of Flight C ounters (ITO F)

T h e  bar rel i n n e r  t i m e  of flight c o u n t e r s  [53,54] w e r e  sit uated b e t w e e n  t h e  m a i n  

drift c h a m b e r  a n d  t h e  coil at a  r a d i u s  o f  1 3 2  c m  f r o m  t h e  b e a m .  It con s i s t e d  

o f  4 8  scintillator slabs parallel t o  t h e  b e a m  direction, c o v e r i n g  8 2 %  of 47r 

solid angle. A n  a v e r a g e  t i m e  res o l u t i o n  o f  0 . 3 8 n s  w a s  o b t a i n e d ,  a l l o w i n g  7r- 

K  s e p a r a t i o n  u p  to a  m o m e n t u m  of 0.6 G e V / c  a n d  (7r / K ) - P  s e p a r a t i o n  u p  

to a  m o m e n t u m  of 1.0 G e V / c  w h e n  u s e d  in c o n j u n c t i o n  w i t h  t h e  t r a c k i n g  

i n f o r m a t i o n  f r o m  m a i n  D C .  T h e  hit efficiency w a s  typically ~ 9 8 % .

Liquid Argon C alorim eters

T h e  barrel liquid a r g o n  s h o w e r  c o u n t e r s  ( L A B C )  [55] i m m e d i a t e l y  o u t s i d e  t h e  

coil o c c u p i e d  t h e  reg ions

4 2 °  <  6  <  1 3 8 °  ; 30° <  <j> <  1 5 0 °

a b o v e  t h e  coil a n d

4 2 °  <  $  <  1 3 8 °  ; 2 1 0 °  <  <j> <  3 3 0 °

b e l o w  t h e  coil. B y  restricting t h e  u s e  to t h e  fiducial v o l u m e s  a w a y  f r o m  t h e  

e d g e s  o f  t h e  i n d i v i d u a l  m o d u l e s ,  t h e  effective total solid a n g l e  c o v e r a g e  o f  t h e  

L A B C  w a s  l i m i t e d  to 3 6 % .

T h e  m o d u l e s  con s i s t e d  o f  3 5  layers o f  2  m m  thi ck l e a d  plates s e p a r a t e d  b y  

5 m m  thick g a p s  filled w i t h  liquid a r g o n ,  w h i c h  a m o u n t e d  to a  total t h i c k n e s s  

o f  4 5  c m .  T h e  m o d u l e s  w e r e  s e g m e n t e d  into stacks of 7 x 7  c m 2 front t o w e r s  

w i t h  6.1 r a d i a t i o n  l e n g t h s  a n d  f o l l o w e d  b y  1 4 x 1 4  c m 2 b a c k  t o w e r s  w i t h  7.6
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r a d i a t i o n  lengths. T h e r e  w e r e  also 2 c m  w i d e  strips in directions parallel a n d  

o r t h o g o n a l  to t h e  b e a m  dir ectio n (z a n d  4> strips) w i t h  2 layers of e a c h  e v e r y  

1.6 r a d i a t i o n  lengths. T h e  c h a r g e s  collected o n  t o w e r s  g a v e  e n e r g y  m e a s u r e ­

m e n t s  a n d  t h e  signals o n  t h e  strips g a v e  a c c u r a t e  pos ition a n d  ionisation loss 

d E / d x  m e a s u r e m e n t s .

T h e  e n e r g y  resolution a c h i e v e d  i n c l u d i n g  t h e  effect o f  o t h e r  de t e c t o r  m a ­

terials a n d  t h e  liquid a r g o n  t a n k  w a l l  (1.6 rad i a t i o n  len gths) b e f ore t h e  first 

s a m p l i n g ,  w a s
<te

E
0.11 +  ( 0.02

E  -  0.5 / V e

for n o r m a l  i n c i d e n t  p h o t o n s  w i t h  E  > 1  G e V .  T h e  a n g u l a r  resolutions w e r e  

cr<t> =  =  2  m r a d  for E > 1  G e V  p h o t o n s .  T h e  efficiencies of identifying iso­

l a t e d  h i g h  m o m e n t u m  electrons w i t h  P > 2  G e V / c  w a s  f o u n d  to b e  ~  8 3 %  w h i c h  

d e g r a d e d  to 7 3 %  for P > 1  G e V / c  e l e ctron s inside h a d r o n  jets [56].

T h e  e n d c a p  liquid a r g o n  s h o w e r  c o u n t e r s  ( L A E C )  [57] c o v e r e d  t h e  re g i o n s

12° <  0  <  3 0 °  &  1 5 0 °  <  9  <  1 6 8 °

for all <p angles. T h e  str u c t u r e s  o f  t h e  c a l o r i m e t e r  stacks w e r e  similar to t h e  

b a r r e l  e x c e p t  t h e r e  w a s  a  t h i n n e r  liq uid a r g o n  g a p  of 3 m m .

H adron A rm  C om ponents

T h e  h a d r o n  a r m  det e c t o r s  c o v e r e d  t h e  r eg ions

50° <  6  <  1 3 0 °  ; - 2 6 °  <  (f> <  26°

a n d

5 0 °  <  9  <  1 3 0 °  ; 1 5 4 °  <  <j> <  2 0 6 °

w i t h  a r r a y s  of c o m p o n e n t s  d e d i c a t e d  t o  particle identification.
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T h e  8 layers o f  p l a n a r  drift, t u b e  c h a m b e r s  ( P T C )  i m m e d i a t e l y  o u t s i d e  

t h e  coil w e r e  u s e d  to p r o v i d e  p o s i t i o n  m e a s u r e m e n t s  for c h a r g e d  particles 

e m e r g i n g  f r o m  t h e  coil. T h e y  w e r e  f o l l o w e d  b y  3 different t y p e s  of t h r e s h ­
o l d  C e r e n k o v  c o u n t e r s  [58], n a m e l y  t h e  A e r o g e l  cou nters , t h e n  F r e o n  g a s  a n d  

C O 2 g a s  cou nters . T h e  refractive indices of t h e  different radiators a n d  t h e  

m o m e n t u m  t h r e s h o l d s  of different particles c a n  b e  s e e n  f r o m  t h e  fol l o w i n g  

table.
R a d i a t i n g
M e d i u m

R e f r a c t i v e
I n d e x

M o m e n t u m  T h r e s h o l d  ( G e V / c )  
7T K  P

A e r o g e l 1 . 0 2 5 0.6 2.2 4.2
F r e o n  1 1 4 1 . 0 0 1 4 2.7 9.4 17.8
C 0 2 1 . 0 0 0 4 3 4.8 16.9 32.0

T h e  d e t e c t i o n  efficiencies for particles a b o v e  t h e  t h r e s h o l d s  w e r e  f o u n d  to b e  

>  9 5 %  for t h e  A e r o g e l  c o u n t e r s  a n d  ~  9 9 . 9 %  for t h e  g a s  counters.

T h e  h a d r o n  a r m  t i m e  of flight c o u n t e r s  ( H T O F )  [59,53] b e h i n d  t h e  C e r e n k o v  

c o u n t e r s  c o n s i s t e d  o f  4 8  scintillators for e a c h  a r m  at 5.5 m  f r o m  t h e  b e a m .  

T h e  t i m e  res oluti on a c h i e v e d  w a s  c r = 0 . 4 5 n s ,  a l l o w i n g  7r - K  s e p a r a t i o n  u p  to

1 .1  G e V / c .  a n d  (7r / K ) - P  s e p a r a t i o n  u p  to 2.2 G e V / c .  T h i s  g a v e  t h e  p a r t i ­

cle identification in t h e  l o w  m o m e n t u m  r a n g e  c o m p l e m e n t a r y  to t h e  C e r e n k o v  
c o u nters .

T h e  h a d r o n  a r m  s h o w e r  c o u n t e r s  ( H A S H )  [60] s i t uated b e h i n d  t h e  H T O F  

c o n s i s t e d  o f  lead-scintillator s a n d w i c h e s  w i t h  a  total t hi cknes s o f  7.4 r a d i a t i o n  

l e n g t h s  at e a c h  a r m .  T h e  e n e r g y  res o l u t i o n  w a s  f o u n d  to b e  c t e / E  —  1 7 %  

i n d e p e n d e n t  of energy.

Iron Structures and M uon Cham bers

T h e  4  m e t r e  w i d e  r e c t a n g u l a r  m a i n  i r o n  str u c t u r e  s u r r o u n d i n g  t h e  central p a r t  

o f  t h e  d e t e c t o r  f r o m  a b o v e  a n d  b e l o w  a n d  b o t h  e n d c a p  r eg ions w a s  t h e  m a g n e t

50



flux r e t u r n  y o k e  for t h e  coil. T h e  t h i c k n e s s  of t h e  u p p e r  a n d  l o w e r  p a r t s  of t h e  

i r o n y o k e  w a s  8 0  c m  a n d  t h e  t h i c k n e s s  o f  t h e  e n d c a p  p a r t  w a s  5 0  c m .

T h e  m u o n  c h a m b e r s  [61] w e r e  s ta cks o f  p r o p o r t i o n a l  t u b e s  b e h i n d  v a r i o u s  

i r o n  structures, w i t h  t w o  s t a g g e r e d  d o u b l e  layers a l o n g  o r t h o g o n a l  directions. 

T h e  m u o n  c h a m b e r s  sit u a t e d  a b o v e  a n d  b e l o w  t h e  y o k e  c o v e r e d  1 7 %  of 47r. 

T h e  e n d c a p  m u o n  c h a m b e r s  c o v e r e d  1 3 %  of 47T. In addition, t he re w e r e  m u o n  

c h a m b e r s  at b o t h  h a d r o n  a r m s  f o l l o w i n g  8 7  c m  thick iron walls b e h i n d  t h e  

H A S H  cou nters , c o v e r i n g  1 3 %  o f  47r.

T h e  m i n i m u m  m u o n  m o m e n t u m  n e e d e d  to p e n e t r a t e  t h e  iron y o k e  w a s

1.2  G e V / c .  B y  r e q u i r i n g  at least 3  c h a m b e r s  o u t  o f  4  fired for a  g o o d  m u o n  hit, 

t h e  efficiency o f  a c c e p t i n g  h i g h  m o m e n t u m  m u o n s  w i t h i n  t h e  m u o n  c h a m b e r  

c o v e r a g e  w a s  f o u n d  to b e  > 9 5 % .

Foward D etectors

T h e  f o r w a r d  det ector s [62] u p g r a d e d  since 1 9 8 3  w e r e  t w o  sets of identical scin­

tillator a n d  s h o w e r  c o u n t e r  t e l escop es s i t u a t e d  s y m m e t r i c a l l y  in z  c o v e r i n g  t h e  

l o w  6  a n g l e  regions. E a c h  side h a d  4  s m a l l  o v e r l a p p i n g  pairs of scintillators, 

7 x 4  c m 2 ( A  c o u n t e r )  a n d  9 x 6  c m 2 ( C  counter), in size, dis tr i b u t e d  e v e r y  

9 0 °  a r o u n d  a  circle at |0| ~  4 5  m r a d .  T h e s e  s m a l l  scintillators starting at

| z | = 3 . 3 m  o n  e a c h  side, w e r e  f o l l o w e d  b y  a n  a r r a y  of scintillators, p r o p o r t i o n a l  

c h a m b e r s  a n d  l e a d  scintillator s h o w e r  c o u n t e r s  c o v e r i n g  a  larger a n g u l a r  r e g i o n  

o f  2 8  m r a d  <  m  <  1 1 8  m r a d  a o u n d  all (f> angles.

T h e  l u m i n o s i t y  m e a s u r e m e n t  u s e d  t h e  large cross section of t h e  well u n ­

d e r s t o o d  B h a b h a  scattering e + e ~ — »e+ e ~  at l o w  angles. A  ’F i n e  L u m i n o s i t y  

T r i g g e r ’ w a s  d e f i n e d  b y  a  c o i n c i d e n c e  o f  scintillator a n d  s h o w e r  c o u n t e r  hit 

c o m b i n a t i o n s  s i m u l t a n e o u s l y  at b o t h  - \ - z  a n d  —  z  sides in reg i o n s  d i a g o n a l l y

51



o p p o s i t e  to e a c h  o t h e r  w i t h  r e s p e c t  to t h e  b e a m  interaction point. T h e  a c c u ­

r a c y  of l u m i n o s i t y  m e a s u r e m e n t  w a s  ~  =L 4 %  w i t h  t h e  errors m a i n l y  s y s t e m a t i c  

in origin. T h e  i n f o r m a t i o n  f r o m  t h e  a r r a y  of large scintillators, p r o p o r t i o n a l  

c h a m b e r s  a n d  s h o w e r  c o u n t e r s  w e r e  u s e d  for fine calibrations of l u m i n o s i t y  

m e a s u r e m e n t  a n d  l o w  a n g l e  e l e ctron t a g g i n g  for t w o  p h o t o n  physics.

2.3 Event Trigger and D ata  A cquisation

T h e  e x p e r i m e n t  st r o b e s  w e r e  o b t a i n e d  f r o m  i n d u c e d  p ul ses o n  a  b e a m  p i c k u p  

e l e c tr od e p l a c e d  at 7 . 1 m  f r o m  t h e  b e a m  colliding point. T h e  g a t e  t i m i n g  a n d  

resets for v a r i o u s  electronic e q u i p m e n t  w e r e  all d e r i v e d  f r o m  t h e  s t r o b e  for 

e a c h  crossing. T h e  d a t a  f r o m  m o s t  o f  t h e  electronic c h a n n e l s  w e r e  f e d  int o 

v a r i o u s  fast ‘trigger p r o c e s s o r s ’ s y n c h r o n i s e d  to t h e  b e a m  crossings. A n  e v e n t  

partially r e c o n s t r u c t e d  b y  trigger p r o c e s s o r s  satisfying at least o n e  o f  m a n y  

p o s sible a c c e p t a n c e  t o p o l o g y  c o n d i t i o n s  w o u l d  give a  valid ‘trigger’.

T h e  c o n f i g u r a t i o n  of t h e  T A S S O  d a t a  a c q u i s a t i o n  s y s t e m  in t h e  last t w o  

y e a r s  of r u n n i n g  since t h e  b e g i n n i n g  o f  1 9 8 5 ,  is s h o w n  in Fig. 2.7. W h e n  

t h e  m a i n  trigger s u p e r v i s i n g  e q u i p m e n t  S I G H  ( S t r o b e  I n t e r u p t  G a t e  H a n ­

dler) o b t a i n e d  a  valid trigger f r o m  t h e  c o m b i n e d  i n f o r m a t i o n  of v a r i o u s  trigger 

p ro cesso rs, a n  i m m e d i a t e  c o m m u n i c a t i o n  w i t h  t h e  online control m i c r o p r o ­

cessor ( F r o n t - E n d  P r o c e s s o r )  w a s  t h e n  m a d e .  If t h e  d a t a  f l o w  w a s  n o t  b u s y ,  

t h e  replied F r o n t - E n d  P r o c e s s o r  i n t e r u p t  w o u l d  p a u s e  t h e  S I G H  a n d  disable 

s t r o b e s  a n d  resets to e q u i p m e n t  for t h e  s u b s e q u e n t  b e a m  crossings until all 

r e a d o u t  of relevant d e t e c t o r  c h a n n e l s  w a s  c o m p l e t e .

A f t e r  a  s o f t w a r e  p r o g r a m m e d  rejection of a  s m a l l  p r o p o r t i o n  of e v e n t s  

w i t h i n  t h e  F r o n t - E n d  P r o c e s s o r ,  m o s t  o f  t h e  e v e n t s  w e r e  t h e n  t r a n s f e r e d  to t h e  

m a i n  onl ine c o m p u t e r  ( V A X  750). T h e s e  e v e n t s  w e r e  p a s s e d  into a n  e m u l a t o r  

( 3 7 0 / E )  to b e  p r o c e s s e d  briefly a n d  t h e n  sent to t h e  D E S Y  c o m p u t e r  cen tre
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Interface

F i g u r e  2.7: C o n f i g u r a t i o n  o f  P o s t - 1 9 8 5  T A S S O  D a t a  A c q u i s a t i o n  S y s t e m .
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I B M  a n d  stored. S o m e  o f  t h e  e v e n t s  w e r e  also c o p i e d  into a  u s e r  buffer to 
ser ve onl i n e  m o n i t o r i n g  p u r p o s e s .  A  s p a r e  disk w a s  also available to p r o v i d e  

t e m p o r a r y  s t o r a g e  w h e n  d a t a  transfer w a s  b u s y  or t h e  link to t h e  c o m p u t e r  
c e n t re  I B M  w a s  n o t  established.

A t  t h e  h i g h  e n e r g y  r u n n i n g s  w i t h  b e a m  e n e r g y  o f  ~ 2 2  G e V ,  t h e  total 

trigger rate w a s  typically 3 - 6  H z  d e p e n d i n g  o n  t h e  b e a m  conditions. T h e  

a v e r a g e  r a w  e v e n t  l e n g t h  w a s  ~ 1 2  k b y t e s  a n d  t h e  a v e r a g e  r e a d o u t  t i m e  p e r  
e v e n t  w a s  ~ 5 0  m s e c  w h i c h  r e s u l t e d  a n  a v e r a g e  d e a d t i m e  of ~ 20% .  T h e  T A S S O  

d a t a  t a k i n g  r u n s  w e r e  n o r m a l l y  s y n c h r o n i s e d  w i t h  t h e  P E T R A  filling t i m e  o f  

~  e v e r y  4  h o u r s .

A m o n g  t h e  m a n y  e v e n t  triggers u s e d  in T A S S O ,  o n l y  t h e  m u l t i - c h a r g e d  

t r a c k  trigger relating to t h e  h a d r o n i c  e v e n t s  u s e d  b y  this analysis will b e  d e ­

s c r i b e d  here. F o r  e a c h  o f  t h e  7 2  w i r e s  in t h e  first layer o f  t h e  m a i n  drift 

c h a m b e r ,  a  set o f  1 5  m a s k s  consisti ng o f  v a r i o u s  c o m b i n a t i o n s  o f  w i r e s  f r o m  

5 o t h e r  pre -sele cted D C  0° layers w e r e  c o n s t r u c t e d .  E a c h  m a s k  c o r r e s p o n d e d  

to a  c o m b i n a t i o n  o f  hit w i r e s  d u e  to c h a r g e d  tra cks w i t h  a  particular r a n g e  

of  c u r v a t u r e s  in t h e  r  —  <j> pla n e .  B y  s e a r c h i n g  t h r o u g h  all sets of m a s k s  for 

e a c k  w i r e  u s i n g  t h e  P R E P R O  trigger p r o c e s s o r ,  D C  t r a c k  sectors w e r e  selected 

d e m a n d i n g  t h a t  at least 5 o u t  o f  6 layers in a  m a s k e d  c o m b i n a t i o n  w e r e  fired. 
F o r  t h e  h i g h  e n e r g y  r u n n i n g ,  o n l y  a  s u b g r o u p  of m a s k s  w e r e  u s e d  s o  that t h e  

m a s k s  h a d  0 %  efficiency for tra c k s  w i t h  P r^ < 3 2 1  M e V / c  w h i c h  linearly i n ­

c r e a s e d  to 100%  for tra cks w i t h  P r^ > ~ 1.2 G e V / c ,  just t a k i n g  into a c c o u n t  

t h e  effect o f  t h e  g e o m e t r y  o f  t h e  m a s k s .

T h e  C P C  p r o c e s s o r  also s e a r c h e d  t h r o u g h  sets o f  m a s k s  d e m a n d i n g  3 hits 

o u t  o f  4  a n o d e  layers in a  m a s k e d  c o m b i n a t i o n  to give a  t r a c k  c a n d i d a t e  w i t h  
P r<f , >220 M e V / c .  T h e  w i r e s  w e r e  g r o u p e d  into 4 8  sectors in (j) so t h a t  a n y  

sector c o n t a i n e d  o n e  or m o r e  t r a c k  c a n d i d a t e s  w o u l d  h a v e  t h e  sector bit set to 

’O N ’. A  full P R E P R O  t r a c k  r e q u i r e d  t h a t  t h e  t r a c k  sector f r o m  a  particular D C
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m a s k  must, b e  in c o i n c i d e n c e  w i t h  at least o n e  C P C  bit b e i n g  set at t h e  i n n e r  (f) 

r e g i o n  w i t h i n  ± 1  C P C  sector. A  s im ilar r e q u i r e m e n t  w a s  t h a t  a  c o r r e s p o n d i n g  

I T O F  c o u n t e r  m u s t  b e  hit at t h e  o u t e r  </> r e g i o n  w i t h i n  ± 1  I T O F  counter.

T o  e l i m i n a t e  s p u r i o u s  c o m b i n a t i o n s  in t h e  s a m e  region, t h e  full P R E P R O  

tra cks w e r e  c o u n t e d  o n l y  a l l o w i n g  a n  I T O F  hit to b e  a s s o c i a t e d  w i t h  o n e  

P R E P R O  track. T h e  specific d e m a n d  o f  t h e  m u l t i  t r a c k  trigger for h a d r o n i c  

e v e n t s  w a s  t h a t  t h e r e  b e  at least 5  full P R E P R O  tra cks in t h e  event. T h e  

P R E P R O  efficiency for a  single iso lated h i g h  m o m e n t u m  t r a c k  w a s  ~  9 5 %  a n d  

t h e  triggering efficiency for h a d r o n i c  e v e n t s  satisfying t h e  h a d r o n i c  selection 

criteria (see n e x t  section) w a s  9 9 . 1 ± 1 . 0 %  [63].

2.4 Offline D ata  P rocessin g

T h e  first s t a g e  o f  p r o c e s s i n g  ( P A S S 1 ) w a s  m o s t l y  d o n e  in t h e  e m u l a t o r  as 

m e n t i o n e d  in t h e  last section a n d  t h e n  c o m p l e t e d  o n  t h e  m a i n  I B M .  T h e  m a i n  

d u t y  of P A S  S i  w a s  to r u n  t h e  t r a c k  f i n d i n g  p r o g r a m  F O R E S T  (see sec tion 

2.5) for all e v e n t s  to r e c o n s t r u c t  c h a r g e d  tracks u s i n g  t h e  D C  a n d  C P C  hits. 

All e v e n t s  t a k e n  o n l ine w e r e  still k e p t  after P A S S 1 .

T h e  P A S S 2  s t a g e  c o n s i s t e d  o f  v a r i o u s  selection cuts s o  t h a t  o n l y  e v e n t  t y p e s  

s e r v i n g  specific p h y s i c s  topics w e r e  c h o s e n .  T i g h t e r  c ut s w e r e  a p p l i e d  in t h e  

P A S  S 3  s t a g e  d e m a n d i n g  e v e n t s  t o  satisfy:

• E i t h e r  >  3 tra cks in r  —  (f> w i t h  |d!o| <  2.5 c m .

• O r  >  2  t r a cks r e c o n s t r u c t e d  i n  3 - d i m e n s i o n s  w i t h  |d0 | <  2.5 c m  a n d

\ z q \ <  8.0 c m .

A  m o r e  e x h a u s t i v e  t r a c k  f i n d i n g  p r o g r a m  M I L L  (see sec tion 2.5) w a s  t h e n  a p ­

pli ed to t h e  e v e n t s  w h i c h  s u r v i v e d  t h e  P A S  S 3  cuts t o g e t h e r  w i t h  s o m e  det ailed
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analysis p r o g r a m s  for o u t e r  d e t e c t o r  c o m p o n e n t s  w i t h  t h e  inclusion of fine cal­

i b r a ti on constant s. A  large r e d u c t i o n  o f  b a c k g r o u n d  w a s  a c h i e v e d  after P A S S 3  

as o n l y  ~  1 . 5 %  of all P A S S l  e v e n t s  w e r e  left w h i l e  n e a r l y  all I -7 a nn ihila tion 

h a d r o n i c  events, m u l t i - t r a c k  2  p h o t o n  events, B h a b h a  scattering, p,-pair a n d  

r - p a i r  e v e n t s  w e r e  still in t h e  s a m p l e .

T h e  P A S S 4  s t a g e  w a s  t h e  d e t ailed selection of t h e  h a d r o n i c  e v e n t s  f r o m  

t h e  an n ih i l a t i o n  c h a n n e l .  First o f  all, o n l y  tra cks p a s s i n g  t h e  f ol lowin g quality 

c ut s w e r e  c o u n t e d :

• T r a c k  R e c o n s t r u c t e d  in 3 - d i m e n s i o n s

• T r a c k  fit quality: x J ^ / N D F  <  10 a n d  \ ^ , / N D F  <  2 0

• T r a c k  closest a p p r o a c h  to origin i n  r —  (f) plane: |c?0 | < 5  c m

• T r a c k  M o m e n t u m  in r —  4> pla ne: P r^ >  0.1 G e V / c

• T r a c k  p o l a r  angle: \ c o s 6 \  <  0 . 8 7  (eq uival ent to p a s s i n g  at least 6 D C  0° 

layers)

• T r a c k  closet a p p r o a c h  in 2 t o  e v e n t  vertex: | z 0 — <  zv > |  <  20 c m  

w h e r e  <  zv >  w a s  t h e  a v e r a g e  z0 of all tracks in t h e  s a m e  e v e n t  s at­

isfying t h e  p r e v i o u s  5 cuts.

T h e  h a d r o n i c  e v e n t  selection criteria w e r e :

( a )  > 5  c h a r g e d  tra cks p a s s e d  t h e  t r a c k  qua lity cuts.

(b) W h e n  e v e n t s  d i v i d e d  into t w o  h e m i s p h e r e s  b y  t h e  p l a n e  p e r p e n d i c u l a r

to t h e  e v e n t  sphericity axis (see sec tion 4.6.1) a n d  c o n t a i n e d  3  c h a r g e d  

tracks in e a c h  h e m i s p h e r e ,  t h e  i n v a r i a n t  m a s s  ( a s s u m e  p i o n  m a s s  for e a c h  

track) o f  t h e  3 p r o n g s  m u s t  b e  >  r  m a s s  for at least o n e  h e m i s p h e r e .
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(c) T h e  e v e n t  z  v e r t e x  a v e r a g e d  o v e r  t r a c k s  |< z v > |  < 6  c m .

( d )  T h e  s u m  o f  t r a c k  m o m e n t a  Y  |-P| >  0 . 2 6 5 - W  w h e r e  W  w a s  t h e  total
e + e _ cen tre of m a s s  energy.

T h e  cut (a) w a s  a n  effective c ut a g a i n s t  v a r i o u s  l o w  p r o n g  b a c k g r o u n d  i n c l u d i n g  

7 7  e v e n t s  a n d  r  pairs. T h e  c ut (b) w a s  clearly u s e d  to reject r  pair events. 

T h e  c ut (c.) w a s  m a i n l y  u s e d  to r e d u c e  t h e  b e a m  g a s  a n d  b e a m  p i p e  e v e n t s  

in t h e  s a m p l e .  T h e  c u t  (d) g a v e  a  f u r t h e r  r e d u c t i o n  o n  h i g h  multiplicity 7 7  

events.

A b o u t  2 . 5 %  o f  P A S S 3  e v e n t s  satisfied t h e  h a d r o n i c  selection criteria. T h e  

e v e n t s  p a s s i n g  t h e  a b o v e  selection w e r e  s u b j e c t  to visual s c a n s  m a i n l y  to 

reject B h a b h a  sca tteri ng e v e n t s  c o n t a i n i n g  c o n v e r t e d  p h o t o n s .  T h i s  g a v e  a  

s m a l l  r e d u c t i o n  o f  ~ 3 % .  T h e  e s t i m a t e d  b a c k g r o u n d  c o n t a m i n a t i o n  in t h e  final 

h a d r o n i c  s a m p l e  w e r e  o f  t h e  t y p e s  [62]:

• B e a m  g a s  a n d  b e a m  p i p e  scatterings: 1.5 ±  0 . 7 %

• 7 7  processes: 1.0 db 0 . 5 %

• r  pair p r o d u c t i o n :  0.5 ±  0 . 4 %

T h e  c o n t a m i n a t i o n  o f  b e a m  g a s  a n d  b e a m p i p e  scattering e v e n t s  w e r e  m o s t l y  

rejected w h e n  d e m a n d i n g  a  m i n i m u m  p o l a r  a n g l e  c u t  of t h e  e v e n t  t h r u s t  axis 

(see section 4.6.1) w i t h  r es pect to t h e  b e a m  direction.

2.5 Track F inding and F ittin g  R outines

T h e r e  w e r e  t h r e e  different t y p e s  o f  t r a c k  finders e m p l o y e d  for different p u r ­

p o s es. T h e  t r a c k  finders F O R E S T / M I L L  o n l y  u s e d  t h e  hits f r o m  t h e  m a i n  D C  

a n d  C P C  w h i l e  P A S S 5  a n d  F E L I X  also u s e d  t h e  hits f r o m  V X D .  A n  ad d i t i o n a l
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tr a c k a n d  v e r t e x  fitting p a c k a g e  w i t h  special t r e a t m e n t  for m u l t i p l e  scattering 

w a s  also u s e d  in m a n y  analysis p r o c e d u r e s .

FO R E ST /M IL L

T h e  t r a c k  finders F O R E S T  a n d  M I L L  w e r e  b o t h  b a s e d  o n  t h e  link-and-tree 

a l g o r i t h m  [64] b u t  F O R E S T  s e r v e d  a s  a  fast filter in h a d r o n i c  e v e n t  selection as 

it w a s  inclined to find fast t ra cks f r o m  t h e  origin w h i l e  M I L L  w a s  e m p l o y e d  t o  

give a  m o r e  t h o r o u g h  s e a r c h  o f  t r a c k s  w i t h  looser restrictions a n d  t h u s  b et ter 

efficiency.

B o t h  m e t h o d s  initiated t h e  t r a c k  fin d i n g  in t h e  r  —  <j> p l a n e  first u s i n g  

t h e  D C  0° layer hits a n d  t h e n  t h e  a s s o c i a t a b l e  hits o n  t h e  D C  a  layers w e r e  

g a t h e r e d  a r o u n d  e a c h  r  —  (f> t r a c k  s o  t h a t  t h e  s a m e  t r a c k  fin ding a l g o r i t h m  

c o u l d  b e  a p p l i e d  for a  straight line t r a c k  s e a r c h  in s  —  z  l e a d i n g  t o  a  full 3- 

d i m e n s i o n a l  track. T h e  C P C  hits w e r e  also i n c l u d e d  b y  p r o j e c t i n g  t h e  t r a c k  

f r o m  t h e  D C  int o t h e  C P C  a n d  t h e  C P C  hits w i t h i n  a  r o a d  l e a d i n g  to t h e  b e s t  

fit w e r e  a s s o c i a t e d  w i t h  t h e  M I L L  track.

T h e  b as ic i d e a  o f  t h e  l i n k - a n d - t r e e  a l g o r i t h m  w a s  to u s e  links b e t w e e n  hits 

o n  a d j a c e n t  layers at t h e  s a m e  cf> r e g i o n  as t h e  f u n d a m e n t a l  objects. A  link 

c o m b i n e d  w i t h  t h e  origin c o u l d  i m m e d i a t e l y  give a  c u r v a t u r e  ass o c i a t e d  to it 

a n d  s p u r i o u s  links w e r e  rejected ear ly o n  w i t h  a  m i n i m u m  c u r v a t u r e  cut. T h e  

n e i g h b o u r i n g  links w i t h  similar c u r v a t u r e s  w e r e  c o m b i n e d  into trees until l o n g  

e n o u g h  to b e  c o n s i d e r e d  as a  t r a c k  c a n d i d a t e .  A s  this d i d  n o t  req uire m a n y  

i n t e r m e d i a t e  fits, t h e  m e t h o d  w a s  relatively fast. T h e  hits w i t h i n  a  r o a d  n e a r  

a  l o n g  c h a i n  w e r e  t h e n  all c o n s i d e r e d  w i t h  va r i o u s  p e r m u t a t i o n s  so t ha t t h e  

c o m b i n a t i o n  w h i c h  g a v e  t h e  b e s t  fit w a s  t a k e n  as t h e  final track. I n  t h e  c a s e  

o f  M I L L ,  w h e n  t h e  a b o v e  p r o c e d u r e  g a v e  t h e  fast t r a c k  c a n d i d a t e s  w i t h  m a n y  

of  t h e  a s s o c i a t e d  hits m a s k e d  out, a d d i t i o n a l  s e a r c h e s  w i t h  r e l a x e d  restrictions
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w e r e  carried o u t  so t h a t  tra cks n o t  f r o m  t h e  origin c o u l d  b e  f o u n d  f r o m  the 
rest o f  t h e  hits.

PASS5

T h e  tra ck finder P A S S 5  [65] w a s  a  s i m p l e  e x t e n s i o n  of M I L L .  T h e  M I L L  tracks 

w i t h  D C  a n d  C P C  hits w e r e  p r o j e c t e d  i n t o  t h e  V X D  to define a  r o a d  a n d  t h e n  

v a r i o u s  c o m b i n a t i o n s  o f  t h e  V X D  hits w e r e  co n s i d e r e d .  T h e  c u r v a t u r e  of a  
t r a c k  w a s  fixed to t h e  s a m e  as t h a t  o f  a  M I L L  t r a c k  a n d  t h e n  fitted to t he 

V X D  hits only. T h e  set o f  V X D  hits w i t h  a  c o m p r o m i s e d  c o m b i n a t i o n  of 

m a x i m u m  hit as s o c i a t i o n  a n d  b e s t  fit g a v e  t h e  final f o r m  o f  a  track. T h e r e  

w a s  a  m i n i m u m  V X D  hit c u t  s o  t h a t  a  final t r a c k  m u s t  h a v e  at least 4  V X D  

hits a s s o c i a t e d  to it.

FELIX

T h e  link-and -tre e m e t h o d  w o u l d  w o r k  b e s t  if all links h a d  b e e n  similar o b ­

jects, w h i c h  w a s  n o t  t r u e  w h e n  t h e  t h r e e  r a t h e r  different c h a m b e r s  in T A S S O ,  

w i t h  r a t h e r  different resoluti ons a n d  layer s e p arati ons, h a d  to b e  c o m b i n e d  t o ­

gether. S o  t h e  t r a c k  finder F E L I X  [51,67] w a s  d e v e l o p e d  to p r o v i d e  a  u n i f o r m  

t r a c k f i n d i n g  m e t h o d  t h r o u g h  all 3 c h a m b e r s .

T h e  s a m e  a p p r o a c h  o f  starting w i t h  r  —  <f) t r a c k  r e c o n s t r u c t i o n  first w a s  also 

u s e d  b y  F E L I X  c o m p a r e d  to M I L L .  T h e  bas i c  t r a c k  fin ding a l g o r i t h m  w a s  t h e  

b a c k  tra c k  m e t h o d  [66]. T h e  f u n d a m e n t a l  o b j e c t s  c o n s i d e r e d  in F E L I X  w e r e  
t h e  hits t h e m s e l v e s .

T h e  p r o c e d u r e  s t a r t e d  f r o m  hits at t h e  o u t e r  m o s t  layer of t h e  D C  a n d  

partial tra cks w e r e  g r a d u a l l y  built t o w a r d  t h e  c e n t r e  o f  t h e  detector, b y  a d d i n g  

hits f r o m  n e i g h b o u r i n g  layers inside. T h e  partial tra cks w e r e  t h e n  e x t e n d e d  b y  

a d d i n g  n e w  hits w h i c h  w o u l d  g iv e t h e  t h e  b e s t  circle fit. If t h e  n u m b e r  o f  hits
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on a partial track exceeded a minimum number of hits, it was then accepted 
as a preliminary track candidate. For track candidates with the same starting 
point, only the best candidate was kept and the associated hits were masked to 
disallow further associations with other tracks. However, most often a partial 

track would end at a particular hit as all further additions of hits would result 
in unacceptable circle fits or there could be no hits in near vicinity to add on. 
In this case FELIX would invoke the back track algorithm to delete the last hit 
and back track to the previous layer and starting toward a different direction. 
When possibilities with the outer most layer hits as the starting points were 
exhausted, the starting points would be moved inward layer by layer to find 
shorter tracks.

The procedure had a built-in ordering for selecting hits from the next layer 
so that high momentum tracks could be found earlier and faster without go­
ing through too many improbable combinations. The finding procedure was 
performed for several passes with gradually relaxing constraints which was eco­
nomical because later passes were much faster with loose cuts when previous 
passes already masked out many of the hits.

The reconstructions of tracks in s —  z proceeded after the r  — 4> searches 
were completed with similar ways of obtaining D C  a wire hits around an r  — <f> 
track as in MILL. However, the following straight line track finding in s — z  

used the back track algorithm again.

For all track finders, the s  — z information in the standard tracking came 
purely from the D C  a wires. The C P C  cathodes and V X D  charge division 
information were not used because of their limited resolutions.

The more exhaustive search carried out by FELIX compared to MILL and 
PASS5 gave a good efficiency for FELIX to find tracks. This was especially 
favourable in case of needing tracks with V X D  hit associations since PASS5
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efficiency was restricted to find only a subset of tracks from MILL and limited 
also by the requirement of 4 V X D  hits for a track at minimum. This lead to 
the choice of using tracks found by FELIX as the standard for this analysis. 
However, FELIX was more time consuming and sometimes was over enthu­
siastic to find tracks which gave slightly more spurious tracks. This did not 
present very much difficulty as the spurious tracks were often easily rejected 
with sensible track selection cuts.

Scattering Fit

The material between the last layer of V X D  and the first layer of D C  amounted 
to 7.5% of a radiation length. This could cause significant multiple scattering 
especially for the low momentum tracks and subsequently degrade the track 
quality from a single circle fit.

A general track and vertex fitting package [68] had been developed by 
D. Saxon to include the effect of multiple scattering in the fit and which also 
allowed rejections of bad hits. When applied to the specific case of TASSO, 
improvement in both track geometry parameters near the beam position and 
track momentum resolution were obtained.

For this analysis, only the relatively simple option of refitting tracks in 
r — <j> plane without any vertex or beam constraint was used. The hits as 
found by FELIX were used and r  — (f> geometry parameters for a track were 
refitted allowing a kink located at a radius of 16 cm and the kink angle 6 was 
an additional free parameter in fit. An extra contribution of 62/Q \ was added 
in the x 2 sum, with the scattering weighting given by

0o =
0.15
~ P ~ V i

where P was the starting value of the track momentum and the material radi­
ation length l was empirically chosen to be 6%.
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The option of bad hit deletion was used to avoid hits falsely assigned by 
the track finder pulling the track fit result. If a track fit %2/NDF exceeded 2, 
the hit deletion process would be attempted starting with the removal of the 
hit with the largest contribution in the %2 sum until the %2/NDF fell below 
2 or the maximum number of allowed deletions were reached. The maximum 
hit deletion was set to 2 for most of this analysis.
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C hapter 3
T he V ertex D etector

The installation of the TASSO vertex detector [69] in 1982 was a major im­
provement in track resolutions and allowed precision measurements of lifetimes 
of the short lived heavy flavour particles. Also because of this improvement, 
the analysis of b enrichment by decay vertex tagging became possible. There­
fore, a detailed account of the performance of the vertex detector (VXD) will 
be given in this chapter.

3.1 Cham ber G eom etry  & O peration Setup

The TASSO V X D  had 8 sense layers with 72 sense wires per layer for the inner 
4 layers and 108 sense wires per layer for the outer 4 layers. There were a pair 
of cathode wires separated by 1.2 m m  radially situated between 2 neighbouring 
sense wires in a layer to define the cells. The wires were staggered by half a cell 
between neighbouring layers to minimise the effect of hit left-right ambiguities. 
The active length of the chamber was 57.2 cm. The various views of the V X D  
are shown in Fig. 3.1. The detailed geometry parameters are listed in Table 3.1.

The sense wires were 20 f im  in diameter and made of gold plated tungsten- 
rhenium alloy. The cathode wires were 100 / im  in diameter and made of silver
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Layer
Radius
(cm)

No. of 
Wire Cells

1/2 Cell Width 
( m m  )

Inner
Equipotential 7.50 — —

1 8.12 72 3.54
2 8.82 72 3.85
3 9.52 72 4.15
4 10.22 72 4.46

Guard Wires 11.52 72 —
5 12.82 108 3.73
6 13.52 108 3.93
7 14.22 108 4.14
8 14.92 108 4.34

Outer
Equipotential 15.40 ;- —

Table 3.1: V X D  Geometry Specifications.
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Material
Inner Radius 

(cm)
Thickness
(cm)

X

( % )
Cu Coating 6.67 0.0015 0.10
Be Beam Pipe 6.67 0.18 0.51
‘Xenon Chamber’
(95/5 Ar/C02 3 bar) 6.85 0.64 0.002
Kapton Inner Wall 7.50 0.0125 0.04
A1 Inner Equipotential 7.50 0.0050 0.06
Chamber gas
(95/5 Ar/C02 3 bar) 7.50 7.90 0.21
Cu Outer Equipotential 15.40 0.0030 0.20
Kapton Outer Wall 15.40 0.0125 0.04
A1 Pressure Vessel 15.95 0.15 1.69

Table 3.2: Material Specifications of Beam pipe and V X D  Assembly.

plated beryllium-copper alloy. The accuracy of the sense wire alignment was 
~  15 f im  in the azimuthal direction. The materials in the beam pipe and 
V X D  assembly are listed in Table 3.1 with X  being the material thickness in 
percentage of a radiation length.

The gas mixture used was 95/5 Ar/C02 at 3 atmospheric pressure with ar­
gon bubbling through water and C 0 2 bubbling through ethanol. The ‘Xenon 
chamber’ was originally designed to reduce currents due to synchrotron radi­
ations but was normally only filled with the same gas mixture as in the main 
V X D  chamber.

The arrangement of the electronics and high voltage supplies are shown in 
Fig. 3.2. The characteristic impedance of the wire system was 380 H as seen 
by the signals on the sense wires. Only layers 3,4,7,8 were terminated and
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V E R T E X  D E T E C T O R

D R I F T  C H A M B E R  —
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Figure 3.1: a )  V X D  view ed h orizon ta lly  from  side, b )  V X D  view ed along  
the d irection  o f  the b eam s, c )  A n exp an d ed  view of the V X D  end flange to  
illu strate  the the cell geom etry.



instrumented at both ends of the chamber while the east ends of layers 1,2,5,6 
were open circuits.

The signals at the west end from all wires were digitised at the discrim­
inators and subsequently fed into the 0.5 ns per channel Lecroy 4290 T D C  

system to provide the crucial drift time measurements. The system operated 
in ‘C O M M O N  S T O P ’ mode with the T D C  channels started by the hits on 
individual wires separately and then all stopped at the same time by a delayed 
pulse derived from the beam pick-up strobe. The online calibration to line 
up the channels in time was done by means of an external autotrim at the 
beginning of every data taking run.

The wire signals were split after amplification and before digitising in the 
discriminators so that the analogue signals from all west end wires were fed into 
an r — (f> trigger processor which acted as part of the integrated main system of 
charge track triggers in 1986. Owing to the short length of the VXD, this gave 
a large rejection of events which took place away from the interaction point in 
the 2 direction. The analogue signals from layers 3,4,7,8 were also fed into an 
A D C  system at both ends to provide a charge division measurement for the 

hit 2 coordinates. However, due to the limited accuracy obtainable from this 
charge division system, only the main drift chamber stereo layers were used to 
provide the track hit z coordinate measurements in the standard tracking.

The discriminator cards used were constant-fraction discriminators de­
signed by D. J. White at the Rutherford Appleton Laboratory. The opera­
tional principle of this discriminator system is shown schematically in Fig 3.3. 
A  threshold level was also built in to accept only pulses with sufficiently large 
pulse heights so that the electronic noise were suppressed. The aim of the 
design was to reduce the time ‘slewing’ due to a simple threshold time readout 
on pulses with different pulse heights.
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However, the constant-fraction discriminator setup (abbr. C/F setup) was 
only designed to work on pulses with regular shapes and a constant pulse rise 
time. Because of the concern of possible irregularities of pulse shapes, only the 
discriminators for the outer layers 5,6,7,8 were in C/F setup while the inner 
layers 1,2,3,4 were in a simple high-low discriminator setup (abbr. H/L setup). 
This later setup had the high threshold equal to the C/F setup threshold for 
cutting out pulses with very small pulse heights. The front edge time of the 
digital output of this H/L setup was simply defined by the time a pulse took 
to rise to a constant low threshold ~  1/3 of the high threshold.

The high voltages were supplied to groups of wires separately. There were 
in total 24 H.V. sectors, with each inner sector contained 6x2 wires from 2 
adjacent inner layers and each outer sector contained 9x2 wires from 2 adjacent 
outer layers. This allowed sectors with high currents or broken wires to be 
turned off individually. The actual applied H.V. settings will be discussed in 
sections dealing with hit efficiencies and chamber gain.

3.2 V X D  Offline C alibrations
3.2.1 Space - Drift time Relations

The determination of Space-Drift, time relation was required to translate the 
T D C  drift time values into accurate spatial coordinates of hits. This was 
performed several times a year depending on the luminosity collected. A  few 
thousands of clean back to back 2-prong events, mostly Bhabha scattering 
events, were selected each time for this procedure using the MILL tracks from 
main drift chamber and C P C  hits. A set of starting values of space - drift 
time relations were taken from the previous period and then the track finder 
PASS5 was performed to associate V X D  hits with the MILL tracks.
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The actual T D C  values of the hits associated with tracks were then plotted 
and the T D C  value corresponding to half the maximum point on the early 
time rise edge was taken as a common start time T0. The actual drift time t  
for a particular T D C  value of T  was then simply

t  =  s - {  To -  T )  (3.1)

where s is the T D C  slope of 0.5 ns per T D C  count in this case.

Although for most parts of a cell the electron drift velocity should be fairly 
constant, non-linear corrections were needed to describe more accurately the 
space-drift time relations for the whole range of a cell. The paths followed by 
the drift electrons were also influenced by the effect of the magnetic field which 
could give non-linear corrections as well. Judging from the sizes of the cells, a 
cubic polynomial was assumed for each layer separately in the determination 
procedure i.e. the distance £ of a hit from the hit wire was given by

x =  Co -f C i t + C 2i 2 + C 3t 3 (3.2)

Because the V X D  was small in size and very close to the beam, effects due 
to particle time of flight, 2 coordinates of hits and inclined track entrance 
directions to wire layers etc. had a much smaller significance compared to 
that for the main drift chamber. Therefore, only one set of coefficients were 
determined for each layer. It should be noted that the presence of the constant 
term Co gave a fine calibration of the to for each layer which ensured that the 
initially obtained common T 0 did not have to be very accurate.

The PASS5 tracks were refitted with a set of old space-drift time relation 
constants using the V X D  hits alone and all track parameters and hit coordi­
nates were in the V X D  c o o rd in a te  s y s te m . The hit to track residual distance

d% ®i(track) (3.3)
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was recorded for each track hit together with the corresponding drift time f,-. 
The required changes of the space-drift time relation coefficients were then 
obtained from the solutions of the 4 simultaneous equations for each layer 

H i t s
- E M ?  = (E*")«c o + (£ t? +1) i c a

+ (E*?+2)«7, + ( Z t ? +3) 6 C 3 (3.4)
i i

with n  =  0,1,2,3 and all the sums were calculated constants from hits. A  new 
set of space-drift time relation coefficients from

C'j =  C j +  S C 5 j  =  0,1,2,3 (3.5)

were then used to iterate again until all values converged.

As expected from an approximately linear relationship, all other coefficients 
were generally small compared to C 1. The significance of the non-linear cor­
rections are shown in Fig. 3.4 for a particular running period. The constant

0.0 20.0 40.0 60.0 80.0 100.0 120.0
Drift-time (ns)

Figure 3.4: Non-linear Corrections to V X D  Space-Drift Time Relations.

terms were ignored and a same linear part was subtracted out for all layers. It 
can be seen that the maximum corrections was ~  200 ̂ m  and a rough estimate
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of the average drift velocity gave ~44 /xm/ns. For the operational E  field of 
~800 kv/cm/atm this was in reasonable agreement with the expectation from 
such a gas mixture [70,71].

3.2.2 VXD  Alignment

To obtain the desired resolutions of track geometry parameters, the combina­
tion of accurate spatial points close to the beam from the V X D  and the long 
lever arm of the main drift chamber was crucial. To enable such a combina­

tion to be made, an accurate determination of the relative position of the V X D  
with respect to the main D C  was necessary.

The standard coordinate centre was defined as the centre of the main 
drift chamber. The position of the V X D  was defined by 3 translational shifts 

X viV viZ v and 3 Euler angles 0 1,2,3- The transformation of coordinates in the 
V X D  frame to the D C  frame was an in v e r se Euler transformation as defined 
in Appendix A. Owing to the poor track resolutions in 2 , and also the rather 
insignificant use of the track z 0 in the analysis, the value of z v had no particular 
importance.

The determination of the constants were performed at a frequency cor­
responding to a luminosity collection of ~  every 10 pb-1, the same as the 
determination of the space-drift time relations. This was again done with a 
few thousands of back to back high energy 2-prong events. Three different 
methods were employed for this procedure and the results were normally fi­
nalised only when all methods were in agreement with each other to the order 
of 10/xm.

The first method to be described here was developed together with the 
general study of V X D  performance discussed in this chapter. A  set of old 
position constants were used initially for track finders FELIX or PASS5 to
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give associated V X D  hits for the tracks. The main procedure, however, used 
MILL tracks fitted with main D C  and C P C  hits only and then projected into 
the VXD. The position where a track was supposed to pass a V X D  layer was 
calculated, then the residuals of the corresponding FELIX/PASS5 V X D  hits 
to the projected MILL track were recorded as

4*hit $track (3.6)

The method determined different constants by separating events into vari­
ous categories depending on the 2-prong event topology so that each category 
was only sensitive to 1 or 2 constants. The variables used for topology defini­
tions were

<f> =  Average <j> value of the 2 tracks (-45° <(f)< 135°)
9 =  Average 9 value of the 2 tracks (0° < 9 <90°)

The overall rotation A(f> from the assumed old position was obtained from 
the mean value of the 8(f) sum distribution as

A(f> <
— (£</>i 4- 8 ^ 2 ) 

2 > (3.7)

for all <f> pairs with 9 > 45° to limit broadening due to tilt. The operation 
(...) in the above equation meant the average value of the quantity inside the 
angled bracket, for all track hits in the distribution. The effect of x,y shifts 
and tilt should all cancel statistically leaving the mean equal purely to the 
rotation. Translating to the Euler angle definitions, this gave

A(ai +  a3) =  A  (j) (3.8)

The y shift was obtained using large 9 angle horizontal pairs with 9 >45° 
and -45° < (/> <45°. The pair of hits on the same V X D  layer which were
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assigned the two opposite tracks respectively, were grouped together to give 
one entry in a distributon so that the shift from the old position was given by

A „. / r  * 'Right  $  $  L e f t )  x /o n\
A y ° =  <------------------------ > (3'9)

where r is the radius of the chamber a hit was in. Rotation and tilt should 
cancel locally for each entry due to the subtraction of 8(f) from two opposite 
tracks. The effect of the x shift was not only small in magnitude, it should 
also cancel statistically due to the symmetric distribution of -f </> and -<j) events. 
The same technique of pairing hits was also used in the determinations of x  
shift and tilt as will be described soon.

Similarly the x shift was obtained using large 9 angle vertical pairs with 
6 >45° and 45° < <f) <135°. The shift from the old position was given by

r • (Scf)up — S(f)r, oum) \
= ( ----- 2 * 4 -----  }

(3.10)

The magnitude of the tilt was given by the Euler angle 0:2 while the di­
rection of tilt was controlled by either or a 3. An extra definition of event 
z polarity was required to force the distributions to be symmetric to rotation 
and shift but anti-symmetric to tilt. The z polarity was defined by:
For events horizontal in the r — <j> plane,

S z =  +  1 if the Right track was in +z direction
=  - 1 if the Left track was in +z direction

For events vertical in the r  — (f) plane,

S z =  +  1 if the Up track was in -fiz direction

=  - 1 if the Down track was in -f z direction
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In this case, only the low $ angle events with 6 <63° were used and again 
separated to horizontal and vertical types depending on event The tilt 
angle x , y  components A/?X)y were obtained from

A/? = / Sz ' ( ^ Ri9ht +  ̂ Left) v
y — 2 cotQcoscf)

using the horizontal types and

A/3 _  / S z • (8<t>Up-\- fi<t>D oum) \
 ̂ 2 cot0sin (j)

using the vertical types.

(3.11)

(3.12)

The new set of Euler angles ol1 2 3 were then calculated from the old values 

a1|2,3 from

i(X2

/

y j (a 2s i n a i +  A f3x )2 +  ( — a 2c o s a 1 +  A j3y ) 2 
_i f cL^sina-i + A/3X \

\  a 2c o s a 1 - A (3y )
— a'j +  ai +  a 3 -f A(f>

(3-13)

(3.14)

(3.15)

The second method also used residuals of PASS5 V X D  hits with respect 
to projected MILL tracks. The residuals of all track hits in all events were 
accumulated together to build a set of simultaneous equations

H i t s 5 H i t s
=  E  t . ( f i n)f i k)) - v (k) n = 1,2,3,4,5 (3.16)

i (fc=l) i

where the unknown vector v ^  contained 5 independent position variables

,,(1,2,3,4,5) =  ( A x  ̂ Ay? A/3xj Af3y ) (3.1.7)

under the same definition as the previous method. The vector /|n  ̂contained 
coefficients evaluated for each hit i separately so that would give the
contribution along in residual distance. These coefficients were

^ ( 1 , 2 , 3 , 4 ,5) _  ^ sin (f)i ,  — cos(j)i ,  Z isin fyi, —  Z icosfa ) (3.18)
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The coefficients can be seen to have similar origins as the previous method. 
The main difference from the previous method was that the solution from 
simultaneous equations gave correlated values for the position constants.

The third method used the x , y  shifts taken from one of the two other 
methods and then the tracks were refitted with different assumed Euler angles. 
The controlling variable was the do separation of the two back to back tracks 
near the beam position which was found to be the most sensitive variable to 
the rotation and tilt. The Euler angles were obtained by iterations until the 
distributions of 2-prong do separations at various <j> and z regions with various 
polarity factors were all centred at zero. This was a direct calibration of the 
impact parameters and the widths of the d 0 separations also gave sensitive 
indications of alignment errors.

The statistical accuracy was ~  10 //m averaged over a whole running period 
for each constant. Justification of this accuracy can be taken from the good 
agreement between different methods. The x , y  shifts were found to be less 
important compared to the rotation and tilt as long as the track fit and beam 
spot finding used the same constants. This can be understood from the fact 
that all tracks would move together without significant distortion in relative 
positions of tracks if there were a small error in translation constants.

3.2.3 Summary Comments

The three procedures of determining space-drift time relations, V X D  alignment 
constants and run by run beam spot positions (see section 3.8) were designed 
to be very much independent of each other. The determination of space- 
drift time relation was performed in the V X D  coordinate system with track 
fits independent of the V X D  alignment constants or beam spot. Because the 
discrepancies in space-drift time relations could only produce shifts locally
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symmetric to each wire, it could not make any global effects on the alignment 
constants. The determination of the beam spot positions normally proceeded 
after the alignment had been done. However, because it was performed using 
PASS5 tracks with track geometry at the beam position fitted from V X D  hits 
only, the results were always valid in the V X D  coordinate system even with 
a wrong set of alignment constants. Thus the beam spot positions could be 
easily translated according to a new set of alignment constants when necessary.

3.3 Background N oise  in V X D

In the normal operation of the V X D  under the colliding beam environment, 

there were always noise hits as well as the good hits related to the tracks of 
interest. There were 3 distinct contributions to the background noise:

a) Discrete noise hits induced by synchrontron radiation. This was the most
frequent contribution accounting for ~ 80% of all noise hits.

b) Coherent noise hit clusters due to off-momentum particle showers in the
VXD. This occured for ~  7% of all events and ~  20% of these events 
had large numbers of noise hits in clusters.

c) Extra background hits in hadronic events induced by the large number of
tracks. This was seen as a small but nevertheless consistent excess of 
extra hits in hadronic events which represented ~  5% of all noise hits.

Categories a) and b) were studied mainly using random beam crossing 
events taken irrespective to the trigger condition. This was to avoid the con­
fusion with the track hits in triggered events. It was found that clusters of 
noise hits were very different from the isolated ones.
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3.3.1 Synchrotron Induced Noise Hits

There were adjustable collimators located at ±4.5m from the beam colliding 
point along the beam just in front of the final focusing mini-beta quadrupoles. 
The beam pipe and collimator design ensured that most of the direct syn­
chrotron photons would not have large enough 8 displacement to reach the 
beam pipe. Only when these photons hit the far side collimator and scattered 
backward could they then hit the detector. Most of these backscattered pho­
tons with energies <50 keV were absorbed by the copper shield inside the beam 
pipe mainly via photoelectric processes. The ejected photoelectrons had a few 
keV of kinetic energy and were quickly re-absorbed before they could reach the 
wires. However a fraction of the de-excitation processes of the copper atoms 
could yield fluorescence photons with energies peaked at around 8.0 keV. This 
corresponded to transitions of atomic electrons from outer shells down to the 
K-shell of the copper atoms. The rest of the de-excitations yielded short range 
electrons again.

When these fluorescence photons were emitted into the chamber they could 
be absorbed by the argon to produce noise hits. When the argon K-shell 
electrons with binding energies of 3.2 keV were ejected as photoelectrons from 
the absorptions of 8.0 keV photons, their escape kinetic energy should peak at
4.8 keV. The de-excitation of an argon atom would either yield a fluorescence 
photon just below the argon K-edge absorption energy or eject another electron 
with kinetic energy ~  3.2 keV via the Auger effect. In both cases, the practical 
ranges of the a few keV electrons should be no more than a few hundred f im  in 
the gas mixture. So they would simply cause local ionisation energy releases 
equal to the kinetic energies carried by the ejected atomic electrons. However 
the 3 keV photons could travel further due to the low absorption cross-section 
so that they could be absorbed near some other wire or escape the chamber. 
This meant that the noise hits due to the 8.0 keV fluorescence photons should
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have characteristic pulse heights corresponding to energy losses of 8.0 keV,
4.8 keV and ~3.2 keV respectively in order of decreasing importance. The 
argon at 3 bars of pressure has a rather short absorption length of ~  2.0 cm 
for 8 keV photons. This means that the multi-stage process described above 
should have given frequent isolated hits mainly in the first few layers.

To verify the above proposition, the various properties of the V X D  hits 
in ‘clean’ beam crossing events were studied with a rejection on events which 
contained large hit clusters. The detailed separation criteria will be described 
in section 3.3.2 dealing with shower hit clusters.

The fact that most of these hits were not due to direct synchrotron radiation 
photons can be seen from the T D C  distribution of hits in clean random beam 
crossing events as in Fig. 3.5 compared to track hits T D C  values as in Fig. 3.6. 
The larger T D C  values corresponded to hits recorded earlier in time and 1 T D C  
count was 0.5 ns. The ~  30ns delay of the large rising edge of the random 
noise hits compared to the front edge time t 0 of the track hits, corresponded to 
the time required for a return trip of the synchrotron radiation photons from 
the collimators 4.5 m  away from the interaction point.

A  further evidence of the synchrotron induced origin of the random noise 
hits came from the A D C  pulse heights for these hits. The V X D  layer 4 A D C  
values of the random hit pulse heights are plotted in Fig. 3.7 together with 
normalised track hit A D C  values for the electrons in Bhabha scattering events. 
The raw A D C  pulse heights of the Bhabha track hits were scaled by dividing 
the estimated ionisation sampling length in a layer calculated from the track 
6 angle and the position it crossed a cell. The normalised value corresponded 
to ionisation energy release per cm per atm which should peak at ~  2 keV. 
Taking the A D C  values of the Bhabha track hits as a scale, the two peaks in 
the random hit A D C  value distribution are consistent with one being 8 keV 
and the other being an unresolved mixture of 3.2 and 4.8 keV.
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gure 3.5: T D C  Values of V X D  Hits in Clean Random Beam Crossing Events.
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Figure 3.6: T D C  Values of Track V X D  Hits in Hadronic Events.
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Figure 3.7: A D C  Values of Isolated V X D  Hits in Clean Random Beam Crossing 
Events Compared to Scaled A D C  values of Bhabha Track Hits.

The average hit multiplicities on different layers for clean random beam 
crossings are listed in Table 3.3 separately for three running periods with 
e+e~ centre of mass energies of 44 GeV, 38 GeV and 35 GeV respectively. 
Corrections were made to scale up the hits for layers with dead wire sectors.

These multiplicity values are plotted in the Fig 3.8 together with the fit 
results for a naive attenuation exponential function plus a constant term to 
allow for a small remaining unseparated contribution from shower hit clusters. 
The function of the form

f(n) =  Ae-(r-~T°V' + B

was first fitted with 3 variable parameters A, B , l. r; is the radius of the ith 
cylindrical V X D  layer and r 0 was fixed to the beam pipe radius of 6.7 cm. 
It was found that the fitted values of l were nearly the same for 3 different 
energies as expected. So the value of l was then also fixed and the subsequent 
fitting was performed allowing only A, B  to vary. The fitting results are listed 
in Table 3.4 and also plotted in Fig. 3.8.
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V X D  Layers 44 GeV 38 GeV 35 GeV
1 16.6 10.0 7.7
2 12.3 7.2 5.0
3 8.9 5.1 3.7
4 6.3 3.5 2.5
5 3.3 1.7 1.1
6 3.1 1.5 1.0
7 3.1 1.5 1.1
8 3.1 1.5 1.0

Table 3.3: Clean Random Beam Crossing Average V X D  Hit Multiplicity.

Energy A B r0(cm) l (cm)
44 GeV 34.7 2.7
38 GeV 21.6 1.3 6.7 1.6
35 GeV 16.9 0.8

Table 3.4: Fitted Parameters of Mean V X D  Hit Multiplicity Function.
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It should be noted from Table 3.4 that the fitted value of l was very close 
to the expected actual attenuation length of 8 keV photons in 3 atm argon. A  
clear conclusion to be made from the attenuation feature is that the 1.4 cm gap 
between the beam pipe and the first, layer of wires was quite necessary if only 
the normal gas mixture was filled in that region. The dependence on beam 
energy should not be taken as a general result but rather under the specific 
machine characteristics of P E T R A  at different energies.

For the purpose of Monte Carlo simulation of noise hits of this type, one can 
simply take the average multiplicity at the relevant energy and select single hit 
wire randomly in 4>. The spread of hit multiplicities around the mean can be 
described by Poisson distributions with the same mean values as demonstrated 
in Fig. 3.9

3.3.2 Coherent Noise Hit Clusters

Because the V X D  was situated very close to the beam, both frequent off- 
momentum particle showers and some high momentum Compton scatterings 
in the ~  1 M e V  range could result in coherent noise hit clusters of various 
sizes.

The random beam crossing events with such hit clusters were selected by 
grouping the wires into sectors with 4x9 wires in each, and counting the num­
ber of hits within each sector. This was done twice with 2 different groupings 
corresponding to a shift in (f) of half a sector. An event containing > 1 sec­
tor with more than half of the wires registering hits was selected as a shower 
cluster event.

These events occurred at a rate of ~  7% of all random beam crossings, 
similar for the 3 running periods at e+e“ centre of mass of 44, 38 and 35 GeV 
with quite different running conditions. The rather severe events with > 3
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such sectors occured at a rate of ~  2% of all beam crossings. Events with 
large clusters of hits could have very serious effects on the tracking as can be 
seen from the example shown in Fig. 3.10 which was a back to back 2-prong 
event initially selected from MILL tracks.

The T D C  distributions of all the hits in this type of events are shown in 
Fig. 3.11 for the 44 GeV running which can be compared to Fig. 3.5 for the 
clean random beam crossings. The obvious difference between hits in shower 
clusters and the ‘clean’ synchrotron induced hits can be seen to be the peak at 
early times for the hits in clusters. This could greatly increase the probability 
of killing a track hit in the same cell if such clusters overlapped with a track in 
a good event. The average hit multiplicities are shown for the two classes as 
functions of layers for 44 GeV running in Fig. 3.12. Subtracting the 2 curves 
to get a rough estimation of the pure contribution from shower clusters, it 
can be seen that the actual contribution from the shower clusters alone had 
very small attenuation across the layers. It was also found that most of these 
clusters occured near the horizontal plane through the centre of the detector 
as expected from off-momentum particle showers.

3.3.3 Track Induced Background Hits

Hadronic events with many tracks also contained additional hits due to par­
ticles with very low momenta or at very low 6 angles not reconstructed by 
the track finder. This included contributions from hard 6-rays, j  conversion 
or inelastic scattering products etc. Further additional noise hits might come 
from crosstalk either due to the return pulses on neighbouring wires next to a 
hit wire or due to couplings between adjacent electronic channels.

To justify the assertion that the contributions from this category were 
small, the extra hits appearing in the hadronic events were counted as shown
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Figure 3.11: T D C  Values of V X D  Hits in Random Beam Crossings Contained 
Shower Hit Clusters.
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Figure 3.12: Comparison of V X D  Hit Multiplicities in ‘Clean’ and ‘Shower’ 
Random Beam Crossings.
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in Table 3.5 in comparison to the average hit multiplicities from all random 
beam crossing events for the same running period in 1985. The types of noise 
hits appearing in random beam crossings clearly explained the source for most 
of the total noise hits. The remaining small yet consistent excess of noise hits 
in the hadronic events could be attributed to the track induced background.

V X D  Layers
Extra Hits in 

Hadronic Events
Random Beam 
Crossing Events

Excess in 
Hadronic Events

1 16.6 15.9 0.7
2 12.7 11.9 0.8
3 10.7 9.3 1.4
4 8.2 6.9 1.3
5 5.7 4.0 1.7
6 5.1 3.6 1.5
7 5.8 3.9 1.8
8 5.3 3.6 1.7

Table 3.5: Average Noise hit Multiplicities in Hadronic Events and in Random 
Beam Crossings.

3.4 V X D  H it E fficiency

The hit efficiencies were firstly checked using cosmic ray tracks taken when 
P E T R A  was off, with various different high voltage settings. The MILL tracks 
using main D C  and C P C  hits were projected into the V X D  and the hits within 
± 2 wires from the track were counted as efficient points. The resulting H.V. 
plateau curves are shown in the Fig. 3.13. The actual hit efficiencies at the 
normal operational H.V settings are listed in Table 3.6.

It can be seen from Table 3.6 that the inefficiency due to insufficient gain 
was very small for most of the layers except layers 4 and 8 which were slightly
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Figure 3.13: V X D  H.V. Plateau Curves Obtained From Cosmics.
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Layer H.V.
(kv)

Efficiency (%) 
(excl. dead wires)

Efficiency (%) 
(incl. dead wires)

1 2.70 99.4 96.6
2 2.70 99.5 98.1
3 2.80 98.6 93.0
4 2.80 95.0 93.6
5 2.70 99.3 99.3
6 2.70 99.1 96.3
7 2.85 99.6 98.7
8 2.85 98.2 97.5

Table 3.6: V X D  Hit Efficiencies Obtained From Cosmics.

worse. The fact that layers 3,4,7,8 required higher voltages was because they 
were instrumented on both ends while the other layers had one end being open 
circuit. The H.V. on inner and outer equipotentials and the guard wires were 
set to 1 KV. The cathode wires were grounded.

The hit efficiencies in hadronic events were studied by separating the track 
points into different categories according to the hit-track association. There 
were extra reductions on useful hits due to more than one track going into the 
same cell, inefficiency of track finder, noise hits killing track hits, 1 dead H.V. 
sector etc. The relative importance of these effects is shown in Table 3.7.

The hit efficiencies were also determined directly from the hadronic events 
according to the hit association for each track. In the cases that a hit in the 
projected cell was not used by the track finder or taken by another track, the 
situation was rather ambiguous for efficiency calculation. So the hit efficiencies 
were only defined from the cases where a hit was positively assigned to the 
track or cell empty with inefficiencies due to dead wires included. The results 
for different running periods are shown in Table 3.8.
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83-84 Data 
(38-46 GeV)

85 data 
(44 GeV)

86 Data 
(35 GeV)

Hit assigned to track 74.1 77.7 78.3
Hit stolen by another track 11.7 10.9 10.0

Cell empty 9.2 7.3 7.9
Hit not used by track finder 5.0 4.1 3.8

Table 3.7: V X D  Hit-Track Association Percentages in Hadronic Events.

Layer
83-84 Data 
(38-46 GeV)

85 Data 
(44 GeV)

86 Data 
(35 GeV)

1 96.0 96.9 97.2
2 94.8 95.2 95.9
3 92.8 93.7 93.0
4 91.5 95.2 92.8
5 97.6 99.5 99.4
6 95.1 96.4 96.1
7 97.1 98.5 98.5
8 94.9 98.8 97.9

Table 3.8: V X D  Hit Efficiencies Obtained From Hadronic Events.
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The fact that the efficiency was somewhat worse in the old data was mainly 
due to the bad running conditions such that some of the sectors had to be 
turned off to allow data taking to continue without frequent tripping. However, 
the results for the more recent data samples taken since 1985 with stable beam 
conditions, showed good agreement with the results from cosmics.

It is quite interesting to see the sources of the inefficiencies by plotting the 
cell position a track passed when the cell was empty. Because two layers were 
grouped together to form one H.V. layer, the same voltage would mean the 
layer with larger cell width, i.e. the even layer on the outside in this case would 
get smaller gain. Therefore these inefficient cell positions were plotted for the 
odd and even layers separately as seen in Fig. 3.14 where the position 0 referred

m1$
©CL,
©eduE-
o
o2

Cell Position

Figure 3.14: V X D  Hit Inefficiency Cell Positions. (0=Sense; l=Cathode)

to the sense wire and the position 1 was the cathode wire. The peaks at the 
end of cell clearly indicated the effect of insufficient ionisation collection due to 
the small sampling lengths near the cathode corner. Although the small errors 
in track geometry calculations could enhance the inefficiency near the cathode 
end, the difference between the odd and even layers provided the evidence

92



independent of this error. However the integrated effect was comparable to 
the flat part as expected from dead wires.

3.5 Cham ber G ain and Current

The main limitation of spatial resolution came from the gas amplification gain 

factor. A low gain condition would require a long ionisation sampling length 
along the track path to create a large enough pulse which resulted in the need 
of drift electrons with a wide spread of arrival times at the sense wire. The gain 
was in turn limited by the chamber current under beam induced background.

To estimate the chamber gain, the first step was to record the analogue 
pulse heights of 8 keV synchrotron induced hits and the slopes of pulse height 
variations with H.V. settings, simply using scopes. The results were checked 
to be consistent with the A D C  values of random noise hits. A  convenient unit 
of the chamber gain was defined with respect to the discriminator threshold so 
that 1/8 would correspond to the case that average pulse heights of track hits 
were equal to the discriminator threshold. The H.V. settings corresponding to 
the 1/8 gain were read from the H.V. plateau curves shown in the Fig. 3.13 at 
the 50% efficiency points.

It was then followed by two different ways of estimation both based on 
the 50% efficiency H.V. points. The gains obtained from H.V. plateau curves 
took the assumption of exponential dependence of gain on H.V. and used the 
slopes of pulse height variations with H.V. The second method took layer 4 
as a normalisation point and directly scaled the gains from the pulse heights 
of 8 keV photon hits for different layers. The results are shown in Table 3.9. 
The difference between the results obtained from the two methods reflects a 
measure of the systematic uncertainties involved.
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Layer
Operation H.V. 

( K V )
50% eff. H.V. 

( K V )
Gain

( from H.V./ Pulse )
1 2.70 2.37 0.68 / 0.55
2 2.70 2.36 0.71 / 0.55
3 2.80 2.53 0.50 / 0.38
4 2.80 2.62 0.31 / 0.31
5 2.70 2.39 0.61 / 0.64
6 2.70 2.42 0.53 / 0.55
7 2.85 2.51 0.71 / 0.55
8 2.85 2.61 0.43 / 0.38

Table 3.9: The Estimated Gain Factors for Different V X D  Layers.

It should be noted that actual chamber gains for layers 3,4,7,8 should be 
doubled since they were instrumented at both ends with only half the total 
pulse propagated to the west end while the other layers had the full pulse 
including the part reflected from the open circuit at the east end. The absolute 
gas gains were then estimated from the ionisation expected from 8 keV photons 
and the electronic amplification factors which gave an average of ~ 2xl04 with 
a factor of 2 between the best and the worst layers.

The actual measurements of the chamber currents due to beam induced 
ionisation at 44 GeV running gave on average ~  15 f iA per layer for the 4 
inner layers and ~  10 ( iA per layer for the 4 outer layers with fluctuations 
depending on beam conditions. At stable running condition in 1986 these 
currents dropped by a factor of 2 which allowed for an increase of H.V. to 
obtain better gain. The horizontal sectors normally had currents a factor of 2 
larger than the vertical sectors and the attenuation of currents with layer radii 
was rather slow and which resembled the characteristics of the off-momentum 
particle showers. This was quite the reverse of the picture of the random noise 
hits where even including the larger pulse heights of the cluster hits, their
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relative contribution should still be smaller compared to synchrotron induced 
hits.

The desired chamber operation gain was 1 in the unit just defined. One of 
the main reasons for the lower gain obtainable was the rather large probability 
for drift electrons to get attached to C O 2 in the amplification region close to 
the sense wires. This reduced the useful drift electrons by ~  1/3 [72]. The 
extra sampling length required to make up the loss resulted in a significant 
degradation of resolution naively expected from an Ar/C02 mixture at 3 bar.

3.6 V X D  Spatial R eso lu tion

The dependence of spatial resolution on drift electron collection geometry in 
a cell can be seen from Fig. 3.15 obtained from a Monte Carlo simulation [73] 
by D. M. Binnie. Each curve in the plot represents a trail of drift electrons 
from the ionisations of a straight radial track. The variable 5 represents the 
scaled distance along the wire layer arc from the track to the sense wire. 5=0 
means the sense wire; 5=1 means the cathode wires.

The variations of resolutions can be estimated by assuming different sam­
pling lengths along the curves to give a different time spread of the drift elec­
tron arrival times. Since the effective sampling length is directly related to the 
chamber gain, variations of resolution with layers can be expected. The differ­
ences between curves at different parts of a cell indicate that a fixed sampling 
length would correspond to different electron drift time spread at different 
parts of a cell. An extra contribution from diffusion should also be expected.

To extract the resolutions, the residuals between the hit positions and 
extrapolated track points were plotted for different layers at different cell po­
sitions. To minimise the effect of scattering and the insufficient weighting of 
V X D  hits in whole track fits, only tracks with P r<p >500 MeV/c and having 8
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Figure 3.15: Monte Carlo Simulation of Electron Drift Time Distributions for 
Tracks at Different Parts of a Cell.
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Figure 3.16: An Example of V X D  Hit to Track Residual Fit.

V X D  hits were used. An example of such a residual distribution is shown in 
Fig. 3.16 together with a Gaussian fit result.

The mid-cell position was taken as the reference point for each layer. The 
variations of the residual fit cr's for different layers are shown in Table 3.10 for 
the tracks in hadronic events. The estimated gains as in Table 3.9 are relisted 
together to see the direct correlation. The variation agreed with the estimated 
gain pattern considering the rather large systematic uncertainty involved and 
the different termination geometries on different layers. The fact the new data 
taken in 1985 and 1986 were better that the old data was partly due to the 
better running conditions and partly due to a re-setup of the discriminator 
cards.

An important observation to be made was the better resolution in the outer 
layers compared to the inner layers. This seemed to indicate that the constant 
fraction discriminator set-up was more favourable in these low gain conditions. 
This was tested further by fitting residuals for hits with different A D C  pulse 
heights separately. The result is shown in Table 3.11. This indeed confirmed
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Layer
83-85 Hadrons 

(/xm)
86 Hadrons

( H
Gain

( D M B  unit)
1 101 98 0.55
2 107 96 0.55
3 96 92 0.38
4 109 105 0.31
5 86 78 0.64
6 87 78 0.55
7 89 80 0.55
8 99 86 0.38

Table 3.10: Layer Variation of Mid-Cell Hit Residual <x.

A D C  Values 20-40 40-60 60-90 > 90
Layer 3 a  (jum) 94 83 74 77
Layer 7 a  (jum) 79 79 85 85

Table 3.11: Residual Width Variation with Hit Pulse Heights.
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Figure 3.17: V X D  Hit A D C  Pulse Heights of Various Types of Tracks.

the expectation from Monte Carlo simulation [73] as the simple H/L setup 
continuously improved in resolution as the pulse heights increased while the 
C/F setup did a better job for the more abundant low pulse height hits.

The residual resolutions obtained from Bhabha scattering tracks were typ­
ically ~10% better in a than the tracks in hadronic events. The best outer 
layers gave mid-cell residual cr <70/zm. This was readily understood following 
the study of resolution variations with chamber gain since the Bhabha elec­
trons had larger d E / d x ionisation losses once on the Fermi plateau while the 
hadrons below a few GeV were closer to being minimum ionising. The Bhabha 
scattering tracks which were mostly at low 0 angles also gave an enhancement 
for more ionisation. This was verified by directly observing the A D C  pulse 
height distributions of the hadron track hits and Bhabha scattering electron 
track hits on the same layer as seen in Fig. 3.17. This was the main reason 
that hadronic tracks were used directly to obtain the spatial resolutions.

Because the finite number of hit points, the statistical procedure of fitting a 
track would tend to give residual cr’s better than the actual spatial resolution.
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For the fitting procedure used in this analysis, the correction was found to be 
~  10%. Another effect also due to the statistical minimisation was that a hit 
in a layer or a part of cell with relatively bad resolution would tend to pull the 
track fits to give itself a better apparent residual <r.

To overcome the above effects, Monte Carlo events were generated itera­
tively with variations in both layers and cell positions and were fitted in the 
same way as for the data until the final residuals matched between the data 
and Monte Carlo in all parts of VXD. The mid-cell position was taken as the 
normalisation point for each layer and the result of the mid-cell spatial res­
olutions on different layers are listed in Table 3.12. For simplicity and good

Layer 1 2 3 4 5 6 7 8
83-85 Data 113 121 103 110 92 97 103 109
86 Data 110 109 99 106 83 87 93 95

Table 3.12: Mid-Cell Spatial Resolutions of Various V X D  Layers.

statistics, all layers were combined to give a common scale of spatial resolution 
variation within a cell. The cells were divided into 0.5 m m  intervals according 
to the distances to the sense wires. The result is plotted in Fig. 3.18 and listed 
in Table 3.13. It can be seen from Table 3.13 that the apparant residual cr’s 
for parts of a cell with worse resolutions were better than the actual resolutions 
by significant factors.

The worst resolution near the sense wire where the ionisation sampling 
spread was most pronounced, stressed the major limitation of spatial resolution 
for this design. Unlike in the case for large drift chambers, the contribution due 
to diffusion was relatively small because of the small cells. The longitudinal 
diffusion coefficient <t l for a single electron in Ar/C0 2 mixtures is expected 
to fall to a minimum value of ~  200 f i m at our operating electric field of
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Cell Position 
( m m  )

83-85 Data 
Residual cr (/urn)

Apparent Generated M.C. 
Residual Scale Match Scale

0.0 - 0.5 125 1.29 1.45
0.5 - 1.0 116 1.20 1.27
1.0 - 1.5 109 1.12 1.15
1.5 - 2.0 99 1.02 1.04
2.0 - 2.5 97 1.00 1.00
2.5 - 3.0 103 1.06 1.07
3.0 - 3.5 109 1.12 1.15
3.5 - 4.0 114 1.18 1.18
4.0 - 4.5 115 1.19 1.24

Table 3.13: Cell Variation Factors of V X D  Spatial Resolutions.

Distance from Sense Wire (mm) 

Figure 3.18: V X D  Spatial Resolution Cell Variation Factors.
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~800 V/cm/atm [72]. The collective effect due to diffusion with leading edge 
timing can be estimated statistically from [74]

0.91<tl fx
( T \ X  ) ~  - ■ = . - « /  — (3.1D)

where N  is number of drift electrons in the effec t ive sampling length, P is the 
pressure of the gas and x is the distance to the sense wire. If a rough guess 
of the useful sampling length is taken to be 0.5 m m  at a gas mixture pressure 
of 3 atm, the maximum contribution from diffusion would be 40 f i m near the 
cathode wires.

The resultant resolution was approximately 20 f i m worse than the intrin­
sic design resolution which could be explained by the extra complications of 
running the full system e.g. channel to channel calibration, mechanical con­
struction tolerance, errors in detector position and space drift time relation de­
termination, tracks entering the chamber off the radial direction, track finder 
mis-assigning hits e tc .

3.7 Im pact P aram eter R esolution

The aim of the installation of the vertex detector was to improve the track res­
olution near the beam position. It not only depended on the spatial resolution 
of the detector, but also the general environment the vertex detector was in, 
eg. beam pipe size and radiation length, radial span of the V X D  and link with 
the main D C  hits. The impact parameters mentioned in this section referred 
to the closest approach distance of a final track to its actual starting point in 
reality.

The impact parameter resolutions depended sensitively on the track m o ­
menta especially for tracks below 1 GeV/c, due to multiple scattering. The
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Figure 3.19: Expected Track Multiple Scattering Deflections in r — <j> Plane 
after the Materials in front of VXD.

r.m.s angular spread of track direction in a plane, 0O> after traversing a layer 
of material with thickness L and radiation length L r , is given by [13]

00 =  — — Z i n c \ J L J L r { 1 4- - l o g i o ( L /L r ) } (3.20)

where Z inc is the electric charge of the incoming particle in units of e , and 
P  and /? are the momentum and velocity of the incoming particle. Taking 
into account the materials before the V X D  and the gas mixtures as listed in 
Table 3.1, the expected r.m.s. spread of track directions in the r — <f> plane are 
shown in Fig. 3.19. A  scattering of 1 mrad on the beam pipe is equivalent to 
an impact parameter smear of 70/xm.

To observe the impact parameter resolution in the limiting case of minimum 
multiple scattering, the high momentum back to back 2-prong events were 
used. Only clean wide angle pairs with track |0| > 50° were taken and the 
c?o separation between the 2 tracks in the r  — (j) plane near the beam position 
is plotted in Fig. 3.20. This eliminated the uncertainty in actual event spot
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Figure 3.20: Clean Wide Angle 2-Prong do Separations with FELIX Fit.
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Figure 3.21: Comparison of 2-Prong d 0 Separations with Different Fits.
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position within the beam envelope. The track fit used was the FELIX fit with 
a complete circle to all DC, C P C  and V X D  hits together but with different 
resolutions for the 3 different detector components. The Gaussian fit result 
of 143//m for the d0 separation spread <r corresponded to an individual track 
impact parameter resolution of 143/\/2 ~101 f in1.

Monte Carlo Bhabha scattering events were generated with the knowledge 
of spatial resolutions obtained from the previous section and passed through 
the same fitting procedure as for the data. The Monte Carlo gave a d0 separa­
tion width of 138/xm, in good agreement with data. This gave an extra check 
on the offline calibration results, especially the V X D  alignment. It excluded 
the possibility of large instabilities in V X D  positions not detectable from a 
long term average.

The link between the main drift chamber tracks with V X D  hits was found 
to be crucial for the required impact parameter resolution. The momentum 
reconstructed from the drift chamber track curvature gave the handle to reject 
low momentum tracks to avoid pattern confusions due to heavily scattered 
tracks. The long lever arm of the main drift chamber compensated the def- 
ficiency of the rather small radial span of the VXD. The effect can be seen 
directly from two different methods of fitting tracks. The FELIX fit. gave a 
complete circle fit to all hits while the PASS5 fit took the track curvature from 
the main D C  MILL track and then fitted to the V X D  hits only to obtain the 
crucial r  — (f> geometry parameter d 0 near the beam position. Too much free 
leverage allowed by the mere ~  8cm radial span of V X D  hits resulted in a 
rather wide impact parameter spread for the PASS5 fit as seen from Fig. 3.21.

The standard track fit used for the analysis improved further from the 
FELIX fit to allow a scattering kink at r  =  16 cm as discussed previously in 
section 2.5. This mainly gave better impact parameter resolutions for the low 
momentum tracks.
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Fitting
Procedure < 0.3

Track Momentum (GeV/c) 
0.3-0.5 0.5-0.8 0.8-1.2 >1.2

A 896 549 431 324 222
B 724 464 389 346 338
C 777 476 386 304 217
D 716 451 359 286 196

Table 3.14: Impact. Parameter Resolution Gaussian fit a  ( f in1).

The actual impact parameter resolutions for hadrons with various momenta 
were studied using the standard Monte Carlo for this analysis. A rather pes­
simistic mid-cell spatial resolution of 120//m was generated together with a 
cell variation scale also somewhat larger than the result obtained from the 
previous section. This was mainly due an early tuning of the detector simula­
tion to the old data. However, it was found to be a reasonable approximation 
since the effect of multiple scattering overshadowed the importance of spatial 
resolution for the large population of low momentum particles. The impact 
parameter of a track in this case was simply the distance of the track to its 
actual Monte Carlo generating point. The results for various track finding and 
fitting procedures are shown in Table 3.14

The various track finding/fitting procedures referred in Table 3.14 were 
defined as follow:

A) The track finder FELIX was used to find hits and a single circle fit was
performed through all hits in DC,CPC and V X D  but with variable res­
olutions for different chambers.

B) The track finder PASS5 was used and the track curvature was fixed with
fits to D C  and C P C  hits only. The final fit used V X D  hits only to get 
the track <j>0, do-
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C) The hits were taken from that found by FELIX and then the tracks were
refitted allowing for a scattering kink between the main D C  and V X D  
which entered as an extra term. It also allowed a maximum rejection 
of 2 bad hits on a whole track.

D) The track hits were taken as the ’true’ generated ones and the track fitting
followed the same procedure as in C). The comparison of this to C) 
should give an estimation of the relative importance of track finder mis- 
assigning hits.

Comparing A) and B), it can be seen that the effective use of the long 
lever-arm from the D C  hits in the case of A) lead to a much better impact 
parameter resolution for the important high momentum tracks. However, the 
PASS5 fit as in B) did a better job for low momentum particles which could 
be understood as it avoided the heavy scattering problem after the VXD.

The standard fitting procedure C) allowing a scattering kink, maintained 
the good resolution for the high momentum tracks as in the FELIX fit but 
also gave an important improvement for the low momentum FELIX tracks.

There was also a variation of the impact parameter resolution with the 
number of V X D  hits assigned to a track. This corresponded to a ~  ±20% 
spread if tracks with 3-8 hits were treated separately. However this was found 
to be less important compared to the large variation with track momentum.

3.8 D eterm in ation  o f B eam  P osition

The beam positions relative to the detectors have been extensively used in 
many e+e~ measurements in lifetime measurements. Because of the direct 
involvement with the lifetimes of short lived particles in this analysis, the
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beam positions were also partially used with the detailed discussion given in 
chapter 5.

Only an outline of the method used will be given here while the detail 
can be seen from [75]. Because there were possible beam orbit changes after 
each filling of new beams, the determination procedure was applied for each 
run separately or a few runs grouped together when event statistics was in­
sufficient. The events which survived the PASS3 cuts (see section 2.4) were 
used taking advantage of the larger statistics since these included not only the 
e+e" interaction events but also some beam gas events.

Events with tracks intersecting each other in r  — (j> plane at >5 cm from 
detector centre or any track had |z0| > 15 cm were rejected. This was to reduce 
the events occured along the beam line, such as beam pipe interactions. The 
tracks used were those found by PASS5 (see section 2.5) with track geometry 
parameters fitted using V X D  hits only. After some fairly loose track quality 
cuts, the number of tracks used for each determination was typically 50 to 100.

Assume the unknown beam centre position was (xb ,y b) and that a track i  
was in an event with event vertex (X{, y7-) somewhere inside the beam envelope. 
A  x 2 for Hie track can be defined as

2 _
%i a?

, (*« ~ xbf , (yi -  yi,f
i o i ~ (3.21)

where

d{

<Tt

T r a c k  d i s t a n c e  t o  t h e  e v e n t  v e r t e x (X i , y7)

T r a c k  i m p a c t  p a r a m e t e r  r e s o l u t i o n

R . M . S .  b e a m  w i d t h s  i n  h o r i z o n t a l  a n d  v e r t i c a l  d i r e c t i o n s

The parameters o-t ,crx , a y were fixed constants and were chosen to be
/ o 2 0 0 2  ,  Va t =  \ l 2502 +  — ( p m )

P 2
crx =  5 0 0 p m

O' n —- 60jLtra



where P  was the track momentum in G e V /c. It can be noted that the scale 
and momentum dependence of a t was similar to the result in Table 3.14 for 
PASS5 as in case B).

The distance d{ was then expressed as a function of the standard track 
parameters d0,</>o and X i, y i so that the conditions

d x l = 0 & d x l =  0
dx i dyi

would give the most probable ( x i , y i ) for each track. Subsequently, the for 
each track could be expressed analytically with just Xb,yb as unknowns while 
do,</>o were constants for each track and crt , a x ,<jy were fixed global constants.

By taking the sum of Xi for all tracks in each determination, a grand sum 
could then be arrived at as

T r a c k s
F{xb,yb) =  Y ,  x 2i(xb,yb)

The conditions for minimising F

d F
dx \ = 0 o d F&  —  =  0

oyb

lead to the initial solution for (&{,, yb). The for each track was then evaluated 
using the initially obtained (Xb,yb) and tracks with Xi >25 were rejected so 
that only the remaining tracks were summed to get the final result for (xb^yb)-

The result of the beam position determinations for all the runs in 1985 are 
shown in Fig. 3.22 for x and y coordinates separately. It should be noted that 
the plot scale for x was twice as large as for y . The estimated statistical errors 
for the beam centre coordinates were typically 50-100 /im. But the inexact 
assumptions about the values of crt ,crx , a y and the effects of remaining tracks 
from weakly decayed particles or 7  conversions in the sample could contribute 
some systematic errors. Although there were clearly large movements in the 
beam x coordinates which could be expected from beam orbit adjustments,
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Figure 3.22: Determined Beam Positions for All Runs in 1985 (Note the Dif­
ferent Scales for x and y ).
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the beam y position was very stable. Even allowing the systematic movements 
between runs to be included, a large group of runs together would still give an 
absolute spread of the determined y position <200/zm. This seemed to justify 
the estimated errors within a factor of 2 or less.

Recall the discussion in section 2.1, where the beam width in x was ex­
pected to be typically 500/xm while the beam width in y was expected to be as 
narrow as <20f im . This should be compared with the track impact parameter 
resolutions discussed in the previous section and the estimated errors in the 
determination of the beam positions. The track resolution clearly gave the 
major contribution to the error in the beam y position determination while 
the error in the beam centre x coordinate did not really matter since the beam 
envelope was much larger.

To test the assumptions about the beam envelope sizes, an interesting 
method [75] is to plot track impact parameters with respect to the determined 
beam centre positions for tracks at different <f> angles separately. To reduce 
the smearing due to track impact resolutions, only the high momentum back 
to back 2-prong events were used with tight track quality cuts. The track 
parameters were from the FELIX fit (as indicated in the previous section) 
which was the best choice for impact parameter resolution for high momentum 
tracks. The r.m.s. spread of the impact parameter distributions at different 
4> angles were used to give the cr’s in Fig. 3.23.

The fit to the <j& variation with the function

< CimP(<f>) >  =  \ j ° l  + ( r l s i n 2(f) +  cr^cos2(f) (3.22)

and fixing a t at 100/im according to the study from the previous section gave 
the curve in Fig. 3.23. The fitted value for a x was 419fi and for cry was 93/xm. It 
can be seen clearly that neither crt nor a y could be larger than 150/Ltm, bound 
by the lowest point in the plot. The rather large value of <rx was not very
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Figure 3.23: Track Impact Parameter Spread w.r.t. Beam Centre for Various 
Track </> Angles.

sensitive to the uncertainties in crt or cry . Although <rx was somewhat smaller 
than the assumed 500/im, it was still comparable. The small spread in beam 
y including the errors in the determination, indicated that the actual vertical 
beam size must be <100yum at least.
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C hapter 4
M onte Carlo M odelling

The e+e“ interactions at high energies seen through a large detector involve 
many aspects other than that of the primary production. Some of these inter­
mediate processes are relatively well understood while others hold interesting 
physics yet to be studied by the experiments. In reality, besides the initial state 

i.e. the e+e- beams, only indirect information after many intermediate pro­
cesses is available from the final states of stable particles. To enable the study 
of a specific intermediate physics process, a simulation of all relevant known 
processes involved between the initial and final states can help the extraction 
of the contribution due to the process in question from the complicated final 
states.

In the case of e+e“ annihilations into hadrons, for example, the initial stage 
of various multi-parton production is followed by the fragmentation of partons 
into hadrons and the decay of unstable and short lived particles. The stable 
particles in the final state may still interact with materials in the detector or 
even escape detection due to the limited detector acceptance. The variable 
resolutions with which different properties of different particles can be mea­
sured, the event triggering ability, event selections and ways of analysing data 

all hold intertwining influences on the final physics results to various extents.

113



36.0  38.0  40.0  42.0  44.0  46.0  48.0
W  (Gev)

Figure 4.1: e+e Centre of Mass Energy Spread of the Data Sample.

Thus Monte Carlo analysis was performed with theoretical or phenomeno­
logical inputs to generate events, and was followed by detector simulation. 
The final outcome could then be compared with data directly using the same 
analysis chain. This powerful tool significantly extends the sensitivity of the 
experiment.

The Monte Carlo used for this analysis was an independent jet fragmen­
tation scheme together with a B  decay simulation tuned to the experimental 
results of CLEO. The generated events after detector simulation were passed 
through the same event selection and track finding procedures as for the data. 
The Monte Carlo was generated at a fixed beam energy of 21.8 GeV/c while 
the whole data sample contained events with e+e~ centre of mass energy W  

ranged from 38 GeV to over 46 GeV. The actual energy spread in the data 
is shown in Fig. 4.1. Most of the data were taken at two fixed energies of 
~44 GeV ~38 GeV respectively and the average W  of all data events was
42.1 GeV.
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Figure 4.2: Feynman Diagrams of e+e —> qqg to 1st order in a s .

Because the Monte Carlo was mainly intended for heavy flavour lifetime 
measurements, the fragmentation parameters in the Monte Carlo were only 
roughly tuned to the early part of the data, so that the parameters might 
not be very accurately optimised. Nevertheless, the comparison between the 
resulting Monte Carlo and the whole data sample will be given in section 4.6 
to enable an examination of the quality of the Monte Carlo.

4.1 E vent G eneration

The event generator incorporated a full 2nd order perturbative Q C D  calcula­
tions of FKSS [76] included 1st order contributions and second order virtual 
corrections for the e+e“ —>qqg matrix elements and also second order matrix 
elements for e+e“—* qqqq^qqgg 4 parton final states. The original FKSS calcu­
lation used approximations related to the soft parton cut-off which neglected 
some terms of the order e and 6 2 (to be defined later in this section). These 
terms were inserted in the event generator of this Monte Carlo (Extended 
FKSS) [77].

It is rather instructive to see the general features of the Q C D  prediction 
for the topology of e+e_ —>qqg events with just the graphs to the 1st order in 
ols as shown in Fig. 4.2.
The Q C D  differential cross section for the above 2 graphs with quarks taken
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to be massless gives

1 d a  
c tq dxidx 2

C 2( F ) a 9 x \ + x \
2 tt ( 1 — xi)(l — x 2) (4.1)

where

0o
Aitol'

~2s

N a

E 3(?,2

is the lowest order Q E D  cross section of e + e ~ —>qq abbreviated from Equa­
tion 1.20. £1,2,3 are the energies of the 3 partons as a fraction of the half 
total C.M. energy i.e. x \ +  x 2 +  x 3 =  2 and they are ordered such that 

#1 > #2 > #3. The factor C 2( F ) is due to the colour summation for q - ^ q g  
splitting and C 2( F ) = | for SU(3). The conservation of four momentum also 
constrains the topology to follow:

#1 =
2 s i n 0 23 (4.2)s i n $ i 2 +  s i n 0 23 +  s i n d 3\

and cyclic permutations for x 2, x 3. Here 9{j is the angle between momentum 
vectors of partons i and j .

It can be seen that there are singularities in the e+e~ —>qqg differential 
cross section when x i and/or x 2 approaches 1 . These correspond to the cases 
in which the gluon is very soft and/or collinear with q or q, as is easily de- 
ducible from the simple kinematic constraints. However, these are exactly the 
cases when the 3 parton final states become non-distinguishable from qq final 
states. Theoretically, the infinities cancel out when contributions from virtual 
corrections to the qq final states are included. Experimentally, only the hard 
gluon emissions resulting in clear 3-jet events give observable differences from 
the 2-jet topology of the qq final states.

For the Monte Carlo generation, Sterman-Weinberg cuts were used to ac­
cept only hard non-collinear 3 or 4 jet events. A  multi-parton final state was 
accepted only when each parton had at least a fraction e=0 .2 of the beam 
energy and the minimum angular separation 6 between any pair of partons

116



was required to be at least 40°. In the case of a 4-parton final state with only 
one parton failing the cuts, it was combined with the nearest neighbouring 
parton and the event was subsequently treated as a 3-jet event. The cross 
sections for 3 and 4 parton final states were integrated within the acceptance 
region and subtracted from the total cross section <r(e+e-— > Hadrons) to give 
the remaining cross section to 2 jet events.

Corrections were also made for Q E D  initial state photon radiation accord­
ing to Behrends &  Kleiss [78]. The cut-off used was to require the radiative 
photon energy to be less than 0.98 of the beam energy. The effect of this 
reduction in C.M. energy is shown in Fig.4.3 for Monte Carlo with e+e~ beam 
energies of 22 GeV each. S Eparitm was the sum of energies of all outgoing 
parton jets in an event and thus excluded the radiative photon energies. It 
can be seen that ~  87% of the events still had more than 90% of the original 
total beam energy.
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Figure 4.3: C.M. Energy Reduction Ratio due to Q E D  Radiative Corrections.

The simple flavour production ratio d : u  : s : c : b of 1:4:1:4:1 was also mod-
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ified by including the contribution of the e+e_—> Z° —*qq channel. The magni­
tude of this correction to the production ratio of charge 1/3 and 2/3 qq pairs 
at different e+e“ centre of mass energies is shown in Fig.4.4 for the lowest 
order standard model electroweak calculation assuming massless quarks. The 
correction to Q 1/ Q 2 production ratio at W = 44 GeV corresponded to ~ 9 %  
increase.

4.2 G eneral Schem e o f  Fragm entation

The fragmentation process of quarks and gluons turning into jets of hadrons 
cannot be described by perturbative Q C D  satisfactorily due to the large at 
low Q 2. Thus phenomenological models with semi-theoretical inputs have to 
be employed to simulate such processes. The Monte Carlo events used in the 
analysis of this thesis were generated with an independent jet fragmentation 
scheme developed from the original Field-Feynman algorithm [79].
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Figure 4.5: Illustration of Independent Jet Fragmentation Chain.

Once the partons were generated with known flavour, energy and momen­
tum, the fragmentation chains were followed for each parton independently. 
Firstly, consider a quark q0 moving away from the interaction point. The en­
ergy deposited in the colour field enabled a new quark-anti quark pair, q^q-i say, 
to be produced. The antiquark qi could combine with q0 to form a primary 
meson while q\ carried on in a similar way as the starting qo. This chain pro­
cess is illustrated in Fig.4.5. The chain would terminate when the energy
which remained was insufficient to produce more hadrons.

The model also allowed diquark-antidiquark pairs to be produced in the 
same way as the qq pair to account for the baryon production. The imple­
mentation was based on the scheme described by T.Meyer in [83]. The Monte 
Carlo probability ratio was set to

P r o b ( q q q q )
n T, _x „ r-v =  0.10P r o b { q q ) +  P r o b y q q q q )

No charm or bottom baryons were produced by this Monte Carlo.

(4.3)

The gluons were dealt with by splitting them into a qq pair immediately 
after the generator phase and the energy of a gluon was given entirely to either 
q or q randomly. The fragmentation chain could then be carried out exactly,
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as the quark jets and the last quark (antiquark) of the chain would finally pick 
up the antiquark (quark) which was at rest from the initial splitting to form 
the last hadron in the gluon jet.

However this independent jet fragmentation scheme lead to the consequence 
that charge and flavour were not conserved separately for each quark jet due 
to the rounding of the last hadron. The quantum numbers were only made 
to be conserved for a whole event by forcing the last hadron of the last jet to 
match the required quantum numbers.

The flavour assignment to the qq pairs produced in the fragmentation chain 
assumed the same probability for u u and d d pairs. The probability of produc­
ing an s s pair was set to

P r o b ( s s )  P r o b ( s s ) ^ (4.4)P r o b ( u u )  P r o b ( d d )

but no cc and bb pairs were produced in the fragmentation chain. The proba- 
bilty ratios of various types of diquarks were set to the products of the flavour 
probability ratios of the 2 single quarks.

The assignment of particle types for the primary mesons of the same quark 
contents were arranged to give 42% pseudoscalar mesons and 58% vector 
mesons i.e.

P
P  +  y

0.42 (4.5)

No higher spin state mesons were produced. Similarly, only the lowest lying 
octet and decuplet baryons were produced with the ratio O/D equal to P/V 
for the mesons.

The decays of particles were modelled to follow the relevant branching 
ratios as well as the corresponding decay widths for unstable hadrons and the 
corresponding lifetimes for the short lived hadrons. This also included decays 
of the relatively long lived K°, A, 7r± .
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Hadron

Figure 4.6: Kinematic Splitting of Fragmentation Chain.

4.3 Fragm entation  Functions

The detailed energy momentum sharing at each fragmentation stage was con­
trolled by fragmentation functions. The relevant kinematic variables are il­
lustrated in Fig.4.6 for a qq production. The transverse momentum Pj- was 
generated with a Gaussian probability function:

f ( P T ) d P T ~  e ~ ^ d P T

The parameter crq was set to 0.371 GeV/c for this Monte Carlo. The overall 
P t was conserved by always giving the hadron and the next generation quark 
opposite sign P t as indicated in Fig. 4.6.

The longitudinal energy momentum sharing was defined through a frag­
mentation function f ( z ) where

. _  (E  +  P\\)h
( E q -fi Po)q

and P|| was the longitudinal momentum of the newly formed hadron parallel 
to the incoming quark Q . At each fragmentation splitting (with the incoming 
quark or antiquark having energy E q and momentum P0), a value z was gener­
ated according to the probability density function f ( z )  whereby z • (E 0 +  Po) 
was given to ( E  +  P\\)Hadron and (1 — z ) • ( E 0 -f P0) was given to ( E  -f P||)g. 
It can be noted that the independent jet nature of this scheme only ensured
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the conservation of the quantity E  -f P|| but not E  and P\\ separately. This 
was necessary to make the production of a new qq pair kinematically possible. 
Energy and momentum conservation were only reimposed after the fragmen­
tation of the whole event was completed, a la Ali et  al. [81], by means of a 
Lorentz boost to the new C.M. frame and then rescaling the energies of all 
final state particles.

Two different types of fragmentation functions were used depending on the 
flavour of the initial quark Q . In the case of light quarks u , d , s  the fragmen­
tation function was

f ( z )  oc (1 - z ) aL (4.6)

as proposed by the L U N D  group [80]. The parameter was set to 0.751 for 
the 44 GeV Monte Carlo. This Monte Carlo was only tuned to the rather 
small sample of old high energy data taken in 1983-84 with o:5, a q, as free 
parameters. Besides the values of a q and a i mentioned previously, the value 
of a s was set to 0.188.

In case of heavy flavours c and 6, the fragmentation used was of the form 
proposed by Peterson e t  al. [82]

1
/(*) « (4.7)

This gave a reasonable description of the rather hard charm fragmentation 
function as seen from the D* momentum spectrum observed by many e+e“ ex­
periments [84].

The form of the Peterson function was based on an argument based on 
first order perturbation theory which expected the amplitude of the splitting 
process in Fig. 4.6 to be

a m p l i t u d e oc ( E h  +  E q — E q )_1 (4-8)

122



The formula in Equation 4.7 was then obtained using an expansion about the 
transverse masses t u q / P q and m q/ P 0 multiplied by a longitudinal phase space 
factor 1 / z . The derivation also gave the parameter e as

< =  t1̂ ) 2 (4-9)rriQ

The resulting hard fragmentation of the heavy quarks can be naively under­
stood as the attachment of a light antiquark to a heavy quark in the frag­
mentation process, with relatively small energy transfer, which should only 
decelerate the heavy quark slightly.

Fragmentation functions can conveniently be considered in terms of their 
mean values < z >. To extract < z >, corrections have to be made on the 
original experimental results mainly due to the different definitions of variables. 
The directly observed < x e  >  or < x p >  where

X e =

X p =

E d *

E b e a m
D'

J?2 beam — m D'
are not the same as the more intrinsic Lorentz invariant variable z needed by 
Monte Carlo.

A  major factor comes from the effect of gluon radiation which often results 
in heavy quarks having significantly less energy than Ebeam before fragmenting 
to make heavy mesons. The initial state photon radiation also gives the same 
effect but is smaller in magnitude. The corrections to these effects are energy 
dependent. To see the relative importance of this correction, the Monte Carlo 
x e spectrum for leading D* production is plotted together with the input 
charm fragmentation function f(z) as seen in Fig.4.7 for W = 44 GeV. The solid 
line histogram was obtained by recalculating z from the generated final state 
D * momentum and the stored charm quark momentum 4-vector. The slight 
discrepancy between this re-extracted z spectrum and that of the curve of the
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Figure 4.7: Monte Carlo Leading D * X e and z spectrum.

generated f ( z ) represents the effect of reimposing global energy momentum 
conservation at the end of the fragmentation chain in this independent jet 
model.

The efficiencies of reconstructing D * at different x and the effect of sec­
ondary D*’s from B  decays also varied from experiment to experiment. The 
compilation by S.Bethke [8 8] with different corrections to various experiments 
gave a world average of

< 2C > =  0.704 ±  0.010 ±  0.030

as listed in Table. 4.1. This corresponded to an ec value of ~  0.04db0.02 for 
the Peterson function.

The fragmentation function of the bottom quark was studied by various 
experiments [89] with fits to the inclusive lepton momentum and jet spectra 
allowing variations of assumed Monte Carlo fragmentation parameters. The 
experiments with Peterson function as input and resultant < z > for Monte 
Carlo f ( z )  are listed in Table 4.2 as compiled by S.Bethke.
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Experiment Observable < X > < 2C >
C L E O Xp > 0.35 0.675 ± 0.015 0.73 ± 0.02
A R G U S Xp > 0.10 0.589 ± 0.017 0.695 ± 0.020

D E L C O Xp > 0.35 0.585 ± 0.023 0.665 ± 0.035
T P C XE > 0.30 0.585 ± 0.038 0.695 ± 0.050

M A R K  II Xe > 0.30 0.604 ± 0.040 0.66 ± 0.06
HRS Xe > 0.20 0.525 ± 0.017 0.700 ± 0.025

J A D E  (£>•+) x e > 0.40 0.635 ± 0.025 0.71 ± 0.03
J A D E  ( D '° ) x e > 0.50 0.660 ± 0.025 0.68 ± 0.04
TASSO x E > 0.40 0.647 ± 0.028 0.73 ± 0.04

Combined - - 0.704 ± 0.010

Table 4.1: Measurements of Charm Fragmentation Function from D * M o m e n ­
tum Spectrum.

Experiment Lepton < 2C > < z b >
M A C 0.2 - 0.7 0 .8 ±  0 .1

M A R K  II e (Fixed ec =  0.25) 0.75 ± 0.05 ±  0.04
M A R K  J V 0.46 ±  0.02 ±  0.05 0.75 ±  0.03 ±  0.06
TASSO e n c;7 -I- 0 .10  1 0.06  zc  0 09 HI 0.05 0.84 ±  ±  g;«
TASSO V n 7 7 i 0.05 i 0.03  

1 ^  0 .0 7  ^  0.11 0.85 ±  ±  g;g?
J A D E 0.77 ±  0.03 ± n SR -4- O-11 -4- 0-05 U.OO ±  0 07 ±  o.03

Combined 0.632 ±  0.034 0.778 ±  0.038

Table 4.2: Measurements of Heavy Flavour Fragmentation Functions from 
Lepton Momentum Spectrum.
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Most of the experiments also allowed the B  semi-leptonic branching ratio 
and the charm fragmentation function parameter ec to vary as free parameters 
to be fitted together with ej,. The result for < zc > was compatible with the 
value from D * 's while the measured B  decay semi-leptonic branching ratios 
from these experiments all yielded values ~ 1 2 %  in agreement with the Y(4S) 
experiments [92]. The average values of z were

< z\t > =  0.778 i  0.038 — > ej> ~  0.014

< 2C > =  0.632 ±  0.034 — > ec ~  0.090

Notice that from expression 4.9 and the ec value from jD*’s, an effective mass 
m u 4  ~  300 Mev/c2 ~  A q c d  is implied if m c is taken to be 1.5 GeV/c2. If 
an assumption of m \, — 5.0 GeV/c2 is taken, this also gives an expectation of 
€b ~  0.004 — > < Zb >  ~  0.85, independent of the uncertainty in However,
the effect of s quark mass related to D S, D * , B S production is still not clear. 
Considering the uncertainties in the assumption of the quark masses and the 
still rather large measurement errors the general picture is quite consistent.

For the Monte Carlo used in the analysis, ec =  0.075 and e& =  0.005 were 
used corresponding to < zc > =  0.65 and < Zb >  =  0.85. The effect of the 
uncertainties in e on the fragmentation function f ( z )  can be seen from Fig. 4.8.

4.4 P rod u ction  and D ecay  of H eavy Flavours

The production ratios of various heavy mesons from heavy quarks were mod­
elled to respect the same u : d : s ratio and pseudoscalar to vector meson 
production ratio as in Equations 4.4 and 4.5 for the general fragmentation 
processes. The ratio u : d  : s of 1:1:0.4 resulted directly in the primary pro­
duction ratios:

( D + +  D * + ) : (D ° +  D * °) : ( D a +  D*a) =  1 : 1 : 0.4 (4.10)
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Figure 4.8: Heavy Flavour Peterson Fragmentation Functions.
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Leading Charm Mesons (%) Leading Bottom Mesons (%)

oO 17.5 B ° ,  B ° 41.7

D ± 17.5 B ± 41.7

D f 7.0 B f 16.6

D * °, D *° 24.2 —

D *± 24.2 —

D '± 9.6 —

Table 4.3: Monte Carlo Heavy Flavour Leading Meson Production Fractions, 

and
B + : B °  : B s =  1 : 1 : 0.4 (4.11)

The P/(P+V) ratio of 0.42 was also applied to the primary charm meson 
production ratio to give D / ( D *  +  D ) =  0.42. No charm or bottom baryons 
were produced and no B *, D** or even higher spin state mesons were produced 
due to the insufficient experimental information. The resultant fractions of 
leading heavy flavour mesons are listed in Table. 4.3.

The important quantity in the primary charm production which can affect 
this analysis is the D ° / D + production ratio since their lifetimes are different 
by more than a factor of 2. This is in turn strongly influenced by the direct 
D  to D * production ratio due to the fact that D *° decays entirely to D ° . If 
the primary charm production is dominated by D * production, an important 
difference between the D ° and D + production is expected.

Although many experiments claimed rather large D* production cross- 
sections in favour of the D* dominance, they reduced the numbers, after accept­
ing the revised D  decay branching ratios from Mark III. This direct evaluation
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of cross-section suffered from further uncertainty in Br(D * + — » D ° 7t+), with 
the actual values used by different experiments ranged from 44% to 65%. The 
lower end of this branching ratio was obtained together with other D* decay 
branching ratios, by the Mark II experiment at S P E A R  [87] using a global fit 
to the recoiling mass spectrum in charm production. They obtained

=  44 ±  10% (4.12)

=  34 ±  7%

=  22 ±  12%

without the constraint on isospin conservation. The branching ratio Br(H*+ — >
D ° 7r+) used by this Monte Carlo was 64%. This was not in serious disagreement 
with the measurement result in Equation 4.13 since the measuremental error 
was large due to a simultaneous fit with many parameters.

It is more interesting to check with the direct measurement of inclusive 
D ° and D + production together with D * production. If a branching ratio of 
Br(jD*+ —> D ° 7t+ ) =  60% was assumed, both the measurements of CLEO[85] 
and HRS[8 6] came fairly close to the expected D /( D *  -f D ) ~l/4 from spin 
statistics. But H R S  also made the unique simultaneous measurement of in­
clusive D + and D ° production giving a ratio of D +/Z>°=0.7±0.3 which suf­
fered less from uncertainties in branching ratios and other extra uncertainties 
in comparing different, experiments. This, however, seemed to prefer sub­
stantially larger direct D  production. Therefore the Monte Carlo input of 
D / ( D - + .D)=0.42 was a compromise between the preference of the high D * 
cross section and the rather large D + / D °  production ratio.

The D  decay branching ratios were originally based on the the measure­
ments by Mark I [2 1 ] and were subsequently updated according to the new 
Mark III results [2 2]. The non-2-body modes were modelled by phase space 
decay except the semi-leptonic modes where the V-A matrix elements were 
also included.

B r ( D ' + -* D ° 7 T + )

B r ( D ’ + -* D + 7 T ° )

B r ( D ,+ -» D+7)
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Figure 4.9: Illustration of spectator B  decays: a) Charm-Spectator system and 
virtual W  independent mode (no colour suppression); b) Colour suppressed 
mode.

A  major feature of this independent jet model was the incorporation of a B  

decay Monte Carlo [90] based on various experimental results of CLEO. The 
major assumptions included:

1 ) The decays were purely spectator type as shown in Fig. 4.9a. The spectator 

light quark and the quark remaining after the b threw off the virtual W  was 
assumed not to interfer with the fragments from the virtual W . This was 
based on the study of inclusive D ° and D momentum spectrum from B  

decays done by C L E O  [91]. The conclusion was drawn from the similarity 
between the D °, D * momentum spectra and the momentum of the c quark 
from b—* c W  where the c and W  were assumed not to be interacting with each 
other. The type of decay as seen in Fig. 4.9b can occur as indicated by the 
recent measurements of B —> J/\Er -f- X  [93] which cannot take place in process 
a). However this is believed to be suppressed compared to process a) due to 
the fact that the quarks from the W  have to have the right colour to match 
up with the charm-spectator system to form colour neutral mesons. Because
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of the uncertainty in the magnitude of process b) before the measurements of 
-f X, it was not included in the Monte Carlo.

2 ) The coupling of b—> cW  was assumed to be 1 0 0%  implying no b—m W  mode. 
This was based on a strong limit of

T {b -> u )
< 5%r ( 6  C)

at 90% confidence level set by the C E S R  experiments [92]. It was obtained by 
analysing the momentum spectrum of the leptons from B  decays with especial 
emphasis on the high momentum end point beyond the b—>cli> phase space 
limit. Although there has been some discussion indicating that the limit should 
be relaxed [14], due to the dependence of the result on varying the previously 
fixed model parameter related to the assumed Fermi motion between the b 
quark and the light spectator in the B  meson, most models still gave limits 
safely below 1 0 %.

3) No further fragmentation in the charm-spectator system so that the charm 
quark and the light spectator quark would combine immediately to form a D  
or D * meson (including D a). This was consistent with the B  decay charge 
multiplicity measurement [94] of 3.8 ±  0.4 for semileptonic modes. The mea­
surement result of D  meson decay charge multiplicity was ~2.4 [21] and there 
was also the occasional transition tt± from D in B  decays. After subtract­
ing these contributions and the lepton itself, the remaining charge multiplicity 
was consistent with zero. The rather hard D  and D* momentum spectra [91] 
also excluded the possibility of extensive fragmentation in the charm-spectator 
system which would significantly soften the D  and D * momenta.

The virtual W  could either turn into e v e or according to the specified 
1 2 %  semileptonic branching ratio or fragment into hadrons after firstly turning 
the W  into Cabbibo-favoured u d or cs pairs. The probability ratio of u d  : cs  

was set to 9:1 based on the expectation of phase space calculations. The V-A
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matrix elements were used together with the phase space factors to determine 
the B  decay topology except in the case when only 1 meson was made from 
the W  leading to a 2 body decay. Since the branching W —>rur suffered a 
phase space suppression similar to W —>cs with regard to the semi-electronic 
and semi-muonic modes, it was considered to be small enough to be neglected.

The most crucial parameter relevant to the analysis of this thesis is the B  

decay charge multiplicity. The Monte Carlo outcome can be compared to the 
C L E O  measurements [94]

'k ick ^ R.M.S < Tick >
C L E O  Data 5.50 ±  0.03 ±  0.15 2.18 ±  0.02 ± 0.13
Monte Carlo 5.57 2.11

The momentum spectra of the D  and D * from B  decay in the B  rest frame 
also agreed well with the measurement of CLEO. The inclusive D ° momentum 
spectrum of B  decay modelled by the Monte Carlo is shown in Fig. 4.10 to­
gether with the C L E O  measurements corrected with the new Mark III D  decay 
branching ratios and normalised to the same number of B 0,!^ decays. The 
Monte Carlo can be seen to be consistent with the data within the rather large 
errors. The assumption of the spectator model can be examined by noticing 
the agreement in shape while the fraction of D ° yield in B  decay is reflected 
from the overall normalisation. The Monte Carlo used different decay life­
times for different charm mesons and the same lifetime for all B  mesons since 
no separate measurements of lifetimes for different species of B  mesons exist 
up to date. The Monte Carlo input lifetime values together with the present 
world average values are shown in Table 4.4 as reviewed by Gilchriese [18].
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Figure 4.10: Momentum Spectrum of D ° from B  decays in B  Rest Frame.

Particle World Average 
of Measurements Monte Carlo Input

(1 0 - 1 3 sec) (1 0 - 1 3 sec)

D ° ,D ° 4.30 ±  g;3° 4.00

D ± 10.31 ± 9.33

D f 3.5 ± 3.33

<  B  h a d r o n > 1 1 - 1  ±  u 1 0 .0 0

Table 4.4: Monte Carlo Heavy Flavour Particle Lifetime Input.
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4.5 D etector  S im ulation

The detector simulation code SIMPLE [95] was applied to the TASSO detector 
environment. The spatial starting points of the events were simulated to spread 
within a specified beam envelope. The starting point of each particle was 
generated with the decay distance included if the particle decayed weakly.

Each particle from the event generator was traced through the detector 
layer by layer from its generation point. For each layer of material, the pos­
sible 7  conversions, elastic and inelastic nuclear scatterings, charged particle 
multiple Coulomb scatterings and electron bremsstrahlung were simulated. 
The hits due to charged particles traversing through the wire chambers were 
created according to the wire chamber efficiencies and spatial resolutions. The 
time of flight of each particle was also traced to the position corresponding 
to the inner time of flight counters and the time of flight measurements were 
simulated.

Both the main drift chamber and vertex detector simulations included vari­
ations of spatial resolutions at different parts of a wire cell. The hit efficiencies 
were allowed to vary from layer to layer according to the study of hadronic 
data and cosmics. The vertex detector spatial resolution was generated with 
the rather pessimistic value of 1 2 0 /i,m in the middle of the wire cells due to the 
fact that the Monte Carlo was originally tuned to the old 1983-84 data only.

Random noise hits were also generated based on the study of extra hits in 
hadronic events and hits in random beam crossing events. This was done by 
generating hits randomly in <j> with the hit multiplicities per event following 
a Poisson distribution and the mean hit multiplicity was similar to that de­
scribed in chapter 3 for clean random beam crossings. No attempt was made 
to simulate large showering noise hit clusters in this Monte Carlo. A  2% prob­
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ability of crosstalk within the same layer was also added for both the drift 
chamber and the vertex detector.

The hit banks were created by taking only the earliest hit on each wire 
irrespective as to whether it was a track hit or a noise hit to simulate the 

effect of normal T D C  readout. The track finder FELIX (see section 2.5) was 
then performed on the hit bank in the same way as for the data. The scattering 
fit (also described in section 2.5) was then the performed on each track. The 
main hadronic event trigger was also simulated from the chamber and ITOF 
hits to reject events which would fail the trigger. Further rejections were made 
by passing events through the offline processing chain and hadronic selection 
program.

4.6 D ata  — M onte Carlo Com parison

After detector simulation of the Monte Carlo events including the offline passes 
and hadronic selection as well as the track finder processing, the general fea­
tures of the data and Monte Carlo can be compared directly using the final 
form of the charged tracks. For the following comparisons only good tracks 

reconstructed in 3-D were used.

4.6.1 Event Shape

The event shape comparisons in figures 4.11 - 4.17 were all normalised to the 

same number of events as the entries were divided by the number of input 
events.

The inclusive charged particle momentum spectra are plotted in Fig. 4.11. 
The event charge particle multiplicities are plotted in Fig. 4.12 for both data 
and Monte Carlo. As stated at the beginning of this chapter, the Monte Carlo
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was at a fixed energy and only briefly tuned to part of the data. The slight 
excess of charge multiplicity in the Monte Carlo showed up mainly in the high 
momentum tail of the inclusive momentum spectrum. This excess will later 
on be included as a part of the systematic error in the tagging flavour content 
estimation. However, this was rather surprising since the most important pa­
rameter a i which controlled the momentum spectrum already had a sizable 
increase from 0.630 for the 35 GeV Monte Carlo [96] up to 0.751. This was 
supposed to soften the momentum spectrum as naively expected from Equa­
tion 4.6.

The event thrust axis is defined as the direction along which

p*^track

t = E
3 l*fl

(4.13)

is maximum, where the sum is over all tracks in the event and Py is the 
momentum component of a track parallel to the thrust axis. The thrust axis 
is normally a good description of the original direction of the most energetic 
parton in the event. The maximum value of T  is the e v e n t th r u s t . In the case 
of an event with 2 extremely narrow back to back jets, the thrust T  approaches 
1; in the case of a very spherical event, the thrust T  tends to 0.5. Thus this 
is a useful parameter to distinguish 2-jet events and 3 or 4 jet events with the 
latter two bearing lower thrust values.

Further event shape parameters are defined by the normalised momentum 
tensors

^ 7 )  _  S  j  P ja P j / 3  /  1 P j
E

,2—7

■ a /3 7  =  1 , 2 (4.14)

Diagonalising tensor gives eigenvectors ni,n2,n3 and the corresponding 
eigenvalues

Qk = £ j ( p j  • h k ) ‘
E j  M 2

(4.15)

Similarly the tensor T W  gives eigenvectors m l5 m 2, a n d  the corresponding 
eigenvalues

L k = Ej(Pj • mk)3/\pj 
Ej  IPjl

(4.16)
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Figure 4.11: Inclusive Charged Particle Momentum Distribution.
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Figure 4.12: Event Charged Particle Multiplicity.
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After ordering the eigenvectors such that Q 1 > Q 2 > Q 3 and L i  >  L 2 > X 3, 
the axes 7Zi,m! give directions close to that of the thrust axis. The direction 
of h i is the sphericity axis and the event sphericity is defined as

5 =  |(1 - Q i) (4.17)

The variable 5 is close to 0 in case of an event with 2 narrow back to back jets 
and has larger values for more spherical events. It has a sensitivity comparable 

to that of T  for 3 or 4 jet events due to hard gluon radiation. However, T  

is more easily related to Q C D  as it is linear in track momentum. The T  and 
S distributions for data and Monte Carlo events, calculated using all charged 
tracks in the events, are shown in Fig. 4.13 and Fig. 4.14 respectively.

The characteristics of momenta of particles in transverse and longitudinal 
directions to the event thrust axis can be seen from the distributions of P  

and rapidity 77 respectively. The rapidity of a particle is defined as

V
E  +  fn 
E  -  P» (4.18)

where P t and P|| are momentum components of a particle transverse and 
parallel to the event thrust axis respectively. The P } and 77 distributions of 

charged tracks are shown in Fig. 4.15 and Fig. 4.16. In calculating the energy 
E  of the particles, a mass was assigned to all particles. The rather flat 
rapidity distribution of the Monte Carlo was a known problem [96] of the 
independent jet model which was not adjustable to produce the mid-plateau 
enhancement.

Since the axes n 3, 7713 are generally perpendicular to the event plane defined 
by acollinear jets, the P t of particles with respect to axes 77,3,7^3 (P t  out) 
characterises the flatness of an event. The Pj of particles with respect to the 
axes n 2,m 2 (P t  in) shows the spread of particle directions within the event 
plane. Thus the P t0ui distribution is sensitive to the jet widths while Prtn
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distribution is more sensitive to the rate and hardness of gluon radiation which 
is proportional to the strong interaction coupling constant a a. The Prout and 
P xin distributions are plotted with respect to the event ra3,m2 axes determined 
from tensor in Fig. 4.17.

4.6.2 Tracking R esolution

To examine the quality of the detector simulation, the hit association with 
tracks were checked with data. The hits associated with tracks should reflect 
both the hit efficiency and effect of tracks sharing the same wire cells. The 
impact parameter resolution would worsen when the track had fewer V X D  
hits. Large discrepancies would also affect the number of tracks passing the 
cut on the minimum number of V X D  hits. The percentages of tracks having 
hits associated with each of the 21 wire chamber layers of the TASSO inner 
detectors are shown in Fig. 4.18 for both data and Monte Carlo simulation. 
The distribution of the total number of V X D  hits associated with tracks are 
plotted in Fig. 4.19.

The most important factor of the detector performance which would di­
rectly influence the various lifetime measurements and the plausibility of the 
decay vertex tagging is the track impact parameter resolution. The impact 
parameter resolution was checked for tracks in hadronic events passing the 
normal track cuts of P > 0.4 GeV/c and V X D  hits > 3. The variable plotted 
in Fig. 4.20 is the impact parameter of tracks in hadronic events, to the event 
spot found for each event. The definition of the sign of impact parameters and 
the method of determining event spot will be discussed in chapter 5.

The generally reasonable agreement between data and Monte Carlo in both 
the event shape and detector performance provided the essential basis for es­
tablishing and estimating the effectiveness of fine decay structure tagging.
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C h ap ter 5
A n alysis  o f  b E nrichm ent 
M eth o d

5.1 G eneral S tudy o f  R equirem ents

The aim of this analysis is to use the long decay lifetimes of B  mesons to 
separate the primary bb events in e+e_ annihilations from the more abundant 
light flavours and charm events, so that the various properties of the b quark 
can be studied with less background from other flavours.

In the instrumentation of the T A S S O  detector, only charged particles can 
be detected with both momentum and spatial trajectory measurements to a 
high accuracy. For most e+e“ experiments presently running, the accuracy 
of measuring charged track hits in the r  — <f) plane is normally an order of 
magnitude better than in z . The demand of recognising decay signatures in 
a region of a few m m  in size limits the tagging method to one based on the 
geometry of charged tracks in the r  — <f> plane only. Therefore reference to tracks 
will exclusively mean charged tracks and the distance variables will mean the 
projected distances in the r — <f> plane unless stated otherwise explicitly.

The event geometric configurations can be firstly considered in an idealised 
manner. A  primary light flavour event is expected to consist of tracks all 
coming from the e+e“ annihilation point apart from a few tracks from K° or A
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decays. A cc event should have most of the tracks coming from the primary 
event spot together with a few tracks from 2 separate decay vertices due to 
short lived charm hadrons. Ignoring the possible small fraction of B  baryon 
production, the general feature of a bb event can be expected to contain two 
B  mesons travelling opposite to each other with very high energy due to the 
rather hard heavy quark fragmentation function, together with a few primary 
fragmentation particles. Each B  meson decays after some distance and almost 
always yields a charm meson with a few other particles at the decay point. The 
charm meson travels further and decays to form another vertex. This naive 
idealisation can be seen from Fig. 5.1.

Figure 5.1: Illustration of an Idealised bb Event.

However this simple decay structure is normally smeared to a much more 
confusing picture due to the finite detector resolution which is comparable 
to the decay distances which are only of the order of 1 m m  in general. The 
enrichment of bb events using these short distance decay structures is only 
possible when the decay distances are sufficiently long compared to the impact 
parameter resolution of average tracks.

Another concern is whether the bb events are separable from cc events 
since the charm hadrons also have comparable lifetimes. The expected decay
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D ecay D is ta n c e  (cm)
Figure 5.2: Monte Carlo Heavy Meson Decay Distances.

flight distances away from the event e+e“ interaction point for heavy mesons 
of various origins are plotted in Fig.5.2. The problem seems rather serious 
at the first sight as charm mesons from cc events are not only very common, 
but their decay lengths are no shorter than those of the B  mesons either. 
This is due to the fact the charm mesons normally have larger Lorentz boosts 
compared to B  mesons which compensates for their slightly shorter lifetimes. 
The D ±, in fact, even has nearly the same lifetime as the average B  hadrons 
which results in the large decay length tail. The charm mesons from B  decays 
extend the B  decay structure somewhat further but the distances are limited 
by the small Lorentz boost in this case.

To overcome this difficulty, the properties of the decay track impact pa­
rameters can be brought in to help. The impact parameter is defined as the 
distance of closest approach of a final reconstructed track to a reference point 
which can be the starting point of the particle or the e+e“ interaction point. 
The definition of the sign of the impact parameter can be seen from Fig. 5.3 
where the track with a positive impact parameter crosses the positive half of
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Figure 5.3: Sign Definition of Impact Parameters.

the axis of the jet to which it belongs. Consider a heavy meson travelling 
along the jet axis with various possible Lorentz boost factors. The longer de­
cay distances resulting from larger Lorentz boosts are also accompanied by 

narrower opening angles of the decay tracks with respect to the heavy meson 
flight path for the same centre of mass frame decay configuration. These two 
effects tend to cancel each other with the interesting consequence that the 
decay track impact parameters are approximately independent of the heavy 
meson’s Lorentz boost factor.

Since most of the annihilation events in P E T R A  energies are 2 jet-like, the 
events can simply be divided into two halves using the plane perpendicular to 
the event thrust axis. The outgoing vector along the thrust axis serves as a 
good approximation to the jet axis for each half. For this analysis, the thrust 
axis is calculated with the charged tracks in the event only. The angles of all 
generated Monte Carlo B  meson flight directions with respect to the calculated 
thrust axes are shown in Fig. 5.4. The entries beyond 90° represent tracks in 
the extremely hard 3 or 4 jet events which cause two B  mesons to end up 
in the same hemisphere. The Monte Carlo indicates that there are ~  3% of 
bb events belonging to this class.
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Figure 5.4: Monte Carlo B  Flight Direction w.r.t Event Thrust Axis.

Following this definition of axes, the expected behaviour of different types of 
tracks can be studied from the Monte Carlo. The impact parameters of various 
types of Monte Carlo tracks with respect to the generated event e+e“ inter­
action points are plotted in Fig. 5.5. The finite decay distances and smear 
due to finite detector resolution after track finding and fitting were folded in 
the distributions. Following the study of multiple scattering effects as in sec­
tion 3.7, only good tracks with P > 0.4 Gev/c were used and the number of 
V X D  hits on each track was required to be > 3. No normalisation was made 
so the different scales show the relative abundances of various types of tracks 
averaged over all hadronic events.

Although the large abundance of the fragmentation tracks and charm m e ­
son decay tracks still dominate the whole range of impact parameter distances, 
the positive shift in the impact parameters of B  decay tracks can be seen to be 
more obvious than in those of the D  meson decay tracks in cc events. As there 
are ~  10 times more u d s c events than b events, the severe background still
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presents a formidable difficulty even with very large positive impact parame­
ter shifts. However, the fact that a B  decay normally gives a large number of 
tracks in the same event holds the crucial key to the possible large suppression 
of both the u d s and charm events.

5.2 E vent Spot F inding

The distinction of a decay vertex could only be relevant when a reference 
point was given, ideally the event e+e“ annihilation point. However, recalling 
the description in section 2.5, only an estimation of the centre of the beam 
envelope was available for each data-taking run. The spreads of individual 
event interaction points within the envelope were typically ~  100 ynxi in y and 
~  500 ̂ m  in x . The track impact parameter resolutions, as studied in section 
3.7, were in the range of 150/mi - 300)um. This meant that the beam centre 
positions in y were already good estimations of the y coordinates of the event 
interaction points, since the event spread within the envelope was smaller than 
the track impact parameter resolution. However, the event spread in x was 
still fairly large compared to the track impact parameter resolution. Because 
this large spread was comparable to the expected B decay distances, a more 
accurate estimation of the event spot was required as a reference point.

To make the estimation of the event spot for each event, the procedure 
was simplified by fixing the event y coordinate to that of the beam centre 
since it was already known to a sufficient accuracy. The crossing points of all 
the tracks in the events with the horizontal line y =  ybeam were then found. 
With reference to Fig. 5.6, the x coordinate of the track crossing point for 
track i is denoted as X{. A  simple weight of W { =  \sin(f>i\ was assigned to 
track i to emphasise the fact that the vertical tracks provided more accurate 
crossing points in x . Assuming the sum of the weights for all tracks was 
an ordered sum of track weights was then performed from left to right in the

151



V

Figure 5.6: Illustration of Event Spot Finding Scheme.

order of increasing x croas, until the sum reached the point closest to W o /2. The 
weighted average of the two X CTOSS points just above and just below this half- 
sum was then assigned as the estimated event spot x . Fig. 5.6 is an example 
of the effect of this event spot finding scheme on a Monte Carlo event.

Notice that this scheme was just a simple counting of tracks without global 
distance averaging. Only the x cross coordinates of two tracks in the middle had 
been used. This was to avoid a single track with large d 0 pulling the average. 
The effect, due to tracks from decays at some distances away from the event 
interaction point should statistically cancel since each decay would tend to 
give equal number of tracks to the left and to the right. As long as the number 
of tracks on the left and right were balanced, the determination of x in the 
central part should be unaffected.

This method works on the basis of statistical convergence which was only 
valid for events with large enough number of tracks. So a quality cut required

152



the total sum of weights W 0 > 3 was used. Most of the ~13% which failed 
this cut were horizontal with low charge multiplicity. The Monte Carlo also 
showed that the loss of bb events was slightly smaller than that of the other 
flavours.

The resulting improvement in the event spot x can be seen from Fig. 5.7 
where the spread in x with respect to the generated Monte Carlo interaction 
point has been plotted both using the event spot given by this method and by 
using the simple beam envelope centre. The deviation from a true Gaussian 
for the event spot x spread was due to the fact this event spot resolution had 
some dependence on the event charge multiplicities and <f> orientations.

To confirm the above resolution obtained from Monte Carlo, a direct com­
parison with data can be made by drawing a vertical line through the found x  
event spot to recalculate the y event spot in a similar way. The result is shown 
in Fig. 5.8 where A Y  is the spread of event spot y obtained by this method 
with respect to the beam centre y coordinate. The good agreement between 
the data and the Monte Carlo not only confirmed the resolution intrinsic to 
this method, but also verified the accuracy with which the beam centre y lo­
cation was known. If either of them were significantly worse in accuracy, the 
histogram in Fig. 5.8 would be wider for the data.

5.3 The Tagging M eth od

The first step is to select the appropriate events and tracks for the tagging. The 
data used by this analysis were the TASSO high energy data collected after 
the installation of the V X D  in 1983, up to the end of 1985. The e+e“ centre 
of mass energy W  ranged from ~38 Gev to ~46 Gev with most of the data 
accumulated at ~44 GeV and 38.3 GeV respectively as previously shown in 
Fig. 4.1. There were in total 7983 events in this sample with the V X D  in 
normal operation.
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To avoid large particle loss at lower 6 angles due to the limited solid angle 
coverage of the tracking system, only events with thrust axis direction within 
\cos6thruat\ <0.75 were used. About 13% of the events failed this cut. The 
event spot finding procedure, as described in the previous section, was then 
applied with the requirement of total track weight Wo >3.

A  further rejection was made on events with large clusters of noise hits in 
the VXD. This was done by grouping V X D  wires into 4x9 sectors and wires 
with hits assigned to tracks were masked out. A shower cluster sector was 
defined to be a sector with more than half of the remaining wires registering 
hits. An event was rejected if there were > 2 shower clusters in the VXD. This 
resulted in a loss of 5.8% of the events in the data while only 0.02% of the 
Monte Carlo events accidentally fell in this category.

There were 5734 events surviving after all these event selection criteria 
and which were passed to the tagging program. The Monte Carlo events were 
passed through the same event selection procedure and 32568 events out of 
40000 were left after all cuts.

The tracks used in this analysis were always the tracks found by the FELIX 
track finder, and followed by a scattering fit as described in section 2.5. The 
aim of the scattering fit was to improve the impact parameter resolution for low 
momentum particles. All event and track selection criteria were applied to the 
data and the Monte Carlo in the same way. The track selection requirements 
were

x ^ / n d f < 3.0
\cos6\ < 0.87
\Zo\ < 10.0 cm
\do\ < 0.25 cm
P > 0.4 Gev/
Track V X D  Hits > 3
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The last 3 cuts were the most important. The term |d0| here referred to the 
closest approach of a track to the found event spot. The rather strong cut 
of 2.5 m m  was used to reject K ° , A decays products, 7  conversion electrons, 
badly tracked particles and particles deflected by inelastic scattering on de­
tector materials. The momentum cut was a compromise between avoiding 
pattern recognition confusion due to serious multiple scattering problems for 
low momentum particles and maintaining as many B  decay tracks as possible. 
The V X D  hit cut was a further control of spurious tracks and also ensured 
reasonable impact parameter resolution for the track.

Since the main aim of the tagging for this analysis was to study the strong 
interaction and fragmentation aspects of the bb events, it was preferential not 
to use the event thrust or sphericity axes. Instead, tracks were paired to give 
reference to each other in a way similar to that used to define the signs of 
the impact parameters. Apart from certain assumptions described below, the 
good tracks in an event, which passed track selection cuts, were paired in all 
possible combinations to form simple vertices defined by their r  — <f> crossing 
points.

The following cuts were used to reject spurious vertices as being very un­
likely to have been formed from a pair of B  decay tracks:

$3d  <  55°

^2d  > 5°

\lv \ < 0.7 cm

where and ̂ 2D are the opening angles between the momentum vectors of 
the 2 tracks in 3-D and 2-D respectively. lv is the distance in r-<f> between a 
vertex and the found event spot. The cut on 2d was merely to reject vertices 
formed from a pair of tracks nearly parallel to each other in which case the 
uncertainty on crossing coordinates would be too large to be of any use. The
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7 m m  cut on the vertex distance l v was a rather loose requirement, with vertices 
due to the B  decay track pairs being well contained inside yet it still rejected 
some crossing points due to slightly kinked K ° decay tracks or tracks which 
interacted.

The cut was based on the expectation of the decay kinematics of the 
B  mesons. The Lorentz boost acquired by a B  meson ensured that most of 
the decay tracks were in the forward cone centred around the original B  flight 
direction. The Monte Carlo distribution of this opening angle for various types 
of track pairs are shown in Fig. 5.9 for tracks within the same hemisphere in 
an event defined by the plane perpendicular to the event thrust axis. The B  
and D  decay pairs referred to vertices formed from pairs of tracks coming from 
the same heavy meson decay. The mixed types referred to pairs containing one 
track from heavy meson decay and one track from primary fragmentation.

The histograms plotted were normalised to the same number of events for 
the data and Monte Carlo. The different vertical scales of the three graphs 
should be compared as they indicate the absolute concentrations of different 
types of vertices in the total event, sample. The excess of charged tracks in 
the Monte Carlo showed up here as clearly more vertices were formed per 
event in the Monte Carlo. The excess was mainly for pairs with large opening 
angles around ~80°. A  check on the absolute scales for the main sources 
of contributions in this region seemed to suggest this was most likely due to 
the excess of primary fragmentation tracks rather than due to the errors in 
simulation of the heavy meson production mechanism. The effect of the excess 
of wide angle tracks was significantly reduced when the 55° cut on \J/ 3& was 
imposed. However, because the exact cause of this excess was not investigated, 
systematic errors on flavour content of the tagged samples will be assigned (see 
section 5.5) to account for its effect.

As far as the B  decay track pairs were concerned, the 55° cut was well 
into the distribution tail. This was to promote efficiency and avoid large
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systematic errors due to e.g. uncertainty in the B  momentum spectrum. On 
the other hand, this cut rejected a large fraction of vertices which were most 
likely involving primary fragmentation tracks.

For each vertex which passed the above cuts, a weighting factor was in­
troduced to reflect how likely it was that it belonged to a real decay vertex. 
Put in more practical terms, this was to find how unlikely the vertex coincided 
with the event spot. Assume the r  — <j> projections of the momentum vectors 
of the 2 tracks forming a vertex were Pi and P 2 respectively. The vertex r — <j) 
momentum direction was simply defined by the vector sum of Pi and P 2

Pv =  Pi +  P 2

The apparent vertex flight distance lv was defined by the displacement vector 
from the event spot to the 2 track crossing vertex as illustrated in Fig. 5.10. 
The r — <J> collinear angle a  referred to the angle between the vertex momentum 
and flight distance vectors P v and lv. The vertex weight was then empirically 
chosen to be

_  ( | l y  |e o t o ) 2W  =  ( 1 — e ) • cosa (5.1).

where the vertex distance resolution parameter crv depends on the momenta 
of the 2 tracks. This was based on a study of the efltect of multiple scattering 
on track impact parameter resolutions.

The assumed track impact parameter resolutions listed in Table 5.1 were 
the same values extracted from the Monte Carlo study in section 3.7. The track 
impact parameter resolution was then modified by adding the above resolution 
values in quadrature to the event spot resolution i.e.

& tra c k  yj^ tr a c k ^  ®ev—spot (5.2)

The event spot resolution was simply chosen to be crev -spot — 200 ̂ m  based on 
the study in section 5.2.
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Momentum Impact Parameter Resolution

(Gev/c) V ’ira c k (Mm )

< 0.3 896

0.3 - 0.5 549

0.5 - 0.8 431

0 .8 - 1 . 2 324

> 1 . 2 217

Table 5.1: Assumed Track Impact Parameter Resolution Variation with M o ­
mentum.

The vertex distance resolution was related to track impact parameter res­
olution by making a parallel shift of 1 crtrac}. for each track in turn and adding 
the resulting shifts in vertex coordinates along the P v direction in quadrature. 
The detailed variable definitions are illustrated in Fig. 5.10. This translates 
mathematically to

— ■ y j \ a 1 COS'4)2 y  +  ((T2COStj) i)2 (5.3)sin (rp i +  ip2)

where crl5cr2 are the modified impact parameter resolutions of track 1 and 2 

respectively.

Notice that the vertex weight definition in Equation 5.1 involved the collinear 
angle a  twice. This was intended to weigh down the rather spurious type of 
vertices with their momentum vector nearly perpendicular to the apparent de­
cay paths. The c o s a factor outside also defined the sign of the weight so that 
vertices with P v and lv pointing in opposite directions would acquire negative 
weights. The fact that u d s events had tracks which nearly all came from the 
event spot would make vertex weights be equally positive and negative, so
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that the sum of weights in an event would be close to zero on average. The 
design of the weight also ensured that the maximum weight obtainable is 1. 
This saturation was needed to avoid a single long distance vertex carrying too 
much weight.

The actual distribution of the vertex weights is shown in Fig. 5.11 for all 
vertices which passed the selection cuts. These were again for pairs within 
the same hemisphere divided by the plane perpendicular to the event thrust 
axis. The data and Monte Carlo were normalised to the same number of 
entries. The variations of the weights are also shown for the Monte Carlo, by 
changing the original track impact parameter resolution (r[rack by ± 20%. The 
discrepancies between data and Monte Carlo can be seen to be larger with 
these alternative resolution values. The weight distributions for all pairs in 
Monte Carlo u d s events and B  decay pairs are also shown together normalised 
to the same number of entries.

Most of the vertices were distributed symmetrically around zero as expected 
from pure broadening due to detector resolution. Although a large fraction of 
B  decay pairs were also in the region around zero or less, the clear positive shift 
was already exploitable. The main principle of tagging was to sum the weights 
of all the pairs in an event or a jet together to separate a fraction of bb events 
from the rest. The u d s events were expected to have this sum peaked close to 
zero due the statistical cancelling for non-decay pairs while cc and bb events 
should have net positive shifts. The criteria required for the tagging signal 
were clearly long decay times and large decay charge multiplicities. As far as 
the background was concerned, the sum of a set of symmetrically distributed 
positive and negative weights should be relatively stable against normalisation 
problems e.g. excess of Monte Carlo tracks or small deficiencies in the decay 
model.

There were two possible modes of tagging. The J e t-m o d e tag was the 
conventional technique of dividing an event into 2 hemispheres using the plane
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perpendicular to the event thrust axis so that tagging one side would leave the 
other half to be studied free of bias. The G lo b a l-m o d e tag was the method of 
taking all track pairs in an event together without dividing the event. This 
was done with exactly the same cuts as for the j e t - m o d e except tracks from 
different hemispheres could also combine. However the 3-D opening angle cut 
of 55° strongly restricted the otherwise large number of spurious combinations. 
The availability of this easy switch was mainly due to the design of the vertex 
weight where the use of the thrust axis direction was deliberately avoided. The 
fact that the G lo b a l-m o d e did not need the thrust or sphericity axis at all, can 
be a useful tool for studying strong interaction aspects of the tagged bb events 
which would rely on the effects due to multi-jet events.

The half event weight sums for the J e t - m o d e tag are shown in Fig. 5.12 for 
data and Monte Carlo, normalised to the same number of input events. The 
flavour content at positive U W  are also indicated for the Monte Carlo in the 
second view. A  similar set of plots for the G lo b a l-m o d e tag can be found in 
Fig. 5.13.

The enrichment of bb events can be obtained by various cuts on the weight 
sum STF depending on the desired purity and acceptable efficiency. The pre­
liminary estimation of the efficiency and purity of the tagged samples are listed 
in Table 5.2 for J e t - m o d e and in Table 5.3 for G lo b a l-m o d e separately. The 
input Monte Carlo events of 32566 were scaled down to normalise to the input 
data events of 5734 for these tables and also the remaining tables in this chap­
ter. The errors on the efficiency and purity will be given in section 5.5 together 
with the inclusion of systematic effects. The efficiency values were estimated 
from tagged Monte Carlo b jets/events as a fraction of input b jets/events. 
The efficiency for J e t - m o d e was fairly low but there were two chances in each 
event.
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s w Tagged Tagged M.C Flavours M.C. b jet tag M.C. b

Cut Data Jets M.C. Jets bb cc u d s Efficiency (%) Purity (%)

> 2 599 607 230 203 174 19.1 38

> 3 241 255 126 71 58 10.5 49

> 4 118 119 73 26 20 6.0 61

> 5 60 63 42 11 10 3.5 67

> 6 37 36 26 6 4 2.2 73

Table 5.2: Initial Estimates of Tagging Efficiency and Purity in J e t-m o d e .

S W  

Cut

Tagged 

Data Events

Tagged 

M.C. Events

M.C. Flavours 

bb c c  u d s

M.C. b event tag 

Efficiency (%)

M.C. b 

Purity (%)

> 2 617 654 233 229 192 38.5 36

> 3 303 313 153 92 68 25.3 49

> 4 164 164 99 40 25 16.3 60

> 5 84 91 64 17 10 10.6 70

> 6 43 56 44 7 5 7.3 79

Table 5.3: Initial Estimates of Tagging Efficiency and Purity in G lo b a l-m o d e .
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5.4 V erification o f b E nrichm ent

Although the agreement between data and Monte Carlo on tagging statistics 
was fairly good, some independent means of verification is still very desirable 
to give better confidence in the b enrichment.

5.4.1 Internal C onsistency  Verification

One of the interesting ways of checking the tagging statistics was to count 
the single tag and double tag events for the J e t - m o d e tag. From the results 
in Table 5.2, it can be seen that the expected level of suppression on u d s c  

events was already very large when a cut of S W  > 2  was demanded. The 
fact that only a small fraction of the jets passed high S W  cuts, gave only 
a very small chance for both jets in an event to be tagged independently at 
the same time, if the tagging source was random. However if a coherent event 
source, e.g . bb events, provided a much higher probability for tagging, the 
overall double tag probability could be raised significantly even if this source 
was only a small fraction of the total event sample. The only external factor 
brought in by the analysis which might correlate the two halves of an event 
was the event spot obtained using all tracks in the event. However, if one side 
benefitted from a shifted event spot due to reconstruction error to get tagged, 
it would make the opposite side more unlikely to be tagged at the same time. 
Therefore, large numbers of double tagged events would be a strong support 
of b enrichment.

The actual tagging statistics for the data and Monte Carlo are shown in 
Table 5.4 together with a rough estimate for the case of random tagging source. 
The random probability was given by

D o u b le  T a g  =  A l l  E v e n t s x ( T a " J d JeM\ A ll  J e t s  j
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s  w Tagged Data Events Tagged M.C Events Expected Random

Cut Single Double Single Double Double Tag

> 2 535 32 549 29 16

> 3 219 11 237 10 2.5

> 4 108 6 114 3 0.6

> 5 54 3 62 1 0.2

> 6 33 2 35 1 <0.1

Table 5.4: Statistics of Double Tag Events in J e t-m o d e .

Another similar approach of verification is to check the mean impact param­
eters with respect to event spot for tracks opposite a tagged jet, again using 
the J e t - m o d e tag. This wsls based on the idea that if the tagged event was a 
b event then the bias free jet opposite the tagged jet in the same event should 
also contain a B  hadron often decaying to tracks with large positive impact 
parameters. Again, if events were tagged because event spots were shifted, the 
impact parameters of tracks in the opposite jet would more likely be negative 
than positive.

Average Jets Opposite Tagged Jets

Data Monte Carlo Data Monte Carlo

33 ± 3 /xm 29 ±  2 /xm 156 ±  30 /xm 94 ±  11 /xm

Table 5.5: Mean of High Quality Track Impact Parameters in /xm.

The tracks used in this case were high quality tracks with P > 1 Gev/c and 
at least 5 V X D  hits. The tagging requirement was X W  > 4. The actual track
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Figure 5.14: Impact Parameter Distributions of High Quality Tracks in Aver­
age jets and b Enriched Jets.

impact parameter distributions for tracks in average jets and tracks opposite 

tagged jets are shown for the data in Fig. 5.14. The mean impact parameter 
values obtained with cut \d\ < 3 m m  are listed in Table 5.5.

The expected mean of impact parameters for high quality tracks was 124 /im 
for pure bb events and 38 /zm for pure cc events according to the Monte Carlo 
with B  lifetime of exactly 1 ps. Both the high double tag statistics and the 
large positive value of the mean impact parameter in the data gave good con­
fidence for this tagging scheme. The fact that the data even surpassed the 
Monte Carlo expectation somewhat was consistent with fact that the TASSO 
measurement of average B  hadron lifetime [30,34] was longer than 1 ps by a 
similar ratio.
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5.4.2 Test w ith  M uon C andidates

Some independent evidence can also be obtained by comparing the vertex 
tagging method with existing enrichment schemes. Firstly, it can be compared 
to the so far most popular method of using high P t leptons. Due to the problem 
that half of the TASSO liquid argon shower counter was not operational for a 
large fraction of the data taken in 1985, only muons will be considered here.

The detailed description of TASSO muon chambers can be found in [61]. 
The muon track selection cuts were:

At least 3 Hits from 4 chambers 
Muon Momentum > 2.0 Gev/c
Confidence level of D C  track to f i-chamber hits association > 0.01 
All ambiguous candidates sharing //-chamber hits were rejected.

The resulting muon P t spectrum with respect to the event thrust axis are 
shown together for data and Monte Carlo [97] in Fig. 5.15 normalised to the 
same number of events for the data and Monte Carlo. The relative fractions of 
contributions from various origins as estimated from Monte Carlo are shown in 
Table 5.6. The number of muon candidates in tagged samples at various S W  

cuts are shown for the G lo b a l-m o d e tag in Table 5.7. The last column shows 
the expected number of muon candidates for the case that the tagged samples 
had no eifect in flavour selection at all, so that the probabilities of getting 
muon candidates were equal to those for an average event. Unfortunately, the 
rather poor statistics and purity of the muon sample did not allow a convincing 
conclusion on the b enrichment.
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fi Type All P T P t >1.0 Gev/c

b — > fi 15% 24%

b —> c —» fi 7% 5%

c — > fl 28% 24%

Fakes 50% 47%

Table 5.6: Monte Carlo Estimate of Origins of Muon Candidates.

Actual Tagged Actual Tagged Expected Muons
Data Events M.C Events if ETF Had No

Flavour Selection
All Pj> >1.0 All Pj1 >1.0 All Pr >1.0
212 65 204 82 (212) (65)
11 4 13 6 4 2

All Events 

E W  >  4

Table 5.7: Statistics of P>2 Gev/c Muon Candidates in All and Tagged Events 
for G lo b a l-m o d e .
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Figure 5.15: Muon Candidate Pj- distribution.

5.4.3 C om parison w ith  Sphericity  Product Enrichm ent

Another approach is to compare with the b enrichment scheme using the event 
sphericity product [30]. Although this scheme depends quite heavily on the 
Monte Carlo simulation of strong interaction and fragmentation features which 
are to be studied with the lifetime tagging method, the main point here is that 
the information used by the two enrichment methods are independent.

The sphericity product method was based on the decay kinematics of the 
B  meson in a bb event. An event was divided into two halves by the plane 
perpendicular to the event sphericity axis. Tracks within a 41° cone around 
the sphericity axis were taken for each side and a Lorentz transformation was 
performed on these selected tracks. The transform was made back toward 
the rest frame of a hypothetical particle travelling along the event sphericity 
axis with an empirically chosen (3 of 0.74. The sphericity in the new frame 
was then calculated using the selected tracks for each side separately. The
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£ W Tagged Data Tagged M.C Expected Events if £ W

Cuts Events Events Had No Flavour Selection

All Events 780 575 (780)

2 < £ W  < 4 90 79 60

4 < £ W  <  6 26 35 11

> 6 25 22 5

Table 5.8: G lo b a l-M o d e Tagging Statistics at Various £ W  Ranges after
Si • S 2 > 0.1 Cut.

resultant product of the sphericity values on two sides, Si • S2, was the variable 
used for the b enrichment cut.

With a cut of Si • S2, a moderate purity of 31% was obtained with the 
fairly good efficiency of 34% for the bb events. However, increasing the cut 
further could not improve the sample purity significantly while the efficiency 
would drop quickly.

The comparison of tagging statistics between data and Monte Carlo with a 
cut of Si • S2 > 0.1 for the sphericity product method and various £ W  regions 
for the G lo b a l-m o d e tag is shown in Table 5.8. The total number of input 
Monte Carlo events was normalised to be equal to the 5734 data events. The 
last column shows the effect that the quantity £ W  had no flavour selection 
power so that the expected number of events passing Si ■ S2 cut are listed for 
average events with same event statistics as in various £ W  range.

There was a systematic normalisation problem in the Monte Carlo as far as 
the sphericity product method was concerned since the fraction of a ll events 
passing the Si • S2 > 0.1 cut in the Monte Carlo was somewhat less than
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the data. However, the positive correlation between the two methods was still 
very significant.

Finally, two different views of a tagged event are shown in Fig. 5.16 as an 
example. In the close up view of the event, very low momentum tracks and 
obviously bad tracks with impact parameters of the order of a few cm from 
the beam spot were removed according the tagging selection track cuts.

5.5 Study o f S ystem atic  Effects

For simplicity, the results on systematic effects given here were mainly for the 
J e t - m o d e tag. This was because most of the systematic effects were similar 

for both methods and the J e t - m o d e dealt with one B  meson at a time which 
allowed an clearer insight by weighting the generated Monte Carlo parameters.

5.5.1 D epen dence on Q uality o f V X D  Inform ation

One of the major discrepancies between the data and Monte Carlo, as far as 
V X D  simulation was concerned, was the extra ~ 6% of events rejected from 
the real data which contained large clusters of noise hits. To investigate the 
possibility that rather large number of extra spurious events in the data were 
tagged due to the effect of noise hit clusters not being recognised, the events 
rejected purely because the noise hit pattern in V X D  were recovered and the 
tagging procedure was applied to these events alone.

Among these previously rejected as ‘noisy’ data events, only 5 jets were 
tagged from 2x329 input, with the cut of STV >4. This corresponded to 
a fraction of 0.8±0.3% of the total as compared to the 1.0±0.1% with the 
normal data sample. This can be understood because the effect of wrong hit 
associations due to confusing hit information would mostly tend to give crazy
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the beam centre for the same event.
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tracks which were obvious enough to fail the track quality cuts immediately. It 
was therefore unlikely that the hidden ‘noisy’ events could make a significant 
enhancement of the background in the tagged sample.

In the event spot finding procedure, the only input was the assumed y  
coordinate of the beam centre. The consistent stability in the determined 
beam centre y coordinates between different runs has previously been shown 
in section 3.8 and the good agreement between data and Monte Carlo on the 
retraced beam y position has also been shown in Fig. 5.8. Both indicated that 
the error in beam y position determination was very close to 100 finl.

To test the stability of the tagging method against possible uncertainties in 
event spot coordinates, the y beam centres were smeared further by artificially 
shifting the y  coordinates within a a  =  100 f im  Gaussian envelope for both 
data and Monte Carlo. The x event spots were found and the usual tagging 
procedure followed. The resultant change on jet S W  was a small symmetric 
spread with an R M S  of 0.22. For the normal cut of S W  > 4 in J e t - m o d e, 
this gave a gain of 16 candidates and a loss of 6 candidates from the original 
118 in the data with comparable changes in the Monte Carlo. Since this was 
only a local smear for jets which had S W  very close to 4, the change of relative 
concentrations of different flavours was small. Since the beam y position was 
known to be better than in the case with an extra lOÔ rni spread, no systematic 
errors will be assigned to flavour content from this source.

To check the effect of beam spot from another point of view, the fractions of 
tagged events in the J e t - m o d e are plotted in Fig. 5.17 for different event thrust 
axis (f) angles. Because the way of determining the event spot was asymmetric 
in <̂>, the fraction of tagged events could well be very different at different <f) 
angles if the beam spot resolution was an important factor. The result was 
very much consistent with a uniform efficiency in all (j> angles although the 
significance is limited by statistics.
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Figure 5.17: Thrust Axis <f> Angle Distribution for J e t - m o d e Tagged Events.

The errors in the determinations of V X D  position with respect to the main 
drift chamber could also make a systematic effect in principle. The errors in 

y coordinate shifts were of less importance since the beam centre coordinates 
were determined using PASS5 giving fixed result in the V X D  coordinate. The 
relative track geometry pattern around the beam spot remained unchanged 
for shifts < ~  100 //.m  as long as the same coordinates were used for track 
fitting and beam spot determination. However, the determination of the V X D  
rotation with respect to the main drift chamber was more important when 
tracks were fitted with hits in all chambers together to obtain the impact 
parameters. A  rotation error would result in a distortion causing 2 tracks 
opposite in (p to be separated away from each other near the event spot.

The procedures of V X D  position determination as described in section 3.2.2 
gave very accurate values with different methods in agreement with each other. 
The V X D  rotation angle was artificially changed by 0.1 mrad, and the tracks 
were then refitted with the new rotation for all data events. The result on the 
J e t - m o d e tag with a cut of E W  >4, was a loss of 4 jets and a gain of 6
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Used a '

Tagged Data Jets 

Gain Stay Loss

Tagged Mont

Gain Stay Loss

e Carlo Jets

b c u d s

<7q (standard) - 118 - 119 - 73 26 20

0.8’Uq 32 118 0 37 119 0 ±13 ±13 ±11

1.2-<7' 0 91 27 0 89 30 -15 -8 -7

Table 5.9: J e t - m o d e Tagging Statistics with Different Impact Parameter Res­
olution Factors.

jets from the original 118 tagged jets in the data. Not only was the change 
in tagged candidates small, but the effect was also similar to the beam spot 
smear with changes only relevant to jets having E W  close to 4. Therefore, the 
effect in this aspect will be neglected in the estimation of systematic errors in 
the relative flavour content of the tagged samples.

The effect due to uncertainties in V X D  resolution can be studied by chang­
ing the assumed track impact parameter resolution values from those in Ta­
ble 5.1. A  rather large change of ±20% was made to see a clear effect. The 
resulting tagging statistics with the J e t - m o d e are listed in Table 5.9 for the 
standard cut of E W  >4. The gain and loss in the table refer to the changes of 
tagged candidates with the different resolution assumptions compared to the 
standard resolution.

It can be noticed that the magnitude of candidate changes were comparable 
for the data and Monte Carlo. However, the discrepancies between the data 
and Monte Carlo became larger when the alternative resolutions were used 
for the Monte Carlo only as seen from the distributions of vertex weights 
in Fig. 5.11. So the actual uncertainties in flavour content were conveniently
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taken as half of the changes in Table 5.9 and assigned independently to different 
flavours.

5.5.2 Tagging Stab ility  Checks w ith  Different Cuts

The variations of tagging statistics with cuts were checked for some of the cuts 
which might possibly have a large effect. Each cut was changed in turn while 
keeping the others at the standard values. The changes in tagged candidates 
and Monte Carlo flavour content are listed in Table 5.10 for J e t - m o d e tag with 
ETT >4.

It can be seen from Table 5.10 that most of the variations of cuts only 
produced small changes in the tagged candidates and yet Monte Carlo followed 
data closely. Because these cuts were not completely independent of each 
other, there was no need to evaluate related systematic errors for each in 
turn. The errors related to track impact parameter, vertex flight distance 
and V X D  hit cuts should have been already included in the impact parameter 
resolution error. The vertex opening angle and track momentum cuts were 
more sensitive to the errors in Monte Carlo fragmentation modelling. The 
discrepancies from this aspect were most pronounced in the distribution of 
vertex 3-D opening angle as previously shown in Fig. 5.9 as both the 
normalisation and distribution shape were different in the data and Monte 
Carlo. Therefore a collective systematic error on flavour content due to the 
fragmentation model was assigned to be equal to the variation of \£3d cuts in 
Table 5.10.

5.5.3 D epen dence on H eavy Flavour Properties

This was studied purely with the Monte Carlo by giving jets different weights 
depending on the generated Monte Carlo parameters. As an example, the
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Data Jets Monte Carlo Jets

Used Cuts Gain Stay Loss Gain Stay Loss b c u d s

All Standard - 118 - - 119 - 73 26 20

3-D Vertex Open Angle: Standard Cut < 55°

<S!3d  <  50° 3 103 15 2 100 19 -8 -4 -5

^3D < 60° 17 115 3 17 117 2 +5 +4 +6

2-D Vertex Open Angle: Standard Cut ^ 2d > 5°

No cut 1 118 0 3 116 3 -1 +1 ±0

$2 d  >  10° 4 105 13 5 98 21 -9 -6 -1

Track Momentum: Standard Cut P  > 0.4 Gev/c

P  > 0.3 26 115 3 30 116 3 +13 +6 +8

P  >  0.5 3 96 22 3 93 26 -11 -6 -6

Track Impact Parameter: Standard Cut \d\ <  0.25 cm

\d\ < 0.20 cm 2 111 7 1 110 9 -4 -3 -1

\d\ < 0.30 cm 8 118 0 7 118 1 +3 +2 +1

Vertex Flight Distance: Standard Cut ,| < 0.70 cm

\dv \ < 0.60 cm 4 105 13 2 109 10 -5 -2 -1

\dv \ <  0.80 cm 4 118 0 8 119 0 +3 +3 +2

Track V X D  Hits: Standard Cut N vh it > 3

N vh it > 4 3 107 11 1 96 23 -12 -5 -5

Table 5.10: Variations of J e t - m o d e Tagging Statistics with Different Cuts.
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effect of different. B  lifetimes were estimated by recovering the generated Monte 
Carlo B  centre of mass decay time and the jet was weighted according to the 
probability ratio of this decay time in another exponential distribution with a 
different decay lifetime.

Only the three variables most likely to have significant effects were studied. 
The decay lifetimes of D ° ,D + mesons and all B  mesons were weighted with 
the exponential distributions of centre of mass decay times. The effect of the 
uncertainty in heavy flavour fragmentation functions were studied by weighting 
the generated heavy meson fragmentation 2 during the formation of a B  meson, 
assuming different Peterson functions. The decay charge multiplicities of B  
mesons were weighted using Poisson distributions with different mean values.

The resultant weights from each variable were checked so that it was en­
sured that the average weights for all events were always equal to 1 within 1%. 
This was expected since the small changes in Monte Carlo parameters nor­
mally should not create large ratios between distributions in this context. The 
small changes also ensured that the exactness of modelling the distributions 
were not important.

The effect of various assumptions on Monte Carlo parameters are listed in 
Table 5.11. The effect of D s lifetime was ignored because of the much smaller 
yield of D s compared to D ° or D + and its yet shorter lifetime. The effect of 
omitting the A c should also be very small for the same reason.

Firstly, it can be seen from Table 5.11 that the lifetimes of charm mesons 
were known to a sufficient, accuracy so that they could not affect the result 
significantly. The fact that both the b content, and c content would increase 
together when the charm lifetimes increased, gave an extra stabilising factor 
in the b purity estimation.

However, the uncertainty in B  meson lifetime had the largest effect of all 
as expected. To study this, the Monte Carlo jets were weighted with a broad
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Monte Carlo Tagged Monte Carlo Jets
Parameters b c u d s

All Standard 73 26 20

Generated average B  lifetime t b  =1.0 ps
a ii o co V) -7 - -

t b  =1.1 ps +6 - -

t b  =1.3 ps +19 - -

Generated D ° lifetime t b o = 0.40 ps
r Do =0.38 ps -1 ±0 -
r£>o =1.43 ps +1 +1 -

t b o =1.48 ps +2 +2 -

Generated D + lifetime 7£)+ = :0.93 ps
=1.03 ps +1 ±0 -

r£)+ =1.13 ps +3 +1 -

Generated b fragmentation Peterson Function eb =0.005 ( < z b >=0.84)
eb =0.013 ( <  z b >=0.78) +2 - -
eb =0.020 ( <  z b >=0.75) +2 - -

Generated c  fragmentation Peterson Function ec =0.075 ( < zc >=0.65)
ec =0.030 ( <  z c >=0.73) - -7 -

ec =0.130 ( <  z c >=0.60) - +4 -

Generated average B  decay charge multiplicity <  n B > =  5.57
<  n B >  =  5.34 —5 - -
<  n B >  =  5.80 +4 - -

Table 5.11: Variations in J e t - m o d e Tagging Statistics with Different Monte 
Carlo Heavy Flavour Parameters.
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Figure 5.18: Monte Carlo J e t - m o d e Tag b Efficiency and Purity as Functions 
of Different B  Lifetimes at a Fixed Cut of ̂  W  >4.

range of B  lifetime values and the resultant jet tagging efficiency and b purity 
values are plotted in Fig. 5.18 for a fixed cut of ̂  W  >4. The errors were 
simply the statistical errors in the Monte Carlo. The systematic error on the 
b content in the tagged sample due to uncertainty in B  lifetime was taken as 
the variation of B  lifetime between 0.9 and 1.3 ps. It should be noted that this 
was asymmetric with respect to the generated value of 1 ps but was centred 
around the present world average measurement value of 1.1 ps (see Table 4.4). 
Although the present world average of B  lifetime measurements already gave 
an error smaller than 0.2 ps, it was rather unrealistic to quote such a value 
since we had reached the level that possible different lifetimes of different B  
mesons might become important.

The fact that the tagging efficiency did not grow very rapidly as the as­
sumed B  lifetime increased was mainly because the rather hard TJW cut of 
4 for suppressing background. This essentially gave up on B ’s decayed with
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relatively low charge multiplicities even at very long decay distances. Thus 
the efficiency would saturate to much less than 100% if the same E W  cut was 
maintained for all possible B  lifetimes as shown in the plot. If the B  lifetime 
was really much longer than 1 ps, S W  could of course be changed to optimise 
the efficiency for that B  lifetime instead.

The smaller Peterson fragmentation e values should give harder heavy m e ­
son momentum spectra thus longer heavy meson decay flight paths but less 
primary fragmentation particles. The vertex weight definition in the tagging 
method employed a vertex flight path resolution factor a v as seen in Equa­
tion 5.3, where longer decay lengths of high momentum heavy mesons were 
counterbalanced by the narrower vertex opening angles. This was intended to 
bring a similar property of a small Lorentz boost dependence to the vertices 
as for ordinary track impact parameters. This seemed to be a success as far 
as the b content was concerned since the rather large variations of ej, were 
consistent with no effect. However, there was a somewhat surprising effect on 
charm jets in favour of tagging jets with low z primary D  or D * instead. This 
might be due to the extra combinations of wider opening angle D  decay tracks 
and more primary fragmention tracks in the low 2 D ,D *  jets.

To check the B  momentum dependence in a more direct way, the tagging 
efficiencies for Monte Carlo b jets with different B  momenta are listed in Ta­
ble 5.12 for several B  momentum ranges. The errors are purely due to Monte 
Carlo statistics. The result can be seen to be fairly stable in the high mome- 
tum range but the efficiency for H ’s with momenta <10 GeV/c were somewhat 
lower. These efficiency values should be interpreted in terms of absolute m o ­
mentum rather than momentum scaled with respect to the beam energy since 
the multiple scatterings and the relative opening angles of B  decay tracks were 
all directly related to the absolute B  momentum.

The variations of b content due to B  decay charge multiplicity weighting 
should also to taken as an independent source of systematic error. The effect
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B  Momentum (Gev/c) b Jet Tagging Efficiency (%)

< 10 2.7 ±  0.6

10 - 13 4.0 ±  0.7

13 - 15 6.2 ± 0.8

15-17 7.3 ±  0.8

17 - 19 7.3 ±  0.7

> 19 7.1 ±  0.7

Table 5.12: Monte Carlo Dependence of b jet tagging Efficiency on B  momen­
tum in J e t - m o d e (Ebeam =  22 Gev/c).

of D  decay charge multiplicities were also briefly checked and was found to be 
negligible.

Finally, the effect of primary D °/D + yield was checked. As discussed in 
section 4.4, there was still a large possible range of (Direct D)/D* production 

ratio in cc events and the decay branching ratio Br(jD*+ —» D ° tt+ ) was also very 
uncertain. It was checked for the tagged Monte Carlo cc jets with J e t - m o d e  

that the efficiency for D + was 0.82±0.09% while for D ° it was 0.54±0.06%. 
Although D + had a larger probability to be tagged owing to its longer lifetime, 
the larger yield of D ° was still a more important source. The Monte Carlo 
generated a net yield of D °  : D + =  1 .7 :1 in cc events. Using the different 
Monte Carlo tagging probabilities and assuming the D °  : D + production ratio 
to be 4:1 and then 1:1, the resultant changes in tagged primary charm jets 
would be ±  2 among the tagged 26 jets as normalised to the data.
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Systematic 
Error Origins

Tagged Monte Carlo Jets
b c u d s

Actual Contents 72 26 20
Impact parameter 

resolutions
+ 7 +7 +5 
-7 -4 -4

Track Normalisation 
&  ̂ 3d cut

+5 +4 +6 
-8 -4 -5

B  lifetime +19
7

B  decay charge 
multiplicity

+4
-5

Charm fragmentation 
function

+4
- -7 -

D ° / D +  yield +2
- -2 -

Combined +21 +9 +8 
-14 -9 -6

Table 5.13: Systematic Error Contributions in J e t - m o d e Tag with S W  > 4.

5.5.4 Sum m ary

Summarising the above results on systematic effects, the magnitudes of various 
significant systematic errors of tagged flavour content are listed in Table 5.13 
for J e t - m o d e tag.

For the G lo b a l-m o d e tag the first two types of contributions were obtained 
in a similar way as for J e t - m o d e while the errors due to heavy flavour prop­
erties were taken from the J e t - m o d e values scaled by the number of tagged 
events. The best estimate of flavour content in the tagged data sample includ-
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Tagged Jets/Events

Tagging Mode b c u d s

J e t - m o d e No. of Jets 7  o  +23  -1 4 26 ± 1 0 20 ±  8

Flavour Fractions 61 ±  1 0 % 2 2 ± 8  % 17 ± 7 %

G lo b a l-m o d e No. of Events 99 +31 - 1 8 40 ±14 25 ±  10

Flavour Fractions 60 ± 9 % 25 ± 8  % 15 ±  6 %

Table 5.14: Final Estimates of Flavour Content in Tagged Data Samples with 
Statistical and Systematic Errors All Included. Tagging Cut Was E W  >4 for 
Both Modes.

ing systematic errors and statistical errors together are listed in Table 5.14 

with tagging cut of E W  >4 for both modes. Taking the systematic errors as 
proportional to the number of events, the Monte Carlo estimates of b tagging 
efficiency and purity are plotted for the G lo b a l-m o d e in Fig. 5.19 with different 
H W  cuts.

5.6 C onclusions on Tagging M ethod

The analysis has shown that b enrichment can be obtained by exploiting the B  

decay track geometry in a region a few m m  around the e+e~ event interaction 
point. A  reasonable b purity of ~  60% has been obtained with an efficiency of 
~15% under the actual detector geometry of TASSO.

The method is very flexible as it is capable of performing in both the usual 
J e t - m o d e to tag half an event leaving the other half to be studied bias free, 
and also in the G lo b a l-m o d e with no need of any event axes. There is a large 
range of available combinations of efficiencies and purities obtainable by simply
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Figure 5.19: Monte Carlo Estimates of b tagging Efficiency and Purity in 
G lo b a l-m o d e with Various E W  Cuts.

moving the S W  cut depending on the specific purpose of an analysis. The 
verification of b enrichment with both internal checks and external comparisons 
to other enrichment schemes yielded consistent results.

The method has natural biases in favour of b events with long B  decay times 
and large B  decay charge multiplicities. However, it has a relatively uniform 
acceptance of B ’s with momenta > 1 0  GeV/c. The most sensitive systematic 
uncertainty is the B  lifetime. As far as the background events from light 
flavours are concerned, some systematic uncertainties may be removed with an 
improved detector simulation and possibly better Monte Carlo fragmentation 
parameters.

The resultant enrichment achieved using this scheme can be compared to 
the existing experimental studies of b event properties with high P t leptons 
as shown in Table 5.15. The event selections are somewhat different between 
different experiments. For simplicity, the b tag efficiencies listed are calculated
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Total Input Estimated b tag

Experiment Method Events bb Tagged b Purity Efficiency

D E L C O  [1 0 0] High P t e ~  67000 1 2 1 83% 2 .0%

M A R K  II[101] High P T e ,n > 60000 440 64% 8.1 %

TASSO J e t - m o d e ~  8000 72 61% 9.9%

(This Analysis) G lo la l-m o d e ~  8000 99 60% 13.6%

Table 5.15: Comparison with Existing Measurements used b Enrichment Data 
Samples. The Tagging Cut Quoted for Both Modes in This Analysis was 
E W  >4.

from 1 / 1 1  of the total data sample rather than the events actually passed into 
the tagging programs. To avoid confusion of tagged jets and events, a tagged 
jet is counted as one event.

The main problem for this analysis is the lack of data statistics. However, 
the situation should be much improved with the 33000 hadronic events taken 
by TASSO in 1986. The quality of the new data is also expected to be with 
improved V X D  resolution and less noise compared to the high energy running. 
This should lead to improved efficiency and purity with this method. A slight 
narrowing in background S W  spread may bring the possibility of lowering the 
E W  cut to give better efficiency. However, the problem of multiple scatter­
ing may become slightly worse due to the lowering of track momenta. The 
generally lower B  momenta may also need some changes of cuts.

This type of b enrichment may have a much more important role in the 
future e+e" experiments at SLC/LEP. The large amount of data available at 
the Z ° energy will open up more interesting topics to be studied with the b 

quark which are limited by statistics for the existing experiments.
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Besides the large statistics, another very important advantage at the Z °  

peak is that the bb events will be produced nearly equally with other flavours 
compared to the 1 / 1 1  at lower energies which already reduces the need for 
enrichment by a factor of 2 . Another advantage is that the average B  decay 
track momentum will increase so that the multiple scattering problem will be 
less serious than at lower energies. The main disadvantage is that the average 
charge multiplicity in the events will increase while the B  signal tracks remain 
the same as at lower energies. Therefore the task of controlling the background 
may be more difficult. The fact that jets will also get narrower should be well 
compensated by the superior designs of the new generation of drift chambers 
with Flash A D C  readout capable of good 2-track resolutions.

The tagging strategy developed in this analysis is optimised to the case 
that the detector resolution is comparable to B  decay distances. The planning 
of possible installations of silicon vertex detectors in some of the SLC/LEP 
experiments may require the tagging strategy to be changed completely for 
even better efficiency and purity if the impact parameter resolution can be 
improved dramatically. For detectors without silicon vertex detectors or where 
the beam pipe is not narrow enough to limit the effect of multiple scattering, 

this type of strategy may still be applicable.
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C hapter 6
A pplications o f b Enrichm ent 
M ethod

6.1 R eview  o f E x istin g  M easurem ents

The various flavour tagging methods used in e+e_ experiments were important 
tools in studying both the electroweak and strong interaction properties of 
different flavours. In the electroweak domain, the direct reconstructions of 
the D * mesons provided the basic platform for measurements of charm meson 
lifetimes [34] and the cc forward-backward asymmetry [98]. The uses of high 
P t leptons or event shape variables gave the more demanding b enrichment for 
average B  hadron lifetime measurements [34]. The combinations of both were 
also used to measure the bb forward-backward asymmetry [99].

The measurements to be presented in the next two sections are applications 
of the b enrichment method described in the last chapter. Since they are studies 
of the strong interaction properties of the b quark, the existing measurements 
for both charm and bottom flavours are to be discussed in some detail in the 
next few paragraphs.

TASSO made the first measurement in this direction by tagging the cc  
events with fully reconstructed charged D * ’s and'subsequently observed the 
general properties of the charm ‘jets’ defined as all particles in half-hemispheres
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opposite the tagged D * jets [1 0 2 ]. No significant difference in event shape 
was observed between the charm jets and average jets. The geometry of the 
remaining particles in the tagged D * jets, after removing the particles from D *  
decays, were very similar to the events at an equivalent lower centre of mass 
energy of 14 GeV. The only difference came from the higher charge multiplicity 
of the charm jets:

A v e r a g e  J e t s : <  n ch > =  6.7 ±  0 .0 2 ± 0.3 

C h a r m  J e t s  : <  n ch >  =  7.5 ±  0.5 ±  0.3 (6 .1 )

The same technique was also used by TASSO to test the flavour indepen­
dence of a s using the track Pjqn and P Tout distributions [103]. Benefitting 
from the partial cancellations of systematic errors, a ratio of the a s values was 
obtained as:

a . ( c h a r m )
-------------= 1.00 ± 0.20 ± 0.20a s ( A v e r a g e ) (6.2)

The H R S  collaboration [104] also used D * to tag the cc events but compared 
the charm jets with light flavour jets enriched with a high momentum leading 
particle tag. The differences in most of the event shape variables were found to 
be small, but some significant differences were observed in . charge multiplicity 
and inclusive momentum spectrum. Although this measurement also used jets 
opposite to trigger jets as bias free samples, an additional cut on jet mass 
was made to remove events with gluon emissions. Therefore when comparing 
with other experiments for quantities such as mean sphericity and jet P£, the 
effect of this cut should be treated with caution. Their results on charged 
multiplicity and average charge particle momentum were:

L ig h t  J e t s  : ^ ch ^ = 5.8 ± 0 .1

C h a r m . J e t s  : = 6 .6 ± 0 .2 (6.3)

L ig h t  J e t s : <  P  > = 1.52 ±  0.04

C h a r m  J e t s  : <  P  > = 1.38 ±  0.06 (6.4)
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Experiments
Variables

D E L C O  [1 0 0] 
< n ch > (Jets)

Mark II [1 0 1]
< Ti'ch > (Events)

H R S  [104]
< Kch > (Jets)

Average 6.16 ±  0 .0 1 12.9±0.1±0.6 6.55±0.30
u d s - 12.2±0.4±1.3 5.8±0.1

c - 13.2±0.5±0.9 6.6± 0 .2

b 7.16 ±  0.16 16.1±0.5±1.0 -

Table 6.1 : Charge Multiplicity Measurements of different Flavours from P E P  
experiments at W = 2 9  GeV.

The popular technique of tagging the bb events with high P t leptons was 
used by D E L C O  [1 0 0] to tag the bb events and the properties of b jets in 
comparison with the average jets which were dominated by large populations 
of u d s c flavours. In this case, significant differences were observed as the b jets 
were seen to be softer and more spherical. Their results on scaled momentum 
distributions were

A v e r a g e  J e t s : < x p >  =  0.0892 ± 0 .0 0 0 1  

B o t to m  J e t s : < x p > =  0.073 ± 0.003 (0.5)

The M A R K  II collaboration [1 0 1 ] also used the same method to mainly study 
the b jets charged multiplicities. Since the P E P  experiments all operated at the 
same e+e~ centre of mass energy of 29 GeV, the various charged multiplicity 
measurement results are listed together in Table 6.1.

The b enrichment by lifetime tagging as presented in the last chapter clearly 
has different systematics compared to the high P t lepton tagging. The lifetime 
tagging used a limited amount of kinematic variables related to event shape 
in the enrichment phase which is a desirable feature for event shape studies. 
However, the tagging cut on the sum of vertex weights S W  has a bias for
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high charge multiplicities. The track opening angle cut of 55° results in some 
inefficiency for B ’s with of very low momenta which is similar to the cases of 
high x  D * and high x single particle tags.

6.2 P rop erties o f  b J e ts

The b enriched sample using the J e t  m o d e tag method was employed for the 
study of b jets. Each event was divided into two hemispheres by the plane 
perpendicular to the event thrust axis calculated using charged tracks. Each 
hemisphere will subsequently be referred to as a ‘jet’. This sample contained 
1 0 2 events with 108 tagged jets, thus also giving 108 jets opposite the tagged 
jets, which will subsequently be referred to as lb enriched jets’, with relatively 
small bias. The term ‘average jet’ will be used for jets in all hadronic events.

The raw distributions were calculated using charged tracks reconstructed 
in 3 dimensions with rather loose track selection cuts as conventionally used 
in TASSO fragmentation studies:

\cos6 \ < 0.87 
\Zol < 2 0 .0 cm 
|d0| < 5  cm
P r4) >  0.1 GeV/c

and only events with \co s0 thrust | < 0.75 were used.

To enable comparison with other experiments, a corrective procedure was 
taken to modify the raw distributions calculated from the observed charged 
tracks. This was to remove the detector bias due to acceptance, tracking inef­
ficiency, approximations of event axes and Q E D  radiative effects. The Monte 
Carlo program described in chapter 4 was used to obtain these correction fac­
tors. A  Monte Carlo sample without detector simulation or Q E D  radiative
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corrections was generated at a fixed e+e“ centre of mass energy of 43.6 GeV. 
The ‘true’ event thrust and sphericity axes were calculated using both charged 
and neutral tracks in an event and then the ‘true’ distributions were calcu­
lated using charged tracks only. The Monte Carlo events were then generated 
at the same e+e_ centre of mass energy but with Q E D  radiative corrections 
and passed through detector simulation, trigger simulation, track finding and 
hadronic selection procedure. The actual observed charged tracks in this later 
Monte Carlo sample were used to obtain the ‘observed’ raw distributions. All 
particles with lifetimes shorter than 3xlO~10s were decayed which included 
A”°’s and A ’s while A £ ’s, for example, were kept stable. The correction factors 
were obtained by dividing the ‘true’ distributions by the ‘observed’ distribu­
tions.

6.2.1 Jet Sphericity  and T hrust

The initial observed jet thrust and sphericity distributions were calculated us­
ing the charged tracks in a hemisphere but each track’s P t and Py were defined 
with respect to the corresponding axes determined from charged tracks in a 

whole event. The same correction factors were applied to the observed distri­
butions of average jets and jets in tagged events. No background subtraction 
was performed here.

The jet thrust and sphericity distributions for b enriched jets as compared 
to average jets and Monte Carlo are shown in Fig. 6.1 . Because the events 
were broken into two halves and only charged tracks were used in the calcu­
lations, these distributions were broader than the corresponding distributions 
calculated using all tracks in an event. No significant difference between the b 

enriched jets and average jets was observed within the statistical errors. The 
behaviour of b jets as predicted by the Monte Carlo also agreed reasonably 
with the data.
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Figure 6.1: Jet Sphericity and Thrust of b Enriched Samples.
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The broadening of sphericity and thrust distributions due to heavier b quark 
mass is only expected to contribute moderately, especially at high energies. 
The very high sphericity and very low thrust events should still be mainly due 
to hard gluon emissions. Although these distributions may be used as evidence 
for the presence of gluon emission in bb events, a more detailed examination 
of its significance will be deferred until section 6.3.

6.2.2 Transverse and Longitudinal M om enta

The squared transverse momentum P £ distributions and rapidity distributions 
for charged tracks in the b enriched jets are shown in Fig. 6 .2 after correction 
for detector effect, in comparison to average jets and Monte Carlo. The P i was 
defined with respect to the event sphericity axis and the Py used for calculating 
rapidity was with respect to the event thrust axis. All particles were assigned 
the pion mass.

The P^ distributions were similar in b enriched jets and average jets. The 
apparent dip just beyond the naive kinematic limit of B  decay track P t of 
~ 2  GeV/c was consistent with a statistical fluctuation.

However, the difference between the b enriched jets and average jets in 
rapidity distribution was very much more statistically significant. This can 

be seen to be mainly an enhancement the in mid-plateau region of 77 ~l-2 . 
To examine the origin of this enhancement, the rapidity distribution for the 
tagged jets were also plotted in Fig. 6 . 2 which was known to be biased by 
having a large number of b decay tracks due to the tagging E W  cut. The 
even more pronounced enhancement seemed to indicate that this was just due 
to the kinematics of B  decays as the Monte Carlo also produced a similar 
enhancement without extra assumptions. This enhancement seemed to be 
accompanied by a dip in the low rapidity region as it appeared for both the
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Figure 6.2: Track Jet P j .  and Rapidity in b Enriched Samples.
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tagged jets and the b enriched jets which were only followed to a lesser extent 
by the Monte Carlo. This might have a correlation with the fact that the 
independent jet Monte Carlo was not able to produce the low rapidity dip for 
the average hadronic sample as previously shown in Fig. 4.16.

6.2.3 Inclusive M om entum  Spectrum

The inclusive momenta of charged particles are shown in Fig. 6.3 for b enriched 
jets opposite tagged jets compared to the momentum spectra of average jets 
for data and Monte Carlo separately. The distributions were corrected for 
detector effects. The softer momentum spectrum for the b jets can be seen 
from the excess of tracks in the low x region of just below 0 .1 for the b enriched 
jets. However, the fact that Monte Carlo also reproduced this softening to a 
comparable amount seemed to indicate again that it was merely a kinematic 
effect due to the heavier b quark mass.

The average scaled momentum <  x p >  for charged tracks in the all hadronic 
data, with an average centre of mass energy of 42.1 GeV, was found to be

< x p > =  0.0823 ±  0.0004 ( s t a t i s t i c a l  o n ly ) (6 .6 )

after correction for detector effect. Since this was only used for comparison 
with the values deduced from b enriched sample where much of systematics 
were similar, the systematic errors were not estimated specially. However, a 
comparison can be made with the values previously published by TASSO at 
lower energies [96]. To enable a more well defined check, only part of the data 
was selected in a narrow energy bin around W  =  43.6 GeV, the same energy 
as the Monte Carlo events used to obtain the correction factors. The result 
was:

< x p > =  0.0820 dt 0.0005 ( s t a t i s t i c a l  o n ly)
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The value of < P  >  is plotted in Fig. 6.4 in comparison to the published 
TASSO values at lower energies. This higher energy value seems to follow the 
trend of lower energy points.

To quantify the difference between b jets and average jets in average m o ­
mentum, the same detector effect correction factors applied to the b enriched 
jets gave

< x p > =  0.0775 ±  0.0030 ( s t a t i s t i c a l  o n ly) (6.7)

without background subtraction. By checking the values of < x p > for different 
flavours in the Monte Carlo separately before and after tagging, no significant 
bias was found in this respect for the tracks opposite the tagged jets. Assuming 
the ratio of 10:1 for u d s c  : b in all hadronic events and 61:39 in the tagged 
sample as determined in the last chapter, the unfolded result using the values 
in Equations 6 .6 and 6.7 gave

< x p >  (b j e t s )  =  0.074 ±  0.005 ±  0.003 (6 .8 )

202



where the systematic error of 0.003 came from the 10% uncertainty in b purity 
and a possible 1 0 %  difference in < x p > between u d s and c flavours according 
to the H R S  result in Equation 6.4. It should be noted that this result was for 
W  ~  42 GeV and the data had a rather large spread in W . Also because 
some of the systematic errors, common to the results for the whole hadronic 
sample and the tagged sample, were not included, this result should always be 
treated in comparison to the result in Equation 6.6 .

6.2.4 Charge M ultip licity

Since the charge multiplicity distributions were rather sensitive to the detector 
biases, two distinct steps were taken to unfold the charge multiplicity distri­
butions with the assistance of Monte Carlo.

The first step was to correct the tracking inefficiency and the losses due to 
limited detector acceptance. This was done by checking the number of observed 
tracks N p against the actually generated number of tracks for each Monte 
Carlo event after detector simulation and track finding. An unfolding matrix 
was then formed to predict the probability that the true produced charge 
multiplicity of an event was rip when n o tracks were observed. Therefore an 
intermediate stage unfolded charge multiplicity distribution could be obtained 
as

^ Nev tracks

f i n p ) =  1 2  e{n P , n 0 ) n 0 (6.9)Jyev no
where

e(n P , n 0 ) N o . o f  e v e n ts  w ith  n p  tr a c k s  produ ced  w h en  n o  tra c k s  w ere o b served  
N o . o f  e v e n ts  w ith  no tra c k s  o bserved

(6.10)

This procedure typically gave 2.4 tracks more per event at W = 4 4  GeV after 
unfolding compared to the observed tracks. It should be noted that all unfold­
ing schemes including the above method rely on an approximate knowledge of 
how many tracks actually produced using Monte Carlo estimation or assuming
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certain model for the multiplicity distribution. Of course, no unfolding scheme 
could account for the possibility that there was some occasional yet coherent 
source giving a dramatically large density of tracks in the detector unless it 
assumed such an effect a  p r i o r i . However, when neglecting such a possibility 
and knowing that the number of observed tracks in the data and Monte Carlo 
agreed reasonably well and the tracking efficiency was reasonably high, the 
different unfolding methods should have small effects.

The effect of Q E D  initial state radiation could result in a reduction of 
effective centre of mass energy, thus also a reduction in charge multiplicity. 
This was estimated to be -1 . 0 at W = 4 4  GeV using the Q E D  radiative correc­
tion caculations of Behrends &: Kleiss [78] with a maximum radiative photon 
energy cut-off of 0.98-E&eam. However, the detector trigger and hadronic se­
lections gave a bias of -f-1.2 toward higher multiplicity. Therefore a set of 
correction factors for the second step were obtained by dividing the multiplic­
ity distribution of the fixed W  Monte Carlo without detector simulation, by 
the unfolded multiplicity distribution of the fully simulated Monte Carlo. The 
correction factors here were generally small compared to the first stage except 
at the very low multiplicity region.

To test the correction procedure, the fraction of data in the range TV=43.3-
44.3 GeV with average W  of 43.6 GeV were used. The systematic errors due to 

detector simulations and the correction procedure were monitored by applying 
the same analysis for two rather different track finding programs MILL and 
FELIX ( see section 2.5) separately with different unfolding matrices e. The 
result obtained for average event charge multiplicity with full corrections was

< n ch >  =  15.08 ±  0.08 (s t a t i s t i c a l) ±  0.37 (s y s t e m a t i c ) (6.11)

where the main contribution to the systematic error was due to the difference 
between the two track finders MILL and FELIX. After averaging the results,
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the systematic error was ±0.32. The result was after a correction for the 
0.5% r  pair and 1 .0%  7 7  background events as estimated in [62], assuming 
their average charge multiplicity was 6 . This resulted in a +0.13 shift of the 
< Tich > together with a 100% error associated with it. Since the entries for 
charge multiplicity <4 were mostly determined from Monte Carlo, a 1 0 0%  
error on the entries gave ±0.14 in the systematic error of < n ch >.

This result can be compared with the average charge multiplicity values of 
TASSO [96] at lower energies as seen in Fig. 6.5. The multiplicity distribution 
for the MILL tracks after all corrections except the background subtraction is 
plotted in Fig. 6.6 . The simple ‘single’ Poisson

2 e-<n>(< n > )n
f(n) = n\ (6.12)

looked too narrow compared to data while the ‘pair’ Poisson
e ~<n > /2 ( <  n  >  / 2 ) " / 2

/(” ) = r(f+ 1 )
(6.13)

looked too wide as was previously observed by TASSO [96] as an increasingly 
clear feature as e+e_ beam energy increased. However, as noted in [105,106], 
the negative binomial distribution

r ( n  +  Jfe) ( * ¥ -  V  (  1 \ k

where

f(n) = r ( f c ) T ( n  +  l )  V i  +

D '■

<n> 1 + <n> (6.14)

< n > < n >
a n d

D  =  R M S  D i s p e r s i o n  V <  n 2 > — < n > 2

described all charge multiplicity distributions rather well. This seemed also 
to be true for the distribution in Fig. 6 .6 at the highest e+e_ centre of mass 
energy range of PETRA.

The above procedure was then modified to unfold multiplicity distributions 
of two hemispheres of an event separately. Each hemisphere was considered as
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the backward and then the forward hemisphere in turn. Because of the event 
trigger bias in multiplicity, the multiplicity in the backward hemisphere, had 
some dependence on the forward hemisphere multiplicity. This was mainly for 
the case when the forward multiplicity was very low, and the backward mul­
tiplicity had to be large enough to pass the trigger. The actual dependence 
of the mean ‘jet’ charge multiplicity of backward jets as a function of the for­
ward multiplicity is shown in Fig. 6.7 for observed MILL tracks in the data 
and Monte Carlo. This bias can be seen to be followed by the Monte Carlo 
detector simulation reasonably. As the bias diminished as the forward multi­
plicity increased, the multiplicity unfolding matrices constructed for counting 
backward multiplicities were different for different forward multiplicity 72/ up 
to n/=5. The cases 72/ > 6  shared a single matrix.

Since the procedure of unfolding the jet charge multiplicity was to compare 
the average jets with the small b enriched sample, all data without a W  range 
cut were used. The average e+e~ centre of mass energy was 42.1 GeV with the
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energy spread as shown previously in Fig. 4.1. Following a similar procedure 
as for the case of whole event charge multiplicity, the result for average jets 
was

< n ch > ( A v e r a g e  J e t s )  =  7.44 ±  0.03 (s t a t i s t i c a l) ±  0.19 (s y s t e m a t i c )
(6.15)

after all corrections including the background subtraction. It was checked that 
when the e v e n t unfolding procedure was applied to the same data sample, the 
result was very close to be twice the average jet multiplicity. It was also 
checked using only the backward jets with corresponding forward jet charge 
multiplicity > 6  which suffered less from uncertainties in background and very 
low multiplicity contributions, and the result was also consistent with the whole 
sample.

Owing to the intrinsic bias towards high multiplicity in the tagged jets, 
the r  pair and 7 7  background and uncertainties due to very low multiplicity 
events were negligible in the case of the b enriched jets. The average charge 
multiplicity of b enriched jets was found to be

< n ch >  (b E n r ic h e d  J e t s ) =  8.09 ± 0.29 (s t a t i s t i c a l) ± 0.16 (s y s t e m a t i c )
(6.16)

with the systematic error attributed to the difference of MILL and FELIX 
only. The ‘observed’ and the unfolded jet charge multiplicity distributions are 
shown for the b enriched jet (without subtracting the u d s c content) together 
with that of the average jets in Fig. 6 .8 .

To ensure that the b enriched jets were independent of the tagging jets as far 
as the charge multiplicity was concerned, the generated charge multiplicities 

of different flavours in the Monte Carlo b enriched jets opposite tagged jets 
can be compared with the same flavours in all accepted Monte Carlo events. 
This is shown in Table 6 .2 . The result confirmed that there was no obvious
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Flavours All Jets b enriched Jets

u d s 7.45±0.01 7.43±0.28

c 7.68±0.02 7.51±0.26

b 8.42±0.03 8.40±0.15

Table 6 .2 : Monte Carlo Jet Charge Multiplicity in All and Tagged Samples, 

bias within Monte Carlo statistics.

To extract the average charge multiplicity for b jets only, the following 
equations were used

FudsNuds ± FCNC +  FbNb =  < 77. > (all j e t s )

fudsNuds ±  f cNc ±  f bNb =  < n >  (b e n r ic h e d  j e t s ) (6.17)

where JV’s were unknown average charge multiplicities of different flavours and 
F  and / were the fractions of different flavours in all jets and b enriched jets 
respectively. Because the b purity was reasonably high in the tagged sample, 
a guessed difference of Nc — Nuds =  0.5±0.5 using results in Equation 6 . 1 and 
Table 6 . 1 was sufficient to reduce the number of unknowns to two without 
seriously affecting the result of N b.

The electroweak effect modified the simple flavour ratio of Fuds : Fc : Fb 

of 6:4:1 slightly to 55:35:10 in the nominal mixture of hadronic events at 
W = 44 GeV. The fractions of different flavours f uds : f c : f b in the b enriched
sample were 61 ±  10 : 22 ±  8 : 17 ±  7 as determined previously in chapter 5.
Solving the equations 6.17 for MILL and FELIX results separately to avoid 
double counting systematic errors, the final combined result gave:

< n ch > ( b J e t s ) =  8.51 ±  0.50 (s t a t i s t i c a l ) ±  0.35 (s y s t e m a t i c ) (6.18)
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The uncertainty in the b purity of ± 1 0 %  made the major contribution of ±0.27 
to the systematic error. The difference between MILL and FELIX again gave 
±0.19. The uncertainty in < n >  of average jets gave ±0.06. The uncertainty 
in the fraction of charm events in the tagged sample and the assumed difference 
between charm jets and light flavours gave ±0.09.

The result of the b jet charge multiplicity can be compared to that of the 
average jets in Equation 6.15. The excess of ~ 1  track per jet was also predicted 
by the Monte Carlo. When considering there were ~5.5 charged tracks per B  
decay as measured by C L E O  [94], it meant that the average ratio of B  decay 
tracks to fragmentation tracks in bb events at W  ~42 GeV was still as large 
as 1 1 :6 . It was therefore not surprising that some of the jet properties were 
rather different from those of light flavours.

6.3 Test o f F lavour Independence o f a s

6.3.1 introduction

The flavour independence of the strong interaction strength is an important 
assumption in QCD. The large momentum transfer Q 2 involved in hard Q C D  
processes like 3 jet events in e+e~— >Hadrons, makes the perturbative Q C D  cal­
culations possible so that the Q C D  predictions can be compared with experi­
ments. Various event shape variables sensitive to hard gluon bremsstrahlung 
have been used by high energy e+e- experiments [107,108,109,77], to measure 
the strong coupling constant <as, incoporating various Q C D  matrix element 
calculations up to 0 (a2) and fragmentation models.

There were many systematic uncertainties in the measurement results. The 
a s values at Q 2 ~  352(GeV)2, obtained among the P E T R A  experiments varied 
in a rather large range from 0.1 to 0.2. However, it was found that as long as
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tlie same Q C D  matrix element calculation and the same fragmentation model 
were used, fairly consistent values of a 3 could be obtained from various different 
distributions [77].

When pursuing the task of testing the flavour independence of a 3, the 
possible differences can be quantified by the ratios of the measured values 
of different flavours. Since most of the biases resulted from different Q C D  
calculations and fragmentations which were imposed without distinction of 
flavours in the Monte Carlo, the ratios of the a 3 values of different flavours 
should be relatively insensitive to these biases compared to the absolute a 3 
values.

The result of TASSO (Equation 6.2 ) gave the first indication that the strong 
interaction coupling of charm was consistent being the same as the average of 
all flavours in e+e“—>Hadrons events. This result benefitted from the par­
tial systematic cancellation when taking the ratio of a s values as previously 
discussed.

It is even more important to obtain the ratio between the a 3 value of the b 
flavour and the average of all flavours since the average a 3 is mainly governed 
by the large populations of u d s c flavours with very small influence due to b 
flavour in the original Monte Carlo tuning.

Owing to the rather large spread of e+e~ centre of mass energy in the 
data sample, the use of many event shape distributions such as thrust and 
sphericity became rather undesirable as they were known to have clear energy 
dependences. Track P xin and P T out distributions also had the additional prob­
lem of track normalisation while the tagging method was intrinsically biased 
toward accepting high multiplicity events.

The energy-energy correlation (EEC) has been proposed [110] as an event 
shape variable sensitive to gluon bremsstrahlung in the high energy e+e_ en-
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vironment where partons fragment into narrow jets. The normalised E E C  is 
defined as

1 (H l(c o sx ) N

=  f ( cosx )  = E E E i ■ E j
N ^  ^  W zEvents ij VV ms

6 ( c o s x  -  c o s x i j )  (6.19)tt0 d  c o s x

where X ij 1S the angle between two particles i and j with energies E{ and E j  
in a event. W v{a is the total visible energy in an event. The summation is 
extended over all pairs i,j of particles in an event including the case i = j , 
and over all events N . The normalisation is therefore

J  f  {cosx) dcosx = 1 (6.20)

An idealised view case of 2 narrow back to back jets would only give entries 
near |cosx| ~  1 , but acollinear configurations of multiparton events can give 
entries in the small \co sx \ regions. While the E E C  distribution itself is still 
affected by the fragmentation of e+e- —>qq events, these effects are suppressed 
if the asymmetry of E E C

A(cosx) =  f ( c o s ( tt- x )) - f { c o s x ) ) (6 .2 1 )

is considered instead. This gives the enhanced sensitivity to e+e~ —>qqg events 
as required to measure a s .

The remaining effects due to fragmentation of 2 jet events near \co sx \ ~  1 
can be further removed by constraining the fits to obtain a, from the central 
region |cas%| < 0.7 of E E C  asymmetry. This procedure gave good agreement 
between data and Q C D  calculations at the parton level [ill]. Both the Q C D  
calculations [ill] and experimental measurements [107,108,109,77] have shown 
that results obtained from this scheme have very small dependences on Q C D  
soft parton cut-off, i.e. different (e, <5) cuts or different minimum mass com­
bination cuts y min . Although the shape of E E C  itself was energy dependent, 
the asymmetry of E E C  was found to be fairly stable at different e+e- centre 
of mass energies [1 1 2 ].

213



Based on the above discussion, the procedure for the determinations of a s 
values was chosen to be the fits to the asymmetry of energy-energy correlation 
distributions in the range |co5\| < 0.7.

6.3.2 D eterm ination  o f  a s (b)/ a s(Avera,ge)

Data Samples

For the procedure of the determination of the a s ratio, the b enriched sam­
ple using the G lo b a l-m o d e tag was chosen. This tagging mode allowed free 
combinations of tracks only constrained by the angle between each other, but 
did not forbid the combinations of tracks from different hemispheres defined 
using the event thrust axis in contrast to the case of the J e t-m o d e . This was 
to avoid the problem that the plane perpendicular to the thrust axis was less 
meaningful in the case of hard 3 jet events, which could more often result in 
tracks from the same B  decay ending up in different hemispheres.

The tagged data sample contained 164 events with an average e+e~ centre 
of mass energy of W  ~42.1 GeV and the estimated fraction of bb events to be 
60±9% as previously shown in Table 5.14. The corresponding Monte Carlo 
sample contained 931 events with a fixed W  of 43.6 GEV. The efficiencies of 
accepting 2 jet events and 3 or 4 jets events as defined in the Monte Carlo 
were studied for the G lo b a l-m o d e tagging procedure with the standard cuts. 
The results are listed in Table 6.3. There was some inefficiency in accepting 
multiparton bb events as compared to 2 jet bb events. This was mainly due 
to the effect of a 55° opening angle cut between pairs of tracks for reducing 
the combinatorial background. This resulted in more track pairs from low 
momentum B ’s with P  < ~ 1 0  GeV/c, failing the opening angle cut, which 
could be thought to have more influence on multijet events. The reduction of 
sensitivity to gluon bremsstrahlung events due to this inefficiency was traded 
for a better b purity.
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Monte Carlo Tagging Efficiency

Flavours 2 jets 3 or 4 jets

bb 19.8±0.9% 11.4±0.9%

cc 2 .2 ± 0.2 % 1.7±0.3%

u d s 0.8± 0.1 % 0.9±0.2%

Table 6.3: G lo b a l-m o d e Tagging Efficiencies of Different Flavours and Different 
Final State Parton Multiplicities.

The average flavour data sample contained all 4798 hadronic events in 
the W  range of 42.0 to 45.0 GeV at an average W  of 43.8 GeV while the 
corresponding Monte Carlo sample contained ~40000 events at a fixed energy 
of 43.6 GeV.

Event Weighting Procedure

Because of the rather complicated mixture of different flavours and some bias 
in the tagging procedure, no corrective procedures were taken for detector 
effects in the data, but it was chosen always to compare data with Monte 
Carlo passed through full detector simulations. Only charged particles were 
used in the calculations, therefore the quantity W v(a in Equation 6.19 was the 
sum of energies of all charged particles in an event assuming pion mass for all.

To avoid generating and processing many different samples of Monte Carlo 
events considering the rather small data sample, an event weighting procedure 
was devised to follow the effect of generating different Monte Carlo events. The 
Monte Carlo events were weighted according to their generator phase parton
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multiplicity:
cts ( T o  be s im u l a t e d )

r =  ------------------a s( G e n e r a te d )
3 p a r to n  e v e n ts  : w e ig h t  =  r +  T 2i r 2

4 p a r to n  e v e n ts  : w e ig h t  =  r 2

2 p a r to n  e v e n ts : w e ig h t  =  2 j e t  c r o s s  s e c t i o n , a f t e r  s u b tr a c t io n

o f  w e ig h te d  3,4 p a r to n  c r o s s  s e c t io n s  

a s  a  f r a c t i o n  o f  t o ta l  c r o s s  s e c t io n .

where the constant T 2i was the ratio of average 2nd and 1 st order contribu­
tions to 3 parton final states. Two differences remained when compared to 
actually generating the events were: (a) T 2\ was a fixed constant rather than 
varying from event to event, (b) The running of a s in the case of reduced W  
due to Q E D  radiative effect was ignored. However, the effects due to these 
approximations were found to be small as far as the distributions of E E C  and 
its asymmetry were concerned.

To test this event weighting scheme, Monte Carlo events were generated at 
aa=0.15 and events were weighted toward different a 3 values as compared to 
actually generating those events at the corresponding as values. The results 
for both the E E C  and the E E C  asymmetry distributions are shown in Fig. 6.9. 
When fits were performed on the asymmetry distributions, the discrepancy 
between the weighted events and generated events in a s values remained < 0 .0 1  

in the range of a s from 0.0 to 0.2 .

Measurement Results

The event weighting procedure was first applied to the average hadronic sam­
ple using the Monte Carlo generated with as=0.188. The E E C  asymmetry 
distribution was fitted in the region |cô x| < 0.7, giving the result

a s( A v e r a g e  H a d r o n s) =  0.132 ±  0.012 ( s t a t i s t i c a l  o n ly ) (6 .2 2 )
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with a x 2/ d . o . f  of 3.7/6. The Monte Carlo weighted according to this fit result 
for both the E E C  and the E E C  asymmetry distributions can be compared to 
data as seen in Fig. 6 . 1 0 together with some Monte Carlo variations near the 
fitted value.

Following the previous discussions on systematic effects of a s determina­
tions, it should be stressed that this result was based on an extended FKSS 
2nd order Q C D  matrix elements (see section 4.1) together with an independent 
jet fragmentation scheme where gluons were fragmented in the same way as 
quarks and the energy-momentum conservation scheme was according to the 
Monte Carlo of Ali e t a1. [81].

When the upper limit of the fitting region was varied from cos% of 0-6 
to 0.9, the effect on the fit result was a small reduction of -0.0 1 . Although 
the fit of the E E C  asymmetry distribution was good as seen in Fig. 6.1 0 , the 
Monte Carlo preference of a s as seen from E E C  distribution itself was however 
a higher value of ~0.16. There was also some discrepancy in the Monte Carlo 
in the region of c o s x from 0.7 to 0.9 which seemed to be not adjustable by 
just varying a s . Although these discrepancies might well be the fragmentation 
effects which are supposed to cancel when the EEC asymmetry was taken, a 
systematic error of +0.03 was nevertheless assigned to the result, giving:

a s( A v e r a g e  H a d r o n s) =  0.132 ±  0.012 (6.23)

It should be noted that the systematic error was still partial as the effects 
of different Q C D  calculations and different fragmentation schemes were not 
included. However, this Was considered to be adequate as the aim was to 
pursue a ratio of two-a, values and the same procedure would be used for the 
b enriched sample.

Whehithe same fitting procedure was used using the tagged data.and Monte __ 
Carlo samples by fixing the a s value of u d s c background events to that of the
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Figure 6.11: oc3(b) Fit % 2 as a Function of aa(6).

average hadrons as obtained in Equation 6.23 and only allowing aa(6) as a free 
parameter, the result was

a s(b) =  0.127 ±  q!io2 ( s t a t i s t i c a l  o n ly) (6.24)

with a % 2/d.o./ of 1.5/6. The x 2 as a function of a s(6) is shown in Fig. 6.1 1 . 
The estimated errors were taken at the points where % 2 — Xmin —  !• This 
can be seen to be statistically insufficient to exclude the case a s (b) =  0 ,
however the sensitivity to larger <**(&) was somewhat better. The statistical 
errors were found by plotting the mean values of E E C  asymmetries of each bin 
for every 2 0 0 events in a large data sample. These mean values were found to 
be distributed as Gaussians and their R M S  spreads were equal to the average 
estimated errors. By integrating the probability space from aa(6 ) = 0 up to a 
total of 95%, assuming the error came from a Gaussian with ±cr at X 2 — Xmin— 1 
and ± 2<r at x 2 ~ X m m = 4 efc -5 the upper limit of a s (b) was

a , ( b )  <  0.246 a t 95% c o n f id e n c e  le v e l (6.25)

only considering the statistical error from the fit.
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The data compared to the Monte Carlo according to this result are shown 
in Fig 6 . 1 2 for both the E E C  and the E E C  asymmetry distributions. The 
problem can be seen to be mainly due to the lack of statistics. The result was 
further degraded by the background contamination and the somewhat lower 
efficiency for multiparton b events compared to 2 jet b events in the tagging 
procedure.

The effect of changing the fixed value of a s by ±0.03 for the background 
events had negligible influence on the result for a s of b. The effect due to the 
uncertainty in b purity of ± 1 0 %  in the tagged sample was also negligible.

However, the inclusion of the points at c o s x between 0.7 and 0.9 would 
pull the result to zero for a s(b ). From the observed non-negligible influence of 
b quark mass on the properties of b jets as discussed in the previous section, 
the effect on the E E C  and the asymmetry of E E C  was also checked. Monte 
Carlo events were generated including Q E D  radiative effects with as=0.13 for 
all flavours and also for b flavour only. Since the full second order Q C D  matrix 
element calculations treated all quarks as massless, some partial second order 
Monte Carlo events with b flavour only were also generated without the 2nd 
order virtual corrections to the 3-parton final states, but which used a 1st order
3-parton final state matrix element calculation of Ioffe [113] which included the 
quark masses. The resultant comparison can be seen in Fig. 6.13.

It can be seen that the effects of b quark mass on both the shape of E E C  
and E E C  asymmetry were not negligible. However, the effect of including the 
b quark mass in O C D  matrix element was relatively small. The broadening 
of the peaks near |co5x| ~ 1  can also be seen in the tagged data sample as 
shown in Fig. 6 . 1 2 compared to the average hadron sample. The dip in the 
central region of E E C  distribution for the tagged sample was mainly due to 
the tagging bias which was followed by Monte Carlo closely, and to a smaller 
extent the phase space effect of b quark mass. With marginal statistics, the
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expected lowering of E E C  asymmetry in the region c o s x ~0.7-0.9 compared 
to average hadronic events was present in the tagged data sample.

Based on the discussion that only the region |cosy| <0.7 in the E E C  asym­
metry should be trusted for reliable information, the final result was therefore
taken as the ratio of Equations 6.24 and 6.23 to give

=  0.96 ± 0.59
0.80. ■ . —  -l- 0 80 (6.26)a a( A v e r a g e  F la v o u r s )

where the statistical error and systematic error were combined in quadrature,
with the statistical error in determining a s(b) from the b enriched sample 
giving the dominant contribution. The systematic uncertainties in the E E C
distribution of average hadronic events and in the E E C  asymmetry distribution 
of the tagged events could only lower the ratio a s( b ) / a s ( A v e r a g e  F la v o u r s ) .  
Therefore a safe upper limit on this ratio can be drawn from Equations 6.25 
and 6.23 as

— — --------------- - < 2.1 a t 95% c o n f id e n c e  le v e l (6.27)a s ( A v e r a g e  F l a v o u r s)

6 .4  C on clu sion s

Both the J e t - m o d e and G lo b a l-m o d e  b enrichment methods were applied to 
the TASSO high energy data to study different aspects of strong interaction 
properties of b quark.

Some differences were seen between the b jets and average jets, charac­
terised by higher charge multiplicity and softer charged particle momentum in 
the b jets. It was also found that the b jet charged particle rapidity distribution 
had a clear excess over the case of the average jets in the mid plateau region. 
The results on average charged particle scaled momentum after corrections for 
detector effects were

A v e r a g e  J e t s  <  x p > =  0.0823 ±  0.0004 (s t a t i s t i c a l  o n ly )  

b j e t s  <  x p > =  0.074
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where the systematic errors for the b jet result was only partial which came from 
the uncertainty in background subtraction from b enriched sample. The results 
on average charged multiplicity, also after corrections for detector effects, were

A v e r a g e  J e t s  <  n ch >  =  7.44 ± 0.03 ± 0.19

b j e t s  <  n ch >  =  8.51 ±  0.50 ±  0.35 (6.29)

The distributions of energy-energy correlation asymmetry were used to 
measure the strong coupling constant a s for average flavours and b flavour 
only. Only results from the fit to the region \c o sx \ < 0.7 were used. When 
the ratio between the two ccs values were taken, most of the model dependent 
systematic uncertainties should cancel. This gave the result

<xa(b) =  0.96 ± (6.30)a s ( A v e r a g e  F l a v o u r s) 

where the statistical and systematic errors were combined in quadrature but 
still dominated by the statistical error. This result alone was insufficient to ex­
clude the possibility of this ratio being zero. However, with a better sensitivity, 
an upper limit on this ratio was obtained as 

a s(b)
a s ( A v e r a g e  F l a v o u r s) < 2.1 a t 95% c o n f id e n c e  le v e l (6.31)

Although some differences were observed in event shape distributions in­
cluding the energy-energy correlation distribution between the b enriched sam­
ples and average hadronic events, the fact that they were also reproduced by 
the Monte Carlo to various extents without exotic assumptions indicated that 
they were just effects due to heavier b quark mass. The explicit test on the 
strong coupling constant a s also showed no significant difference between b 

quark and light flavours, although ■with limited accuracy.

W e  are now in a position to access the implication and potential of this tech­
nique of b enrichment. Although the data in this thesis was of limited statistics
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and in some ways poor quality, it has been demonstrated that good tagging ef­
ficiency and purity can be achieved. Work is currently underway to apply this 
tagging method on the 1 1 0  pb - 1 of data took by TASSO during 1986, at a fixed 
W  of 35 GeV. Making reasonable assumptions about efficiencies, we expect to 

have one of the largest samples of b events with comparable purities among 
the P B T R A / P E P  experiments. This will allow b jet fragmentation studies at 
a different energy and a more precise measurement a s( b ) / a 3(A v e r a g e ) .

Owing to the sufficiently long B  decay lifetime, this analysis has shown that 
the vertex resolution required is not particularly demanding as the impact 
parameter resolutions for a large fraction of tracks involved in this analysis 

were only 200-300/zm. This strongly encourages the applications of this type 
of b enrichment scheme with the LEP experiments. Further developments 
of equally realistic but more sophisticated methods under the narrow beam 
environment of SLC should provide an even more powerful tool for heavy 
flavour physics.
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A p p en d ix  A
T A SSO  C oord in ate  C onventions

The standard TASSO coordinate system is shown in Fig. A.l. The origin was 
defined to be the centre of the main drift chamber. The z axis was along the 
positron beam direction, the y axis was in vertically upwards direction and 
the x axis was in the horizontal direction pointing toward the accelerator ring 
centre. The plane perpendicular to the beam was called the r — <f> plane. The 
r — (b projection of the initial direction of a track was defined as the s axis for 
that track, starting from the track r  — <j) point closest to the r  — <f) origin.

The definitions of the main track paramters were:

Ro
Vo

Track radius in the r  — <f> plane.

r  — (f) Coordinates of the point where track r  — <f> projection was 
closest to the r  — <f> origin.

Track direction angle in r  — (f> plane at (£o?2/o)•

Track closest approach distance to the origin in the r  — <f> plane, 

z coordinate of the track point where r  — (f) projection was ( x 0 ,yo )-  

Angle between track and + z  axis at the point ( x 0,yo-) z 0).

Track momentum in the r  — tj> plane.

2 2 7
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Figure A.l: TASSO Coordinate System Definitions
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Figure A.2 : T ASSO Track Parameter Definitions
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C oord in ate  T ran sform ation  from  V X D  to  D C

The transformation from V X D  coodinates to D C  coordinates was defined as the 
B a c k w a r d Euler transformation in TASSO. The 3 Euler angles were denoted 
as <22,0:2,0:3. The translation of the V X D  with respect to the D C  was denoted 
by xv, yv, zv.

X '  \  
Y '
Z' ; D C z

+

V X D

X v  ^

V v

Z v  /  V X D

where

A" 1

( cosaacosai — c o s a 2 s in a is in a z  

cosa^sinoci +  cosa2Cosa\sinaz 

\ sinct2sinctz

— sinazcosoci — cosot2sinoc\Cosoiz sin<X2sinot\ \

— sina^sinai - f  cosa2Cosa icosa^ —sinoc2Cosoi\

sinot2Cosaz cosa2 /
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