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Abstract

The MINOS experiment is a long-baseline neutrino oscillation experiment in
the NuMI beamline at Fermilab, USA. Using a near detector at 1 km distance
from the neutrino production target, and a far detector at 735 km from the target,
it is designed primarily to measure the disappearance of muon neutrinos.

This thesis presents an analysis using MINOS data of the possibility of oscil-
lation of the neutrinos in the NuMI beam to a hypothetical sterile flavour, which
would have no Standard Model couplings. Such oscillations would result in a
deficit in the neutral current interaction rate in the MINOS far detector relative
to the expectation derived from the near detector data.

The method used to identify neutral current and charged current events in the
MINOS detectors is described and a new method of predicting and fitting the far
detector spectrum presented, along with the effects of systematic uncertainties on
the sterile neutrino oscillation analysis.

Using this analysis, the fraction fs of the disappearing neutrinos that go to
steriles is constrained to be below 0.15 at the 90% confidence level in the absence
of electron neutrino appearance in the NuMI beam. With electron appearance at
the CHOOZ limit, fs < 0.41 at 90% C.L.
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Introduction

From both an intuitive and a scientific point of view, neutrinos are intriguing

particles; neutral and weakly interacting, they pass largely unhindered through

any material we are able to put in their way. We know that they have nonzero

masses, but we are unable (so far) to measure them directly, and we do not know

why the masses are so small in comparison with other fundamental particles.

The MINOS experiment is designed to elucidate some of the properties of neu-

trinos. Using the NuMI neutrino beam at Fermilab, and two detectors separated

by 734 km, MINOS is able to study (among other things) the disappearance of

muon neutrinos, the possible appearance of electron neutrinos and the possibility

of oscillation to exotic sterile neutrinos, with no coupling to the Z.

It is the last of these that this thesis is concerned with. A mixing between

the three known flavours of neutrino, which couple to the Z boson, and a fourth

sterile flavour with no coupling to the Z would lead to a deficit of neutral current

interactions in the MINOS far detector relative to the prediction produced from

measurements at the near detector, where no oscillations are assumed to have

occurred. This thesis presents an analysis that takes advantage of the continuous

output of an artifical neural network which discriminates between neutral current

and charged current events to produce a slightly improved sensitivity to sterile

neutrino mixing.

This thesis is organised as follows: Chapter 1 gives a brief overview of the

history of neutrino physics, with the experimental and theoretical results which

1
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have led to the current picture of neutrino masses and oscillations. The theoretical

motivation for sterile neutrinos and an empirical parametrization for oscillations

between active and sterile neutrinos is also presented.

A description of the MINOS experiment is given in Chapter 2, starting with

the NuMI beamline which produces the neutrino beam measured at the near and

far detectors, which are also described.

Chapter 3 describes the methods used to distinguish charged current (CC)

and neutral current (NC) interactions in the MINOS detectors from one another

and from non-neutrino-induced backgrounds, and Chapter 4 presents a method of

predicting and fitting the far detector spectrum taking advantage of the NC/CC

separation available from the artificial neural network described in Chapter 3.

With this method of predicting the far detector spectrum, Chapter 5 presents

the effects of a number of systematic uncertainties on the sensitivity to sterile

neutrino oscillation parameters, and a new, reduced uncertainty on the near/far

normalization is presented. Finally, in Chapter 6, the analysis is run on MINOS

near and far detector data to determine limits on the parameters governing oscil-

lations to sterile neutrinos.



Chapter 1

History and Theory of Neutrino

Physics

Most histories of the neutrino begin with the observation that most histories of the

neutrino begin with Wolfgang Pauli’s famous 1930 letter to Lise Meitner and the

participants of a conference at Tübingen, addressed to “Dear Radioactive Ladies

and Gentlemen” [1]. In it, he proposed a solution to the problem of β-decay, in

which observation of the continuous spectrum of the electron made it appear that

energy was not conserved. While Niels Bohr had suggested that the result be taken

at face value, and the law of energy conservation be weakened, Pauli postulated

a different “dangerous remedy:” the existence of a new particle, existing in the

nucleus, with spin 1
2

and zero electric charge. The emission of these particles in

addition to the electron in β-decay would allow energy conservation.

Pauli’s Neutronen, as he called them, were not quite the neutrino we know

today; rather, they played roles of both the neutrino and the neutron. What we

now call the neutron was discovered in 1932 by James Chadwick [2], leading Enrico

Fermi to rechristen the particle responsible for rescuing energy conservation the

neutrino.

The theory of the interaction governing β-decay moved forward almost im-

3
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mediately, with Fermi’s theory being published in 1934 [3]. This theory put the

neutrino on good theoretical ground, treating the β-decay as analogous to elec-

tromagnetic radiation, and allowing other, as yet unobserved, processes such as

electron capture to be predicted [4]. Fermi’s theory also provided background for

Hans Bethe and Rudolf Peierls to calculate the cross section for the inverse β-

decay reaction in which neutrinos could be directly detected [4]. They concluded

that the cross section was far too small to ever allow the reaction to be observed,

and indeed no strong direct experimental observation of the neutrino came for 22

years. The first direct observation of neutrinos in 1953 by Fred Reines and Clyde

Cowan [5] was tentative, and the experiment was later moved from Hanford to

Savannah River, where the desired confirmation was obtained in 1956 [6].

In both cases, the experiment searched for the inverse β-decay reaction of re-

actor antineutrinos, ν + p → n + e+, in cadmium chloride-loaded water targets.

The final state positron annihilated immediately with an electron in the water,

producing a pair of gamma rays, while the neutron was moderated by the water

until being captured by the cadmium around 10µs later, producing an unstable

nucleus which decayed giving off a gamma ray. The water tanks were sandwiched

by liquid scintillator to detect the gamma rays, with the signature of the inverse β-

decay reaction being a pair of signals in the scintillator (from the electron-positron

annihiliation), followed some microseconds later by a “delayed coincidence” sig-

nal from the neutron capture. Reines and Cowan observed a rate of neutrino

interactions consistent with that expected from the reactor.

After the long gap between the neutrino’s theoretical postulation and its exper-

imental verification, the field advanced more quickly: in 1955 Ray Davis performed

a search for the reaction ν + 37Cl → e− + 37Ar, which was not observed [7]. Davis

pointed out that such a reaction would be possible if the neutrinos given off in

β-decay and inverse β-decay were indistinguishable in their reactions. The null

result of the experiment was able to set an upper bound on the ν capture cross-
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section, but the constraint was not strong enough to conclusively show that ν and

ν differed in their reactions.

Further elucidation of the nature of the neutrino was quick in coming: only a

year after Reines and Cowan’s Savannah River experiment, Maurice Goldhaber et

al. demonstrated extremely elegantly that the neutrino has negative helicity [8].

They observed decays of 152Eu, with spin 0, to 152Sm∗, with spin 1, via electron

capture. Since the neutrino has spin 1
2
, conservation of angular momentum implies

that its spin must be antiparallel to that of the 152Sm∗ nucleus. Since the nucleus

and the neutrino have equal and opposite momenta, antiparallel spins lead to the

nucleus having the same helicity as the neutrino. When the 152Sm∗ nuclei decay

to 152Sm by photon emission, those photons which are emitted parallel to the

direction of motion of the nucleus then have the same helicity as the neutrino.

These photons also have the useful property that they are slightly boosted by the

recoil momentum of the nucleus, and therefore have exactly the right energy to

be absorbed and rescattered in the process 152Sm + γ → 152Sm∗ → 152Sm + γ.

These resonant scatters therefore select photons with the same helicity as the

neutrino. The final step was to measure the helicity of these resonantly scattered

photons, which was done by passing them through magnetized iron. Absorbing the

photon on an electron in the iron is possible if the photon and electron spins are

antiparallel, but not if the spins are parallel. Therefore the amount of absorption

of photons in the iron indicates the neutrino helicity. Goldhaber et al. found that

the neutrino has negative helicity, i.e., spin antiparallel to its momentum.

On another experimental front, Lederman, Schwartz, Steinberger et al. demon-

strated in 1962 that the neutrino produced in pion decay in association with a

muon is different from the neutrino produced in association with an electron in

β-decay [9]. They used 15 GeV protons from the AGS accelerator at Brookhaven,

incident on a beryllium target. The pions produced in this interaction decayed

in flight to µνµ, with the decay products passing through an absorber to produce
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W

νℓ ℓ−

Z0

νℓ νℓ

Figure 1.1: Charged current (left) and neutral current (right) interactions of the
neutrino in the Standard Model.

a beam consisting only of neutrinos. Neutrino-induced events in a downstream

spark chamber produced muons and not electrons, showing that νµ and νe are

distinct particles.

1.1 The Theory of the Weak Interaction

Over the decades following the publication of Fermi’s theory of β-decay, the theory

of the weak interaction developed along several fronts: the problem of unitarity vi-

olation at high energies was identified and solved by addition of a mediating boson,

as suggested by Yukawa, and later extended by Glashow, Salam and Weinberg;

the violations of parity and charge-parity were discovered and incorporated into

the theory; and the existence of a weak neutral current interaction was posited

and confirmed.

The first of these developments began with the observation by Heisenberg in

1936 that the Fermi theory violates unitarity at high energies [10]. This problem

could be ameliorated using Hideki Yukawa’s concept of an exchange boson [11],

and this concept was extended in a series of papers by Sheldon Glashow, Abdus

Salam and Steven Weinberg in the 1960s [12, 13, 14]. In these papers, the weak

interaction was unified with the electromagnetic interaction, and a new, neutral

boson was predicted, having couplings to all fermions.

There were therefore two sets of predictions of the Glashow-Salam-Weinberg
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model: firstly, the existence of massive gauge bosons, whose masses were predicted

in Weinberg’s paper [14]; and secondly, the existence of neutral current (NC)

interactions mediated by the new neutral boson, as shown in Figure 1.1. In 1973,

the first experimental verification of neutral current interactions was made in the

Gargamelle bubble chamber at CERN, where the NC electron-scattering process

νµ + e− → νµ + e− and the NC hadronic interaction νµ + N → νµ + X were

observed [15, 16]. Direct observation of the massive charged and neutral bosons

(named the W and Z respectively) would have to wait until the next decade, when

the UA1 and UA2 experiments on the CERN Spp̄S saw both particles and made

measurements of their masses [17, 18, 19, 20].

A second thread of understanding of the nature of the weak interaction devel-

oped alongside this, namely its properties with respect to the discrete symmetries

of parity, P , and charge conjugation, C. For some time, both were considered in-

violate, until in 1956 Tsung-Dao Lee and Chen-Ning Yang pointed out that parity

conservation in weak decays was “an extrapolated hypothesis unsupported by ex-

perimental evidence” [21]. They suggested a simple experiment to unambiguously

search for parity violation in the weak interaction: a measurement of the angular

distribution between the nuclear spin σ of a β-decaying nucleus and the momen-

tum p of the electron given off in the decay. If a component of the distribution

proportional to the pseudoscalar σ·p is found, then parity is not conserved, since

p changes sign under parity, while σ does not.

The experiment was realized the same year and was published in 1957. Chen-

Shiung Wu used a sample of 60Co with their spins aligned by a magnetic field at

low temperature, and observed the angle of the β-decay electrons emitted relative

to the nuclear spin, θ. An observed asymmetry in the distribution between θ

and 180◦ − θ indicated the presence of a pseudoscalar term, and therefore parity

violation.

Incorporating parity violation into the theoretical description of the weak in-
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teraction was done in 1957 by a number of authors [22, 23]. They added a term

corresponding to an axial component to the existing vector term in the description

of the weak current, leading to the so-called V −A theory. This predicts maximal

parity violation, and the correct helicity for the neutrino.

While the left-handedness of neutrinos demonstrates parity violation, in accor-

dance with the V − A theory, the combined operation of charge conjugation and

parity, CP , leaves the system unchanged, since antineutrinos are right-handed. CP

is known to be violated in other weak interactions, however: neutral kaons can

decay via the weak interaction into either two or three pions in states which are

eigenstates of CP . The 2π decay mode occurs much more quickly due to the larger

phase space, so a beam of neutral kaons allowed to decay will eventually produce

only 3π decays, assuming CP is conserved. However, in 1964, James Cronin et

al. performed exactly this experiment and observed a peak in the invariant mass

of two of the pions from the decay: a characteristic of a two-body decay [24].

Therefore CP is violated in the weak decays of neutral kaons.

While CP is conserved in β-decay, the question of whether CP is conserved

throughout the whole neutrino sector is an open one that will be dealt with in

Section 1.3.

One further discrete symmetry is of interest: that of time reversal T . It is

a result of quantum field theory that any local, unitary, Lorentz invariant field

theory must be invariant under CPT [25]. Therefore any violation of CP must

be accompanied by a corresponding violation of T to ensure that CPT is con-

served. In the neutrino sector, tests of CPT can be made by comparing oscillation

probabilities which are CPT conjugates of one another, such as P (να → νβ) and

P (ν̄β → ν̄α), or P (να → να) and P (ν̄α → ν̄α), and a number of experiments have

made such tests [26].
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1.2 The Types of Neutrino

In 1953, Konopinski and Mahmoud introduced the concept of conserved lepton

number, L, in which the negative leptons and their associated neutrinos are as-

signed L = +1, while their antiparticles are assigned L = −1 [27]. This conserva-

tion law served to explain the null result in Davis’s search for ν+ 37Cl → e−+ 37Ar,

since the hypothesized process violates lepton number.

The Brookhaven experiment of Lederman et al. [9] showed that there were at

least two types of neutrino, each associated with a particular lepton. Along with

the non-observation of the process µ → eγ, which is allowed by L, this provided

evidence for lepton family number, which is conserved separately for each family

(lepton and associated neutrino).

The discovery of the τ lepton in e+e− collisions in 1975 [28] started the search

for a corresponding neutrino ντ for symmetry with the already-known leptons.

The difficulties of producing the tau neutrino and unambiguously identifying its

interactions meant that the first strong evidence came indirectly from the LEP

collider at CERN [29]. By comparing the total width of the Z resonance to the

sum of the partial widths to visible final states, the partial width to ‘invisible’

states (i.e., neutrinos) can be inferred. Comparing this invisible width to the

theoretical prediction for the Z partial width for one neutrino yields the number

of neutrinos that have mass less than MZ/2 and couple to the Z, which is found to

be 2.9840± 0.0082, in excellent agreement with the number of known generations

of charged fermions.

Direct observation of the tau neutrino has since been made by the DONUT

collaboration at Fermilab [30]. A ντ -enriched beam was created and impinged on a

detector consisting of emulsion plates sandwiched between steel sheets, along with

various active detectors for triggering and identifying which emulsions to remove

and develop. Selecting charged current (CC) ντ interactions requires identifying
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the presence of a τ lepton. At DONUT energies, the τ decays with a path length

∼ 2 mm, necessitating a detector with extremely high position resolution as well as

the large mass always required for neutrino interaction experiments. This difficulty

made emulsion the only practical choice for the detector technology used. In their

final results, the DONUT collaboration reported 9 ντ CC candidates above a

background of 1.5 events [31].

1.3 Neutrino Mass and Oscillations

One of the largest and most productive avenues of investigation in neutrino physics

is the phenomenon of neutrino flavour change, almost certainly due to quantum

mechanical oscillations. (Regardless of the mechanism, flavour change implies a

nonzero neutrino mass, since in order to change, the neutrino must have a rest

frame.)

In the oscillation scheme, neutrinos are massive (although the masses may still

be extremely small), and the mass eigenstates are not equivalent to the flavour

states. Since neutrinos are produced and detected in weak interaction processes

that pick out flavour eigenstates, whereas propagation is controlled by the mass

eigenstates, a neutrino born as one flavour may, after propagation, become a

neutrino of another flavour.

The standard treatment of neutrino oscillations in vacuum is presented below,

following [32]. A more correct treatment is given by the use of wave packets,

or even quantum field theory, but this simpler approach reproduces the same

results [33].

We begin with a neutrino flavour state |να〉 that is a superposition of mass

states |νi〉 related by a matrix U :

|να〉 =
∑

i

U∗
αi |νi〉 . (1.1)
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This matrix is known as the PMNS matrix, for Maki, Nakagawa and Sakata,

who were instrumental in formulating the theory of neutrino oscillations, and

Pontecorvo, who first posited the change in flavour of massive neutrinos [34, 35].

For N neutrino states it is an N × N matrix satisfying the unitary condition

U †U = 1. The relation between flavour and mass states for antineutrinos is given

by Equation 1.1 with U∗
αi → Uαi.

From this equation we can find the amplitude A(να → νβ) for a neutrino

created in flavour state α to be detected later in a flavour state β

A(να → νβ) ≡ 〈νβ|να〉 (1.2)

=
∑

i

∑

j

〈νj|UβjPU∗
αi |νi〉 (1.3)

=
∑

i

UβiPU∗
αi since |νi〉s orthogonal (1.4)

where P is the propagator for the appropriate mass eigenstate, P = exp(−ip ·

x) where p and x are the momentum and spacetime four-vectors of the mass

eigenstate, respectively. In the lab frame, p · x = Et − |p|L, where t is the

time of measurement, p is the momentum three-vector, and L is the distance

between source and measurement. Since neutrino masses are very small, v ≈ c

and so t ≈ L in natural units, giving p · x = (E − |p|)L. Using the relation

E2 − |p|2 ≡ (E − |p|)(E + |p|) = m2, we obtain

p · x ≈ m2L

E + |p| (1.5)

≈ m2L

2E
(1.6)

where in the second step, E ≈ |p| for ultrarelativistic neutrinos has been used.

We can put this expression for the propagator back into the amplitude, and

take its modulus-squared to obtain the probability to observe a neutrino originally
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of flavour να in flavour state νβ after propagating a distance L:

P (να → νβ) =
∑

i

∑

j

U∗
βjUαje

im2
jL/2EUβiU

∗
αie

im2
i L/2E (1.7)

=
∑

i

∑

j

U∗
βjUαjUβiU

∗
αie

i∆m2
ijL/2E (1.8)

where ∆m2
ij ≡ m2

j − m2
i . With a little manipulation this can be rearranged into

a form that is easier to deal with. We add and subtract a carefully chosen term

from the right-hand side and regroup the resulting terms:

P (να → νβ) =
∑

i

∑

j

U∗
βjUαjUβiU

∗
αie

i∆m2
ijL/2E

+
∑

i

∑

j

U∗
βjUαjUβiU

∗
αi −

∑

i

∑

j

U∗
βjUαjUβiU

∗
αi (1.9)

=
∑

i

∑

j

U∗
βjUαjUβiU

∗
αi

(

ei∆m2
ijL/2E − 1

)

+
∑

i

∑

j

U∗
βjUαjUβiU

∗
αi (1.10)

=
∑

i

∑

j

U∗
βjUαjUβiU

∗
αi

(

ei∆m2
ijL/2E − 1

)

+ δαβ (1.11)

where the last term uses the unitarity of U, i.e.,
∑

i U
∗
αiUβi = δαβ. Call the

first term on the right hand side Bij. Then terms Bii are identically zero, since

∆m2
ii = 0, and terms with i 6= j satisfy Bij = B∗

ji and therefore Bij+Bji = 2ℜ(Bij).
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Putting all this together and using Euler’s formula gives

P (να → νβ) = δαβ + 2
∑

i>j

ℜ
[

U∗
βjUαjUβiU

∗
αi

]

×

(

cos ∆m2
ijL/2E + i sin ∆m2

ijL/2E − 1
)

(1.12)

= δαβ + 2
∑

i>j

ℜ
[

U∗
βjUαjUβiU

∗
αi

] (

cos ∆m2
ijL/2E − 1

)

− 2
∑

i>j

ℑ
[

U∗
βjUαjUβiU

∗
αi

]

sin ∆m2
ijL/2E (1.13)

= δαβ + 4
∑

i>j

ℜ
[

U∗
βjUαjUβiU

∗
αi

]

sin2 ∆m2
ijL/2E

− 2
∑

i>j

ℑ
[

U∗
βjUαjUβiU

∗
αi

]

sin ∆m2
ijL/2E (1.14)

1.3.1 Two-flavour oscillations

The simplest nontrivial case is for two neutrinos. This is particularly interesting as

it is a limiting case for other schemes under certain conditions. It also illustrates

many salient features relevant to neutrino oscillation experiments.

The mixing matrix in two dimensions can be parametrized by a single mixing

angle θ, thus:

U =







cos θ sin θ

− sin θ cos θ






. (1.15)

The oscillation probabilities become

P (να → νβ) = sin2 2θ sin2(1.27∆m2L/E) (1.16)

for να 6= νβ (the appearance probability) and

P (να → να) = 1 − sin2 2θ sin2(1.27∆m2L/E) (1.17)

for the survival probability. In these equations, ∆m2 is given in eV2/c4, L is given
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in km and E in GeV, which accounts for the factor of 1.27.

Some features of neutrino oscillations follow immediately from these equations:

• No oscillation will be observed when the mixing angle θ is zero. In this case

the mass and flavour eigenstates coincide. The largest effect will be seen

when sin2 2θ = 1, a case referred to as maximal mixing.

• The largest flavour change effect occurs when 1.27∆m2L/E = π/2. The ex-

perimental parameter L/E therefore determines the mass-squared splitting

to which an experiment is sensitive.

• In any case where ∆m2L/E is large, the oscillation probability varies rapidly

with energy, and cannot be resolved by an experiment at a fixed baseline

L. When this is the case, the measured appearance probability averages to

1
2
sin2 2θ and the survival probability to 1 − 1

2
sin2 2θ.

• Since sin2(1.27∆m2L/E) is an even function of ∆m2, the oscillation proba-

bilities for ∆m2 and −∆m2 are equivalent, and so two-neutrino oscillations

contain no information about the ordering of the two mass states.

There are two different cases in which the two-flavour oscillation formula is

regained from the general n flavour formula. The first occurs when the effect of

one of the squared-mass splittings dominates over the others. In this case, it can

be shown [32] that the oscillation probability reduces to the two-flavour formula

with the replacements

sin2 2θ ≡ 4

∣

∣

∣

∣

∣

∑

i Up

U∗
αiUβi

∣

∣

∣

∣

∣

2

(1.18)

for appearance experiments, and

sin2 2θ ≡ 4
∑

i Up

|Uαi|2
(

1 −
∑

i Up

|Uαi|2
)

(1.19)
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for disappearance. In these formulae, the “i Up” denotes summation over either

the set of states lying above the large mass splitting, or the set of states lying

below it.

The two-flavour oscillation formula is also regained if the flavour states being

considered are coupled to only two of the mass eigenstates.

The last four decades of neutrino oscillation experiments have, with one ex-

ception1, been consistent with the existence of three neutrino states, as measured

by LEP, separating into two quasi-independent two-flavour sectors. There is one

additional feature of neutrino oscillations required to interpret the results so far,

namely the propagation of neutrinos in matter.

1.3.2 Neutrino Oscillations in Matter

Neutrinos propagating in matter experience an alteration in the oscillation prob-

abilities due to the different interactions of electron neutrinos and other flavours

with the electrons and neutrons in the matter. All flavours experience coherent

scattering via the neutral current interaction, while electron neutrinos experience

an additional coherent scattering from the charged current interaction with the

electrons. This alters the phase of electron neutrinos relative to the other flavours,

and therefore changes the oscillation probabilities, a feature known as the MSW

effect, for Mikheyev, Smirnov and Wolfenstein, who were the first to consider

it [36, 37].

A sketch of the matter effects can be given in a two-flavour scenario, with a

neutrino state
(

νe

να

)

. (1.20)

The Hamiltonian in matter consists of two parts: the vacuum Hamiltonian with

1The LSND experiment, Section 1.7.1
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an additional potential caused by the matter

HM = H0 + V (1.21)

where the vacuum Hamiltonian for the flavour state is

H0 = U †







m2
1

2E
0

0
m2

2

2E






U ∼ U †







0 0

0 ∆m2

2E






U (1.22)

where U is the two-flavour mixing matrix from Equation 1.15, and on the right

of the ∼ we have subtracted a multiple of the unit matrix, which has no effect on

the physics.

The matter-induced potential V consists of the NC and CC parts VNC and

VCC. The NC scattering depends on the number density of neutrons in the mat-

ter, having strength ∓GF Nn/
√

2, where GF is the Fermi constant, while the CC

scattering has strength ±
√

2GF Ne where Ne is the number density of electrons.

In each case, the upper sign is taken for neutrinos and the lower sign for antineu-

trinos. Taking into account the types of neutrino on which these act, we find the

matter potential

V = VNC + VCC (1.23)

=







∓GF Nn/
√

2 0

0 ∓GF Nn/
√

2






+







±
√

2GF Ne 0

0 0






. (1.24)

The term VNC is a multiple of the unit matrix, and will therefore be dropped,
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giving the matter Hamiltonian

HM = U †







0 0

0 ∆m2

2E






U +







±
√

2GF Ne 0

0 0






(1.25)

=
∆m2

2E







sin2 θ + ǫ − sin θ cos θ

− sin θ cos θ cos2 θ






(1.26)

where ǫ = ±
√

2GF Ne/(∆m2/2E).

If we can put this Hamiltonian into the form

HM = U †
M







0 0

0
m2

M

2E






UM (1.27)

=
∆m2

M

2E







sin2 θM − sin θM cos θM

− sin θM cos θM cos2 θM






(1.28)

where UM is U with θ replaced by θM , we will have the same form as vacuum

oscillations, but with altered mass splitting and mixing angle. Comparing the

off-diagonal terms in Equations 1.26 and 1.28 we see that

∆m2
M

2E
sin θM cos θM =

∆m2

2E
sin θ cos θ. (1.29)

To obtain the effective mass splitting in matter, we find the difference in the eigen-

values of the matter Hamiltonian by diagonalizing the matrix in Equation 1.26.

By comparison with Equation 1.22 we see that this difference will be equal to

∆m2
M/2E. The eigenvalues λ are given by

λ =
∆m2

2E
· 1

2

(

ǫ + 1 ±
√

(1 + ǫ)2 − 4ǫ cos2 θ
)

(1.30)
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so that

∆m2
M = ∆m2

√

(1 + ǫ)2 − 4ǫ cos2 θ (1.31)

= ∆m2

√

(ǫ − cos 2θ)2 + sin2 2θ (1.32)

and using Equation 1.29

sin θM cos θM

√

(ǫ − cos 2θ)2 + sin2 2θ = sin θ cos θ (1.33)

which can be rearranged to

sin2 2θM =
sin2 2θ

(ǫ − cos 2θ)2 + sin2 2θ
. (1.34)

There are several interesting experimentally observable consequences for neu-

trinos which propagate in matter:

• The mixing parameters depend on the energy of the neutrino via the pa-

rameter ǫ = ±
√

2GF Ne/(∆m2/2E). Thus, the behaviour of low and high

energy neutrinos may differ.

• Since ǫ changes sign for antineutrinos, the behaviour of neutrinos and an-

tineutrinos will be different.

• ǫ also depends on the sign of ∆m2, and not just its absolute value (as is

the case in vacuum oscillations). This means that the ordering of the mass

states may be determined.

• If ǫ = cos 2θ, then sin2 2θM will be maximal regardless of the value of sin2 2θ.

That is, a small vacuum mixing can result in a large matter mixing: this is

known as the MSW resonance.

In the Sun, a further special case applies. νe are born in nuclear processes in
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the core, where the electron density is extremely high. From Equation 1.34, this

means that sin2 2θM → 0 and so the mass and flavour states are coincident. On

their journey to the surface of the Sun, the neutrinos encounter an adiabatically

changing density, and so remain in the mass eigenstate in which they are born.

Once they have escaped the Sun, these neutrinos remain in the (now vacuum)

mass eigenstate, which is no longer pure νe, and so the νe flux on Earth is lower

than would be expected in the absence of neutrino mass.

1.4 The Solar Neutrino Sector

The mechanisms that could drive thermonuclear energy production in stars were

well established theoretically by the 1960s, but an unambiguous demonstration

that the processes were present in the otherwise inaccessible stellar core would re-

quire the observation of the neutrinos produced in the weak interaction processes.

As John Bahcall pointed out in 1964, “only neutrinos, with their extremely small

interaction cross-sections, can enable us to see into the interior of a star.” [38].

Although initially motivated by considerations of nuclear and astrophysics, the ex-

perimental study of these stellar neutrinos opened the door on the field of neutrino

mass and flavour change.

The energy generation in the Sun mainly proceeds via processes known as the

pp chain and the CNO cycle, in which heavier nuclei are built out of hydrogen. A

number of stages in this chain produce electron neutrinos with either a continuous

spectrum (in the case of three-body decays) or a unique energy (for two-body

decays). These neutrinos have mean energy 0.6 MeV [32], up to a maximum of

around 10 MeV. Knowledge from nuclear physics and observations of the surface of

the Sun allowed theorists such as Bahcall [38] and others to calculate the neutrino

fluxes on Earth resulting from some of these nuclear processes.

The first experiment aimed at verifying these predictions was set up at the
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Homestake mine in South Dakota by Ray Davis, using the same technique with

which he had attempted to detect νe from reactors in 1955. He observed the pro-

cess νe + 37Cl → e− + 37Ar (with threshold 814 keV) in a tank of 390,000 litres

of C2Cl4. The presence of 37Ar was inferred by flushing the tank with helium

to remove the argon, and waiting to observe the decay of the 37Ar to its ground

state [39]. The first results set an upper limit on the solar neutrino flux at Homes-

take around one-seventh of the flux predicted by the models, while later results [40]

obtained a measurement around one-third the predicted flux. This was the first

hint that either the models were wrong, or that neutrinos were changing flavour

between production and their detection on Earth.

For a long time, Davis was the only experimenter studying solar neutrinos,

until 1989 when the Kamiokande experiment in Japan published results on the

flux of neutrinos from the decay of 8B in the pp chain; the same flux to which

Davis’s experiment was sensitive [41]. The Kamiokande detector consisted of a

large water tank watched by photomultiplier tubes which measured the Čerenkov

light emitted by electrons from the process νee
− → νee

−. They measured a value

of the 8B neutrino flux around half of that expected from the Standard Solar

Model (SSM), and consistent with the result from Davis’s chlorine experiment.

The next wave of experiments in the early 1990s used 71Ga as the target, as

its threshold for the reaction 71Ga + νe → 71Ge + e− (233 keV) is low enough to

allow detection of neutrinos from the initial p + p → 2H + e+ + νe stage of the

pp chain, whose flux is much more precisely determined in the SSM than the 8B

flux. SAGE in 1991 [42] and GALLEX in 1992 [43] published results using this

reaction, both showing fluxes below that predicted by the SSM.

While Kamiokande and the radiochemical experiments continued to take data

and were able to improve the constraints on the solar neutrino fluxes, the most

convincing evidence for neutrino flavour change came from the Sudbury Neutrino

Observatory (SNO) experiment, which was able to measure the neutrino flux for
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all active flavours and thereby confirm the solar neutrino flux predictions of the

SSM.

The SNO experiment consisted of a tank containing 1,000 tons of heavy water

(D2O) watched by photomultiplier tubes. In addition to the electron scattering

channel νxe
− → νxe

−, (which is primarily sensitive to electron neutrinos) SNO

observed the charged current reaction νe + d → p+ p+ e− and the neutral current

reaction νx + d → p + n + νx. It is this last reaction that gave SNO sensitivity

to the total flux of active neutrinos from the Sun, since the NC reaction does

not distinguish between flavours. In addition to the deuterium target, SNO also

added two tonnes of NaCl to the tank to improve the NC measurement during one

running period. This improvement came about for three reasons: firstly the cross

section for neutron capture on Cl is large, increasing the fraction of neutrons that

are captured in the detector; secondly the energy of the γ rays emitted by Cl after

neutron capture is higher than the corresponding γ for capture on the deuteron;

and lastly, the isotropy of the multiple γ emission from Cl allows better separation

between NC events and electron scattering events. With this setup SNO was able

to measure a total neutrino flux in agreement with the SSM, along with the now-

expected reduced flux of νe [44]. These results are shown in Figure 1.2.

With the results from radiochemical experiments and SNO, the phenomenon

of flavour change in solar neutrinos was confirmed, but in interpreting the results

in terms of neutrino mass states and mixing angles, there remained some ambi-

guity. The Kamioka Liquid Antineutrino Detector (KamLAND) aimed to resolve

this, using a liquid scintillator detector to observe the antineutrinos from 55 reac-

tors in Japan. The reactor neutrinos had an energy spectrum peaking at around

3 MeV and extending up to 8 MeV. The KamLAND detector’s location made it

sensitive to the oscillation parameters which were favoured at the time, and the

lack of matter effects made the KamLAND results complementary to the solar

experiments [45].
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Figure 1.2: Results from SNO on the solar flux of νe (abscissa) and νµ + ντ

(ordinate). The red band shows the constraint from CC events, which determine
the νe flux only; blue is from NC events which constrain the total flux of all three
flavours, and green shows the constraint from electron scattering events. The best-
fit point is also shown, falling between the dashed lines, where the fluxes sum to
the SSM values. Figure taken from [44].

Figure 1.3 shows the energy-dependent spectral distortion characteristic of

neutrino oscillations seen by KamLAND, a feature not directly seen in the so-

lar experiments. Taking the KamLAND results together with the solar experi-

ments gives a best-fit mass splitting and mixing for the solar neutrino sector of

∆m2 = 7.59+0.21
−0.21 × 10−5 eV2/c4 and tan2 θ = 0.47+0.06

−0.05. The constraints from these

experiments on the mixing parameters are shown in Figure 1.4.

1.5 The Atmospheric Neutrino Sector

A second thread of evidence for neutrino flavour change developed alongside the

results from solar neutrino experiments. In the 1980s, a large experimental effort

was underway to search for proton decay (a possible signal of physics beyond the

Standard Model) in large underground detectors. An important background for

these studies was the interaction of neutrinos produced in the atmosphere by the
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decay products of cosmic ray interactions, with typical energies around 1 GeV and

higher. Kamiokande, in 1988 [46], and IMB in 1992 [47], both measured the fluxes

of νµ and νe, finding a significant deficit in the νµ flux but no corresponding deficit

in the νe flux, a phenomenon dubbed the atmospheric neutrino anomaly.

The picture was complicated slightly by a pair of iron tracking detectors, Fréjus

and the bawdily-named NUSEX, which observed no deficit in the muon neutrino

flux [48, 49].

Firm evidence that the atmospheric neutrino anomaly was due to neutrino

oscillations came from the SuperKamiokande (“SuperK”) experiment, a next-

generation version of Kamiokande containing 50 kton of water with 11,000 PMTs

used to observe the Čerenkov light. In 1998 SuperK published results showing

an asymmetry in the upward and downward fluxes of muon neutrinos [50]. Since

upward-going atmospheric neutrinos originate at the far side of the Earth, they

have a much longer path length (∼ 12, 000 km) to the detector than downward-
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trino energy, as measured by SuperKamiokande. The black points are the data
and the red line is the best oscillation fit. Figure adapted from [51].

going neutrinos (∼ 10 km), which are produced in the atmosphere above the de-

tector. Thus, the angle of the neutrino (as estimated from the angle of the lepton

it produces in a CC interaction) gives information about the distance the neutrino

has travelled, L. Two-flavour neutrino oscillations as described by Equation 1.17

therefore predict a deficit of up-going νµ but no deficit for down-going νµ (for cer-

tain values of the mass splitting ∆m2). With their first results, SuperK was able

to constrain the mass splitting and mixing angle. It also favoured the oscillation

νµ → ντ over νµ → νe by observing no asymmetry in the νe flux.

Later results from SuperK [51] tested the oscillation hypothesis more directly

by measuring a value of L/E for each neutrino. Since this value occurs directly in

the oscillation probability, the shape of the observed energy spectrum can be com-

pared to the shape predicted by oscillations. The result is shown in Figure 1.5, in

which the data agree well with the prediction from oscillations. These results also

allowed SuperK to disfavour other explanations for neutrino flavour change such
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as neutrino decay (by 3.4σ) and neutrino decoherence (by 3.8σ). The constraints

on the oscillation parameters found were 1.9× 10−3 < ∆m2 < 3.0× 10−3 eV2 and

sin2 2θ > 0.90 at 90% C.L.

At around the same time, the Soudan 2 collaboration published results [52]

giving evidence from an iron detector for atmospheric neutrino oscillations, which

had not been found in NUSEX or Fréjus. The observed deficit of νµ-like events,

when interpreted as neutrino oscillations, was consistent with the mixing param-

eters allowed by SuperK.

Confirmation that oscillations at the atmospheric L/E were not due to νµ → νe

came from the CHOOZ experiment in France. A liquid scintillator detector located

around 1 km from a nuclear reactor, CHOOZ aimed to observe disappearance of

the reactor νe. The baseline was chosen to give sensitivity to the atmospheric

oscillation parameters (in contrast to KamLAND, whose baseline gave sensitivity

to the solar oscillation parameters). Final results [53] found no evidence of a deficit,

favouring νµ → ντ as the oscillation mode in atmospheric neutrino oscillations and

limiting the mixing angle θ13 (see Section 1.6) to sin2 2θ13 < 0.19.

While SuperK continues to take atmospheric neutrino data, a more recent focus

of studies in the atmospheric neutrino sector has been on manmade beams of νµ

produced in accelerators. The first such experiment was KEK to Kamioka (K2K),

which produced a beam of νµ with 12 GeV protons incident on an aluminium

target. The beam was directed towards the SuperK detector 250 km away, with a

suite of smaller detectors located along the beamline around 300 m from the target.

These detectors, which included a 1kton water Čerenkov detector (essentially a

smaller version of SuperK), served to measure the properties of the neutrino beam

at its production. K2K observed 112 beam neutrino events in the SuperK detector,

against a no-oscillation expectation of 158 events, and used a smaller sample of

muon-like events to provide evidence of spectral distortion. With these data, they

were able to make some constraint on the oscillation parameters, consistent with
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the SuperK L/E result [54].

The OPERA experiment also uses a manmade neutrino beam originating at

CERN, with the aim of directly observing the ντ produced from νµ → ντ oscil-

lations at the atmospheric baseline. Like the DONUT experiment, OPERA uses

layers of nuclear emulsion interspersed with lead plates to provide the high spatial

resolution necessary to identify τ leptons. In 2010, OPERA published evidence

for a CC ντ interaction candidate [55] and the experiment continues to take data.

The MINOS experiment which is the topic of this thesis is also a long-baseline

accelerator neutrino experiment. It differs from K2K chiefly in the energy of

the incident protons (120 GeV instead of 12 GeV) and the corresponding baseline

(735 km), as well as in the detector technology. MINOS uses magnetized steel-

scintillator tracking calorimeters optimized for the identification and measurement

of muon tracks. With this setup, the MINOS experiment has provided the world-

best measurement of the atmospheric mass splitting along with a bound on the

mixing angle [56] as shown in Figure 1.6.

1.6 Three-Flavour Oscillations

All of the results discussed so far, when taken individually, can be interpreted in

terms of oscillations between two neutrino flavour eigenstates coupled to two mass

eigenstates. In this section a description of the general oscillation probability

(Equation 1.14) when specialized to three flavours is given and the conditions,

realized in Nature, which make the two-flavour approximation appropriate for

both solar and atmospheric neutrinos, are discussed.

A common parametrization of the mixing matrix for three flavours separates
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where cij = cos θij and sij = sin θij. The parameter δ is the only complex phase

in the matrix, and is known as the CP violating phase. It should be noted that

if neutrinos are Majorana particles (that is, if ν = ν), then additional complex

phases enter, but these have no effect on oscillations, so they are ignored here.

The parametrization of U in Equation 1.35 has the desirable feature of separat-

ing out the parameters relevant to the two sectors discussed so far. The leftmost

matrix, depending on θ23, drives the atmospheric oscillation. From SuperK and

MINOS, it is known that this mixing is close to maximal [56] (i.e., sin2 2θ23 is close

to 1). The rightmost matrix contains the parameter relevant to solar neutrino os-

cillations, θ12, whose value is large but not maximal [45]. The central matrix

contains the parameters relevant to νµ → νe oscillations at the atmospheric base-

line, but the CHOOZ result shows that this angle must be small; specifically

sin2 θ13 < 0.10 [53].

With these mixing angles and the mass splittings for the solar and atmospheric

regimes we can represent the flavour composition of the mass eigenstates graph-

ically, as in Figure 1.7. The sign of the atmospheric mass splitting has not been

determined, and both possibilities are shown in the figure. The scheme with the

closely-spaced doublet at lower mass is called normal hierarchy, for its similarity to

the quark mass spectrum, while the other scheme is known as inverted hierarchy.
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From this cartoon we can see the decoupling of the solar and atmospheric

regimes: neutrinos produced as νe (solar ν, reactor ν) are a superposition of the

mass eigenstates ν1 and ν2, with no contribution from ν3, and so the two-flavour

approximation applies. It is exact when θ13 = 0. In the atmospheric sector, all

three mass eigenstates participate, but as one mass splitting is much larger than

the other, the “one mass scale dominance” scheme of Equations 1.18 and 1.19 is

regained. In this case, the effective mass splitting ∆m2
atm ≈ ∆m2

13 ≈ ∆m2
23, and

the effective mixing angle can be found from Equation 1.19 to be

sin2 2θatm = |Uµ3|2(1 − |Uµ3|2). (1.37)

1.6.1 θ13, CP violation and the hierarchy

While the two-flavour approximation has so far been successful in describing the

results of experiments (except for LSND), the features unique to the full three-

flavour treatment are still of great interest. These are the size of the mixing angle

θ13, the possible presence of CP violation in the neutrino sector (controlled by
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the parameter δ), and whether the atmospheric hierarchy is normal or inverted.

Each of these may be investigated using subdominant oscillations between νµ and

νe at the atmospheric baseline. Two oscillation probabilities are experimentally

relevant: the appearance probability
( )

νµ → ( )

νe , which can be investigated in long-

baseline (LBL) accelerator experiments; and the disappearance probability νe →

νe which is investigated in shorter baseline reactor neutrino experiments. The

observation of any νe appearance in LBL experiments, or any νe disappearance in

reactor experiments, if occurring at the atmospheric L/E, would signal a nonzero

value of θ13. As well as being of interest as the only unmeasured angle in the PMNS

matrix, θ13 has further-reaching consequences. Since the CP-violating phase δ only

appears in the PMNS matrix multiplied by sin θ13, a nonzero value of the mixing

angle opens up the possibility of CP violation in the neutrino sector.

The last piece of the three-flavour picture is the hierarchy. Determining this

parameter requires taking advantage of matter effects which differ for νe and νe,

causing the oscillation probabilities νµ → νe and νµ → νe to differ measurably.

A thriving experimental programme is underway to investigate this sector. The

T2K experiment [59], which started running in 2009, uses a beam of νµ produced

at JPARC and directed towards the SuperK detector 295 km away, looking for νe

appearance. The beam is not in fact aimed directly towards SuperK, but at a

small angle away from it. Because of the secondary pion decay kinematics, this

results in a more sharply-peaked energy spectrum at SuperK and therefore reduces

the background from high-energy NC interactions which produce π0 → γγ, faking

νe. The NOνA experiment [60] at Fermilab will use a similar off-axis principle

with a longer baseline of 810 km, switching between a beam of mainly νµ and a

beam of mainly νµ, with the aim of observing CP-violating effects.

Reactor neutrino experiments aiming to measure θ13 are also under construc-

tion worldwide, from Double Chooz in France [61] to Daya Bay in China [62] and

RENO in Korea [63]. These experiments will improve on the previous θ13 limits by
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the use of near detectors which will measure the flux of νe close to the production

point, thereby driving down systematic errors.

1.7 Sterile Neutrinos

While the LEP result provides a strong constraint on the number of neutrinos

directly coupling to the Z, the possibility of other types of neutrinos exists. Such

particles would be without any Standard Model couplings at all and are thus

known as sterile neutrinos. A sterile neutrino arises naturally when the Standard

Model (SM) is extended to account for neutrino mass, as required by the phe-

nomenon of neutrino flavour change: the SM contains only a left-handed neutrino

field, but a mass term requires a right-handed field to couple this to. This right-

handed field would have no SM interactions, and so would fit the definition of a

sterile neutrino2.

The implications of sterile neutrinos have been widely investigated in astro-

physical contexts, where they could make up part of the ‘dark matter’ believed

to account for around 25% of the matter density of the Universe [64]. The ultra-

high density environment present in supernova explosions and neutron stars can

be opaque to active neutrinos, while sterile neutrinos are able to pass unhindered.

For this reason, the effects of sterile neutrinos on these environments is a topic

of active research [65, 66]. In the context of high-energy physics, however, the

strongest hint of the existence of sterile neutrinos came from the LSND experi-

ment.

2A popular but slightly more complicated scheme for including neutrino masses in the SM is

the so-called see-saw model, which also contains a right-handed neutrino field.
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1.7.1 The LSND Anomaly

The three flavour picture presented so far accounts for the results of all recent

experiments apart from one. In 1996 the Liquid Scintillator Neutrino Detector

(LSND) at Los Alamos observed a signal which did not fit into the three flavour

scheme, and which has led to a number of further experiments aiming to confirm

or refute it.

The LSND experiment [67] consisted of a tank of 167 tons of mineral oil doped

with scintillator, which produced both scintillation light and Čerenkov light, de-

tected by an array of 1220 PMTs. This detector was exposed to a beam of νµ

produced in proton collisions on a water target. The 800 MeV protons produced

π+ which came to rest inside the target, decaying to produce µ+νµ and in turn

e+νeνµ. The energies of the νµ ranged up to 52.8 MeV and the detector was lo-

cated about 30 m from the neutrino source. The 1996 LSND results [68] found

a significant excess of νe events which they interpreted as a signal of νµ → νe

oscillations. Given the energy and baseline of the LSND experiment, such oscil-

lations would require a new mass splitting of the order of 1 eV2/c4. Such a mass

splitting would imply the presence of a sterile neutrino in order to be compatible

with the LEP Z width result. LSND published further results in 1998 on νµ → νe

oscillations, finding an excess consistent with the previous results [69].

Other experiments with sensitivity to
( )

νµ → ( )

νe oscillations observed no sig-

nal, excluding a large portion of the LSND allowed parameter space, as shown in

Figure 1.8. Nonetheless, the LSND result was not entirely ruled out, prompting

the construction of the MiniBooNE experiment at Fermilab, aimed at making a

definitive statement about the LSND anomaly. MiniBooNE consists of an 800

ton tank of mineral oil watched by PMTs. The detector is 541 m from the source

of νµ, whose energy peaks at 700 MeV, giving a similar L/E to LSND. The first

MiniBooNE results, published in 2008, found no excess of νe in their signal region,
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ruling out the LSND 90% confidence region at 90% C.L., under the assumption

of two-neutrino oscillations [70], as shown in Figure 1.8. More complex schemes

in which there are 2 new sterile states in addition to the three active neutrinos

allow compatibility between LSND and MiniBooNE via CP violation, since the

principal LSND results observed νµ → νe, whereas MiniBooNE’s results pertain to

νµ → νe [71]. However, even in this scheme there is significant tension between the

results from appearance experiments (MiniBooNE and LSND) and disappearance

experiments (Bugey, Chooz and Palo Verde). To investigate this sector further,

MiniBooNE has run in antineutrino mode, publishing results that are so far in-

conclusive in ruling out oscillations at the LSND mass scale [72].

1.7.2 Sterile Neutrinos in the Atmospheric Sector

Oscillations of atmospheric neutrinos demonstrate the disappearance of νµ, and the

results of CHOOZ [53] and SuperK [50] have shown that the dominant channel
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cannot be νµ → νe. The most likely candidate is therefore νµ → ντ , but the

threshold for τ production in ντn → τ−p is around 3 GeV, making ντ effectively

invisible at the energies of most of the atmospheric flux. For this reason, no

direct observation of ντ resulting from oscillations has been made, leaving open

the possibility of oscillation to another invisible channel, namely a sterile neutrino

νµ → νs.

Although directly detecting the oscillation products is difficult for ντ and im-

possible for νs, several indirect approaches have been taken. SuperK have com-

pared the predictions for pure νµ → ντ and pure νµ → νs with their data [73].

Two features allow this discrimination: firstly, oscillations to ντ leave the rate

of neutral current (NC) interactions unchanged, because of lepton universality,

whereas oscillations to νs reduce the rate of NC events. Secondly, active neutri-

nos passing through the Earth experience matter effects from the NC interaction

which νs do not. In an entirely analogous way to the difference in CC interactions

between νe and other flavours, this alters the effective oscillation parameters as in

Equation 1.34, but with the number density of electrons replaced by the number

density of neutrons (and a numerical factor). The result is a suppression of the

oscillation probability for neutrinos of energy above ∼ 15 GeV. By combining

an NC-enriched data set with a data set sensitive to the high energy tail of the

atmospheric flux, SuperK was able to disfavour pure νµ → νs against νµ → ντ at

the 99% confidence level.

While this analysis excluded νµ → νs as the only oscillation channel, the

possibility of νµ → νs as a subdominant channel remains open. SuperK has also

investigated this case, considering oscillations of νµ → (cos ξ ντ + sin ξ νs). With

this parametrization, they found sin2 ξ < 25% at the 90% C.L. [74].
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1.7.3 Parametrizing Four-Flavour Oscillations

In trying to incorporate the LSND anomaly into the picture of neutrino oscil-

lations, a fourth mass eigenstate is needed to provide the necessary large ∆m2.

There are two categories of schemes which provide this. In the first category, the

pair m1 and m2 provide the solar mass splitting, while the gap between m3 and

m4 provides the atmospheric mass splitting. The LSND mass splitting is provided

by the gap between these two (relatively) closely-spaced pairs, leading to the des-

ignation “2 + 2” for such models. Alternatively, the LSND mass splitting may be

far above or below the three other states, a scheme known as “3+1”. Ignoring the

LSND result, one may also choose to place a fourth mass eigenstate degenerate

with either the m1,m2 doublet or the m3 state.

In each of these cases, the full oscillation probabilities at the atmospheric L/E

have a rather complicated dependence on the parameters of the 4 × 4 mixing

matrix, which now contains five mixing angles, three mass-squared differences and

three CP-violating phases. The MINOS NC analysis is not sensitive to this number

of parameters, but under the assumption that only one mass-squared difference

has a non-negligible value of ∆m2L/E, the probabilities take on the simple forms

given in Equations 1.18 and 1.19. A more empirical way to write the oscillation

probabilities in this case is [75]

P (νµ → νµ) = 1 − fµ sin2 ∆ (1.38)

P (νµ → νe) = fefµ sin2 ∆ (1.39)

P (νµ → ντ ) = (1 − fs − fe)fµ sin2 ∆ (1.40)

P (νµ → νs) = fsfµ sin2 ∆. (1.41)

where ∆ = 1.27∆m2L/E. The parameter fs may be interpreted as the fraction

of the disappearing νµ (as measured in the MINOS CC analysis) that are sterile,
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and is limited to the range 0 ≤ fs ≤ 1 − fe.

For a given model with one mass scale dominance, the empirical parameters

may be related to the mixing matrix elements by comparing Equations 1.38–1.41

to Equations 1.18 and 1.19.

1.8 Non-oscillation Neutrino Physics

While studies of neutrino oscillations have provided many insights into the na-

ture of the neutrino, there are important questions that cannot be resolved by

oscillation experiments. The mass-squared splittings of the neutrinos are now

well-known, but they give no information on the absolute mass scale, and the

question of whether neutrinos are Majorana or Dirac particles is unmeasurable in

oscillation experiments.

1.8.1 Absolute Neutrino Mass

The current most stringent limits on the absolute neutrino mass come from cosmol-

ogy, where nonzero neutrino masses have effects on cosmic microwave background

anisotropies and the formation of cosmological structures [76]. Although these

limits can be very tight, they are also strongly dependent on the other astro-

physical assumptions that go into the calculation. To reflect this uncertainty, the

PDG [32] gives
∑

i

mi < (0.17 − 2.0) eV. (1.42)

Studying the spectrum of the β electron in β-decay allows a more direct neu-

trino mass measurement. The maximum possible energy of the electron is the Q2

value of the decay minus the neutrino mass, and so by examining the endpoint

of the electron energy spectrum, the neutrino mass may be constrained. There

is a further complication in that the neutrino produced in β-decay is in a flavour
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eigenstate, and therefore a superposition of mass eigenstates, and so the quantity

actually constrained in these measurements is [77]

m2
β =

∑

i

|Uei|2m2
νi
. (1.43)

where U is the PMNS matrix. This method was in fact pointed out by Hans Bethe

and Rudolf Peierls in 1934 [4], but no direct observation of nonzero neutrino mass

has yet been made in this way. Nonetheless, stringent limits have been set from

the β-decay of 3H, with a world-best value of m2
β < 2 eV2/c4 at 95% C.L. [32].

1.8.2 Majorana Neutrinos

In the Standard Model, neutrinos are Dirac particles, meaning that ν and ν are

distinct. However, it is possible that neutrinos are Majorana fermions, with par-

ticle and antiparticle equivalent. In this case, what we commonly call ν is just

a Majorana neutrino with right-handed chirality, while ν is the left-handed ver-

sion. The difference between Majorana and Dirac neutrinos is not experimentally

observable in most cases, in particular in neutrino oscillations, but a Majorana

mass term in the Lagrangian would allow lepton-number violating processes such

as neutrinoless double β-decay, in which, for example, a nucleus decreases its mass

number by two with the emission of two electrons but no neutrinos. The exper-

imental signature of such a decay is a coincidence of electrons with total energy

equal to the Q2 value of the nuclear transition.

One experiment has produced a claim of observation of neutrinoless double

β-decay [78], although it has not been independently confirmed. Investigations

are continuing with experiments such as SNO+ [79], EXO [80], SuperNEMO,

COBRA [81] and CUORE [82] aiming to provide improved sensitivity.



Chapter 2

The MINOS Experiment

This chapter gives an overview of the MINOS experiment. The NuMI beamline

which produces the mainly νµ beam studied in MINOS is described in Section 2.2,

and the two detectors located in this beam are described in Section 2.3. A brief

description of the software used to simulate and analyze the data from the detec-

tors is given in Sections 2.4 and 2.5, and finally an overview of the physics results

from the MINOS experiment is given in Section 2.6. Comprehensive descriptions

of the NuMI beamline can be found in [83, 84], while the MINOS detectors are

described fully in [85].

2.1 Overview

MINOS is a long-baseline neutrino oscillation experiment studying νµ oscillations

at the atmospheric ∆m2. It consists of two detectors located in the NuMI beam-

line, the near detector at Fermilab, around 1 km from the neutrino production

point, and the far detector located 735 km away in the Soudan mine in northern

Minnesota, at a depth of 705 m (2070 metres water equivalent). The primary aim

of the experiment is to make precision measurements of the atmospheric neutrino

mixing parameters ∆m2
atm and sin2 2θ23. In order to achieve this goal, the mainly

39
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νµ neutrino beam is measured at the near detector, where no oscillations are as-

sumed to have occurred. This measurement is used to predict the far detector

spectrum, where an energy-dependent deficit of νµ is the signal for oscillations.

This deficit and its spectral shape provide the information necessary to constrain

∆m2
atm and sin2 2θ23.

The use of two detectors is a fundamental feature of the experiment, aimed

at reducing systematic uncertainties. The prediction of the far detector spectrum

from a combination of Monte Carlo and near detector data allows for the cancella-

tion of uncertainties such as the neutrino interaction cross section and beam flux.

To this end, the detectors are constructed to be as close to functionally identical as

possible: both use steel planes as target material, attached to planes of scintillator

strips for particle detection.

2.2 The NuMI beamline

MINOS uses a flux of neutrinos produced in the Neutrinos at the Main Injector

(NuMI) beamline at Fermilab. In the NuMI beamline, 120 GeV protons are ex-

tracted from the Main Injector and directed onto a 940 mm-long graphite target.

Each extraction of the beam, or spill, lasts 10µs and typically contains ∼ 1013

protons. Beam spills occur every 2.2 s.

The primary and secondary interactions of protons in the target produce

mainly pions and kaons. The π+ and K+ are focused by a pair of magnetic horns

separated by 10 m before decaying into neutrinos inside a 675 m-long decay pipe.

For the initial data-taking the decay pipe was evacuated, but the risk of implosion

due to radiation damage and corrosion of an inspection window led to the pipe

being filled with helium in the most recent data-taking period. Any remaining

hadrons and muons which have not decayed are absorbed by an aluminium and

steel beam dump followed by a further 300 m of rock, leaving a flux entirely of
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Figure 2.1: The components of the NuMI beamline.

neutrinos. A schematic of the NuMI beamline is shown in Figure 2.1.

The energy spectrum of this neutrino flux can be modified by varying the

position of the target relative to the first horn and by altering the current in

the horns. The energy spectra for three different configurations of the beamline

are shown in Figure 2.2. The majority of the data has been taken in the low-

energy configuration with the target fully inserted into the first horn and the horn

current at 185 kA, as this maximizes the neutrino interaction rate at the oscillation

minimum at the far detector baseline. All data in this thesis uses this beam

configuration. Other beam configurations have been used to provide constraints

on the beam flux as described in Section 2.5.1 and to improve discrimination

between oscillations and other hypotheses for neutrino disappearance [56].

In the low-energy configuration, simulations indicate that the beam consists

of 92.9% νµ, 5.8% νµ and 1.3% νe + νe. The NuMI beam has also been run

with the horn current reversed, so that π− and K− are focused, resulting in a

beam consisting of mostly νµ. Only ‘forward’ horn current running (i.e., focussing

positively-charged particles) is used in this thesis.

2.3 The MINOS Detectors

The MINOS detectors are nearly functionally identical steel-scintillator track-

ing calorimeters optimized for the detection and measurement of neutrino in-
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Figure 2.2: Three configurations of the NuMI beamline, and the resulting spectrum
of charged current νµ interactions at the MINOS near detector. The long tail in
the low energy beam arises from hadrons which pass down the beam axis and are
therefore not affected by the focussing. Data taken in a configuration similar to
the “Low Energy Beam” is used in this thesis.
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Figure 2.3: Schematic of the MINOS detector arrangement, showing the scintilla-
tor (white) attached to the steel planes (grey). Not to scale.

teractions in the few GeV range. Each detector consists of 2.54 cm-thick steel

planes. Mounted on these steel planes are planes of plastic scintillator, divided

into 4.1 cm × 1 cm strips. As shown schematically in Figure 2.3, the strips in al-

ternating planes are oriented at 90◦ to one another, to allow for three-dimensional

event reconstruction. Each steel plane is separated from the next by an air gap to

give a total plane separation of 5.94 cm.

The near detector, with a total mass of 980 ton, consists of 282 steel planes,

each having the shape of a “squashed octagon”. The front 120 planes form the

calorimeter section, intended for measuring the energy of hadronic showers. In

this section, each plane is instrumented with scintillator, maximizing the sampling

of hadronic showers and therefore the shower energy resolution. Of these planes,

four out of five are partially instrumented, having 64 strips covering a 6.0 m2 area,

while the remaining one in five planes are fully instrumented, having 96 strips

covering the full 13.2 m2 of the steel plane. The downstream spectrometer section

is intended for measuring the momentum of muons, and so is fully instrumented

on every fifth plane, with no partially instrumented planes.

The far detector, with a larger total mass of 5.4 kton reflecting the much lower

neutrino flux at Soudan, consists of 486 steel planes in the shape of a regular

octagon, divided into two almost equal supermodules. Every plane except the

ends of the supermodules is instrumented with scintillator across the full face of
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Figure 2.4: The near detector planes. The diamond in the centre is the coil hole,
and the circle offset from it is the beam centre. Partially instrumented planes have
scintillator covering the shaded region only.

Figure 2.5: Far detector even-numbered (left) and odd-numbered (right) planes.
The width of each plane is 8 m. The scintillator strips are manufactured in modules
of six different types labelled A–F, each containing 20 or 28 strips.

the plane. The near and far detector shapes are shown in Figures 2.4 and 2.5.

A current-carrying coil passing through the centre of each plane of each detector

produces toroidal magnetic field with mean strength 1.4 T. The curvature of muons

in the field provides discrimination between µ+ and µ−, and allows a determination

of the momentum of muons which do not range out in the detector. For muons

which do stop in the detector, a more precise estimate of the momentum is given

by the range of the muon, which is not as sensitive to multiple scattering as the

momentum determined from curvature. Therefore the momentum estimate from
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range is used for all stopping muons, with the curvature only used when the muon

escapes.

For most of the data-taking period, the detectors were run in forward-field

mode, in which the B-field focuses µ−, keeping them within the detector, and

defocuses µ+. Some data has been taken with the detector magnetic field reversed

(including all of the reverse horn current running), but is not used in this thesis.

2.3.1 Scintillators and Light Detection

The scintillator strips are made of extruded polystyrene doped 1% by weight with

the organic scintillators PPO and POPOP. Each strip has a reflective coating of

titanium-dioxide, which retains the scintillation light within the strip until it is

captured by the wavelength-shifting (WLS) fibre that runs the length of the strip.

The WLS fibre transports the light to the ends of the strip, where it is transferred

to the pixel of a multi-anode photomultiplier tube (PMT) by a clear fibre. In the

near detector, the fibres are read out at one end only, with the far end mirrored to

maximize light output. In the far detector, the attenuation along the longer strip

length is larger, and so the fibres are read out at both ends. The structure of the

scintillator strips is shown in Figure 2.6.

The PMTs used for light detection differ between the near and far detectors

but have some similarities. Both are multianode PMTs made by the Hamamatsu

Corporation, and have multiple pixels sharing a common photocathode. The

operating voltage is around 800 V, which provides a gain of order 106. In the

near detector, 64-anode PMTs are used [86], with each pixel reading out one fibre,

while in the far detector, 16-anode PMTs [87] read out eight fibres per pixel. This

optical summing scheme reduces the number of PMTs and associated readout

electronics required, thereby lowering the cost of the detector. The ambiguity

in which strip was hit is resolved at reconstruction time using the fact that the
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Figure 2.6: A MINOS scintillator strip, showing scintillator, reflective coating and
inlaid WLS fibre.

multiplexing pattern is different at each end of the strip.

With this setup, approximately 4 photoelectrons per minimum-ionizing particle

are produced at each strip end in the far detector.

2.3.2 Electronics

The design of the MINOS detector electronics is driven by the rate of neutrino

interactions at each detector. In the near detector, there are several events per

10 µs spill, whereas in the far detector, the neutrino rate is much lower, and the

data rate consists mostly of detector noise from the WLS fibres and PMTs.

The near detector front end electronics [88] digitize the input signal continu-

ously at a frequency of 53 MHz. To provide an increased dynamic range, the input

current is first split onto eight capacitors in fractions 1
2
, 1

4
, 1

8
etc. The capacitors

integrate the charge over the 18.8 ns “bucket”, with the result that only one of

the capacitors has a voltage within the allowed limits of the analogue-to-digital



2.3 The MINOS Detectors 47

converter (ADC) residing on the same PCB. A chip known as a charge integration

encoder (QIE) selects the appropriate capacitor for the ADC, also outputting a

3-bit number which indicates the range which was used. To allow deadtimeless

readout of the electronics, each QIE contains four copies of the current splitter,

which integrate the charge in adjacent clock cycles.

Each QIE chip resides on a MENU board along with the ADC and a large

enough buffer to hold the output from a whole spill. The other electronics are then

grouped hierarchically: 16 MENUs live on a MINDER, and up to eight minders

live on a MASTER. The MASTER linearizes the readouts from the electronics

using a lookup table, sending the results to a VME computer known as a ROP,

whence they are sent to the data acquisition (DAQ) system.

In the far detector [89], the lower rate of interactions means that a larger

fraction of deadtime can be tolerated. The arrangement of the electronics is again

hierarchical: each M16 PMT is read out by a VA chip, three of which are mounted

on a VFB. Twelve VFBs (36 VA chips) are read out by a VARC. The VFB houses

the ASDLite chip, which reads out the dynodes of the PMTs. Each PMT has a

single dynode which is common to all of the channels. The ASDLite produces a

trigger signal if the dynode signal from a PMT exceeds a threshold set to about

1
3

of the signal expected from a single photoelectron (pe) at the photocathode.

The digitization is controlled by the VARC, which receives the dynode threshold

signals from the ASDLite chips. On receiving such a trigger, the VARC signals

the appropriate VA chip to hold its charge, which is digitized by an ADC on the

VARC. The dynode trigger is also used by the VARC to produce a timestamp for

the digits. Due to the high rate of noise from the WLS fibres, digitization is only

initiated when two dynode triggers on a single VARC are received within 400 ns of

one another. This so-called “2/36” trigger reduces the noise rate without affecting

the recording of physics events.
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2.3.3 Triggering

The DAQ system has the task of triggering the readout of the frontend electronics

and transferring the desired data to a farm of PCs which send the data for archival

at Fermilab. Alongside this, the DAQ provides control of calibration runs and

online monitoring of the data.

In reading out the electronics, the DAQ applies a number of triggers to select

data for further processing. Spill triggers in both detectors signal readout of the

whole detector for a period of time around the spill. In the near detector, the spill

trigger is produced by the Fermilab accelerator network, and lasts up to 18.8 µs,

while in the far detector, the timestamps of spills are received via the internet:

data is buffered for long enough to allow time for the spill trigger to arrive. Times-

tamping is provided by GPS receivers at each detector, which have a worst-case

resolution of 200 ns. There is an additional 64 ns uncertainty in calculating the

time offset between detectors because of uncertainty in hardware time delays. In

the far detector, there are also fake spill triggers, which occur when no spill is

present, but signal the same minimum bias readout of the detector. Information

from these fake spill triggers is used to constrain the rate of backgrounds such as

cosmic ray muons and detector noise in true spills.

There are also activity-based triggers which allow for the recording of events

when no spill trigger is present. These capture cosmic ray muons, atmospheric

neutrinos, and (in the far detector) spill events that occur when the remote spill

trigger is not available (such as during an internet outage between Fermilab and

Soudan). The “4/5” trigger requires four planes in a contiguous set of five to

contain at least one hit, while an activity trigger requires activity in any 20 planes

of the detector. Additionally, the far detector is triggered if four contiguous planes

of the detector have a summed pulse height greater than 1500 ADC counts and a

total of at least six hits.
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2.3.4 Calibrating the Detectors

MINOS analyses rely on accurate determination of the energy in hadronic and

electromagnetic showers, chiefly for the determination of ∆m2
atm. There are two

separate concerns: firstly that the calibrated response per unit of energy deposited

in the scintillator is constant with time, position in the detector, and size of

signal, and is the same for both detectors. Secondly, for showers, the calibrated

response must be correctly matched to the energy in the shower. The first of

these, the relative energy scale, is known to 2.1%, based on detector calibrations

with cosmic ray muons and the detector light injection (LI) system, while the

second, the absolute energy scale, is energy dependent and is calculated from the

single-particle responses from the MINOS calibration detector along with shower

modelling uncertainties from the NEUGEN neutrino event generator, as described

in more detail in Section 5.1.2.

The calibrated detector response Qcorr in detector d at time t on position x in

strip s is calculated from the raw response Qraw as

Qcorr = Qraw × D(d, t) × L(d, s,Qraw) × S(d, s, t) × A(d, s, x) × M(d). (2.1)

D is the drift correction which corrects for changes in the overall detector response,

L corrects for the nonlinearity in PMT and electronics response, S is a strip-to-

strip calibration that removes differences between strips in the detector, and A

corrects for light attenuation between production point and the strip end where

it is detected. Additionally, M converts the near and far pulse heights into the

same units.

The drift, strip-to-strip and attenuation calibrations use cosmic ray muons as

a “standard candle” to provide a known input to which variations in the detector

response can be compared. The rate of cosmic muons is approximately 10 Hz at

the near detector and 0.5 Hz at the far detector, giving a high-statistics sample.
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Figure 2.7: Change in detector response with time, relative to a reference date,
for near detector (top) and far detector (bottom). The general downward trend
is due to scintillator aging, and the discontinuities are due to retuning of the high
voltage to the PMTs.

Also, the energy deposition of muons is well understood.

Correcting the overall detector response with time is done by the drift correc-

tion, which uses throughgoing cosmic muons. The spectrum of energy deposition

from these muons does not change with time, and so any change in the median

pulse height recorded from these throughgoing muons is attributed to detector

effects due to scintillator aging, temperature changes and overall gain variations

in the PMTs (such as when the voltage is changed over the whole detector). The

median detector response with time, used in the drift calibration, is shown in

Figure 2.7.

The strip-to-strip calibration takes the response from each strip and applies
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a correction factor to correct the response of the strip to the mean response of

the detector. In each strip, the response is measured at several positions. These

measurements are fit to a double-exponential, and the values of the fit function

are used to provide the correction at any position on the strip.

To correct for nonlinearity in the PMTs and electronics, a light injection system

is used, which produces light pulses of various size that are fed to the PMTs via

the WLS fibres. In the near detector, the light produced by the LI system is

measured by PIN diodes, which have a linearity in response of around 1%, to

enable comparison with the readout from the PMT. In the far detector, the LI

signal is read out by the PMT at the far end of the detector, where the attenuated

signal is within the range where nonlinearity has a smaller effect. There is still

some nonlinearity on the end that is read out, so the process is iterated with the

injected and read out ends reversed.

With these calibrations applied, the response in each detector is constant in

time, space and signal size. Nonetheless, the response may still differ between

detectors. To account for this, the inter-detector calibration M(d) is used. This

uses a sample of cosmic muons that stop in the detector to allow identification

of hits with known energy deposition [90]. From the Bethe-Bloch formula, the

energy deposition as a function of distance from the end of a muon track can be

calculated. Using these hits therefore provides a sample with known energy depo-

sition. Furthermore, the energy deposition of muons near the end of a muon track

varies sharply with energy, but away from the end of the track it is approximately

constant, and so hits near the track end are excluded from the calculation, mean-

ing that a moderate uncertainty on the true track end position results in only a

small uncertainty on the energy deposition.

The absolute energy scale was found with the calibration detector, a small-scale

version of the MINOS detectors, using the same steel, scintillator and readout

electronics [91]. In one of the configurations used, one end of each strip was read
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out by the near detector electronics, the other end by the far detector electronics.

The calibration detector was exposed to test beams at CERN containing hadrons,

electrons and muons at energies up to 10 GeV. This allowed the detector response

to individual leptons and hadrons to be determined. With this data, the energy

resolution for hadron showers was determined to be 56%/
√

E/GeV⊕2%, and the

difference in near and far detector electronics was shown not to induce a bias on

the shower energy scale [92].

2.4 MINOS Event Simulation

The Monte Carlo event simulation in MINOS divides into two sections: firstly,

the NuMI beamline is simulated using the FLUGG package, which combines the

FLUKA [93] code for particle interactions and propagation with the GEANT4

geometrical description package [94]. This section results in ‘flux files’ containing

details of hadrons and muons that decay in the beamline producing neutrinos. In

the second part, these neutrino fluxes are taken as input for the detector Monte

Carlo, which simulates neutrino interactions in the detectors and the rock sur-

rounding them, and simulates the transport of the resulting particles.

The use of the FLUGG package for the beam simulation allows for a detailed

description of the beamline, including the 1cm target shift for part of the data-

taking period, and the inclusion of the effects of helium in the decay pipe for

running after November 2007. To take account of these effects accurately, and

permit careful comparisons between data and Monte Carlo, three sets of neutrino

fluxes are generated; one for each running period.

To simulate events in the detectors, the NEUGEN3 package [95] is used to sim-

ulate neutrino interactions based on the neutrino flux, and the resulting particles

are propagated through the detectors using the GEANT3 [96] package. The effects

of multiple neutrino interactions per spill and the addition of muons from the rock
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surrounding the detector are taken account of at this stage. Hadronic showers

are modelled using the GCALOR code [97], chosen for its good agreement with

data from the calibration detector. The GEANT3 simulation outputs the energy

depositions in the detector, which are converted to light which is propagated to

the PMTs by the MINOS package PhotonTransport. A further MINOS package,

DetSim, simulates the PMTs and readout electronics.

The conversion from energy to light multiplies by the reciprocals of the MI-

NOS calibration constants so that when the calibration procedure is carried out

on the simulated detector readout (by multiplying by the calibration constants

themselves), the Monte Carlo is correctly calibrated. This procedure is necessary

to take account of effects such as readout thresholds and the Poisson statistics of

photoelectrons at the PMT face. Additionally, the calibration constants for each

Monte Carlo file are taken from a randomly-chosen date in the data-taking period.

In this way, the distribution of calibration constants in the data and the Monte

Carlo are the same.

2.5 MINOS Event Reconstruction

The primary aims of the MINOS event reconstruction are to allow discrimina-

tion between charged and neutral current events and to accurately reconstruct

the energy of hadronic showers and muons. The code can also reconstruct atmo-

spheric neutrinos and cosmic ray muons, and provides information useful for the

identification of electronic showers (used in the νe appearance analysis).

In the near detector where there are typically several neutrino interactions per

spill, the reconstruction software must separate the hits due to different interac-

tions. This is first done with a series of timing and topology cuts which group hits

that are close in time and space into slices, with the intention that the hits in one

slice are those due to an individual neutrino interaction. The hits in these slices
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are passed to the later stages of the reconstruction.

Tracks in the detector are found and fitted in separate stages. Clusters of hits

with correlated positions are first identified, and these hits are given to a fitting

routine which uses a Kalman Filter to estimate the actual path of the track,

taking into account the curvature of the particle in the detector magnetic field.

The output from the fitting stage is used to identify any other hits that lie along

the track and should be included. The fitter outputs an estimate of the track

momentum obtained from curvature as well as an estimate based on the range of

the track in the detector material. At the analysis stage, the range estimator is

used for tracks which stop in the detector, while the curvature is used for exiting

tracks.

The shower reconstruction forms clusters of hits and groups together clusters

considered to originate from the same shower. Only hits with a pulse height above

2 pe are considered for inclusion, as the simulation of low pulse-height hits (due

mainly to detector effects such as fibre noise and crosstalk between PMT pixels)

shows some differences from the data that are not well understood. The energy of

a shower is estimated from the total calibrated pulse height of the hits it includes.

A final event building stage groups together tracks and showers considered

to come from the same neutrino interaction, also producing an estimate of the

interaction vertex position.

2.5.1 Flux tuning

The energy and angular distribution of hadrons produced from the NuMI target

is not extremely well known, and so near detector data are used to constrain the

hadron production spectrum, expressed in terms of the longitudinal and transverse

momenta of the hadrons, pz and pT . The method takes advantage of the multiple

possible configurations of the NuMI beamline, which sample different regions of
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Figure 2.8: Effect of flux tuning procedure on the Monte Carlo in low-energy
beam configuration. The blue histogram is the MC before the beam fit, and red is
after. The black points are the near detector data. The flux tuning gives a much
improved agreement between data and Monte Carlo.

the (pz, pT ) space. The method is described in detail in [98], and proceeds as

follows: the (pz, pT ) distributions for hadrons giving rise to neutrino interactions

in the near detector are parametrized analytically with a number of free parameters

allowing the distribution to be warped, and a simultaneous fit to near detector

charged current selected spectra from several beam configurations is performed. A

number of cross section- and detector-related parameters (such as energy scales)

are included in the fit to ensure that mismodellings in these quantities do not

affect the fit values for the flux parameters.

The result of the flux tuning procedure is a weight for each Monte Carlo event

based on its parent hadron and the parent’s pz and pT . In all spectra and fits in

this thesis, these weights from the flux tuning procedure are applied. Figure 2.8

shows the effect of this tuning on the near detector charged current spectrum in the

low-energy beam configuration which is used in this thesis. The peak at 3–4 GeV

is reduced slightly, and the high energy tail in the 6–10 GeV region is increased

relative to the nominal Monte Carlo, providing a much improved agreement with

the data.
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Figure 2.9: The νµ survival probability at the MINOS far detector, as a function of
true neutrino energy. The position of the first oscillation minimum is determined
by the parameter ∆m2

atm and its depth by sin2 2θ23. The rapid oscillations at
low energies are observed averaged over energy. The resulting energy spectrum is
shown in Figure 1.6.

2.6 MINOS Physics

A wide range of physics has been undertaken with the MINOS detectors. The

main result is the measurement of the atmospheric mixing parameters to high

precision using the spectrum of charged current νµ events. At the far detector,

there is an energy-dependent deficit of νµ, according to the survival probability as

shown in Figure 2.9. A fit of the far detector charged current νµ spectrum to this

shape constrains the oscillation parameters to ∆m2
atm = 2.35+0.11

−0.08×10−3 eV2/c4 at

68% C.L. and sin2 2θ > 0.91 at 90% C.L [57].

MINOS has also constrained the probability for νµ → νe oscillations, thereby

placing limits on the value of the last unmeasured mixing angle θ13. As the MINOS

detector is not optimized for the identification of electronic showers, the analysis

is complex, requiring detailed particle identification (PID) methods to distinguish

electronic from hadronic showers. The application of these PID methods to data

and Monte Carlo in the near detector, where only backgrounds to the νe appear-

ance search are present, results in differences of up to 20% in the region of interest,

which are dealt with by two methods of decomposing the spectrum into its neu-
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tral current, νµ charged current and beam νe components. These new background

estimates are propagated to the far detector, where an excess in the data relative

to the Monte Carlo would be an indication of νe appearance and therefore nonzero

θ13 [99].

In an exposure of 7 × 1020 protons-on-target, 54 candidate νe events were

observed, with a background of 49.1 ± 7.0 (stat.) ± 2.7 (syst.), corresponding to

a 0.7σ excess. Therefore no strong evidence for νe appearance was found, and a

constraint at 90% C.L. on the combination of mixing angles was given as:

2 sin2 θ23 sin2 2θ13 < 0.12 (0.20) (2.2)

for the normal (inverted) hierarchy, at δCP = 0. The limit is shown as a function

of δCP in Figure 2.10.

The NuMI beam has also been run with reversed horn current, providing a

beam of mostly νµ. With the charge separation capability of the MINOS detec-

tors, this allows a direct measurement to be made of the parameters governing
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antineutrino oscillations, and thus provides a test of CPT conservation [57].

In the far detector, atmospheric neutrino interactions have been studied, pro-

viding a bound on oscillation parameters [100], and a number of results have

been produced using cosmic ray muons. The µ+/µ− ratio measured constrains

the production processes in the upper atmosphere [101], while correlations be-

tween stratospheric temperature and the underground muon rate have also been

observed [102].

As well as neutrino oscillation physics, the MINOS near detector has been used

for measurements of neutrino and antineutrino cross sections down to energies

< 10 GeV [103].



Chapter 3

Identifying NC and CC Events in

the MINOS Detectors

This chapter details the methods used to obtain the sample of neutrino-induced,

well-reconstructed events to be used in the analysis, and to identify these events

as due to either charged or neutral current interactions.

3.1 Neutrino event types in MINOS

3.1.1 νµ CC events in the MINOS detectors

The MINOS detectors are optimized for the identification and measurement of νµ

charged current interactions. In these events, the incoming neutrino exchanges

a W boson with a nucleus (usually iron) in the detector, producing a muon and

accompanying hadronic shower. An example of such an event from the MINOS

Monte Carlo is shown in Figure 3.1. The muon produces a long track which curves

in the detector magnetic field and is easily identified. The energy of the incoming

neutrino may be reconstructed by summing the calorimetric energy of the shower

and the energy of the muon track, with the latter determined by range for tracks

which stop in the detector, and by curvature for tracks which exit. The momentum

59
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Figure 3.1: Top: A 16 GeV νµ CC event in the MINOS far detector Monte Carlo.
The muon track is accompanied by hadronic activity around the interaction vertex.
The legend is shown on the right. Bottom: A νµ CC candidate from the far
detector data with reconstructed track plus shower energy of 21 GeV.

from range is used if possible as it has better resolution because it is not sensitive

to multiple scattering of the muon.

3.1.2 NC events in the MINOS detectors

An example of a neutral current event is shown in Figure 3.2. In these events, a

Z boson is exchanged with the nucleus, producing a hadronic shower. The initial

neutrino remains in the final state, carrying away some fraction of the energy, with

the result that the energy of the incoming neutrino cannot be reconstructed. A

neutral current event depositing 1 GeV of energy in the detector (the signal region

for this analysis) typically produces around 10 hits.
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A major background to the identification of NC events is CC events with a

high value of the inelasticity y, defined as

y =
Eν − Eµ

Eν

(3.1)

where Eν is the energy of the incoming neutrino and Eµ is the energy of the

final-state muon. Neglecting energy lost in intranuclear rescattering, this is ap-

proximately

y ≈ Eshw/Eν (3.2)

where Eshw is the energy of the hadronic shower. These high-y events have a short

muon track which is entirely within the hadronic shower, and cannot be identified

by the reconstruction.

3.1.3 νe CC events in the MINOS detectors

A second background for neutral current events (and a signal for the θ13 measure-

ment) is νe charged current events. These have a dense electromagnetic shower at

the vertex, which is typically surrounded by the sparser hadronic shower. Sepa-

rating νe CC events from neutral current events in the MINOS detectors requires

sophisticated techniques [99], and is not attempted in this thesis.

νe CC events in the far detector can arise from both the intrinsic νe contami-

nation of the beam and from νµ → νe oscillations driven by a nonzero value of θ13.

(Oscillations driven by the solar mixing angle θ12 have an effect smaller by a factor

of order α = ∆m2
atm/∆m2

⊙: the Monte Carlo indicates approximately 0.4 events

from this source for the exposure used in this thesis.) The beam νes are mostly

from K and µ decays and have higher energies than νµ in the beam. An example

of such an event is given in Figure 3.3. νe from oscillations occur mostly at the

oscillation peak energy of E ≈ 1.4 GeV, and so have much lower average energy
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Figure 3.2: Top: A typical NC event in the MINOS far detector Monte Carlo
consisting of a sparse hadronic shower. The neutrino of energy 8 GeV has deposited
4 GeV of energy in the detector. Bottom: An NC candidate from the far detector
data with reconstructed shower energy of 4 GeV. For legend, see Figure 3.1.
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Figure 3.3: A 29 GeV νe CC event in the MINOS far detector Monte Carlo arising
from the intrinsic νe content of the beam. The shower profile is dense, particularly
at the core. The reconstruction has “drawn on” a track over the shower. For
legend, see Figure 3.1.

than the beam νe component. Because of the coarse granularity of the MINOS

detectors, these lower energy νe events deposit only a small number of hits in the

detector and are very similar to low-energy neutral current events. Figure 3.4

shows one such event.

3.2 Event preselections

In both detectors, events must have their reconstructed vertex within the interior

of the detector–the fiducial volume–in order to be used in the analysis. This

requirement helps to reject non-neutrino backgrounds such as cosmic ray muons

and ensures that only events with accurately reconstructed energy are included.

Events near the edges of the detector will tend to deposit a larger fraction of their

energy outside the detector, and are also in the region of the detector which is

least well calibrated. A fiducial cut removes these events.
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Figure 3.4: A 3 GeV νe CC event in the MINOS far detector Monte Carlo aris-
ing from νµ → νe oscillations. A small EM shower is present, but difficult to
distinguish from the hadronic shower surrounding it. For legend, see Figure 3.1.

3.2.1 Obtaining a clean sample in the near detector

The high rate of neutrino interactions in the near detector drives the choice of

preselection cuts. As the total number of events is very high, a tight fiducial

volume cut may be made without adversely affecting the statistics used. There

are also a larger number of reconstruction failures in which the energy of a shower

is poorly reconstructed. The near detector event preselection aims to reduce the

number of these poorly reconstructed events significantly.

Near detector fiducial volume

The near detector fiducial cut defines a region based on the distance from the

nearest edge of a partially instrumented plane transversely, and on the distance

from the ends of the calorimeter section longitudinally. Events must have their

vertex more than 0.5 m from the outline defined by the scintillator in the partially

instrumented plane, and have a vertex position in z (the longitudinal direction)

of 1.7 m < z < 4.737 m. The lower limit of this cut vetoes muons from neutrino

interactions in the rock in front of the detector, while the upper limit of this
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Figure 3.5: Average ratio of reconstructed shower energy to true shower energy as
a function of position in the near detector. On the left is the ratio as a function
of distance to the closest partial plane edge, and on the right as a function of
position in z. The fiducial cut positions are shown by the red lines. In each case
the cut in the other variable has been applied in making the plot.

cut corresponds to a distance of around 2.4 m from the back of the calorimeter,

ensuring good containment of hadronic showers. Figure 3.5 shows the mean of the

ratio of reconstructed to true hadronic shower energy as a function of distance to

the edge of the plane and as a function of the z position. The shower energy is

calibrated so that the Ereco/Etrue distribution peaks at 1, but the full distribution

is asymmetric, with a larger fraction of events at Ereco/Etrue > 1 than below 1.

This causes the mean of the distribution to be greater than 1 for well reconstructed

events, as can be seen in Figure 3.5.

Near detector event preselection

Because of the high rate of neutrino interactions in the near detector, some classes

of reconstruction failures occur more often than in the far detector. Such poorly

reconstructed events tend to be reconstructed as low energy showers, becoming

a background for the true hadronic showers used in a neutral current analysis.

Differences between the near and far detectors lead to increased systematic un-

certainties in the analysis, and so reducing the level of these poorly reconstructed

events improves the reliability of the analysis. Additionally, the reconstruction

failures are concentrated in areas with poor agreement between data and Monte
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Figure 3.6: A split event in the near detector, removed by the preselection. The
hits highlighted in red are split off from the high-energy CC event. For legend,
see Figure 3.1. The grey bars show the extent of the scintillator planes.

Carlo, which is improved on removing these events. Further details on the near

detector preselection are given in [104].

Examples of poorly reconstructed events are shown in Figures 3.6 and 3.7.

Figure 3.6 is an example of the “split event” class from the MINOS Monte Carlo,

in which the hits due to a single neutrino interaction are reconstructed as two

separate events. In this case, the original event is a high energy charged current

interaction (as evidenced by the long muon track). A high energy pion has escaped

the main hadronic shower, depositing energy downstream. The hits from this pion

are reconstructed as a shower in a separate event, faking a low energy neutral

current shower.

Figure 3.7 shows a “leakage” event, in which a neutrino interaction outside the

fiducial volume is reconstructed inside it. This class of events accounts for a larger

fraction of the events used in the near detector than the far, since the latter has

a much smaller fiducial volume. Therefore reducing the number of such events

reduces near/far differences in the analysis.

The near detector preselection removes events such as these using cuts on

two variables for each event. The first is the fraction of the pulse height in the
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Figure 3.7: A “leakage” event in the near detector, in which the event vertex is
truly outside the fiducial volume, but is reconstructed inside. The event is removed
by the preselection cuts. For legend, see Figure 3.1. The grey bars show the extent
of the scintillator planes.

reconstructed slice which is included in the event. The reconstructed slice is

defined as a region in time and space of detector activity that is separated in time

and space from other regions of detector activity. The slice pulse height fraction

variable has a low value for split events such as those in Figure 3.6, in which most

of the pulse height in the reconstructed slice is reconstructed into a different event.

Figure 3.8 shows the distribution of this variable in data and Monte Carlo, and

also for poorly reconstructed events, defined as those which have

Ereco

Etrue

< 0.3 (3.3)

where Ereco is the reconstructed shower energy and Etrue is the true shower energy.

Events with a slice pulse height fraction of less than 0.5 are rejected by the cut.

The second variable used is the maximum number of contiguous planes in

the event. Since real showers tend to deposit energy in all of the scintillator

planes they pass through, well-reconstructed events have a higher value of this

variable than poorly reconstructed events. The distribution of this variable is

shown in Figure 3.9. Events with fewer than 3 contiguous planes are rejected by
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Figure 3.8: Distribution of the slice pulse height fraction in the near detector.
The Monte Carlo is in red, with the poorly reconstructed component shown as a
hatched area. The black points are the near detector data, and the arrow shows
the events retained by the cut. Figure taken from [104].

the preselection.

The results of applying this preselection on the near detector NC-like shower

energy spectrum are shown in Figure 3.10. The fraction of poorly reconstructed

events is reduced significantly in the region below 1 GeV, from 37.5% to 11.5% [104]

at the cost of a factor of 2 in efficiency below 2 GeV in reconstructed shower energy.

3.2.2 Obtaining a clean sample in the far detector

In the far detector, there are a different set of backgrounds to be removed. As

the rate of neutrino-induced events is low (around 1 in every 105 spills), rejection

of background events must be very stringent. As in the near detector, a fiducial

volume cut is applied to all events, and a further preselection removes events due

to non-neutrino backgrounds and poorly reconstructed neutrino-induced events.
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Figure 3.9: Distribution of the maximum consecutive planes variable in the near
detector. The Monte Carlo is in red, with the poorly reconstructed component
shown as a hatched area. The black points are the near detector data, and the
arrow shows the events retained by the cut. Figure taken from [104].

Far detector fiducial volume

As in the near detector, the fiducial volume cut in the far detector ensures good

hadronic shower containment by requiring the reconstructed vertex of an event

to be in the interior of the detector. Additionally, despite the “2/36” trigger

described in Section 2.3.2, detector noise may be read out by the electronics and

reconstructed into an NC-like event. The multiplexing of fibres onto PMT pixels

creates an ambiguity in the position of such events, which is resolved by the

reconstruction. The algorithm used biases these noise events towards the edges of

planes, where they are removed by the fiducial cut [58].

The far detector fiducial volume requires events to have their reconstructed

vertex more than 0.6 m from the coil hole and more than 0.4 m from the outer

edge of the detector. Longitudinally, the event vertex must be more than 4 planes

from the front of supermodule 1, and 18 planes from the back of supermodule

2. In the second supermodule, the front 4 planes are excluded along with the

back 18 planes. The cut on the front of the supermodule removes events which
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Figure 3.10: Near detector NC-like spectrum before (top) and after (bottom)
preselection. The Monte Carlo is in red, with the poorly reconstructed component,
which is reduced by the preselection, shown as a hatched area. The black points
are the near detector data. Figure taken from [104]. NC-like events are selected
using the selection method in [57].
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interact in the first supermodule, but have their reconstructed vertex in the second

supermodule.

Far detector event preselection

The far detector event preselection removes events due to detector noise, cosmic

rays and flashes of the light injection system. The performance of the cuts is quan-

tified using the fake spill triggers, which occur out of time with beam spills, and

therefore contain only non-neutrino backgrounds. The far detector preselection is

described in detail in [58] and [105].

The main non-neutrino induced background for the neutral current analysis

is clusters of fibre noise reconstructed as a small event. These are removed with

a cut on the number of strips in the event and its pulse height. All events with

calibrated pulse height less than 2000 ADC (25 photoelectrons) are removed, along

with events with fewer than 9 strips and calibrated pulse height less than 3750

ADC (47 photoelectrons).

Cosmic ray muons are generally reconstructed as tracks close to vertical (while

tracks from beam neutrino events are close to horizontal). The z direction cosine,

|pz|/E, of the muon is therefore required to be greater than 0.4. Very steep cosmic

ray muons may be reconstructed as showers having a relatively large number of

strips in a small number of planes. Cuts on a transverse RMS variable and the

ratio of strips in the event to number of event planes squared identify and remove

these steep cosmics.

To reject spills containing light injection events, the primary method is a dedi-

cated piece of hardware known as a trigger PMT (tPMT). The tPMTs are attached

to the light injection system, providing a signal when the LI is flashing, and allow-

ing those spills to be vetoed during later processing. A second method, known as

the LISieve, is also employed in the neutral current analysis. This uses some fea-

tures of events coming from light injection to distinguish them from beam-induced
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events: essentially, the LI flashes strips on neighbouring electronics channels, while

physics events produce hits that are close in space. The LISieve therefore looks

for events in which a large number of strips per plane are hit; which have a high

asymmetry in the pulse height read out at the two sides of the detector; and align

along boundaries of the LI pulser box system.

Spills failing either the tPMT or the LISieve cuts are rejected. Since the meth-

ods are independent and each have an inefficiency of a few ×10−4, the combined

cuts will miss only 1 LI spill in 107.

The rate of beam-induced neutrino interactions in the far detector is around

1 in every 105 spills. Therefore the probability of obtaining two beam-induced

events in one spill is negligible. Two reconstructed events may occur in the same

spill due to either the addition of a non-beam background event alongside a beam

event, or due to splitting of a beam event by the reconstruction. Both of these

cases are dealt with by the “main event” cut, which removes events which contain

less than 75% of the pulse height in the spill.

The spill trigger in the far detector causes readout of 100µs of detector activity.

Since the actual beam spill lasts around 10µs, a further cut requires events to be

between −2 µs and 12 µs of the beginning of the beam spill.

The result of the far detector preselection is shown in Figure 3.11. Non-beam

induced backgrounds occur uniformly throughout the spill trigger window, while

the events passed by the preselection are restricted to the region around the beam

spill itself. In the full data sample the number of background events passing the

preselection is expected to be approximately 3 [105].

3.3 Separating NC and CC events using an ANN

The analysis presented in this thesis uses the event separation method described

in [106] to provide separation between NC and CC events. The method uses a set
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Figure 3.11: Effect of far detector preselection on fiducial events in data. The
abscissa is the time relative to the beam spill. The black line shows the times of
all fiducial events, while the blue-filled histogram contains the events passing the
preselection. The position of the timing cut is shown by the red lines.

of cuts to preclassify a subset of events as NC or CC, and passes the remaining

events to an artificial neural network (ANN) trained on MINOS Monte Carlo,

which gives an output value which tends towards 1 for events that are CC-like,

and towards 0 for events which are NC-like.

3.3.1 Artificial neural networks for event classification

Artificial neural networks are a general method of machine learning in which a

real-valued function of a series of input parameters is output based on training

data. This section follows the overview given in [107]. In this thesis, as in most

high-energy physics contexts, an ANN is used for event classification.

The basic component of an ANN is the neuron. A neuron takes a number of

inputs, xi (in this case, variables describing an event), each with an associated

weight wi. The inputs and weights are combined to form the activation a, defined
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variable is fed into each neuron in the hidden layer, and the output of the single
neuron in the output layer is the separation parameter.

as

a =
∑

i

xiwi. (3.4)

The neuron has an output y which is a function of the activation, and is commonly

chosen to be the sigmoid function

y =
1

1 + e−a
. (3.5)

An artificial neural network uses a number of neurons connected together, with

the outputs of some neurons being the inputs of others. The weights are then

chosen so as to produce the desired function of the inputs, in this case to provide

separation between classes of events. In the ANN used here, the neurons are

connected as shown in Figure 3.12, with each input fed to the so-called “hidden

layer” of neurons, and each neuron in the hidden layer passing its output to a

single neuron whose output value is taken as the output of the network.

The weights for the neuron inputs are chosen by training the network on Monte

Carlo events. For each input event an error function G(w) can be defined based
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on the information content of the network output:

G(x,w) = − [t ln y(x,w) + (1 − t) ln(1 − y(x,w))] (3.6)

where t is the target value for this event: 1 for CC events and 0 for NC events.

This function attains its lower bound when the sample is correctly classified, i.e.,

y(x,w) = t. Since y is a function of the weights wi, the derivatives ∂G/∂wi can

be found:

∂G

∂wi

= −(t − y)xi. (3.7)

The weights are then adjusted to minimize G, by changing the weights by

∆wi = η(t − y)xi (3.8)

where η is a constant chosen to determine the step size. The process is repeated

for each next event. One loop over all events is known as a training epoch. The

NC/CC separation ANN used 1000 epochs of training.

In training an ANN, as with other multivariate classification techniques, care

must be taken not to overtrain the classifier such that it responds to statistical

fluctuations in the training sample. To this end, a second independent sample of

Monte Carlo is used as a test sample, alongside the training sample. The error

summed over all events is calculated for the training and test samples separately.

Overtraining will appear as an increase in the test sample error, as the network

learns features in the training sample not present in the test sample.

3.3.2 ANN input variables

The NC/CC separation ANN uses 7 input variables. Prior to the ANN training

step, events which are extremely likely to be NC or CC are preclassified and not

input to the ANN itself. These consist of two classes: events having more than
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Figure 3.13: Variables used in the preclassification step which determines whether
events are input to the ANN. On the left is the number of planes in the event,
and on the right is number of tracks in the event. The red histogram is the total
number of events in near detector Monte Carlo, blue is the truly CC component
and the black points are near detector data.

40 planes are almost all CC, while events with no track are 70% NC in the near

detector. The distributions of these variables in the near detector are shown in

Figure 3.13.

The input variables used for the ANN are chosen for their discriminating power

between NC and CC events. Key to this is distinguishing muon tracks, the signal

of a CC event, and hadronic tracks which are present in NC events. The variables

are:

Event pulse height per plane Since muon track planes in general only have

one hit with a pulse height equivalent to one minimum-ionizing particle (1

mip), CC events tend to have lower pulse height per plane.

Event pulse height per strip Similarly, hits from hadronic activity are higher

pulse height than those from muons, so NC events in general have higher

values of pulse height per strip.

Track pulse height fraction This is defined as the ratio Pt/(Pt +Pa), where Pt

is the pulse height in strips in the track and Pa is the pulse height in the

strips in a window of ±4 strips each side of the track. As muon tracks tend

to be clean and deposit energy in only one strip in each plane, they have a



3.3 Separating NC and CC events using an ANN 77

value of this variable close to 1. Tracks reconstructed in NC events are likely

to be buried within a shower and therefore be surrounded by pulse height

from the shower.

Number of track strips This is the number of active strips in the detector re-

constructed into a track. Since muons are highly penetrating, large values

of this variable indicate CC events.

Track vertex z cosine This variable is the cosine of the angle between the track

and the detector z axis. The separating power of this variable can be un-

derstood in terms of the inelasticity y, which is approximately

y = Ehad/Eν (3.9)

where Ehad is the energy of the recoiling hadronic system and Eν is the energy

of the incident neutrino. Although the CC y distribution is approximately

flat, the reconstruction efficiency is higher for low-y events (with a clear

track and little hadronic activity) than for high-y events. The muons from

low-y events are very forward-going, since they take the full momentum of

the incident neutrino. Therefore in CC events, the track tends to be along

the z direction.

Additionally, tracks in NC events may be “drawn-on” rather than truly

following particles, and these drawn-on tracks may have large angles to the

z direction.

Track extension This variable is defined as the number of planes in the track

minus the number of planes in the shower. CC events tend to receive a

higher value of this variable.

Track χ2 per degree of freedom This is a measure of the quality of the fit as
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returned by the track fitting algorithm. Hadronic tracks and fake tracks in

NC events tend to receive larger values of this variable than clean muon

tracks.

The distributions of these variables in near detector data and MC are shown

in Figure 3.14. The agreement is in general moderately good, although almost all

of the variables show an excess in Monte Carlo relative to data in the region where

more NC events lie.

3.3.3 ANN performance

The output of the ANN is shown in Figure 3.15. At high output values, the sample

is almost pure CC, with all of the NC events clustered at low values. Nonetheless,

the low-output region, considered as a sample of NC events, has much higher CC

contamination than the high-output region has NC contamination. The data/MC

disagreement in the NC-like region which appeared in the input variables remains,

with data lower than MC. Chapter 4 discusses how the near detector data is taken

into account in predicting the far detector spectrum in order to reduce the effect

of this mismodelling in the Monte Carlo, and Chapter 5 details how the remaining

uncertainty is incorporated into the limits quoted on the oscillation parameters.

By placing a cut on the ANN output value, an NC-enriched sample can be

obtained. Two competing measures of quality of selection are efficiency, ε, and

purity, p. The efficiency for the selection is defined as

ε = Nsel/Ntot (3.10)

where Nsel is the number of truly NC events selected, and Ntot is the total number

of truly NC events available to the selection (i.e., after preselection cuts have been
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Figure 3.14: Input variables for the ANN. The red line is the near detector Monte
Carlo and blue is the truly CC component. The black points are the near detector
data.
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applied). The purity is defined as

p = Nsel/ (Nsel + Csel) (3.11)

where, as before, Nsel is the number of truly NC events selected, and Csel is the

number of truly CC events selected as NC.

Figure 3.16 shows the variation of efficiency and purity with cut position in

unoscillated far detector Monte Carlo. A cut at 0 accepts only events without a

track, and events with more than 40 planes will not be selected unless the cut

is raised above 1.5. The figure shows that even cutting at very low values of

the separation parameter produces a sample with around 30% CC contamination,

highlighting the difficulty of separating high-y CC events (with a short muon track)

from NC events in the MINOS detectors.

Although an NC/CC separation cut is not used per se in this thesis, it is

sometimes necessary to define subsets of events that are NC or CC enriched. To

this end, the cut value of 0.675 from [106] is used. This value was obtained by

maximizing the figure of merit εp/(2 − p).

In the analysis presented in this thesis, the results of the preclassification step

and ANN output are combined to form a “PID” variable thus:

PID =































0 if Ntrk = 0

1.5 if Nplane > 40

ANN output otherwise.

(3.12)

The fractions of events in each category are shown in Table 3.1, along with the

NC/CC fractions in each.
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Category Fraction Of which:
True NC True CC

Ntrk = 0 0.07 0.70 0.30
Nplane > 40 0.53 0.01 0.99
ANN output 0.40 0.35 0.65

Table 3.1: Fractions of events in each preclassification category in near detector
MC.
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Figure 3.15: Output of the ANN for near detector Monte Carlo and data. The
red line is the Monte Carlo and blue is the truly CC component. The black points
are the data.
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Chapter 4

Predicting and Fitting the Far

Detector Spectrum

This chapter presents a method of predicting and fitting the MINOS far detec-

tor spectrum in a two-dimensional scheme of energy vs the output of the ANN

separation method described in Section 3.3.

4.1 Blind analysis

To avoid introducing subjective bias into the results of this analysis, it has been

carried out in a ‘blinded’ fashion, in the same manner as published MINOS analy-

ses [108, 109]: the details of the analysis method have been determined before look-

ing at the far detector data1. All near detector data was available for data/Monte

Carlo comparisons and studies into systematic effects.

1With one exception: after examining the far detector data, a technical problem relating

to available Monte Carlo statistics was found, and the binning in energy was changed. See

Section 4.5.2.

82
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4.2 Fitting with separate NC and CC spectra

Previous analyses of the MINOS neutral current data [109, 106] have used two

spectra, one selected to be mostly neutral current, and one mostly charged cur-

rent, to fit neutrino oscillation parameters. The NC selected spectrum provides

sensitivity to sterile neutrino oscillation parameters, while the CC spectrum con-

strains ∆m2 and fµ. Although a measurement of these two parameters is not the

principal aim of this thesis, constraining them precisely is vital for measurements

of sterile neutrino oscillation parameters for two reasons: firstly, the charged cur-

rent background in the NC-like spectrum oscillates according to ∆m2 and fµ, so

a more precise determination of these parameters leads to a more precise determi-

nation of the true neutral current component in the NC-like spectrum. Secondly,

the deficit in the neutral current spectrum in the presence of active–sterile mixing

depends on ∆m2, as seen from Equation 1.41:

P (νµ → νs) = fsfµ sin2
(

1.27∆m2L/E
)

. (1.41)

Oscillations between active neutrinos leave the total flux of neutrinos coupling

to the Z unchanged, so the signature of sterile neutrino mixing in a two-spectrum

analysis is an energy-dependent deficit in the neutral current selected spectrum

relative to the far detector prediction derived from near detector data. Equa-

tion 1.41 shows that this deficit has the same dependence on true neutrino energy

as the deficit in the CC spectrum, but the energy carried away by the final state

neutrino in an NC interaction results in a large smearing of the Ereco vs Eν dis-

tribution, with Ereco < Eν nearly always, and so the observed deficit with sterile

neutrino mixing occurs at low energies as shown in Figure 4.1.
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Figure 4.1: Reconstructed energy spectrum of truly NC events with sterile neutrino
mixing for an exposure of 7.1 × 1020 protons-on-target (the data exposure used
in this thesis). The black line is the reconstructed shower energy of truly NC
events in the far detector in the absence of mixing to sterile neutrinos, i.e., with
fs = 0. The red line shows the corresponding spectrum with a large sterile mixing
of fs = 0.5, showing the energy-dependent deficit appearing at low energies.

4.3 An energy vs PID spectrum

4.3.1 Motivation

The analysis presented in this thesis aims to improve the sensitivity to sterile

neutrino mixing parameters by taking advantage of information available from

the PID value of events. In previous analyses, the PID is used only to make the

binary decision of whether an event is placed in the NC or the CC spectrum. The

continuous nature of the ANN output means that more information is available

by dividing events into multiple energy spectra by PID value (i.e., by forming a

two-dimensional histogram in event energy and PID value). Events in each of the

PID bins can be expected to have different NC/CC probabilities, and different true

energy distributions; both pieces of information which aid the oscillation fit. This

can be seen by considering the oscillation fit as a measurement of the number of

NC and CC events in the far detector spectrum: producing purer samples allows
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Figure 4.2: Fraction of events that are truly NC as a function of ANN output
value in unoscillated far detector MC. The dip near an ANN output of zero is an
artefact of low statistics in that bin.

these numbers to be constrained more effectively. The effect of the differing true

energy distributions is discussed below.

Figure 4.2 shows the first of these. At low ANN values, a fairly pure NC

sample is obtained, while essentially all events with an ANN value near 1 are CC.

At intermediate values, the NC/CC fraction varies between these two extremes.

These pure NC and CC samples help to separately constrain fµ, which controls

the deficit in CC events, and fs, which controls the deficit in NC events.

The true energy distributions for a few ranges of the PID value are shown in

Figure 4.3. These show that events with a small PID value have, on average,

a lower true energy than events with a larger PID value. Since the neutrino

oscillation probability depends on the true energy, which is only weakly correlated

with the reconstructed energy of the event for neutral current interactions, binning

events in PID can allow the fit to better constrain the oscillation probability2.

As described in Section 2.4, separate Monte Carlo samples have been generated

for each of the MINOS data-taking periods, reflecting the differences in neutrino

flux coming from a small target shift and from the inclusion of helium in the

2As an extreme case, imagine that the true energy distribution for a certain bin in PID was

a delta function at energy E. Then a measurement of the number of events in that bin in the

far detector would be a direct measurement of the oscillation probability at energy E.
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Figure 4.3: True energy distributions for different PID ranges in the far detector.
Events with a PID value of less than 0.33 are shown in black (this includes events
with no track). PID values from 0.33 to 0.66 are shown in red, and PID values
greater than 0.66 in blue. Each histogram is normalized to the same area.

decay pipe in the most recent data-taking period. In this analysis, each of the

three running periods is included as a separate histogram in a joint fit, in order

to maintain the maximum amount of information available for the fit. The total

amount of Monte Carlo used is equivalent to approximately 6 × 1023 protons-on-

target in the far detector and 2 × 1020 protons-on-target in the near detector.

4.4 Predicting the far detector spectrum

A key feature of the MINOS experiment is the use of two detectors to minimize

systematic uncertainties. The large number of neutrino interactions in the near

detector provides a high-statistics sample that can be used to predict the far

detector spectrum with reduced dependence on the Monte Carlo simulation.

The near detector information can be incorporated into an analysis in more

than one way, and several methods have been investigated for MINOS analy-

ses [110]. These fall into two broad categories:

• ‘Direct’ methods, in which the near detector energy spectrum in data is

directly used as the far detector prediction, with some extra correction taken



4.4 Predicting the far detector spectrum 87

θfar

to far

Detector

Decay Pipe

π+

π+
(soft)

(stiff)

θnear

target

ND

horns

Figure 4.4: Schematic showing the geometrical effects giving rise to differences in
near and far detector spectra. Neutrinos emitted at angles as large as θnear may
interact in the near detector, while only those with angle θfar may interact in the
far detector. Figure taken from [110].

from Monte Carlo.

• ‘Indirect’ methods, in which the near detector data is used to fit parameters

in the Monte Carlo simulation (for example, cross sections or energy scales).

The best-fit parameters from the near detector are then used in the far

detector prediction.

Direct methods have the benefit of being able to correct for both known and

unknown effects, while indirect methods, by their nature, can only correct for

effects arising from the parameters used in the fit. On the other hand, if the

information given to an indirect method is sufficient, it may be able to identify

which physical parameters are being constrained by the near detector data, and

so produce a far detector prediction that modifies only those parameters. The

method used in this thesis is a direct method, chosen for its simplicity and ease

of explanation.

In addition to the lower event rate at the far detector due to the divergence

of the beam, there is a geometrical effect from the finite size of the detectors and

the decay pipe in which parent mesons decay into neutrinos, shown schematically

in Figure 4.4. The near detector subtends a much larger solid angle at the decay

pipe, and so neutrinos produced at large angles to the beam direction may interact

in the near detector, while only neutrinos in a much smaller range of angle will
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intersect the far detector. Because of the kinematics of pion decay (the source

of the majority of neutrinos in the NuMI beam), the energy of the neutrino Eν

depends on the angle to the pion direction as [110]

Eν ≈ 0.43Eπ

1 + γ2 tan2 θ
(4.1)

where Eπ is the parent pion energy, γ is the pion’s Lorentz boost and θ is the

angle in the lab between neutrino and pion directions. So the difference in range

of angles interacting in the near and far detectors leads to a difference in energy

spectra at the two.

This analysis corrects for these geometrical effects using the “Far/Near” method [109],

which takes advantage of MINOS Monte Carlo, simulated with different neutrino

fluxes at near and far detectors. In each (energy, PID) bin, the far detector predic-

tion F is formed by multiplying the near detector data N by the ratio of far/near

Monte Carlo:

F =
FMC

NMC

N. (4.2)

A far detector prediction with oscillations is produced by reweighting the far Monte

Carlo FMC appropriately, as described in Section 4.4.1.

By rewriting Equation 4.2 in the following way, it can be seen that the Far/Near

method can equally be thought of as correcting the far detector Monte Carlo

prediction by the ratio of data/Monte Carlo in the near detector:

F =
N

NMC

FMC. (4.3)

In this form, it is obvious that the method is able to correct for effects such as

incorrect cross sections in the Monte Carlo. The Far/Near method also takes ac-

count of differences in reconstruction and selection efficiency between the detectors

to the extent that they are modelled by the Monte Carlo, since the far and near
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MC spectra used have the relevant selections applied (in this case, the near and

far preselections described in Sections 3.2.1 and 3.2.2).

Figures 4.5 and 4.6 demonstrate the effect of the Far/Near method considered

as Equations 4.3 and 4.2 respectively. In Figure 4.5 the near detector data/MC

ratio is shown, demonstrating the level to which the Far/Near method “corrects”

the far detector MC prediction. Data and MC agree well at energies above 10 GeV,

while the data is lower than the Monte Carlo at lower energies. This effect is

particularly noticeable in the region of low PID, which contains most of the NC

events. A possible cause of this effect is a mismodelling of the neutral current

cross section as a function of the inelasticity (y ≈ Ehad/Eν), with an excess of

low-y events in the Monte Carlo, or simply a mismodelling of the cross section

as a function of energy. The data/MC agreement for high PID values, which are

dominated by charged current events, is good across all energies. This is because

the beam fit described in Section 2.5.1 is done on a charged current selected

spectrum.

Figure 4.6 shows energy projections in the near and far detectors, for the same

bins in PID as in Figure 4.5. This demonstrates the level to which the Far/Near

method does more than just scale the near detector data by 1/L2; as the plots are

normalized to the same area, such a scaling would result in two lines lying on top

of one another. The level of difference between the near and far spectra is small

in the CC-like region, with larger differences occurring in the low energy region

of the low PID projection, and in the NC/CC overlap region. The former is due

to the near preselection, which has it largest effect in these bins. Additionally,

any differences in reconstruction efficiency would be expected to occur in low

energy NC-like events, which leave little pulse height in the detector over a small

number of strips, and are therefore most susceptible to failing the reconstruction

stage. Specific differences between the detectors which could lead to reconstruction

efficiency differences for low energy NC-like events are light levels in the scintillator
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Figure 4.5: Data/MC ratios for selected events in the near detector, indicating the
amount to which the Far/Near method “corrects” the far detector MC prediction.
At the top is the ratio for all bins up to 10 GeV used in the analysis, while the
four plots below it show the projection on the reconstructed energy axis for four
bins in PID. The colour scale on the top plot shows the ratio, while on the lower
plots, red is the total MC, blue is the truly CC component, and the black points
are the data.
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Figure 4.6: Near and far detector energy projections in various bins of PID, indi-
cating the level of correction for flux differences and selection efficiencies provided
by the Far/Near method. The near detector projection is shown in blue and the
far detector MC projection in the absence of oscillations as the dashed red line.
The plots are normalized to the same area.
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and PMTs, and the demultiplexing performed by the reconstruction software in

the far detector (which does not occur in the near detector). The light level

has an effect because, although the overall energy scales are calibrated between

the detectors, different light levels may lead to the same event passing a readout

threshold in one detector and not the other.

4.4.1 Producing an oscillated prediction

The quantity FMC in Equation 4.2 is calculated at certain values of the oscillation

parameters as follows. The number of selected neutrino events of a certain flavour

with reconstructed energy Ereco is

N(Ereco) = k

∫

S(Ereco, E)Φ0(E)σ(E)ǫ(E)P (E,ν)dE (4.4)

where E is the true neutrino energy, Φ0(E) is the flux in the absence of oscillations,

σ(E) is the cross section for a neutrino interaction, ǫ(E) is the efficiency to select

an interaction in the sample (including reconstruction efficiency) and P (E) is the

oscillation probability at oscillation parameters ν. S(Ereco, E) is the probability

that a neutrino with true energy E has reconstructed energy Ereco, and k is a scale

factor for the appropriate beam exposure. The events available from the MINOS

Monte Carlo simulation are reconstructed, and generated from the unoscillated

beam flux generated with the best-known cross sections, so the number of MC

events folds together several of the quantities into the number of events expected

in the absence of oscillations as a function of true energy, T (E), defined by

T (E) ≡ kΦ0(E)σ(E)ǫ(E). (4.5)

The most accurate way to calculate the integral in Equation 4.4 is via a Monte

Carlo calculation. In terms of the MINOS simulation, this means taking all events
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in the simulation and reweighting them by the appropriate oscillation probability

P (E). This would require a loop over all Monte Carlo events for each new set

of oscillation parameters, so to reduce computational time used by the fit, the

integral is approximated by a sum:

Ni(ν) =
∑

j

SijTjPj(ν) (4.6)

where indices j indicate true energy bins, and indices i indicate reconstructed

energy bins. Only Pj(ν) must be recalculated at each new value of the oscillation

parameters. It is this value Ni(ν) that is used as FMC in Equation 4.2 for the far

detector prediction. To provide a good approximation, the true energy bins must

be narrow: the binning used in true energy is 10 times finer than the reconstructed

energy binning. The oscillation probabilities in Pj are calculated at the energy

corresponding to the bin centre. The two-dimensional histogram Sij is normalized

such that
∑

j

Sij = 1 ∀i. (4.7)

Equation 4.6 is sufficient for only one flavour of neutrino. In the MINOS far

detector, all three flavours of neutrino may interact: νµ and νe are present in

the beam at production, while ντ are produced by oscillations of the νµ beam.

Additionally, for nonzero θ13 (nonzero fe in the four-flavour model used in this

thesis), there are νe due to oscillations present. Each of these components is

calculated separately with the appropriate oscillation probability, and the total

bin content is the sum of the components. The default MINOS Monte Carlo uses

the beam composition at production, and therefore provides the νµ and beam νe

components in the far detector. Oscillated νe and ντ events are provided by special

simulations in which the beam flux is converted entirely to νe or to ντ .

An indication of the accuracy of the approximation is shown in Figure 4.7. The
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Figure 4.7: Indication of the accuracy of the oscillation calculation. The energy
spectrum integrated over all PID values is shown. The dashed red line is the
Monte Carlo spectrum without oscillations, the solid red line is the prediction
at the true oscillation parameters, and the black histogram is the fake data with
Gaussian error bars. The line on the lower plot is the ratio of prediction and fake
data.

prediction at the true oscillation parameters is shown along with the fake data, and

their ratio. Since the fake data is calculated by weighting events individually, it

represents the most accurate oscillated spectrum available from the Monte Carlo,

so if the calculated prediction is a good approximation, it will agree with the fake

data everywhere. The ratio is 1 to much better than 1% across all energies. The

slight deviation at high energies is because of the wide 10–120GeV energy bin,

which, like the other bins in energy, is split into 10 true energy bins. This results in

wider true energy bins, and therefore a less precise approximation in Equation 4.6.

Using this approximation, the total time to run the fits described in Chapter 6 is

a matter of a few hours.
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4.5 Sensitivity to neutrino oscillation parame-

ters

4.5.1 Statistical sensitivity

This analysis is optimized by maximizing the statistical sensitivity to oscillation

parameters. The sensitivity is calculated by fitting a ‘fake’ data set using the

Monte Carlo. This fake data set is generated for the far detector by taking the

Monte Carlo and reweighting each event by the appropriate oscillation probability

(Equations 1.38–1.41) based on its true energy, and a factor to account for the

exposure of the experiment (the exposure used for this thesis is 7.1×1020 protons-

on-target). The number of fake data events in a bin may therefore be non-integer,

and contains no statistical fluctuations. In the near detector, the fake data is

simply the Monte Carlo scaled to the appropriate exposure. This means that

the sensitivities derived from fake data studies take no account of the effects of

systematic uncertainties, which are dealt with in Chapter 5.

For these sensitivity studies, a value of fs = 0 is used, along with fe = 0,

the former chosen because of the strong SuperK bound on sterile neutrino mixing

in the atmospheric sector [74], and the latter chosen for simplicity. The MINOS

best-fit values for the active neutrino mixing parameters are also used [57]:

∆m2 = 2.35 × 10−3 eV2/c4 sin2 2θ23 = 1 (4.8)

The best-fit point is found by minimizing a χ2 statistic for the far detector

spectrum, depending on the oscillation parameters ν:

χ2
P (ν) = 2

∑

i

[

ei(ν) − oi + oi ln
oi

ei(ν)

]

(4.9)

where ei(ν) is the number of events expected in bin i for the given set of oscillation
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(1 − α) (%) m = 1 m = 2
68 1.00 2.30
90 2.71 4.61

Table 4.1: ∆χ2 values for confidence level 1 − α with m parameters. Adapted
from [32].

parameters, calculated as described in Section 4.4 above, oi is the number of events

observed in that bin, and the sum runs over all bins. Minimizing the χ2
P statistic

is equivalent to maximizing the ratio of Poisson likelihoods [111]

L(ν) =
∏

i

Po(oi; ei(ν))

Po(oi; oi)
, where Po(x; λ) =

e−λλx

x!
. (4.10)

For fake data as described here, the best-fit point will be the input point, while

for real data it may differ from the true point. This property of the estimator—in

the limit of infinite statistics, the estimator converges on the true point—is known

as consistency [112].

With the best-fit point ν
∗ found, limits on a parameter, or set of parameters,

are determined by finding the points ν where

∆χ2
P ≡ χ2

P (ν) − χ2
P (ν∗) = C (4.11)

where C is a constant that depends on the desired confidence level and the num-

ber of parameters being constrained. Some common values of C are shown in

Table 4.1. When there are more parameters in the fit than are being constrained,

the remaining parameters are marginalized over by minimizing the χ2
P in the re-

maining parameters while holding the desired parameters fixed. This allows the

uncertainty in those parameters to be taken into account when quoting limits on

the desired parameter(s).



4.5 Sensitivity to neutrino oscillation parameters 97

4.5.2 Reconstructing neutrino energy

For CC νµ events in MINOS, the best estimator of the incident neutrino energy

is the sum of track and shower energies, on the assumption that the track energy

accurately estimates the muon energy, while the shower energy estimates the en-

ergy of the recoiling hadronic system. For NC events, the incident neutrino energy

cannot be reconstructed due to the neutrino in the final state. The best energy

estimator to use in an analysis is therefore ambiguous: the published MINOS NC

analysis [109] uses the reconstructed shower energy for events classified as NC, for

example.

For this analysis, no separate NC-like and CC-like spectra are formed, so the

same energy estimator is used for all events. Precise neutrino energy reconstruction

is vital in order to use the CC events to constrain the parameters ∆m2 and fµ, and

so the sum of track and shower energies is used. The interpretation of this quantity

is not as transparent for neutral current events: tracks in NC events either follow a

non-muon particle or are ‘drawn-on’ by the reconstruction, whereas the calculation

of track energy assumes a muon track. Nonetheless, the same estimator is used in

data and Monte Carlo.

The binning scheme in energy is as follows: 10 1-GeV bins from 0–10 GeV, and

one overflow bin from 10–120 GeV. This binning scheme provides sensitivity to the

energy dependence of the oscillations. The large overflow bin ensures that, even

with a large number of bins in PID (see Section 4.5.3), the statistics in each (PID,

energy) bin are not too small. This binning scheme was adopted after fitting the

far detector data; previously the 1 GeV bins extended to 20 GeV, and the overflow

bin covered the region 20–120 GeV. This resulted in low Monte Carlo statistics in

some bins, and problems in the fitting of systematic parameters, so the current

binning was adopted. All fits and spectra in this thesis use the new binning scheme

for consistency.
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4.5.3 Choice of binning in PID

From Figure 3.15, it can be seen that there are few events below an ANN value

of 0.2, or above a value of 1.1. Therefore the lowest PID bin has its low edge at

0.2, and the highest has its high edge at 1.1. Events with PID values outside this

range are placed in the highest or lowest bin as appropriate. This includes the

preclassified events. In this way, all events are used in the analysis. Bin edges are

equally spaced between the lower and upper limits.

Clearly, from the arguments in Section 4.3.1 above, increasing the number of

bins in PID should increase the sensitivity. Nonetheless, beyond a certain number

of bins, little extra information will be available to the fit, and the sensitivity

increase will be small. Also, a large number of bins increases the computing time

taken to run the fit, and may increase the dependence on Monte Carlo statistics.

This is because each (energy, PID) bin has an associated true energy distribution

which is used to calculate the oscillated spectrum as described in Section 4.4.1.

The full Monte Carlo sample is therefore divided up among a large number of bins

(of order 103), with the result that the number of events in each (reco energy, PID,

true energy) bin may be small if the number of PID bins is large.

Figure 4.8 shows the dependence of the 90% sensitivity upper limit on fs as a

function of the number of bins in PID used. The limit becomes slightly tighter (by

2.6%) up to about 20 bins, but beyond this, there is no significant improvement.

Therefore, for this thesis, 20 bins in PID are used.

Figure 4.9 shows the resulting sensitivity with 20 PID bins as a contour in fs

vs ∆m2. Also shown is the same contour for the analysis method using one NC

and one CC spectrum, as published in [109]. A moderate improvement is seen for

the analysis presented in this thesis.

Energy projections of the spectrum used in the fake data fit are shown for each

PID bin in Figure 4.10. These show the total Monte Carlo for no oscillations and
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Figure 4.8: 90% confidence limit sensitivity on fs as a function of number of PID
bins. The points with labels show the values at which the limit was evaluated and
the line is a linear interpolation between them. A value of 20 bins is used in the
analysis.
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∆m2 (10−3 eV2/c4) fµ fs

Set 1 2.35 1 0
Set 2 2.35 0.84 0.2

Table 4.2: True oscillation parameters used in the generation of mock data sets 1
and 2.

for oscillations at the best fit point (which is equal to the true point for fake data),

along with the fake data itself.

4.6 Mock data studies

The sensitivity calculation of the previous section provides an accurate guide to

the average result expected from an ensemble of hypothetical experiments car-

ried out when the true values of the parameters are as given. However, since the

expected numbers of events in each bin in the far detector are small, the frac-

tional statistical fluctuations in these numbers are large, and so the result of any

individual experiment may differ by a large amount from the true value.

Producing an ensemble of such experiments and fitting them individually is

instructive as a guide to what results from an actual experiment might look like.

It also provides a method of checking that the analysis code is able to successfully

fit something that looks much more like realistic data than the fake data of the

previous section, without violating the blinding scheme by fitting real far detector

data.

4.6.1 Input data sets

Two such ensembles of ‘mock data’ were produced, with true oscillation parameters

as shown in Table 4.2. Set 1 uses the best-fit parameters from the MINOS CC

analysis, with no sterile mixing, while set 2 includes sterile mixing at a small level,

along with non-maximal mixing in fµ.
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Figure 4.10: Energy projections of spectrum used in sensitivity calculation for
each bin in PID. PID increases from left-to-right, top-to-bottom. The dashed red
line is the Monte Carlo prediction for no oscillations, and the solid red line is the
total Monte Carlo oscillated at the best fit point. Also shown (oscillated) are CC
νµ events in blue, CC ντ events in purple and CC νe events coming from the beam
in green. The latter two components are small. The fake data is shown in black
with error bars appropriate for a Poisson variable.
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Each set contains 100 statistically-independent subruns in the far detector

with a number of events appropriate for the exposure used for the data (7.1×1020

protons-on-target, split among running periods the same way as in the data). That

is, the total number of events varies between subruns, but the number is a sample

from a Poisson distribution with the appropriate mean. For the near detector,

the full Monte Carlo was used in the role of both Monte Carlo and data, with the

result that this study is statistical only, and takes no account of systematics.

The far detector mock data files were produced by choosing events from the

MINOS Monte Carlo at random, with a probability P defined by:

P = Posc × F × W (4.12)

where Posc is the oscillation probability of the event, F is the event weight given

by the MINOS flux tuning procedure, and W is the desired exposure in the subrun

divided by the total exposure available in the Monte Carlo file. This procedure

produces statistically independent subruns if P ≪ 1, so that the overlap in events

between subruns is small. For the Monte Carlo used, P ∼ 10−3, which is suffi-

ciently small. Since the events are drawn from the same Monte Carlo used to fit

the resulting spectra, the mock data sets are not strictly independent from the

Monte Carlo, but the condition P ≪ 1 ensures that any effect coming from this

is small.

A simpler method of producing statistically-fluctuated mock data would be

to start with the mean numbers of events in each histogram bin as determined

from fake data, and then produce a mock data histogram with bin values that are

picked from a Poisson distribution with this mean. This method would have the

advantage that the samples would be guaranteed to be statistically independent,

but has the disadvantage of working on histograms, rather than individual events,

making the mock data less similar (in terms of analysis code) to the real data.
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Therefore the method used in this thesis provides a more realistic test of the

analysis code.

4.6.2 Results

The distributions of best-fit points are shown in Figures 4.11 and 4.12 for mock

data set 1, and in Figures 4.13 and 4.14 for mock data set 2. Each shows the fit

points clustered around the true parameter values, and shows no pathologies in

fitting, indicating that the analysis code is sound.

Further plots can be found in Appendix A, showing some individual subruns

and demonstrating the level of statistical fluctuation expected in 7.1×1020 protons-

on-target of data.

It is worth noting that these distributions show that the estimators used are

not unbiased, in the statistical sense of the word. An unbiased estimator θ̂ of a

parameter with true value θ0 is one for which the expectation of θ̂ is equal to the

true parameter [112], i.e.:

E
[

θ̂
]

= θ0. (4.13)

For the parameters fµ and fs, the best-fit point is clearly a biased estimator for

the input values used; since the inputs are on a physical boundary, and the best-fit

point is constrained to the physical region, the best-fit point can only be unbiased

if it has no variance, which is clearly not the case. The best-fit point for ∆m2 is

always far from the physical boundary, but still shows some bias; its mean value

in mock data set 1 is 2.43 × 10−3 eV2/c4. Although unbiasedness is a desirable

property in an estimator, it is less important than consistency, the property that,

in the infinite statistics limit, the estimator converges to the true point. Fits on

high-statistics fake data produce a best-fit point equal to the true point, showing

that the estimators used here are consistent.

The χ2
P /dof variable peaks at around 1, with a mean value of 0.97, as expected
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if χ2
P follows a χ2 distribution with the appropriate number of degrees of freedom.

4.7 Effect of νe appearance

In the sensitivities and spectra presented so far, it has been assumed that the νµ →

νe probability, parametrized in Equation 1.39 by fe, is zero. However, νe produced

by νµ → νe oscillations are a background to a neutral current analysis, since the νe

populate the NC-like part of the PID spectrum. The current best upper limits for

the parameter θ13, which drives νµ → νe oscillations in the three-flavour model,

come from the CHOOZ reactor experiment [53] and the MINOS νe appearance

analysis [99]. The CHOOZ 90% C.L. upper limit is sin2 2θ13 < 0.19 [32]. This can

be converted to a value of fe by comparing Equation 1.39

P (νµ → νe) = fefµ sin2 ∆ (1.39)

with the first-order approximation to the probability in the three-flavour model [113]:

P (νµ → νe) = sin2 θ23 sin2 2θ13 sin2 ∆. (4.14)

Assuming maximal mixing between m2 and m3, sin2 θ23 = fµ = 1, and so

fe = sin2 2θ13. (4.15)

Figure 4.15 shows the distribution of PID value in the far detector Monte

Carlo with electron neutrino appearance at the CHOOZ limit. The oscillated νe

component occurs almost entirely in the PID < 0.6 region which is dominated

by NC events. To deal with this, all fits will be run at fixed values fe = 0 and

fe = 0.19, and both results quoted.
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Figure 4.11: Best-fit points for mock data set 1. The upper plot shows the points
in fs and ∆m2, while the lower plot shows the points in fµ and ∆m2. The blue
markers are the best fits from each of the 100 subruns, and the red star is the true
input point. The black line is the statistical sensitivity at the true parameters for
an exposure of 7.1 × 1020 protons-on-target.
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Figure 4.12: Distribution of parameter values at the best fit point for mock data
set 1. From left-to-right, top-to-bottom, the parameters shown are ∆m2, fs, fµ

and the χ2 per degree of freedom.
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Figure 4.13: Best-fit points for mock data set 2. The upper plot shows the points
in fs and ∆m2, while the lower plot shows the points in fµ and ∆m2. The blue
markers are the best fits from each of the 100 subruns, and the red star is the true
input point. The black line is the statistical sensitivity at the true parameters for
an exposure of 7.1 × 1020 protons-on-target.



4.7 Effect of νe appearance 108

∆m
2 (10−3 eV2/c

4)
1.6 1.8 2.2 2.4 2.6 2.8 3

N
u
m

b
er

o
f
fi
ts

0

2

2

4

6

8

10

12

14

16

fs

0.1 0.2 0.3 0.4 0.5 0.6 0.7

N
u
m

b
er

o
f
fi
ts

0
0

5

10

15

20

25

30

fµ

0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

N
u
m

b
er

o
f
fi
ts

0

2

4

6

8

10

12

14

16

χ2/dof
0.6 0.7 0.8 0.9 1 1.1 1.2

N
u
m

b
er

o
f
fi
ts

0

5

10

15

20

25

Figure 4.14: Distribution of parameter values at the best fit point for mock data
set 2. From left-to-right, top-to-bottom, the parameters shown are ∆m2, fs, fµ

and the χ2 per degree of freedom.

PIDPID
0.20.2 0.30.3 0.40.4 0.50.5 0.60.6 0.70.7 0.80.8 0.90.9 11 1.11.1
00

2020

4040

6060

8080

100100

120120
CC νµ NC

CC ντ Beam νe

Oscillated νe

×
1
0

×
1
0

Figure 4.15: Oscillated far detector Monte Carlo PID distribution with electron
neutrino appearance at the CHOOZ limit. The components are shown stacked,
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Chapter 5

Systematic Uncertainties

The two-detector design of the MINOS experiment is intended to reduce the de-

pendence of analyses on accurate Monte Carlo modelling of physics processes and

detector response. Nonetheless, the far/near ratio method is not able to cancel out

all of these uncertainties fully. This chapter describes the sources of uncertainty

considered for this analysis, and presents an improved constraint on the near/far

normalization uncertainty compared to previous analyses. The effect of the sys-

tematic uncertainties on the best-fit oscillation parameters is compared, and those

with the largest effect are included in the fit.

5.1 Sources of uncertainty

5.1.1 Relative near/far normalization

The relative near/far normalization takes account of all sources of uncertainty that

result in an overall scale in the near/far ratio. For MINOS analyses prior to 2010,

a value of 4% was used for this uncertainty, made up of the components shown in

Table 5.1.

The uncertainties on steel and scintillator thickness affect the fiducial mass

and were determined from measurements taken during construction [115].

109
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Systematic Contribution to
relative uncertainty (%)

Steel thickness 0.2
Scintillator thickness 0.2

FD live time 1.0
ND fiducial bias (z) 1.9
ND fiducial bias (y) 0.7
ND fiducial bias (x) 0.7

N/F reconstruction efficiency 3.0

Table 5.1: Contributions to the near/far normalization uncertainty used in pre-
2010 MINOS analyses. Taken from [114].

The FD live time is around 99%, and the live time uncertainty was taken as

100% of the inefficiency, i.e., 1%. This is clearly a very conservative estimate;

the upper bound it implies would correspond to the detector being live on every

occasion it was recorded as down. This component also takes account of uncer-

tainty in the total number of protons-on-target (POT) used in the analysis, which

may arise from various technical issues such as files containing data failing to

reconstruct, but having their associated exposure still included in the count of

protons-on-target.

The ND fiducial bias was originally estimated in [116] as a way to take account

of the deviations from uniformity in the mass distribution across the detector.

The MINOS Monte Carlo contains no such nonuniformities–every plane has the

same thickness and density–so any nonuniformity in the real detector induces a

systematic error. The fiducial bias was determined in [116] as follows: the ND

fiducial volume was divided in half in x, y or z, and the data/MC ratio in each

was calculated. The asymmetries

Rx,y,z =
|A − B|

2(A + B)
(5.1)

was calculated, where A was the data/MC ratio in the first half of the fiducial

volume, and B was the data/MC ratio in the second half, in the appropriate co-
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ordinate. The value used in the systematic was the central value plus its one-sigma

statistical error, a conservative estimate.

The largest component of the near/far normalization uncertainty is the recon-

struction efficiency. This component refers to a possible difference in reconstruc-

tion efficiency between the near and far detectors unaccounted for by Monte Carlo.

The far detector prediction is essentially a correction on the far detector Monte

Carlo based on the near detector data/Monto Carlo ratio, so there is no overall

systematic effect if the double ratio of efficiencies,

R ≡ ǫF
data/ǫ

F
MC

ǫN
data/ǫ

N
MC

= 1 (5.2)

where N indicates near detector and F indicates far detector. Therefore any

estimate of this contribution to the uncertainty must take account of all four

combinations of near/far and data/MC. The value of 3% shown in Table 5.1 is

derived from a hand scan of events described in [117].

Updated contributions

The values given in Table 5.1 are generally rather conservative estimates. For early

MINOS analyses with low statistics, such conservative estimates were tolerable.

With the 7.1 × 1020 protons-on-target exposure used in this thesis, the statistical

errors are much smaller and so systematics have a larger relative effect. Therefore,

the individual components of the normalization uncertainty are rederived here,

mostly by combining work already done by others. The new values have also been

used in recent MINOS analyses [99, 57].

Reducing the steel and scintillator thickness uncertainties would require new

measurements of the detector itself, and so these contributions to the uncertainty

remain unchanged.

The contribution from the FD live time uncertainty has been reduced signifi-
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cantly, based on two strands of work. Firstly, an improved understanding of data

quality in the Far Detector is shown in [118], which results in essentially negligible

uncertainty in the actual livetime of the detector.

Secondly, an extremely thorough check of the counting of protons-on-target

used in the MINOS neutral current analysis [109] was carried out [119]. It com-

pared two methods of counting the protons-on-target: one from a count in the

reconstructed files; and one from a count in a database table. These agreed well,

except for a month with a known problem, for which the database numbers are

more reliable. The ratio of POT from files to POT from the database (excluding

the month with a known problem) is 0.9967, giving a contribution to the normal-

ization uncertainty of 0.32%.

The toroids in the NuMI beamline which measure the number of protons hitting

the target have a systematic uncertainty of 1% [120]. However, this cancels in the

near/far ratio, and so does not contribute to the normalization uncertainty.

Ordinate Asymmetry (%)
x 0.53 ± 0.15
y 0.14 ± 0.15
z 0.43 ± 0.15

Sum in quadrature 0.7

Table 5.2: Updated ND fiducial bias numbers with statistical uncertainty.

Table 5.2 shows updated numbers for the ND fiducial bias in each co-ordinate.

These numbers were calculated by repeating the study in [116] with more recent,

higher-statistics Monte Carlo and data. Events selected as CC by the method

described in [109] were used. The Monte Carlo and reconstruction versions used

in the study differed from those used in the rest of this thesis, but the conclusions

should not be expected to change: the aim is to constrain effects resulting from

different mass distributions in the data and Monte Carlo, which are independent

of the software version used.

An updated contribution to the reconstruction efficiency uncertainty is pre-
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sented in Section 5.2.

5.1.2 Shower energy scales

Two types of overall shower energy scale are considered: an absolute shower energy

scale, common to both detectors; and a relative energy scale uncertainty between

the two detectors.

Absolute shower energy scale

An error in the absolute shower energy scale means that a sample of showers of a

given energy E will receive a different average reconstructed energy in data and

Monte Carlo. A difference between true and reconstructed shower energy would

not induce a systematic error provided that the difference is correctly modelled

by the Monte Carlo.

There are two contributors to this uncertainty. The first is the uncertainty

on the overall detector response to single hadrons derived from the MINOS cal-

ibration detector, which contributes a 5.7% uncertainty [121]. There is also an

uncertainty that arises from hadronic shower modelling in the Monte Carlo: some

of the energy transferred to the hadronic system is lost to intranuclear rescatter-

ing, and so does not appear in the detector. Although this effect is included in

the simulation, the uncertainties are large and energy-dependent. An estimate of

the uncertainty is given in [122], in which samples of Monte Carlo events were

produced with the parameters controlling intranuclear rescattering altered within

their uncertainties, and the effect on reconstructed shower energy quantified. The

uncertainty parametrized as a function of reconstructed energy is used in this

analysis, as shown in Figure 5.1. This is added in quadrature with the 5.7% single

hadron response uncertainty.
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Figure 5.1: Energy-dependent shower energy scale uncertainty from hadronic
shower modelling, as parametrized for this analysis. The 1σ error band is shown.
This uncertainty is added in quadrature with the constant 5.7% calibration un-
certainty to give the overall absolute shower energy scale uncertainty.

Relative shower energy scale

An error in the relative shower energy scale occurs if the same shower occurring in

the near and far detectors is given different reconstructed energies. The MINOS

near and far detectors are calibrated to give the same response, and so relative

energy scale uncertainties come from residual differences remaining after the cal-

ibration procedure. The total near-to-far relative shower energy systematic has

been calculated to be 2.1% [121]. This value is the sum in quadrature of the sys-

tematic uncertainties on each stage in the calibration chain, the largest of which

is the discrepancy between spill and cosmic muons, which contributes 1.5% to the

total. Although the calibration uses cosmic ray muons, the method should produce

the same results when run on muons from neutrino events from the NuMI beam,

however, differences between the cosmic and beam samples such as the angular

distribution of tracks and the µ+/µ− ratio lead to the 1.5% discrepancy between

detectors.

The second largest contributor to the relative shower energy scale is the spatial
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variation of the calibration, which was assessed by dividing the detector volume

into separate regions longitudinally and transversely, and calculating the difference

in mean calibrated response between the regions. This contributes a further 0.76%

uncertainty in the far detector and 0.73% uncertainty in the near detector.

5.1.3 Muon Energy Scale

The reconstructed neutrino energy for each event is the sum of the reconstructed

shower energy in the event and the reconstructed track energy, as described in

Section 4.5.2. The systematic error on the track energy for muons is 2% [123],

applied to both energy from range and energy from curvature. For the momentum

from range, this uncertainty derives from uncertainty in the detector density and

the Monte Carlo geometry, along with uncertainty in the path length of detector

material traversed as calculated by the track fitting algorithm. The curvature

uncertainty uses the sample of muons which stop in the detector, and therefore

have both range and curvature momentum measurements available, which were

compared to find the residual uncertainty [124].

5.1.4 Misidentified components

The published MINOS sterile neutrino search [109] uses two spectra: one selected

to be mostly CC, and one selected to be mostly NC. Each spectrum contains

some background, and there are systematic uncertainties on the level of these

backgrounds. Since these consist of misidentified events, they might be expected

to be at the tails of distributions, where the Monte Carlo modelling may be less

accurate than in the bulk of the distribution. In any case, an incorrect estimate

of the background will lead to an error in the calculated number of signal events,

and thus in the fit parameters.

For the analysis presented here, there is not one NC-like and one CC-like
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spectrum, but the same issues occur if the minority component in any of the

energy spectra is mismodelled. Therefore, the uncertainties on the background

components from the MINOS neutral current analysis are used. The systematic

error on the NC component in the CC spectrum is applied to spectra with PID <

0.675, and the error on the CC component in the NC spectrum is applied to

spectra with PID > 0.675, as described in Section 3.3.3.

NC Background

The error on the NC component in the CC spectrum (the “NC background”)

is estimated using charged current events with the muon removed, producing a

sample of NC-like events [125], as in Section 5.2 of this thesis. To estimate the

NC background uncertainty, the charged current selection is applied to the events

with their muon removed in both data and MC and the ratio of those samples is

taken as the uncertainty, which is found to be 25%.

CC Background

The CC background uncertainty was found by considering data from alternate

configurations of the NuMI beam, produced by varying the target position and/or

horn current [126]. In these alternate configurations, the NC/CC ratio can be very

different to the ratio in the normal “low energy” (LE) configuration, allowing the

components to be calculated separately as follows: the NC and CC components

in the LE and alternate beam in each bin of reconstructed shower energy are

expressed as

NLE = NLE
CC + NLE

NC (5.3)

Nalt = Nalt
CC + Nalt

NC (5.4)
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where NLE and Nalt are the numbers of NC-selected data events in the LE and

alternate configurations, and Nx
CC and Nx

NC are the (unknown) numbers of truly

CC and NC events respectively in beam configuration x. The number of unknowns

can be reduced from four to two by re-expressing Equation 5.4 as

Nalt = rCCNLE
CC + rNCNLE

NC (5.5)

where rCC = Nalt
CC/NLE

CC and similarly for NC. The values of the ratios r are taken

from the Monte Carlo. The two equations in two unknowns can now be solved,

giving a meaningful answer under the assumption that the r values are better

modelled than the NC and CC components themselves. Cross section uncertainties

can be seen to cancel in the r values, as well as selection efficiencies. Additionally,

contributions to the beam flux which are common to both beam configurations

will cancel: this includes hadron production at the target, but does not include

uncertainties in the beam focussing and positioning of the beamline components.

The solution of the simultaneous Equations 5.3 and 5.5 gives values for the

truly NC and CC components NLE
NC and NLE

CC which can be used to correct the

Monte Carlo prediction and the correction propagated to the far detector. This

procedure is used in the MINOS νe appearance analysis [99], but for this analysis,

the CC component from the Monte Carlo is used in the far detector, with the ratio

of corrected and uncorrected CC component taken as an uncertainty.

Figures 5.2 and 5.3 show the result of running this method on the near detector

data. For the alternate beam, the “horn-off” configuration, in which the focussing

horns are turned off entirely, is used. This results in a much lower fraction of truly

CC events in the NC-selected spectrum than in the “low-energy” spectrum. The

horn-off spectrum also shows a better data/MC agreement than the low-energy

spectrum, suggesting that the disagreement in the low-energy spectrum is due to

the CC component.
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Figure 5.2: NC-selected spectra used in the estimation of the CC background
uncertainty. The spectrum on the left is from the normal low-energy running
mode of the NuMI beam, and that on the right is from the configuration with the
focussing horns turned off, giving a much smaller CC component. In both plots,
red is the total MC, blue is the truly CC component and black is the data.
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Figure 5.3: Corrections to the NC (left) and CC (right) components of the low-
energy beam configuration derived from the method of alternate beams described
in the text. The red line is a fit to a constant. The regions with large error bars
either have low statistics or have rCC ≈ rNC, which leads to a degeneracy in the
equations.
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Figure 5.3 shows that this method gives a 15% reduction in the true CC com-

ponent in the NC-like region, which is taken as the systematic uncertainty. This is

similar to the level of data/MC disagreement seen in the selection variables for the

ANN (Figure 3.14) and the output of the ANN (Figure 3.15) and so is consistent

with the disagreement stemming almost entirely from mismodelling of CC events

which appear NC-like.

5.1.5 Uncertainties due to preselections

The preselection steps used to remove non-neutrino backgrounds and poorly re-

constructed events differ between the detectors, and so any problem with the

modelling of variables near the positions of cuts used by the preselections will not

cancel in the near/far ratio.

In the near detector, the preselection uncertainty has been estimated by inves-

tigating the change in the spectrum under changes in the cut positions [104]. The

cuts were moved until the fraction of events cut in data and Monte Carlo agreed,

and the ratio of the NC-selected spectrum with the modified cuts to the spectrum

at nominal cut positions was taken as the systematic.

The resulting uncertainty is large at low energies, reducing to zero above

2.5 GeV, and is shown in Figure 5.4. This uncertainty applies only to NC-like

events as defined by PID < 0.675.

The uncertainty on the far detector preselection is divided into two compo-

nents: one relating to uncertainties on the cuts intended to remove noise; and one

for the cuts aimed at removing cosmics [105]. The uncertainties on the NC-like

spectrum are determined by shifting the cut positions up and down by a value

based on the RMS of the distribution of MC events in each cut variable. The

ratio of reconstructed energy spectra with the shifted cut and with the nominal

cut is taken as the systematic uncertainty.
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Figure 5.4: 1σ uncertainty on NC-like events from near detector preselection.

As in the near detector, the uncertainties are energy-dependent and largest at

low energies, where neutral current events deposit only a few hits in the detector

and are more difficult to distinguish from non-neutrino backgrounds. The noise

and cosmic systematic uncertainties are shown in Figure 5.5.

5.1.6 Cross section uncertainties

Cross section uncertainties are dealt with via tunable parameters available in the

NEUGEN event generator used in the MINOS Monte Carlo. The NEUGEN code

includes (among others) the three main classes of processes contributing to event

rates in MINOS: quasielastic scattering, resonance production, and deep inelastic

scattering.

In quasielastic scattering, a neutrino interacts with a single nucleon in the nu-

cleus and produces a lepton. In MINOS, this means νµ +n → µ−+p. Quasielastic

scattering dominates at low energies (Eν < 2 GeV), and accounts for about one-

third of the event rate in the region 2 < Eν < 4 GeV.

At a few GeV, resonant production of excited states forms a major component

of the cross section. The main contributor is the ∆(1232) which decays to a
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Figure 5.5: 1σ uncertainty on NC-like events from far detector preselection. The
top plot is the uncertainty due to the noise-removing cuts, while the lower plot is
the uncertainty due to the cuts removing cosmic ray muons.
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pion-nucleon final state.

At higher energies, deep inelastic scattering (DIS) takes over, in which the neu-

trino interacts with an individual parton, breaking up the nucleus and producing

high multiplicity final states.

The NEUGEN code provides a large number of parameters to alter the cross

sections of these processes, but three are investigated as likely to affect this anal-

ysis:

• The CC axial mass MA is an effective parameter in the dipole form factor

of the nucleon that contributes to one of the terms in the quasielastic cross

section. It has an uncertainty of 15% [127]. A similar effective parameter

M res
A occurs in the resonance cross section, and is varied along with the

quasielastic MA within its 15% uncertainty.

• In the transition region between resonance and DIS, NEUGEN provides pa-

rameters to tune the cross section based on the interaction type (CC or NC),

the struck nucleon (neutron or proton) and the final state multiplicity. The

parameters σCC
n and σCC

p vary the cross section for CC interactions with neu-

trons and protons respectively which produce two hadrons in the final state.

These two parameters are varied together within their 33% uncertainties.

• The corresponding parameters for neutral current events, σNC
n and σNC

p , are

also varied together within their 33% errors.

5.1.7 Flux uncertainties

The MINOS flux tuning procedure fits the hadron production at the target to

the near detector energy spectrum, using data from a variety of beam configura-

tions [128]. The result is a better prediction of the NuMI neutrino flux (in the

assumption that Monte Carlo cross sections are correct), which can be applied to

the far detector prediction.
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Figure 5.6: Uncertainty on the NuMI neutrino flux as a function of true neutrino
energy.

The fit has some residual uncertainty coming from the hadron production

spectrum itself as well as the functioning and composition of the components of

the NuMI beamline [98]. There is also a component from POT counting, which

will cancel in the Far/Near prediction. The size of the total flux uncertainty as a

function of energy is shown in Figure 5.6.

5.1.8 ANN shape uncertainty

In contrast to an analysis which divides events into two samples according to their

ANN output value, this analysis relies more strongly on an accurate modelling of

the shape of the ANN output distribution. To investigate the dependence on this

shape, a shifted fake data set is produced using events with their ANN output

value altered. The size of the alteration is chosen such that normalized near

detector data and Monte Carlo agree exactly. At face value, this involves some

double counting, since other systematic uncertainties that have been considered

certainly account for some of the disagreement. Nonetheless, if the effect of the

shape uncertainty calculated in this way is small, the double-counting is benign.
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Figure 5.7: Toy demonstration of ANN cumulative distributions, showing how the
shift value S(x) is calculated. Red is toy MC and black is toy data. For the case
shown, x = 1 and x′ = 0.7.

Calculating ANN shape shift

To determine the size of the fake data shift to be used to estimate the effect of

the ANN shape uncertainty, the difference between near detector data and Monte

Carlo is used. This technique produces a shift in ANN output value whose size

reflects the mismodellings in the Monte Carlo. Technically, this is implemented

by making the normalized cumulative distributions of the data and Monte Carlo

match at each ANN output value. At each value of the ANN output x, the value

of the cumulative distribution CMC(x) in MC is found. The value x′ at which

the data cumulative distribution Cdata(x
′) = CMC(x) is found to give the distance

S(x) to shift the Monte Carlo event:

S(x) = x′ − x. (5.6)

Figure 5.7 shows a toy version of this, where the difference between data and

Monte Carlo has been increased for display purposes.

In deriving the real shifts, events with a PID value between 0.2 and 1.1 are
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Figure 5.8: Normalized cumulative ANN output distributions in data and Monte
Carlo in the near detector. Data is in black and Monte Carlo is in red.

used: these are the events for which the PID value corresponds with the ANN

output value, and which are thus relevant for the ANN shape systematic. The

beam flux weights from the hadron production tuning are applied, as is done in

the oscillation fit. The normalized cumulative distributions in near detector data

and Monte Carlo are shown in Figure 5.8 and the ANN shift values in Figure 5.9. In

calculating the shift in best-fit oscillation parameters, both near and far detector

fake data events have their ANN output value shifted by the value shown in

Figure 5.9, since both near and far detectors use the same ANN.

5.2 Constraining the near/far reconstruction un-

certainty with MRCC events

The muon-removed charged current (MRCC) analysis technique begins with the

observation that νµ charged current events with the muon removed contain only

a hadronic shower, and are thus very similar to neutral current events. Since such

events are available in both data and Monte Carlo, the analysis strategy is to
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Figure 5.9: Shift in ANN output value as a function of original ANN value. The
function is constrained to zero at ANN values of 0.2 and 1.1 by construction.

produce a sample of NC-like events which are independent from the actual NC

spectrum and can be used to provide uncertainties on, or corrections to, the NC

spectrum. This technique was previously used in the MINOS νe analysis as a

method of correcting the NC component of the νe-selected spectrum, which forms

a significant part of the background [129]. It was also used to constrain the NC

background in the CC spectrum, as described in Section 5.1.4.

5.2.1 Muon Removal

The muon removal is implemented as a second reconstruction pass. Fully recon-

structed events are taken, and those with a track have the track hits removed.

Hits shared between a track and a shower have a pulse height equivalent to one

minimum-ionizing particle (1 mip) subtracted, but are not removed. This pro-

cedure is performed for all events in the beam spill, and the remaining hits in

the spill are passed through the full reconstruction chain. This second pass may

result in the hits being reconstructed into a track or a shower, or not being recon-

structed at all. The reconstruction keeps track of the event from which the track
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Figure 5.10: Far detector Monte Carlo event before (left) and after (right) muon
removal. In the right-hand plot, the event has been passed through the full recon-
struction chain a second time after removal of the hits.

was removed, allowing the re-reconstructed events to be matched with their orig-

inal event at analysis time. An example event before and after the muon removal

is shown in Figure 5.10

As pointed out in [129], the distribution of CC hadronic showers with the

muon removed is not expected to be exactly equivalent to the distribution of

NC hadronic showers. The distribution of hadronic y is different, resulting in a

different shower energy distribution for CC and NC showers in the same beam, and

the differences in the charge of the mediating boson in the NC and CC interactions

means that the net shower charge differs. These issues must be considered for the

νe appearance analysis, where the aim is to correct the Monte Carlo NC component

based on the MRCC analysis, but they have a smaller influence in the analysis

presented here, where the aim is only to quantify an overall level of data/Monte

Carlo disagreement. Therefore, provided that the same cuts and selections are

applied to both data and Monte Carlo, the similarity between true NC showers

and muon-removed CC events need not be exact.

5.2.2 Calculating efficiencies

The muon-removal technique provides a way to evaluate the efficiencies ǫ in Equa-

tion 5.2 by counting the fraction of CC events which are still reconstructed after
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the track is removed, i.e.,

ǫ =
M

N
(5.7)

where N is the number of CC events used, and M is the number of those re-

constructed after track removal. Both the non-muon-removed sample and the

corresponding muon removed sample are used. The following cuts are applied to

the non-muon-removed sample:

1. The event must have a vertex within the fiducial volume.

2. The event must have a value of the CC kNN-based PID [124] of kNN > 0.3.

(A kNN is a multivariate classification technique in which each event is

compared to a large sample of MC events to find the k nearest neighbours.

The PID value for the event is the fraction of nearest neighbours which are

of the desired type). This produces a sample which is 98.9% pure CC in

both detectors.

Each muon-removed event is associated with its original event in the non-muon-

removed sample, based on the number of shared hits [129]. In the muon-removed

sample, the original event is required to pass the previous cuts, and additionally

the muon-removed event must

1. have a vertex within the fiducial volume,

2. pass the preselection cuts in the relevant detector.

Applying the fiducial cut to the muon-removed sample means that events may

migrate out of the sample after muon removal (because the vertex position is

recalculated in the second reconstruction pass) even when they are successfully

reconstructed. There is no corresponding inward migration, because the same

fiducial requirement is applied to the original event associated with the muon-

removed event. It would be possible to remove this latter requirement by including
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Figure 5.11: Shower energy spectra before and after muon removal for each com-
bination of near/far, data/MC. The black histogram is events in the non-muon-
removed sample, and the blue histogram is the events in the muon-removed sample.
In each case the cuts described in the text are applied. The energy used for the
muon-removed events is the shower energy of the original event (i.e., before the
muon was removed).

events in the muon-removed sample whose original event was outside the fiducial

volume. However, if the inward migration is greater than the outward migration,

this could result in a value of ǫ which is greater than 1, and is therefore not so

easily interpreted as a reconstruction efficiency.

The fiducial cut results in a rather low value of ǫ in the near detector data and

MC, because the fiducial volume is small, and so a large fraction of events are close

enough to the fiducial volume boundary to be moved outside it after the muon

removal procedure. In the far detector, the fiducial volume is much larger, and

so the fraction of events close to the fiducial volume boundary is correspondingly

smaller.
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Figure 5.12: Efficiencies ǫi as a function of shower energy of the original event.
The black line is data and the red line is Monte Carlo. An additional energy bin
from 10–120 GeV is used but not shown. The efficiency does not reach 1 at high
energies because of the fiducial requirement discussed in the text.
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The shower energy spectra before and after muon removal are shown in Fig-

ure 5.11, and the efficiencies as a function of energy are shown in Figure 5.12.

Reasonable agreement is seen between data and Monte Carlo, with efficiencies

rising from essentially zero at shower energies below 500 MeV to 0.8–0.9 at high

energies. Low energy showers consist of a small number of hits, and so are easily

lost when reconstructed a second time, while high energy showers are only lost

when re-vertexed to outside the fiducial volume.

With these efficiencies calculated, the method can be applied to both near

and far detector data and Monte Carlo, giving the four efficiencies required in

Equation 5.2. However, the spectrum of MRCC events is not exactly the same

as the actual NC-selected spectrum, and so the efficiency given in Equation 5.7,

calculated over all energies, will not be the same as the corresponding efficiency

for the NC-selected events. An improved estimate, E, can be found by using the

MRCC spectrum to calculate the efficiencies per energy bin, ǫi, as above, and

taking an average weighted by the fraction of NC-selected events in that energy

bin, i.e.,

E =

∑

i ǫini
∑

i ni

(5.8)

where ni is the number of NC-selected events in the energy bin. In the case of far

detector Monte Carlo, the ni are oscillation weighted at the MINOS best-fit CC

values, assuming no NC disappearance. There is a choice of energy to use for the

event (to decide which bin it appears in for the calculation of ǫi): on the second

reconstruction pass, the shower energy will not in general be equal to the shower

energy of the event before the muon removal. The efficiency in an energy bin is

ǫi = Mi/Ni, where Mi and Ni are the numbers of events after and before muon

removal respectively, so changes in shower energy after the re-reconstruction may

lead to movement between energy bins and therefore to values of ǫi > 1. To avoid

this, the shower energy of the original event (i.e., before muon removal) is used in
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Data MC Data/MC

Near 0.541 0.554 0.976
Far 0.694 0.697 0.996

Table 5.3: NC spectrum-weighted efficiencies, E, for near and far detector data
and Monte Carlo.

calculating both the numerator and the denominator of ǫi.

A value of E is calculated for all four combinations near/far, data/MC using

the corresponding ǫi, but in each case the ni are taken from Monte Carlo for the

relevant detector in order to reduce the total statistical error on the final estimate.

The best estimate of the reconstruction uncertainty is therefore given by the

double ratio

R′ =
EF

data/E
F
MC

EN
data/E

N
MC

. (5.9)

5.2.3 Results

This method has been applied to the full dataset used in this analysis, giving the

efficiencies shown in Table 5.3. With these numbers, the value of the double ratio

is R′ = 1.02 ± 0.017, and the central value is taken as a normalization error of

2%. The error on R′ is approximate, and derived from the value of ǫ as defined in

Equation 5.7 for the far detector, assuming the errors on all other components are

zero, and using the method for errors on a binomial parameter defined in [130].

This uncertainty (as part of the near/far normalization uncertainty) is applied

across the spectrum in energy and PID, despite deriving from a method that

applies only to NC events. This can be justified by noting that a hand-scan analysis

of CC events carried out for the MINOS CC analysis resulted in a reconstruction-

related uncertainty of 1.3% [131], so at worst the use of the 2% uncertainty across

the spectrum is a conservative estimate.
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Parameter Input value

∆m2 2.35 × 10−3 eV2/c4

fµ 0.84
fs 0.2
fe 0

Table 5.4: Input oscillation parameters for systematics studies

5.3 Systematic shifts

To assess the effect of each systematic uncertainty on the final analysis result,

systematically shifted fake data samples are produced in both detectors, for each

systematic at ±1σ. The far detector prediction is calculated using the shifted near

detector fake data and the Far/Near ratio from unshifted Monte Carlo, and this

far detector prediction is fit to the shifted far detector fake data. This fit only

includes oscillation parameters and not systematic parameters.

Since high-statistics fake data is being used, a systematic shift that is handled

perfectly by the Far/Near prediction method will result in a best fit point that

is equivalent to the input point. The larger the effect of the systematic shift, the

larger the deviation from the input point. Systematics with a large effect will be

included in the fit as constrained nuisance parameters, as described in Section 5.4

below.

The input parameters for these systematic studies are given in Table 5.4. fµ

and fs are moved away from the physical boundary to allow the best-fit point to

vary away from the true point in any direction. fe is fixed to zero in the fit.

Figure 5.13 shows the size of the shifts in each fit parameter for each systematic,

and Table 5.5 shows the same quantities, sorted by the size of the total shift in

fs. In general, systematics which do not cancel between the detectors have the

largest effect, with flux and cross section uncertainties (the σ
NC/CC

n/p
parameters)

cancelling almost entirely.

The near detector preselection dominates the fs shift, since the effect of the
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Figure 5.13: Shifts in the fit parameters for each of the systematics considered.
The lower end of the error bar represents the shift in fit parameter for a −1σ
shift in the given systematic, and the upper end is the shift for +1σ. From top to
bottom, the plots show fs, ∆m2 and fµ.
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Systematic Total shift

fs × 100 ∆m2 (10−5 eV2/c4) fµ × 1000

Near presel. 35.7 (86.2%) 2.0 (4.5%) 2.1 (1.1%)

Far presel. (cosmic) 18.0 (43.3%) 1.5 (3.5%) 6.1 (3.2%)

N/F normalization 15.8 (38.2%) 13.7 (31.6%) 5.1 (2.7%)

CC background 15.1 (36.3%) 1.3 (3.0%) 3.7 (2.0%)

Far presel. (noise) 7.1 (17.0%) 0.3 (0.7%) 1.0 (0.5%)

Shower E scale (abs) 6.4 (15.3%) 7.3 (16.8%) 8.5 (4.5%)

Shower E scale (rel) 5.6 (13.5%) 0.7 (1.5%) 23.5 (12.6%)

MA QEL, res 4.8 (11.6%) 2.5 (5.9%) 1.9 (1.0%)

σCC
n/p 3.1 (7.6%) 0.2 (0.5%) 2.1 (1.1%)

ANN shape 3.1 (7.5%) 3.2 (7.4%) 13.5 (7.2%)

Flux uncertainty 2.6 (6.2%) 5.1 (11.7%) 6.5 (3.5%)

σNC
n/p 2.1 (5.0%) 0.6 (1.5%) 3.1 (1.7%)

Muon energy scale 1.4 (3.5%) 6.2 (14.3%) 7.3 (3.9%)

NC background 0.5 (1.2%) 1.8 (4.1%) 14.7 (7.9%)

Table 5.5: The total systematic shift in each fit parameter for each systematic,
ordered by the size of the shift in fs. The total shift is the sum of the absolute
values of the +1σ and −1σ shifts, and the quantities tabulated are multiplied by a
factor to give numbers of order 1 for ease of comparison. The number in brackets is
the size of the total systematic shift as a percentage of the 1σ statistical uncertainty
on the parameter.
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systematic is to reweight the low energy bins in the NC-like part of the spectrum

(as shown in Figure 5.4), which is the same as the effect of sterile neutrino mix-

ing. The far detector cosmic preselection systematic and Near/Far normalization

systematic have similar shapes, extending to high energies at about the same level

(see Figure 5.5), and so produce similar effects on the shift in fs. The far cosmic

preselection uncertainty has little effect on fµ and ∆m2 because it only produces

a change in the NC-like region, while the CC-like region determines fµ and ∆m2.

The absolute energy scales (on shower energy and muon energy) have large

effects on the fit value of ∆m2, which is expected since ∆m2 controls the position

of the oscillation dip in energy.

5.4 Systematic uncertainties in the fit

The systematics with the largest effect are included in the fit as extra parameters,

and constrained by a penalty term, by modifying the χ2 function (Equation 4.9)

to depend on the systematic shifts s as follows:

χ2
P (ν, s) = 2

∑

i

[

ei(ν, s) − oi + oi ln
oi

ei(ν, s)

]

+
∑

j

(sj − s0
j)

2

σ2
j

(5.10)

where sj is the value of the systematic parameter, s0
j is its default value, and σj

is its 1σ error. The index j runs over all the systematics in the fit. The expected

values ei(ν, s) are calculated at the given values s of the systematics. The penalty

term represents the fact that the true value of the systematic is unknown, but

constrained to be around the nominal value s0
j . In producing contours and one-

parameter projections, the systematics are always marginalized over, which has

the effect of increasing the size of the contour/projection in a way that reflects the

size of the systematic uncertainty.

The four systematics with the largest effect on fs are chosen to be included
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in the fit: near detector preselection, far detector cosmic preselection, near/far

normalization, and CC background. In addition, the absolute shower energy scale

is included, as the second-largest shift in ∆m2. As shown in Table 5.5, the next

largest shift in fs (FD noise preselection) is half the size of the shift due to CC

background. The five systematics chosen alter the spectrum in rather different

ways, and so cover the space of possible changes to the spectrum well. They

are also generally quite conservative estimates, and so their effect in inflating the

quoted error should be broad enough to take account of other systematics which

are not included directly.

5.4.1 Producing systematically shifted predictions

The production of systematically shifted predictions uses the same method as

in the MINOS neutral current analysis [57], which uses interpolation between

systematically shifted templates to produce a prediction at given values of the

oscillation parameters ν and systematic shifts s. The method is described in more

detail in [132].

Briefly, for each systematic in the fit, the systematics interpolation uses three

spectra: one at the nominal value of the systematic, and one each at ±1σ. Each

spectrum has an associated true energy distribution, and so can be used to produce

a prediction at a given value of the oscillation parameters ν, as in Equation 4.6:

Ni(ν) =
∑

j

SijTjPj(ν). (4.6)

The systematically-shifted prediction at a value s of the systematic is a weighted

sum of the three oscillated predictions:

Ni(ν, s) = w−σ(s)N−σ
i (ν) + w0(s)N

0
i (ν) + w+σ(s)N+σ

i (ν) (5.11)
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Figure 5.14: Weights w(s) used for systematics interpolation. The red line is the
weight w+σ(s) given to the +1σ spectrum, blue is the weight w−σ(s) given to the
−1σ spectrum, and black is the weight w0(s) given to the nominal spectrum.

where the functions w(s) are piecewise linear weighting functions which inter-

polate between the spectra, shown in Figure 5.14. At values s = 0,±1σ, the

corresponding weighting function has a value of 1 while the others are zero. The

generalization to any number of systematics involves storing ±1σ spectra for each

systematic and making the weighting functions depend on all of the systematic

shifts, i.e., w(s). This scheme is necessarily an approximation, but has been shown

to reproduce fake data systematic shifts without bias, and so the approximation

is good enough.

5.4.2 Effect on oscillation parameter limits

With the chosen systematics included in the fit, the sensitivity can be re-evaluated

in the same way as in Section 4.5.1, using high-statistics fake data. The fake data

has no systematic shifts applied, so the true input point will be returned as the

best fit point, but the inclusion of the systematic parameters will increase the size

of the contour or projection relative to the fit with only oscillation parameters.

The effect of the five fit systematics on the projections for each oscillation
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parameter is shown in Figure 5.15. By construction, the effect of the systematics

is largest on fs, with the near detector preselection uncertainty dominating. Since

∆m2 and fµ are mostly constrained by the CC-like part of the spectrum, the

systematics which affect only the NC-like part of the spectrum have no effect on

the contours in those parameters, but the Near/Far normalization uncertainty and

absolute shower energy scale make some difference.

The 90% confidence upper limit on fs without systematics is 0.28, while with

the systematics included, the limit is fs < 0.415. As can be seen from Figure 5.15,

the effect of the systematics on the ∆m2 and fµ limits is relatively small.



5.4 Systematic uncertainties in the fit 140

fs

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

∆
χ

2

0
0

0.5

0.5

1

1.5

2

2.5

3

3.5

68%

90%

Stat. only

+Near presel

+Far presel (cosmic)

+N/F normalization
+CC background

+Shower E scale (abs)

PSfrag

∆m2

2.1 2.2 2.3 2.4 2.6 2.7 2.8 2.9

∆
χ

2

0

0.5

1

1.5

2

2

2.5

2.5

3

3

3.5

68%

90%

PSfrag

fµ

0.8 0.82 0.84 0.86 0.88 0.9 0.92 0.94 0.96 0.98

∆
χ

2

0

0.5

1

1

1.5

2

2.5

3

3.5

68%

90%

Figure 5.15: Effect of systematics on ∆χ2 projections in the fit parameters. The
black line is the statistical-only projection, and each coloured contour shows the
effect of adding one more systematic in addition to those used in the previous
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Chapter 6

Results and Discussion

6.1 Fit results

This chapter contains the results of applying the analysis method described in this

thesis to the far detector data. In the absence of neutrino oscillations, 2840.75

events are expected in the far detector; 2376 are observed, giving a clear signal of

νµ disappearance. Figure 6.1 shows the fitted energy spectra in the far detector and

Figure 6.2 shows the energy spectrum integrated over PID and the PID spectrum

integrated over energy.

The best-fit oscillation and systematic parameters are shown in Table 6.1,

along with the 68% C.L. stat.+syst. limits on the oscillation parameters. The fit

is performed for fe fixed at the values of 0 and 0.19, as described in Section 4.7.

The χ2/dof is 657.55/657 for fe = 0 and 657.54/657 for fe = 0.19, showing that

spectra both with and without νe appearance are equally compatible with the

data. In both cases, the best-fit value of fs is zero, i.e., no sterile neutrino mixing,

consistent with the standard three-flavour picture of neutrino oscillations. The

upper limit on fs depends on the presence or absence of νe appearance, since the

far detector prediction with νe appearance is higher in the NC-like region than the

141
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fe = 0 fe = 0.19

fs 0.00+0.06 0.00+0.23

∆m2 (10−3 eV2/c4) 2.37+0.13
−0.09 2.33+0.11

−0.09

fµ 1.00−0.05 1.00−0.05

Near presel. −0.76 −0.61

Far presel. (cosmic) 0.61 −0.37

N/F normalization 0.88 0.00

CC background −1.05 0.06

Shower E scale (abs) −0.49 −0.57

Table 6.1: Best-fit values of the oscillation and systematic parameters with fe = 0
and fe = 0.19. The 68% C.L. limits (stat.+syst.) on the oscillation parameters
are given, and the systematic best-fits are given as a fraction of the 1σ uncertainty
on the parameter.

prediction without νe appearance1. This means that the fit can tolerate a larger

reduction in the NC-like region due to a larger value of fs when fe > 0.

At 90% C.L., the upper limit on fs is 0.15 (0.41) with fe = 0 (0.19).

Figure 6.3 shows the ∆χ2 projections from the data fit for each of the os-

cillation parameters after marginalizing over the other oscillation and systematic

parameters. The projection in ∆m2 shows that although the effect of νe appear-

ance on the best-fit value is noticeable, there is relatively little effect on the shape

or width of the contour. The lower left plot in Figure 6.2 shows that electron

neutrinos appear in the spectrum at the same energies as the νµ that are disap-

pearing2. Since it is the position in energy of the disappearing νµ that constrains

∆m2, it is therefore unsurprising that the appearance of νe can alter the best-fit

∆m2. (This feature is irrelevant for the MINOS CC analysis, since it only uses a

νµ CC selected spectrum which does not contain any νe CC events).

The parameters ∆m2 and fµ are constrained by the CC-like region of the spec-

1The total neutrino flux at the far detector is the same in each case, but with fe = 0 there

are more ντ , which are below threshold and do not produce CC interactions.
2The appearance νe come from oscillations of the νµ, so it is obvious that they must have

the same true energy, but reconstruction efficiencies and differences in energy reconstruction

mean that they need not be most significant in the reconstructed spectrum at the peak νµ

disappearance energy.
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Figure 6.1: Energy projections of far detector data spectrum for each bin in PID.
The black points are the data, the red dashed histogram is the prediction in the
absence of oscillations, and the other histograms are the prediction at the best-fit
point (including systematics) for fe = 0: red is the total prediction, blue is νµ CC,
green is νe CC and the small purple component is ντ CC.
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Figure 6.2: Far detector data spectra projected onto energy axis (left) and PID
axis (right). The upper plots are for fe = 0 and the lower plots are for fe = 0.19.
In each case the spectrum is integrated over the variable which is not shown. The
black points are the data, the red dashed histogram is the prediction in the absence
of oscillations, and the other histograms are the prediction at the best-fit point
(including systematics): red is the total prediction, blue is νµ CC, green is νe CC
and the small purple component is ντ CC. In the PID spectra, the end bins are
reduced by a factor of 10 for display purposes.
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Figure 6.3: ∆χ2 projections in the oscillation parameters from the fit to the far
detector data. In each case, the black line is from the fit with fe = 0 and the blue
line with fe = 0.19. From top to bottom, the contours in fs, ∆m2, and fµ are
shown. The ∆χ2 values corresponding to 68% and 90% confidence levels are also
shown.
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trum and so can be compared to the results obtained in the two-flavour framework

of the MINOS charged current analysis, which are ∆m2 = 2.35+0.11
−0.08 × 10−3 eV2/c4

at 68% C.L. and sin2 2θ > 0.91 at 90% C.L [57]. The best-fit values of ∆m2

obtained in this thesis, both with and without νe appearance, are consistent with

the MINOS CC value, although the upper limit is slightly larger for fe = 0. This

is unsurprising, since the MINOS CC analysis was optimized for measuring this

parameter. By comparing Equations 1.17 and 1.38, we see that fµ = sin2 2θ, and

so the results of this thesis and the MINOS CC analysis agree very well in this

parameter.

As shown in Table 6.1, several of the systematic pulls are rather large: −1.05σ

for the CC background and +0.88σ for near/far normalization (fe = 0), for ex-

ample. Additionally, the pulls differ for the fe = 0 and fe = 0.19 cases. It

is therefore worth checking the robustness of the result against the presence of

systematic parameters. A fit to the data with only the oscillation parameters

included in the fit gives a total χ2/dof = 665/657, and best-fit values fs = 0,

∆m2 = 2.29 × 10−3 eV2/c4 and fµ = 1. Although ∆m2 is pulled by a large

amount (nearly 1σ) relative to the stat.+syst. fit, the values of fs and fµ remain

unchanged. Thus the conclusions on the absence of sterile neutrino mixing are

robust, even though this analysis may not provide a truly reliable value for ∆m2.

6.1.1 Fitting for fe

Another feature of the ∆χ2 projections shown in Figure 6.3 is that the shape of

the projection in fs for the fe = 0 case is close to a straight line, rather than the

parabolic shape which is usual, whereas the projection for fe = 0.19 is much more

parabolic with derivative zero (i.e., a true minimum) at fs = 0. This suggests that

the fit with fe = 0 would prefer a negative value of fs and therefore that the data

do not come from a true distribution with fe = 0. To be more quantitative about
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Figure 6.4: ∆χ2 projection of fe when it is included in the fit to the far detector
data. The ∆χ2 values corresponding to 68% and 90% confidence levels are also
shown.

this, a fit was performed with fe as a free parameter and the ∆χ2 projection in fe

produced, which is shown in Figure 6.4. The best-fit value and 68% C.L. limits

are fe = 0.087+0.049
−0.045, with the other parameters as shown in Table 6.2. At fe = 0,

∆χ2 = 4, so there is a suggestion at the 2σ level for νe appearance.

Although they are suggestive, any numbers relating to νe appearance from this

analysis should be taken circumspectly: the analysis has been tuned to consider

neutral current events and not electron neutrino charged current events, so any

systematics affecting CC νe and not NC have not been included (for example, νe

reconstruction efficiency). Secondly, the fit for fe has only been performed after

examining the results from the far detector data, and so cannot be considered

unbiased. The ∆χ2 projection for fs when fe is fit is shown in Figure 6.5; its shape

is still not parabolic. Nonetheless, the MINOS νe appearance analysis observes a

small excess (0.7σ) of νe-like events over the expected background, and the analysis

in this thesis uses the same data sample, so the presence of events which appear

νe-like in one analysis implies the presence of such events in the other.
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Parameter Best-fit value

fe 0.09+0.05
−0.04

fs 0.00+0.11

∆m2 (10−3 eV2/c4) 2.37+0.12
−0.09

fµ 1.00−0.05

Near presel. −0.69

Far presel. (cosmic) 0.12

N/F normalization 0.56

CC background −0.36

Shower E scale (abs) −0.56

Table 6.2: Best-fit values of the oscillation and systematic parameters when fe is
included in the fit. 68% confidence level errors on the oscillation parameters are
also shown. The systematic best-fits are given as a fraction of the 1σ uncertainty
on the parameter.
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Figure 6.5: ∆χ2 projection of fs when fe is included in the fit to the far detector
data. The ∆χ2 values corresponding to 68% and 90% confidence levels are also
shown.
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6.2 Future Directions

The MINOS experiment is nearing the end of its life, and so the future increase

in statistics is likely to be small. Therefore improvements in the limits on sterile

neutrino mixing will have to come from analysis improvements. The statistical

sensitivity to sterile mixing had only a moderate improvement from the PID-

binning method used in this thesis (Figure 4.9), suggesting that there is little

more information to be gleaned from individual events to improve the statistical

sensitivity further. On the other hand, the effect of systematics on the size of the

fs limit is significant (Figure 5.15), so reductions in the systematic uncertainties

would lead to improved limits on fs.

The near detector preselection produces the largest increase in the size of

the fs limit, and is therefore the most obvious target for reduction in a future

analysis. Since the preselection aims mostly to remove poorly reconstructed events,

improvements in the reconstruction to reduce the number of such events produced

in the first place (rather than just removing the events in the analysis) would be

a possibility. Alternatively (or additionally), a more complete understanding of

the near/far differences induced by the presence of poorly reconstructed events in

the near detector could lead to a reduced assessment of this systematic. To this

end, it has been suggested that the use of the same preselection cuts in near and

far detectors may reduce the systematic uncertainties [104].

Another large contribution to the systematic uncertainty on fs is the CC com-

ponent in the NC-like part of the spectrum. The alternate beam configuration

method used to assess the uncertainty on this component (Section 5.1.4) can be

used to provide a correction to it, rather than just an uncertainty, which would

lead both to a more accurate best fit value and to a smaller uncertainty on fs.

The same correction could also be found using the muon removed charged current

(MRCC) events described in Section 5.2, as follows: the total number of NC-
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like events in data is D, consisting of a truly NC component N and a truly CC

component C, so that

D = N + C. (6.1)

N can be found from MRCC events as N = rNMC where r is the data/MC ratio

for the pseudo-NC sample provided by MRCC events. With N calculated, the

truly CC component C can be inferred from the constraint in Equation 6.1. This

method would leave a residual uncertainty due to the differences between real NC

events and the pseudo-NC events produced by the MRCC method, which would

require a more complete study than the one used in this thesis, where the MRCC

method was used only to constrain an uncertainty, not provide a correction.

6.3 Summary

This thesis has presented a novel method of predicting and fitting the far detector

energy spectrum in MINOS by binning in both energy and a parameter distin-

guishing NC and CC events. The method was shown to give slightly improved

statistical sensitivity to sterile neutrino oscillations. The effect of systematic un-

certainties on the method was examined, and the largest contributions to the

uncertainty on fs were included in the fit. The near/far normalization uncer-

tainty was reduced by almost a factor of 2 by reassessing each of its components,

with muon removed charged current events used to constrain the reconstruction

efficiency component.

Fitting the far detector data using this analysis gave a result consistent with

the standard three-flavour picture of neutrino oscillations, with no evidence for

mixing to a sterile species, and the fraction of νµ oscillating to νs, fs, limited at

90% C.L. to 0.15 (0.41) in the absence (presence) of νµ → νe oscillations.



Appendix A

Mock Data Plots

This appendix presents additional plots from the mock data studies described in

Section 4.6.

Figures A.1 and A.2 show a few 90% confidence level contours in fs and ∆m2

from individual subruns in set 1 and 2 respectively, demonstrating how much the

limits from different experiments with the same true value may change.

Finally, Figures A.3 and A.4 show example spectra integrated over energy and

PID separately, demonstrating the level of statistical fluctuation in the data at

7.1 × 1020 protons-on-target.
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Figure A.1: 90% confidence level contours in (fs, ∆m2) for three randomly chosen
subruns in mock data set 1. The 90% C.L. sensitivity is shown in black, with the
star showing the true input point. The red, green and blue contours and points
are the individual subruns and their best-fit points.
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Figure A.2: 90% confidence level contours in (fs, ∆m2) for three randomly chosen
subruns in mock data set 2. The 90% C.L. sensitivity is shown in black, with the
star showing the true input point. The red, green and blue contours and points
are the individual subruns and their best-fit points.
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Figure A.3: Example spectra from one subrun in mock data set 1. This is the
subrun whose (fs, ∆m2) contour is shown in red in Figure A.1. The upper plot
is the energy spectrum from 0–10 GeV integrated over PID, and the lower plot is
the PID spectrum integrated over energy. The components oscillated at the best
fit values are shown stacked and filled, with the prediction for the total in the
absence of oscillations as a dashed red line. The black points with errors are the
mock data. In the lower plot, the first and last bins have been reduced by a factor
of 10 for display purposes.
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Figure A.4: Example spectra from one subrun in mock data set 2. This is the
subrun whose (fs, ∆m2) contour is shown in red in Figure A.2. The upper plot
is the energy spectrum from 0–10 GeV integrated over PID, and the lower plot is
the PID spectrum integrated over energy. The components oscillated at the best
fit values are shown stacked and filled, with the prediction for the total in the
absence of oscillations as a dashed red line. The black points with errors are the
mock data. In the lower plot, the first and last bins have been reduced by a factor
of 10 for display purposes.
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