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Foreword

In his response to the question of the philosophy of physics, Paul Dirac posted a

remarkable statement: ”Physical Laws Should have Mathematical Beauty”. The

era of the Proceedings of the 2010 Zacatecas Workshop on Mathematical Physics II,

México, showed the beauty of mathematical physics through the symmetry, supersym-

metry, geometry, special and general relativity, Poincaré Gauge invariance, noncommuta-

tive cosmology, inflation, quantum cosmology, field theory and its symmetries, quantum

Chromodynamics, Higgs Bosons, up to biophysics.

All the papers of this proceedings have gone through the standard peer review pro-

cess, the hard work of editors and referees are extremely important to ensure the quality

of this proceedings.

I am grateful to the people who supported this workshop, authors, speakers, referees,

and the Editors for their reviewing and fruitful suggestions. In particular, Profs. Alberto

Molgado, Valeriy V. Dvoeglazov, Jose Luis López Bonilla, and Ignazio Licata.

I hope that this proceedings will make more physicists and mathematicians aware of

the current research of Mathematical and Theoretical Physics.

Ammar Sakaji, EJTP Co-Editor
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Editorial Introduction

Valeriy V. Dvoeglazov

Universidad de Zacatecas, Apartado Postal 636, Suc. 3 Cruces,

Zacatecas 98064, Zac., México

Email:valeri@fisica.uaz.edu.mx, vdvoeglazov@yahoo.com.mx

Proceedings of the 2010 Zacatecas Workshop on Mathematical Physics II, México,

December 2010

The second Workshop on Symmetries has been held in Zacatecas from the 9th to the

11th of December 2010. There were 54 participants with 26 invited talks. Most of pre-

sentations were in the form of 40 minutes lectures. The relaxed and friendly hospitality of

Zacatecas, the elegant atmosphere given by the antiguous building of “La casa de la mon-

eda”, which now occupies the Zacatecas Institute for Culture, provided an exceptionally

interactive Meeting for attenders. The aim of the Workshop was to showcase the advances

of the mathematical physics group in the Unidad Academica de Fisica of the Universidad

Autonoma de Zacatecas (UAF-UAZ), and to increase the academic interactions of our

faculties with the rest of Mexico and the world.

On the inaugural ceremony presided Dr. José de Jesús Araiza Ibarra (the Director

of the UAF-UAZ), Dr. Gema Mercado Sánchez (the General Director of the COZCyT),

and I. Q. Armando Silva Cháirez (the General Secretary of the UAZ). The scientific

programme has been opened by the exciting talk by Prof. A. Aranda from the Universidad

de Colima. The first day has been finished by the “bar talk” of Prof. O. Obregón, who is

one of the most renown researchers in the country, and many members of the gravitational

scientific community of Mexico consider him as their Teacher. The Conference continued

with the presentations of well-known physicists and mathematicians as Profs. M. Agüero,

E. Ayón-Beato, A. Balankin, A. Herrera, M. Kirchbach, J. López-Domı́nguez, E. Mena,

M. Montesinos, Z. Oziewicz, H. Quevedo, E. Rojas, J. Socorro, M. Socolovsky, L. Ureña,

J. A. Vallejo, and J. D. Vergara, to mention some.

This is not the first event organized by the Zacatecas physicists. The International

Workshop “Lorentz Group, CPT and Neutrinos” (1999), the Summer School on Theoret-

ical Physics (2000), the 1st Mini-Workshop “Symmetries” (2005), the Mini-Colloquium

“Año Internacional de F́ısica” (2005), have been organized previously by the mathe-

matical physics group of the Physics Faculty of the Zacatecas University. Among the

principal themes of the conferencies were group theory, supersymmetry, gauge theories,
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origin of mass, spin and quantization, differential geometry, non-commutative geometry,

non-associative algebras, etc.

The Proceedings of the first Workshop have been published in the Ukranian Journal

“Electromagnetic Phenomena”, http://www.emph.com.ua/17/.

Complete information about the 2nd Workshop can be found on the web page

http://planck.reduaz.mx/˜congreso/sim10/bienvenidos.html.

In this Proceedings special issue we present the papers by; V. Dvoeglazov, H. Quevedo

and M. N. Quevedo, N. Barbosa-Cendejas, A. Herrera-Aguilar, K. Kanakoglou and

J. E. Paschalis, Z. Oziewicz and W. Page, M. Socolovsky et al, E. Mena and M. Cano,

C. Escamilla-Rivera, O. Obregón and L. A. Ureña-López, L. A. Ureña-López and E. Torres-

Lomas, A. Molgado, S. I. Kruglov, M. Kirchbach and C. B. Compean, P. Castañeda-

Almanza and A. Gutiérrez-Rodŕıguez, and O. Osorio and M. A. Agüero. The topics

of their presentations range from the supersymetric extension of the action of general

relativity to the relations between non-linear physics and the DNA dynamics. The re-

view by H. Quevedo and M. N. Quevedo results very interesting since it accounts for the

mathematical methods necessary to obtain a geometric version of any physical theory,

including thermodynamics. The electrovacuum theory in terms of complex potentials

has been presented by A. Herrera et al. In this paper, they also analyzed some solutions

which are somehow linked to gravitational physics. The most fundamental questions of

the Relativity Theory have been considered in the paper by Z. Oziewicz and W. S. Page.

We still consider that the discussion of relevant experiments would be highly desirable

in these frameworks. Moreover, from our previous discussions in our events it seems to

be clear that the question of if the acceleration is absolute or relative is still obscure.

Socolovsky et al. present a brief review on the present status of the Einstein-Cartan tor-

sion. The non-commutative cosmology on using the WKB approximation was presented

by E. Mena and M. Cano. The paper by O. Obregón et al is significant due to its relation

to the fundamental physics of scalar fields within the supersymmetric cosmology scenario.

Also, a couple of scalar fields serves as a model to explain the preheating phenomena in

the article by L. Ureña-López and E. Torres-Lomas. The paper by A. Molgado is related

to group theoretical issues in the quantization of constrained models for cosmology. In

addition, Kruglov works within QED formalism in the covariant gauge, concluding that,

as a consequence of the fact that the photon has two degrees of freedom only, it is possi-

ble to introduce additional non-covariant “gauge” related to curvature. Is this an old or

new idea? The manuscript by M. Kirchbach and C. Compean continues with the idea of

missing barions and the spin-parity multiplets (now within the conformally compactified

AdS5). The paper of P. Castañeda-Almanza and A. Gutiérrez-Rodŕıguez is rather phe-

nomenological, as it considers various scenarios for the decay H → Zγ. Finally, the paper

by O. Osorio and M. A. Agüero describes within the generalized coherent states approach

the quasi-spin model of the DNA molecule. We have also included, as an Appendix, the

abstracts of the talks whose participants, due to various reasons, did not submit a written

version of his/her presentation.
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We are planning to continue organizing Workshops on symmetries for the mathemat-

ical physics community in the future.

We are grateful to our sponsors for their support: Universidad Autónoma de Zacate-

cas, and its Unidad Académica de F́ısica, Universidad Veracruzana (through the personal

project of E. Rojas), Instituto Zacatecano de Cultura “Ramón Lopez Velarde”, Consejo

Zacatecano de Ciencia, Tecnoloǵıa e Innovación and Programa de Mejoramiento del Pro-

fesorado under the projects UAZ-PTC-086 and UAZ-PTC-116.

Valeriy Dvoeglazov

Alberto Molgado

Carlos Ortiz

The Organizers and the Editors

Cuerpo Académico de F́ısica-Matemática y Gravitación

Universidad Autónoma de Zacatecas

EJTP Editors

Jose Luis López Bonilla

Ignazio Licata

Ammar Sakaji
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Fundamentals of Geometrothermodynamics

Hernando Quevedo1,2 and Maŕıa N. Quevedo3 ∗

1Instituto de Ciencias Nucleares, Universidad Nacional Autónoma de México, AP
70543, México, DF 04510, Mexico

2ICRANet, Dipartimento di Fisica, Università di Roma La Sapienza, I-00185 Roma,
Italy

3Departamento de Matemáticas
Universidad Militar Nueva Granada

Cra. 11 No. 101-80, Bogotá D.E., Colombia

Proceedings of the 2010 Zacatecas Workshop on Mathematical Physics II, México, December 2010

Abstract: We present the basic mathematical elements of geometrothermodynamics which is

a formalism developed to describe in an invariant way the thermodynamic properties of a given

thermodynamic system in terms of geometric structures. First, in order to represent the first

law of thermodynamics and the general Legendre transformations in an invariant way, we define

the phase manifold as a Legendre invariant Riemannian manifold with a contact structure. The

equilibrium manifold is defined by using a harmonic map which includes the specification of the

fundamental equation of the thermodynamic system. Quasi-static thermodynamic processes

are shown to correspond to geodesics of the equilibrium manifold which preserve the laws of

thermodynamics. We study in detail the equilibrium manifold of the ideal gas and the van der

Waals gas as concrete examples of the application of geometrothermodynamics.
c© Electronic Journal of Theoretical Physics. All rights reserved.

Keywords: Geometrothermodynamics, contact geometry, phase transitions

PACS (2010): 05.70.-a; 64.60.Bd; 45.10.Na; 64.60.ae; 05.20.-y; 02.40.Hw; 02.40.Ma

1. Introduction

Differential geometry is a very important tool of mathematical physics with many appli-

cations in physics, chemistry and engineering. As an example, one can mention the case

of the four known interactions of nature which can be described in terms of geometrical

concepts. Indeed, Einstein proposed in 1915 the astonishing principle “field strength =

curvature” to understand the physics of the gravitational field (see, for instance, Ref.

[1]). In an attempt to associate a geometric structure to the electromagnetic field, Yang

∗ quevedo@nucleares.unam.mx, maria.quevedo@unimilitar.edu.co
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and Mills [2] used in 1953 the concept of a principal fiber bundle with the Minkowski

spacetime as the base manifold and the symmetry group U(1) as the standard fiber to

demonstrate that the Faraday tensor can be interpreted as the curvature of this particular

fiber bundle. Today, it is well known [1] that the weak interaction and the strong inter-

action can be represented as the curvature of a principal fiber bundle with a Minkowski

base manifold and the standard fiber SU(2) and SU(3), respectively. In this work, we

will show that it is possible to interpret the thermodynamic interaction as the curvature

of a Legendre invariant Riemannian manifold. It should be mentioned that our interpre-

tation of the thermodynamic interaction is based upon the standard statistical approach

to thermodynamics in which all the properties of the system can be derived from the

explicit form of the corresponding Hamiltonian and partition function [3], and in which

the interaction between the particles of the system is described by the potential part of

the Hamiltonian. Consequently, if the potential vanishes, we say that the system has a

zero thermodynamic interaction.

In very broad terms, one can say that in a thermodynamic system, all the known forces

act among the particles that constitute the system. Due to the large number of particles

involved in the system, only a statistical approach is possible, from which average values

for the physical quantities of interest are derived. Although the laws of thermodynamics

are based entirely upon empirical results which are satisfied under certain conditions in

almost any macroscopic system, the geometric approach to thermodynamics has proved

to be very useful. One can say that the following three branches of geometry have

found sound applications in equilibrium thermodynamics: analytic geometry, Riemannian

geometry, and contact geometry.

Probably, one of the most important contributions of analytic geometry to the un-

derstanding of thermodynamics is the identification of points of phase transitions with

extremal points of the surface determined by the corresponding state equation. For a

more detailed description of these contributions see, for instance, [4, 5]. Riemannian

geometry was first introduced in statistical physics and thermodynamics by Rao [6], in

1945, by means of a metric whose components in local coordinates coincide with Fisher’s

information matrix. Rao’s original work has been followed up and extended by a num-

ber of authors (see, e.g., [7] for a review). On the other hand, Riemannian geometry in

the space of equilibrium states was introduced by Weinhold [8] and Ruppeiner [9, 10],

who defined metric structures as the Hessian of the internal energy and the entropy,

respectively. Both metrics have been used intensively to study the geometry of the ther-

modynamics of ordinary systems and black holes; however, several inconsistencies and

contradictions have been found [11-19]. It is now well established that these puzzling

results are a consequence of the fact that Weinhold and Ruppeiner metrics are not invari-

ant with respect to Legendre transformations [20]. Furthermore, contact geometry was

introduced by Hermann [21] into the thermodynamic phase space in order to formulate

in a consistent manner the geometric version of the laws of thermodynamics.

In order to incorporate Legendre invariance in Riemannian structures at the level of

the phase space and the equilibrium space, the formalism of geometrothermodynamics
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(GTD) was recently proposed by Quevedo [20]. The main motivation for introducing the

formalism of GTD was to formulate a geometric approach which takes into account the

fact that in ordinary thermodynamics the description of a system does not depend on

the choice of the thermodynamic potential, i. e., it is invariant with respect to Legendre

transformations. One of the main goals of GTD has been to interpret in an invariant

manner the curvature of the equilibrium space as a manifestation of the thermodynamic

interaction. This would imply that an ideal gas and its generalizations with no mechanic

interaction correspond to a Riemannian manifold with vanishing curvature. Moreover,

in the case of interacting systems with non-trivial structure of phase transitions, the

curvature should be non-vanishing and reproduce the behavior near the points where

phase transitions occur. These intuitive statements represent concrete mathematical

conditions for the metric structures of the phase and equilibrium spaces. In the present

work, we present geometric structures which satisfy these conditions for systems with no

thermodynamic interaction as well as for systems characterized by interaction with first

and second order phase transitions.

In this work, we present the formalism of GTD by using Riemannian contact geome-

try for the definition of the thermodynamical phase manifold and harmonic maps for the

definition of the equilibrium manifold. We will see that this approach allows us to inter-

pret any thermodynamic system as a hypersurface in the equilibrium space completely

determined by the field theoretical approach of harmonic maps. This paper is organized

as follows: In Section 2., we introduce the main concepts of Riemannian contact geometry

that are necessary to define the phase manifold. Section 3. is dedicated to the description

of the equilibrium manifold as resulting from a harmonic map in which the target space

is the phase manifold. Section 4. contains a discussion of the quasi-static thermodynamic

processes which are interpreted as geodesics preserving the laws of thermodynamics. In

Section 5., we present the main geometric properties of the ideal and the van der Waals

gas. Finally, Section 6. is devoted to discussions of our results and suggestions for further

research. Throughout this paper, we use units in which G = c = k
B
= � = 1.

2. The thermodynamic phase manifold

Consider a (2n+1)−dimensional differential manifold T and its tangent manifold T (T ).
Let V ⊂ T (T ) be an arbitrary field of hyperplanes on T . It can be shown that there exists

a non-vanishing differential 1-form Θ on the cotangent manifold T ∗(T ) such that the field

V can be associated with the kernel of Θ, i. e., V = kerΘ. If the Frobenius integrability

condition Θ∧dΘ = 0 is satisfied, the hyperplane field V is completely integrable. On the

contrary, if Θ ∧ dΘ �= 0, then V is non-integrable. In the limiting case Θ ∧ (dΘ)n �= 0,

the hyperplane field V becomes maximally non-integrable and is said to define a contact

structure on T . The pair (T ,V) determines a contact manifold [22] and is sometimes

denoted as (T ,Θ) to emphasize the role of the contact form Θ. Consider G as a non-

degenerate metric on T . The set (T ,Θ, G) defines a Riemannian contact manifold. It

should be noted that the condition Θ ∧ (dΘ)n �= 0 is independent of Θ; in fact, it is a
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property of V = kerΘ. If another 1-form Θ′ generates the same V , it must be of the form

Θ′ = fΘ, where f : T → R is a smooth non-vanishing function. This implies that the

contact manifold (T ,Θ) is uniquely defined up to a smooth function f : T → R.

Let us choose a particular set of coordinates of T as ZA = {Φ, Ea, Ia} with a = 1, ..., n,

and A = 0, 1, ..., 2n. Here, Φ represents the thermodynamic potential used to describe

the system whereas the coordinates Ea correspond to the extensive variables and Ia to

the intensive variables. Notice that since in the phase manifold T all the coordinates Φ,

Ea and Ia must be completely independent, it is not possible to describe thermodynamic

systems in T which are usually defined in terms of equations of state that relate different

thermodynamic variables. An important ingredient of GTD is the concept of Legendre

transformations that in general are defined as [23]

{ZA} −→ {Z̃A} = {Φ̃, Ẽa, Ĩa} , (1)

Φ = Φ̃− δklẼ
kĨ l , Ei = −Ĩ i, Ej = Ẽj, I i = Ẽi, Ij = Ĩj , (2)

where i∪ j is any disjoint decomposition of the set of indices {1, ..., n}, and k, l = 1, ..., i.

In particular, for i = {1, ..., n} and i = ∅, we obtain the total Legendre transformation

and the identity, respectively.

In the particular coordinates ZA = {Φ, Ea, Ia}, the contact 1–form can be written as

Θ = dΦ− δabI
adEb , δab = diag(1, 1, ..., 1) , (3)

where we assume the convention of summation over repeated indices. This expression

for the 1-form Θ is manifestly invariant with respect to the Legendre transformations

given in Eq.(2), i. e., under a Legendre transformation it transforms as Θ → Θ̃ = dΦ̃−
δabĨ

adẼb. Consequently, the contact manifold (T ,Θ) is a Legendre invariant structure.

Furthermore, if we demand the Legendre invariance of the metric G, the Riemannian

contact manifold (T ,Θ, G) is Legendre invariant. Any Riemannian contact manifold

(T ,Θ, G) whose components are Legendre invariant is called a thermodynamic phase

manifold and constitutes the starting point for a description of thermodynamic systems

in terms of geometric concepts. We would like to emphasize the fact that Legendre

invariance is an important condition that guarantees that the description does not depend

on the choice of the thermodynamic potential, a property that is essential in ordinary

thermodynamics.

From the above description if follows that the only freedom in the construction of the

phase manifold is in the choice of the metric G. Although Legendre invariance implies a

series of algebraic conditions for the metric components GAB [20], and it can be shown

that these conditions are not trivially satisfied, the metric G cannot be fixed uniquely. It

is important to mention that a straightforward computation shows that the flat metric

G = δABdZ
AdZB is not invariant with respect to the Legendre transformations given in

Eq.(2). It then follows that the phase manifold is necessarily curved. We performed a

detailed analysis of the Legendre invariance conditions and found as a solution the metric

G = (dΦ− IadE
a)2 + Λ (EaIa)

2k+1dEadIa , Ea = δabE
b , Ia = δabI

b , (4)
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where Λ is an arbitrary Legendre invariant real function of Ea and Ia, and k is an integer.

To our knowledge, this is the most general metric satisfying the conditions of Legendre

invariance.

If we limit ourselves to the case of total Legendre transformations, we find that there

exists a class of metrics,

G = (dΦ− IadE
a)2 + Λ

(
ξabE

aIb
) (

χcddE
cdId
)

(5)

parametrized by the diagonal constant tensors ξab and χab, which is invariant for several

choices of these free tensors. In fact, since ξab and χab must be constant and diagonal it

seems reasonable to express them in terms of the usual Euclidean and pseudo-Euclidean

metrics δab = diag(1, ..., 1) and ηab = diag(−1, 1, ..., 1), respectively. Then, for instance,

the choice

ξab = δab , χab = δab (6)

corresponds to a Legendre invariant metric which has been used to describe the geometric

properties of systems with first order phase transitions [20, 24]. Moreover, the choice

ξab = δab , χab = ηab (7)

turned out to describe correctly second order phase transitions especially in black hole

thermodynamics [24-27]. The additional choice

ξab =
1

2
(δab − ηab) , χab = ηab (8)

can be used to handle in a geometric manner second order phase transitions and also the

thermodynamic limit T → 0. Obviously, for a given thermodynamic system it is very

important to choose the appropriate metric in order to describe correctly the thermody-

namic properties in terms of the geometric properties in GTD.

3. The equilibrium manifold

Consider the (smooth) harmonic map ϕ : E → T , where E is a subspace of the phase

manifold (T ,Θ, G) and dim(E) = n, where n is the number of independent degrees of

freedom of the thermodynamic system, i. e., the number of independent thermodynamic

variables which are necessary to describe a thermodynamic system. Let us assume that

the extensive variables {Ea} can be used as the coordinates of the base space E . Then,

in terms of coordinates, the harmonic embedding map reads ϕ : {Ea} 
−→ {ZA(Ea)} =

{Φ(Ea), Ea, Ia(Ea)}. Since the phase manifold is endowed with a Legendre invariant

nondegenerate metric G, the pullback ϕ∗ of the harmonic map induces canonically a

thermodynamic metric g on E by means of

g = ϕ∗(G) , i.e. gab =
∂ZA

∂Ea

∂ZB

∂Eb
GAB = ZA

,aZ
B
,bGAB . (9)
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If we assume that the metric of the base manifold coincides with the induced metric

g = ϕ∗(G), the action of the harmonic map [28] can be expressed as

S =
1

2

∫
dnE
√
| det(g)| GAB

∂ZA

∂Ea

∂ZB

∂Eb
gab =

n

2

∫
dnE
√
| det(g)| , (10)

and turns out to correspond to the volume element of the submanifold E ⊂ T . Conse-

quently, according to the definition of harmonic maps [28], the variation δS = 0, i. e.,

the field equations

1√
| det(g)|

(√
| det(g)| gabZA

,a

)
,b
+ ΓA

BCZ
B
,bZ

C
,c g

bc = 0 , (11)

represent the condition for E to be an extremal hypersurface in the phase manifold T
[26]. Here, the symbols ΓA

BC represent the Christoffel symbols associated with the metric

GAB of the phase manifold, i. e.,

ΓA
BC =

1

2
GAD

(
∂GDB

∂ZC
+

∂GCD

∂ZB
− ∂GBC

∂ZD

)
. (12)

The pair (E , g) is called equilibrium manifold if the harmonic map ϕ : E → T satisfies

the condition

ϕ∗(Θ) = ϕ∗(dΦ− δab I
a dEb) = 0 . (13)

The last condition implies that

dΦ = IadE
a ,

∂Φ

∂Ea
= Ia . (14)

The first of these equations corresponds to the first law of thermodynamics whereas the

second one is usually known as the condition for thermodynamic equilibrium [5].

We see that the harmonic map ϕ : E → T defines the equilibrium manifold (E , g) as
an extremal submanifold of the phase manifold (T ,Θ, G) in which the first law of ther-

modynamics and the equilibrium conditions hold. This means that the thermodynamic

systems are represented through the equilibrium manifold and that the phase manifold

is an auxiliary geometric structure that allows us to handle correctly the Legendre trans-

formations and to define the equilibrium manifold in an invariant manner. The harmonic

map ϕ demands the existence of the function Φ = Φ(Ea) that is known in ordinary ther-

modynamics as the fundamental equation from which all the equations of state can be

obtained [5]. The second law of thermodynamics implies that the fundamental equation

satisfies the condition

± ∂2Φ

∂Ea∂Eb
≥ 0 , (15)

where the sign depends on the thermodynamic potential. For instance, if Φ is identified

as the entropy, the sign must be positive whereas it is negative if Φ is the internal energy

of the system [5].

The metric g of the equilibrium manifold is determined uniquely from the metric G

by means of g = ϕ∗(G). Therefore, the invariance of G under Legendre transformations
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implies the invariance of g. However, as mentioned above, Legendre transformations act

only on the phase manifold and so to investigate the invariance of g it is necessary to

apply Legendre transformations on the metric G in T that generates g. The pullback ϕ∗

of the Legendre invariant metric (4) generates the following thermodynamic metric

g = Λ (EaΦa)
2k+1 δabΦbcdE

adEc , (16)

where

Φa =
∂Φ

∂Ea
, Φbc =

∂2Φ

∂Eb∂Ec
, (17)

which can be shown to be invariant with respect to arbitrary (partial and total) Legendre

transformations. On the other hand, the metric (5) of the phase manifold generates the

thermodynamic metric

g = Λ
(
ξ b
a EaΦb

) (
χ b
a ΦbcdE

adEc
)
, (18)

where

ξ b
a = ξacδ

bc , χ b
a = χacδ

bc , (19)

which is invariant with respect to total Legendre transformations. Notice that the explicit

components of the thermodynamic metric g can be calculated in a straightforward manner

once the fundamental equation Φ(Ea) is explicitly given.

4. Quasi-static thermodynamic processes

In ordinary thermodynamics, a quasi-static process is a thermodynamic process that

happens infinitely slowly so that it can be ensured that the system will pass through

a sequence of states that are infinitesimally close to equilibrium and, consequently, the

system remains in quasi-static equilibrium. Since each point of the manifold E represents

an equilibrium state, a quasi-static process can be interpreted as a sequence of points, i. e.,

as a curve in E . In particular, the geodesic curves of E can represent quasi-static processes

under certain conditions. A geodesic curve can be interpreted as a harmonic map from

a 1-dimensional base space to the equilibrium manifold (E , g). The corresponding action

represents a distance in E that we denote as the thermodynamic length S =
∫
ds with

ds2 = gabdE
adEb. Then, the variation of the thermodynamic length leads to the geodesic

equation
d2Ea

dτ 2
+ Γa

bc

dEb

dτ

dEc

dτ
= 0 , (20)

where Γa
bc are the Christoffel symbols of the thermodynamic metric g, and τ is an arbi-

trary affine parameter along the geodesic.

One can expect that not all the solutions of the geodesic equations must be physically

realistic. Indeed, there could be geodesic curves connecting equilibrium states that are

not compatible with the laws of thermodynamics. In particular, one would expect that

the second law of thermodynamics imposes strong requirements on the solutions. In or-

dinary thermodynamics two equilibrium states are related to each other only if they can
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be connected by means of quasi-static process. Then, a geodesic that connects two phys-

ically meaningful states can be interpreted as representing a quasi-static process. Since a

geodesic curve is a dense succession of points, we conclude that a quasi-static process can

be seen as a dense succession of equilibrium states, a statement which coincides with the

definition of quasi-static processes in equilibrium thermodynamics [5]. Furthermore, the

affine parameter τ can be used to label all equilibrium states which belong to a geodesic.

Since the affine parameter is defined up to a linear transformation, it should be possible to

choose it in such a way that it increases as the entropy of a quasi-static process increases.

This opens the possibility of interpreting the affine parameter as a “time” parameter with

a specific direction which coincides with the direction of entropy increase.

5. Ordinary Thermodynamic systems

The mathematical tools presented in the last sections allow us to define geometric struc-

tures in an invariant way. In particular, the curvature of the thermodynamic metric g

should represent the thermodynamic interaction independently of the thermodynamic

potential. In fact, this is not a trivial condition from a geometric point of view. For

instance, a geometric analysis of black hole thermodynamics by using metrics introduced

ad hoc in the equilibrium manifold leads to contradictory results [11-19]. Using the in-

duced thermodynamic metric g as defined in Section 3. for systems with second order

phase transitions, the results are consistent and invariant. To illustrate the formalism of

GTD we now investigate the geometric representation of some ordinary thermodynamic

systems.

5.1 The ideal gas

As a concrete example of the application of GTD, we consider a mono-component ideal

gas. This corresponds to the particular case n = 2 of the metrics given in the last section.

The corresponding fundamental equation can be written as U(S, V ) = [exp(S/κ)/V ]2/3,

where κ is a constant. In this particular case, it turns out that the entropy representation

is more convenient for the investigation of the field equations. To transform the results of

the previous sections into the entropy representation, we notice that in this case the first

law of thermodynamics is written as dS = (1/T )dU + (P/T )dV so that the fundamental

equation must be given as S = S(U, V ), and the conditions of thermodynamic equilibrium

are 1/T = ∂S/∂U and P/T = ∂S/∂V . Consequently, in the entropy representation, the

5-dimensional phase manifold can be described by means of the coordinates

ZA =

{
S, U, V,

1

T
,
P

T

}
(21)

and the Riemannian metric (4) takes the form

G =

(
dS − 1

T
dU − P

T
dV

)2
+Λ

[(
U

T

)2k+1

dUd

(
1

T

)
+

(
V P

T

)2k+1

dV d

(
P

T

)]
. (22)
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Moreover, the explicit form of the Riemannian metric for the equilibrium manifold can

be derived from Eq.(16). Then

g = Λ

{ (
U
∂S

∂U

)2k+1
∂2S

∂U2
dU2 +

(
V
∂S

∂V

)2k+1
∂2S

∂V 2
dV 2

+

[(
U
∂S

∂U

)2k+1

+

(
V
∂S

∂V

)2k+1
]

∂2S

∂U∂V
dUdV

}
. (23)

It should be mentioned that this form of the thermodynamic metric is valid for any

thermodynamic system with two degrees of freedom represented by the extensive variables

U and V . It is only necessary to specify the fundamental equation S = S(U, V ) in order

to completely determine the form of the metric. In the specific case of an ideal gas, the

fundamental equation can be expressed as

S(U, V ) =
3κ

2
lnU + κ lnV . (24)

A straightforward computation leads to the metric

g = −κ2k+2Λ

[(
3

2

)2k+2
dU2

U2
+

dV 2

V 2

]
. (25)

All the geometrothermodynamical information about the ideal gas must be contained

in the metric (25). First, we must show that the subspace of equilibrium states (E , g)
determines and extremal hypersurface in the phase manifold (T , G). The identification

of the coordinates in T is as given in Eq.(21) so that the Christoffel symbols ΓA
BC for

the metric components GAB can be computed in a straightforward way. Then, the field

equations can be reduced to

∂Λ

∂U
+

3κ

2U2

∂Λ

∂Z3
+ 2(k + 1)

Λ

U
= 0 , (26)

∂Λ

∂V
+

κ

V 2

∂Λ

∂Z4
+ 2(k + 1)

Λ

V
= 0 . (27)

These are the conditions for the space of equilibrium states of the ideal gas to be an

extremal hypersurface of the thermodynamic phase space. Clearly, the arbitrariness

contained in the conformal factor Λ allows us to find many solutions to the above equation.

For instance, if we choose Λ = const. and k = −1, we obtain a particular solution which

is probably the simplest one. This shows that the geometry of the ideal gas is a solution

to the motion equations of GTD. This special choice leads to the metric

g =
dU2

U2
+

dV 2

V 2
(28)

whose curvature scalar vanishes identically. This result agrees with our intuitive expecta-

tion that a thermodynamic metric with zero curvature should describe a system in which

no thermodynamic interaction is present.
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To continue the analysis of the geometry of the ideal gas we now investigate the

geodesic equations. By means of the transformation ξ = lnU, η = lnV , the metric (28)

takes the form

g = dξ2 + dη2 , (29)

where for simplicity we set the additive constants of integration such that ξ, η ≥ 0. The

solutions of the geodesic equations are then found as ξ = ξ1λ + ξ0 and η = η1λ + η0,

where ξ0, ξ1, η0 and η1 are constants. This solution represents straight lines which on a

ξη−plane can be depicted by using the equation ξ = c1η + c0, with constants c0 and c1.

With our choice of integration constants, the only allowed range of values for ξ and η is

within the quadrant determined by ξ ≥ 0 and η ≥ 0.

In this representation, the entropy becomes a simple linear function of the coordinates

and can be expressed as S = (3κ/2)ξ+κη. Since each point on the ξη−plane can represent

an equilibrium state, the geodesics should connect those states which are allowed by the

laws of thermodynamics. For instance, consider all geodesics with initial state ξ = 0

and η = 0. Then, any straight line pointing outwards of the initial zero point and

contained inside the allowed positive quadrant connect states with increasing entropy.

This behavior is schematically depicted in Fig.1 where the arrows indicate the direction

in which a quasi-static process can take place. A quasi-static process connecting states in

the inverse direction is not allowed by the second law of thermodynamics. Consequently,

the affine parameter τ along the geodesics can actually be interpreted as a time parameter

and the direction of the geodesics indicates the “arrow of time”. If the initial state is not

at the origin of the ξη−plane, the second law permits the existence of geodesics for which

one of the coordinates, say η, can decrease as long as the other coordinate ξ increases in

such a way that the entropy increases or remains constant. This is schematically depicted

in Fig.1 which also contains the region that cannot be reached by geodesics.

5.2 The van der Waals gas

A more realistic model of a gas, which takes into account the size of the particles and

a pairwise attractive force between the particles of the gas, is based upon the van der

Waals fundamental equation

S =
3κ

2
ln
(
U +

a

V

)
+ κ ln(V − b) , (30)

where a and b are constants. Usually, a is interpreted as being responsible for the ther-

modynamic interaction, whereas b plays a more qualitative role in the description of the

interaction [5].

The Riemannian structure of the manifold T is as before determined by the metric

(4). For the sake of simplicity, we limit ourselves to the case with k = −1. Then, intro-
ducing the fundamental equation (30) into the metric (16) with k = −1, the Riemannian
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Fig. 1 Left figure: Geodesics in the space of equilibrium states of the ideal gas. All the states
contained in the quadrant can be reached by only one geodesic which starts from the initial
state that coincides with the origin of coordinates. The arrows show the direction in which
entropy increases. Right figure: Geodesics with an initial state situated outside the origin of
coordinates. The shadow region contains all the states that due to the second law cannot be
reached by geodesics with the fixed initial state. In all the geodesics the “arrow of time” is a
consequence of the second law.

structure of the manifold E is described by the metric

g =
Λ

U(U + a/V )

[
−dU2 +

U

V 3

a(a+ 2UV )(3b2 − 6bV + V 2)− 2U2V 4

(V − b)(3ab− aV + 2UV 2)
dV 2

+
a

V 2

3ab− aV − 3bUV + 5UV 2

3ab− aV + 2UV 2
dUdV

]
. (31)

The curvature of this thermodynamic metric is in general non-zero, reflecting the fact

that the thermodynamic interaction of the van der Waals gas is non-trivial. Furthermore,

the scalar curvature of the above metric can be written in the form

R =
aN vdW

(PV 3 − aV + 2ab)2
(32)

where N vdW is a function of U , and V that is well–behaved at the points where the

denominator vanishes. We see that the scalar curvature diverges at the critical points

determined by the algebraic equation PV 3 − aV + 2ab = 0. This is exactly the equation

that determines the location of first order phase transitions of the van der Waals gas [5].

Consequently, a first order phase transition can be interpreted geometrically as a curva-

ture singularity. This is in accordance with our intuitive interpretation of thermodynamic

curvature.

The motion equations (11) can be derived explicitly for this case by using the phase

manifold metric (4), with k = −1, and the metric (16) for the equilibrium manifold. It

turns out that the motions equations reduce to only two first order partial differential
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Fig. 2 Geodesics in the equilibrium manifold of the van der Waals gas for different initial values
U(τ = 0) and V (τ = 0) = 0.1. The end points of the thermodynamic variables are associated
with first order phase transitions.

equations that can be expressed as

∂Λ

∂U
+ F3

∂Λ

∂Z3
+ F4

∂Λ

∂Z4
+ F0Λ = 0 , (33)

∂Λ

∂V
+G3

∂Λ

∂Z3
+G4

∂Λ

∂Z4
+G0Λ = 0 , (34)

where F0, F3, F4, G0, G3, and G4 are fixed rational functions of U and V . Because of the

arbitrariness of the conformal factor Λ it is possible to find solutions to the above system

of partial differential equations. We conclude that a family of non-flat thermodynamic

metrics can be found that determines an extremal hypersurface in the phase space, and

can be used to describe the geometry of the van der Waals gas.

The geodesic equations in the manifold described by the van der Waals metric (31)

are highly non-trivial and require a numerical analysis [29]. The results are illustrated

in Fig.2. The main observation is that the geodesics are incomplete, i.e, there exist a

maximum value of the affine parameter τmax for which the numerical integration delivers

an end value of U(τmax) and V (τmax). We analyzed numerically the end points U(τmax)

and V (τmax) and fount that at those points the relationship PV 3 − aV + 2ab = 0 is

satisfied. We conclude that the geodesic incompleteness is due to the appearance of

first order phase transitions. Since geodesic incompleteness is usually associated with

the existence of curvature singularities (see, for instance, [30]) the above result result

corroborates the fact that phase transitions correspond curvature singularities in the

equilibrium space.
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6. Conclusions

In this paper, we presented the most important mathematical elements of geometrother-

modynamics (GTD), a formalism whose main goal is to describe in an invariant manner

the properties of thermodynamic systems by using geometric concepts. We use the con-

cepts of contact geometry to define the thermodynamic phase manifold and to handle

correctly the first law of thermodynamics and the Legendre transformations. The phase

manifold must be endowed with a Legendre invariant metric. We present the most general

metric which is invariant with respect to partial and total Legendre transformations. If

we limit ourselves to the case of total Legendre transformations there are several metrics

that preserve this symmetry. It turns out that it is necessary to use different metrics to

describe thermodynamic systems with either first order or second order phase transitions.

We expect to explore in the near feature the cause of this difference.

The equilibrium manifold is defined by means of a harmonic map in which the target

space is the phase manifold. In this context, the equilibrium manifold turns out to be an

extreme submanifold of the phase manifold endowed with a Riemannian thermodynamic

metric which is determined uniquely in terms of the Legendre invariant metric introduced

ad hoc in the phase manifold. The construction is such that only the fundamental equation

of the thermodynamic system is necessary in order to completely construct the geometry

of the equilibrium manifold whose geometric properties are related to thermodynamic

properties of the system. In particular, the thermodynamic interaction is described by

means of the curvature, and phase transitions of the thermodynamic system correspond

to true curvature singularities of the equilibrium manifold. In this work, it was shown

explicitly that the curvature is a measure of the thermodynamic interaction in the case

of the ideal gas and the van der Waals gas. This statement has been confirmed in all the

cases in which GTD has been applied so far [25,31-36].

As concrete examples of the application of GTD, we present the thermodynamic met-

ric of the ideal gas and the van der Waals gas. In the case of the ideal gas, the metric

is flat as a result of the lack of thermodynamic interaction. In a particular coordinate

system, the geodesics are represented as straight lines. Those geodesics which are in ac-

cordance with the laws of thermodynamics turn out to represent quasi–static processes.

In the case of the van der Waals gas, the metric is curved, indicating the presence of

mechanical thermodynamic interaction between the constituents of the gas. True curva-

ture singularities are found at those points where the gas undergoes a first order phase

transition. The geodesics of the equilibrium manifold of the van der Waals gas are shown

to be incomplete at those points where phase transitions occur. This could be used as an

alternative method to find critical points where phase transitions take place and curvature

singularities exist.
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in terms of the famous complex Ernst potentials, a pair of functions which allows one to generate

new exact solutions from known ones by means of the so–called nonlinear hidden symmetries
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exact solutions from seed ones. Due to the explicit independence of the matrix Ernst potential
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1. Introduction

It is well known that both, the stationary action and the coupled field equations of the

Einstein–Maxwell theory can be formulated in terms of a pair of very simple complex

functions that were called Ernst potentials after their inventor [1, 2]. In the language

of these potentials, the black holes of Schwarzschild and Kerr, Reissner–Nordström and

Kerr–Newmann adopt a very simple form, as well as some cosmological models, among

other exact solutions [1, 3]. Indeed, this formalism facilitates the general study of the

symmetries of the theory and, hence, the construction of new exact solutions by means

of very well-known solution–generating techniques (see, for instance, [4]).

It turns out that the Ernst formalism can be generalized to low–energy effective string

theories and General Relativity with extra dimensions in terms of matrix potentials in-

stead of complex functions (see [3,5-7], for instance). This matrix formalism also enables

one to study the complete symmetry group of the underlying theory and to apply gen-

eralized solution–generating techniques with matrix charges involved [8-9]. In particular,

this matrix formalism can be applied to the classification and construction of charged

black holes, black rings and black Saturns in 5D and multiple black rings in D ≥ 6 in the

framework of such theories [10,11].

In this paper we first recall the derivation of the Ernst potentials for the stationary

Einstein–Maxwell theory and write both field equations and the effective action in their

language. We further refer to the stationary formulation of the low–energy heterotic

string theory, and the corresponding field equations, in terms of a pair of matrix Ernst

potentials that closely resembles the formulation of the stationary theory of electrovacuum

in the language of the complex Ernst potentials. A fact that, in principle, allows one to

generalize all the so far obtained results in the stationary Einstein–Maxwell theory to the

realm of the stationary heterotic string theory.

As an extra bonus, within the framework of higher dimensional General Relativity

and the low energy limit of heterotic string theory, the matrix Ernst potentials can be

used to classify and construct exact solutions that corresponds to higher dimensional

objects like black holes, black rings, black Saturns and multiple black rings. A sketch of

how this program can be performed is given at the end of this paper.

2. Ernst potentials in the stationary Einstein–Maxwell theory

In this section we briefly review the derivation of the Ernst potentials within the frame-

work of the stationary Einstein–Maxwell theory basically following the work given by

[2].

Let us consider the 4D action of the electrovacuum theory

SEM =

∫
d4x | G | 12

(
4R− 1

4
F 2
mn

)
, (1)

where G is the determinant of the metric Gmn, Fmn = ∂mAn − ∂nAm, Am is the gauge

field, 4R is the scalar curvature in 4D and m,n,= 0, 1, 2, 3; μ, ν = 1, 2, 3.
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Consider now the stationary ansatz for the metric

ds2 = Gmndx
mdxn = −f(dt+ ωμdx

μ)2 + f−1γμνdx
μdxν , (2)

where f , γμν and ωμ are quantities independent on t.

Indices of spatial coordinates are raised and lowered with the aid of the metric tensor

γμν and its inverse γμν , unless otherwise indicated through a left superindex (0).

Thus, if Fmn is a covariant tensor, then

F αβ = γαμγβνFμν and (0)F αβ = gαmgβnFmn.

The three–dimensional vector ωμ can always be dualized through an invariant torsion

vector in the following form

f−2τμ = −γ−1/2εμρσ∂ρωσ (3)

or, equivalently,

f−2�τ = −∇× �ω, (4)

by making use of the three–dimensional vectorial calculus which employs γμνdx
μdxν as

background metric.

Let us now consider a stationary electromagnetic field Fmn = ∂mAn − ∂nAm with the

given metric.

The stationarity condition ∂0Am = 0 for the electric field implies

F0ν = −∂νA0, (5)

while the sourceless Maxwell equations

∂ν
[
(−g)1/2 (0)Fmν

]
= 0 (6)

in the case when m = μ provide us with the magnetic components

(0)F μν = fγ−1/2εμνρ∂ρψ, (7)

in terms of the scalar magnetic potential ψ.

It turns out that all the remaining components can be expressed as functions of these

six magnitudes; for instance,

(0)F 0ν = ω(0)
μ F μν + γμνF0μ, (8)

is an identity that is directly inferred from the stationary metric.

By substituting the relations (8), (7), (5) and (3) in the Maxwell equations (6) with

m = 0 one gets

∇
(
f−1∇A0

)
= −f−2�τ · ∇ψ. (9)
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By rewriting Fμν ≡ ∂μAν−∂νAμ with the aid of the relations (5) and (7), and making

use of the expression for the cyclic identity εμνρ∂ρFμν = 0, one obtains

∇
(
f−1∇ψ

)
= f−2�τ · ∇A0. (10)

Now one is able to introduce the scalar complex potential

Φ = A0 + iψ, (11)

which is precisely the electromagnetic Ernst potential.

By combining (9) and (10) one obtains a single complex equation

∇
(
f−1∇Φ

)
= if−2�τ · ∇Φ. (12)

Thus, in this way we have reduced the stationary Maxwell equations to a single

equation in terms of the complex electromagnetic Ernst potential.

On the other side, within the framework of the Einstein equations for the gravitational

field, it turns out convenient to express the Ricci tensor

Rmn = ∂mΓ
a
na − ∂aΓ

a
mn + Γa

bmΓ
b
an − Γa

baΓ
b
mn (13)

in terms of a complex three–dimensional vector �G defined by

2f �G = ∇f + i�τ (14)

for the general case of the stationary metric.

In this way we can obtain the following relations

−f−2R00 = ∇�G+
(
�G∗ − �G

)
· �G, (15)

−2if−2 (0)Rμ
0 = γ−1/2εμρσ (∂σGρ +GρG

∗
σ) , (16)

f−2
(
γρμγσν

(0)Rμν−γρσR00

)
=Rρσ(γ)+GρG

∗
σ+G∗

ρGσ, (17)

where Rρσ(γ) stands for the Ricci tensor calculated through the three–dimensional metric

γμνdx
μdxν .

Thus, from the above obtained formulas, for the energy–momentum tensor of the

electromagnetic field

−4πTmn = gabFmaFnb −
1

4
gmnFabF

ab (18)

one gets the following relations

1

2
FmnF

mn = (∇ψ)2 − (∇A0)
2 , (19)
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8πf−1T00 = (∇ψ)2 + (∇A0)
2 , (20)

4πf−1 (0)T μ
0 = γ−1/2ενρσ (∂ρψ) (∂σA0) , (21)

−4πf−1 (0)T μν = (∂μψ) (∂νψ) + (∂μA0) (∂
νA0)−

1

2
γμν
[
(∇ψ)2+(∇A0)

2] , (22)

where ∂μ = γμν∂ν .

By making use of the Einstein equations

Rmn = −8πTmn, (23)

from the relations (16) and (21) one obtains

∇× �τ = −4∇ψ×∇A0 = i∇× (Φ∇Φ∗ − Φ∗∇Φ) . (24)

In this way, the following equation

�τ + i (Φ∗∇Φ− Φ∇Φ∗) = ∇χ (25)

defines the scalar potential χ up to an additive constant.

Now let us define the complex scalar potential

E = f − ΦΦ∗ + iχ, (26)

called gravitational Ernst potential.

This potential allows one to obtain, from the relations (14) and (25), the following

equality

f �G =
1

2
∇E + Φ∗∇Φ. (27)

By substituting (27) in the gravitational field equations (15) and (20), and making

use of the Maxwell equations (12), we obtain a single equation

f∇2E = (∇E + 2Φ∗∇Φ) · ∇E; (28)

on the other hand, the relation (12) can be expressed in the following way:

f∇2Φ = (∇E + 2Φ∗∇Φ) · ∇Φ. (29)

It is evident that from the definition (26), one can obtain the following expression for

the function f :

f =
1

2
(E + E∗) + ΦΦ∗. (30)

Thus, relations (28) and (29) are the well–known differential Ernst equations for the

stationary electrovacuum.
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Finally, the gravitational field equations (17) and (22) reduce to the following expres-

sion

−f 2Rμν =
1

2
E,(μE

∗
,ν) + ΦE,(μ Φ

∗
,ν) + Φ∗E∗,(μΦ,ν) − (E + E∗) Φ,(μ Φ∗

,ν), (31)

where the symmetrization of indices are defined in the following form

2E,(μE
∗
,ν) ≡ (∂μE)(∂νE

∗) + (∂νE)(∂νE
∗). (32)

In this way, the field equations for the Ernst potentials (28) and (29), together with

the Einstein equations (31), determine the dynamics of the field system of the stationary

Einstein–Maxwell theory.

This system of self–consistent second order differential equations, despite their ap-

parent simplicity, has no general solution at the moment. Only particular solutions are

known in the literature and it is of great relevance to obtain new solutions possessing

a coherent and consistent physical interpretation. It is worth noticing that precisely at

this point is where the solution–generating techniques (which make use of nonlinear hid-

den symmetries to construct new solutions starting from seed ones) can be of great help

towards this aim.

2.1 Effective action of the stationary EM theory and Ernst potentials

Now let us express the effective action of the stationary Einstein–Maxwell theory from

which one can derive both the Einstein equations (31), and the Ernst equations (28) and

(29) by the variational method.

By redefining the electromagnetic Ernst potential as follows

Φ ≡ 1√
2
F, (33)

the effective stationary action of the Einstein–Maxwell theory adopts the following form

4SEM =

∫
d3x | g | 12

(
−3R +3LEM

)
,

where the matter Lagrangian 3LEM is given by

3LEM =
1

2f 2
|∇E+ F ∗∇F |2− 1

f
|∇F | , (34)

where now f = 1
2
(E+E∗ +FF ∗). It is a straightforward exercise to vary this action and

obtain the above quoted Einstein and Ernst equations.

3. Low energy effective action of heterotic string and matrix

Ernst potentials

The effective action of the low–energy limit of the heterotic string at tree level takes into

account just the massless modes of the theory and possesses the form [12, 13]

S(D) =

∫
d(D)x | G(D) | 12 e−φ(D)

(
R(D) + φ

(D)
;M φ(D);M −
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1

12
H

(D)
MNPH

(D)MNP − 1

4
F

(D)I
MN F (D)IMN

)
, (35)

where

F
(D)I
MN = ∂MA

(D)I
N − ∂NA

(D)I
M , I = 1, 2, ..., n;

H
(D)
MNP = ∂MB

(D)
NP −

1

2
A

(D)I
M F

(D)I
NP + cyclic perms. ofM,N and P.

Here G
(D)
MN is the metric, B

(D)
MN is the anti–symmetric Kalb–Ramond tensor field, φ(D) is

the dilaton and A
(D)I
M is a set of U(1) vector fields (I = 1, 2, ..., n). D is the dimensionality

of the spacetime and M,N,P = 1, 2, 3, ..., 10. In the consistent critical case (where the

quantum theory is free of anomalies) D = 10 and n = 16, but we shall leave these

parameters arbitrary in our analysis for the sake of generality.

By following Maharana and Schwarz [12], and Sen [13], we further perform the di-

mensional reduction of this model on a D − 3 = d–torus. Thus, the resulting three–

dimensional, stationary theory possesses the SO(d + 1, d + 1 + n) symmetry group and

describes gravity in terms of the metric tensor

gμν=e−2φ
(
G(D)

μν −G
(D)
p+3,μG

(D)
q+3,νG

pq
)
, (36)

where the subscripts p, q = 1, 2, ..., d; coupled to the following set of three–dimensional

fields:

a) scalar fields

G =
(
Gpq = G

(D)
p+3,q+3

)
, B =

(
Bpq = B

(D)
p+3,q+3

)
,

A =
(
AI

p = A
(D)I
p+3

)
, φ = φ(D) − 1

2
ln |detG|. (37)

b) antisymmetric tensor field of second rank

Bμν = B(D)
μν − 4BpqA

p
μA

q
ν − 2
(
Ap

μA
p+d
ν − Ap

νA
p+d
μ

)
, (38)

(hereafter we shall set Bμν = 0 in order to remove the effective three–dimensional cosmo-

logical constant from our consideration).

c) vector fields A
(a)
μ =
(
(A1)

p
μ, (A2)

p+d
μ , (A3)

2d+I
μ

)
(a = 1, ..., 2d+ n)

(A1)
p
μ=

1

2
GpqG

(D)
q+3,μ, (A3)

I+2d
μ =−1

2
A(D)I

μ +AI
qA

q
μ,

(A2)
p+d
μ =

1

2
B

(D)
p+3,μ−BpqA

q
μ+

1

2
AI

pA
I+2d
μ . (39)
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In three dimensions all vector fields A
(a)
μ , can be dualized on–shell with the aid of the

pseudoscalar potentials u, v and s in the following form:

∇×−→A1 =
1

2
e2φG−1

(
∇u+ (B +

1

2
AAT )∇v + A∇s

)
,

∇×−→A3 =
1

2
e2φ(∇s+ AT∇v) + AT∇×−→A1,

∇×−→A2 =
1

2
e2φG∇v − (B +

1

2
AAT )∇×−→A1 + A∇×−→A3. (40)

Thus, the resulting effective three–dimensional theory describes the scalars G, B, A and

φ and the pseudoscalars u, v and s coupled to the metric gμν .

We further define the so–called matrix Ernst potentials (MEP) from all these scalar

and pseudoscalar potentials in order to express the low–energy effective action of the

heterotic string in a similar form to the formulation of the stationary Einstein–Maxwell

theory in terms of the complex Ernst potentials [6]:

X =

⎛⎜⎝−e−2φ + vTXv + vTAs+ 1
2
sT s vTX − uT

Xv + u+ As X

⎞⎟⎠ and A =

⎛⎜⎝ sT + vTA

A

⎞⎟⎠ , (41)

where X = G + B + 1
2
AAT . These potentials are of dimensions (d + 1) × (d + 1) and

(d+ 1)× n, respectively.

The physical meaning of their components are as follows: The relevant information

about the gravitational field is encoded in the potential X, while its rotational nature is

parameterized by the pseudoscalar u; φ is the dilatonic field; v is related to the multi–

dimensional components of the antisymmetric tensor field of Kalb–Ramond. Finally, A

and s represent electric and magnetic potentials.

3.1 Stationary effective action of heterotic string and field equations in

the language of MEP

In terms of MEP the effective three–dimensional theory adopts the form [6]:

3S =

∫
d3x | g | 12 {−3R +3L

HS
}, (42)

where the matter Lagrangian is given by

L
HS

= Tr

[
1

4

(
∇X −∇AAT

)
G−1
(
∇X T −A∇AT

)
G−1 +

1

2
∇ATG−1∇A

]
, (43)

3R is the three–dimensional curvature scalar and the matrix potential X is defined by

X = G + B + 1
2
AAT .

The symmetric part of the potential is given by the matrix G = 1
2

(
X + X T −AAT

)
and the antisymmetric one by B = 1

2

(
X − X T

)
; these matrices are parameterized as
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follows:

G =

⎛⎜⎝−e−2φ + vTGv vTG

Gv G

⎞⎟⎠ and B =

⎛⎜⎝ 0 vTB − uT

Bv + u B

⎞⎟⎠ . (44)

By making use of the conventional method of variations, from the effective action (42)

one obtains both the Einstein equations

3Rμν = Tr

[
1

4

(
∇μX−∇μAAT

)
G−1
(
∇νX T−A∇νAT

)
G−1 +

1

2
∇μATG−1∇νA

]
, (45)

as well as the Ernst equations for the potentials X and A which represent the matter

sector of the theory:

∇2X − 2
(
∇X −∇AAT

)
(X + X T −AAT )−1∇X = 0,

∇2A− 2
(
∇X −∇AAT

)
(X + X T −AAT )−1∇A = 0,

as a matrix version of the equations of the stationary Einstein–Maxwell theory.

As we have pointed out above, these differential equations are not so simple to solve

in a closed form. However, one can make use of the similarity which exists with respect

to the equations of the stationary Einstein–Maxwell theory in order to guess and write

down the solutions in a direct way or to perform nonlinear symmetries to generate new

exact solutions from known ones (for some examples see [14]).

4. Heterotic string vs. Einstein–Maxwell

Thus, it has been shown that there exists a close relation between the stationary effective

actions of the heterotic string and the Einstein–Maxwell theory:

X ←→ −E, A ←→ F, (46)

matrix transposition ←→ complex conjugation.

One can realize that the relation (46) allows us to generalize in a straightforward

way the results obtained within the framework of the Einstein–Maxwell theory to the

realm of the heterotic string (where a suitable physical interpretation will be needed

since more fields are involved) by making use of the MEP formalism. Actually, the four–

dimensional Einstein–Maxwell theory, being reduced to three dimensions, can be written

as a special case of the MEP formalism with some peculiarities in terms of the complex

Ernst potentials E and F [9].

Let us rewrite them in a less conventional form

−X
EM

= ReE + σ2 ImE, A
EM

= ReF + σ2 ImF, where σ2 =

⎛⎜⎝ 0 −1

1 0

⎞⎟⎠ . (47)
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We can treat these matrices as the matrix Ernst potentials (41) of the D = 4 theory (35)

with φ(4) = B
(4)
MN = 0. Then we conclude that we need two Abelian gauge fields n = 2

and that they should satisfy the following constraint

s1 = A2 = ReF, −s2 = A1 = ImF. (48)

Note, that sI (I = 1, 2) describe the magnetic potentials, whereas AI are the electric

ones. Thus, both Maxwell fields arising in the framework of the representation (41)–(43)

and (47) turn out to be mutually conjugated (i.e. F
(4)2
MN = F̃

(4)1
MN in four dimensions).

Next, for the single extra metric component one has:

G = −1

2
(E + E∗ + FF ∗) ≡ f, and u = ImE. (49)

By taking into account that G = G, and by substituting equations (47) and (49) into the

matter Lagrangian (43), we obtain

L
EM

=
1

2f 2
|∇E + F ∗∇F |2 − f−1 |∇F |2 . (50)

As we already have seen, this is precisely the matter Lagrangian of the stationary

Einstein–Maxwell theory. Thus, our MEP formulation of the heterotic string theory

includes the Einstein–Maxwell theory as a special case.

It is worth noticing as well that the higher dimensional General Relativity theory can

also be written in terms of a matrix Ernst potential when reduced to three dimensions.

This fact corresponds to a special case in which the matter degrees of freedom of the

low–energy heterotic string theory (35) vanish: the anti–symmetric Kalb–Ramond tensor

field B
(D)
MN = 0, the dilaton φ(D) = 0 and the Abelian gauge fields A

(D)I
M = 0, so that the

matrix Ernst potential is symmetric X = G and B = A = 0. It should also be mentioned

that the three-dimensional dilaton field must remain nontrivial since it is identified with

the determinant of the extra dimensional metric according to the definitions (36) and

(37).

Thus, this parametrization of the above mentioned higher dimensional theories in

terms of the MEP can be very useful when performing a complete classification of the

higher dimensional (D ≥ 5) black objects (holes, rings, Saturns, etc.) obtained in the

literature during last years (see [10] for a review).

5. Nonlinear hidden symmetries and their possible applications

in D ≥ 5

One of the advantages of the (matrix) Ernst potential formalism is that the study of

symmetries (conservation laws) of the stationary effective action can be performed in a

very straightforward way. It turns out that the complete symmetry group, apart from

rescalings and shifts of the Ernst potentials, involves nonlinear symmetries that were

initially called hidden in the framework of General Relativity; moreover, an infinite–

dimensional double hidden symmetry structure was revealed for string effective actions



Electronic Journal of Theoretical Physics - Zacatecas Proc. II (2011) 17–30 27

[15]. In particular, these symmetries act nontrivially in the charge space of a seed solution

and can be used to generate new charged solutions from uncharged ones. There also other

effects when applying this symmetries (see, for instance, [4, 5, 9, 16, 17].

Here we shall quote just the symmetries which preserve the asymptotic properties of

the (matrix) Ernst potentials for physically meaningful field configurations of both the

stationary Einstein–Maxwell and low–energy heterotic string theories. These symmetries

possess the same form for both theories and allow one to generate similar solutions in

both realms [9].

For the stationary Einstein–Maxwell theory we have:

E → E, F → eiαF ; (EMT) (51)

E → E + iε

1 + iεE
, F → 1− iε

1 + iεE
F ; (NET) (52)

E →
E + 1

2
|λH|2 − λ̄HF

1− λ̄HF + 1
2
|λH|2 E

, F →
(
1 + 1

2
|λH|2
)
F − λH (E + 1)

1− λ̄HF + 1
2
|λH|2E

, (NHT) (53)

where EMT stands for Electric–Magnetic Transformation, NET for Normalized Ehlers

Transformation and NHT for Normalized Harrison Transformation, the parameter λH
is complex while the parameters α and ε are real. It is easy to check that when the

parameters λH, α and ε vanish, one recovers the original (seed) potentials.

On the other hand, for the stationary low–energy effective action of the heterotic

string we have the following matrix symmetries:

X → X + λX , A → A with λT
X = −λX (54)

A → A+ λA, X → X +AλT
A +

1

2
λAλT

A (55)

A → AT , X → X , where T T T = 1 (56)

X → STXS, A → STA, with S → (ST )−1. (57)

A → (1 + ΣλE) (1 + XλE)
−1A, (NET)

X → (1 + ΣλE) (1 + XλE)
−1X (1− λEΣ) + ΣλEΣ. (58)

A →
(
1 +

1

2
ΣλHλT

H

)(
1−AλT

H +
1

2
XλHλT

H

)−1

×

(A−XλH) + ΣλH, (NHT)
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X →
(
1 +

1

2
ΣλHλT

H

)(
1−AλT

H +
1

2
XλHλT

H

)−1

×

[
X +

(
A− 1

2
XλH

)
λT
HΣ
]
+

1

2
ΣλHλT

HΣ. (59)

where λT
E = −λE and λH is a real rectangular matrix of dimension (d+ 1)× n.

The last pair of nonlinear symmetries can be applied to construct new exact solutions

starting from known (sometimes quite simple) field configurations in both theories. As an

example one can cite the construction of the of the Reissner–Nordström solution starting

from the Schwarzschild black hole one in the 4D Einstein–Maxwell theory.

We finally quote a procedure to construct new charged field configurations from known

neutral solutions within the framework of theories like General Relativity and the effective

low–energy action of the heterotic string with more than four dimensions (in the spirit of

[16, 17]). Thus, this procedure can be applied to the construction of charged black holes,

black rings and black Saturns if D = 5, and charged multiple black rings in D = 6:

(1) Write the exact solution of the uncharged field configuration (black ring or black

Saturn, for instance) in the form of a generalized Weyl metric [18, 19] by making

use of a suitable coordinate system.

(2) Identify the symmetric and antisymmetric parts of the matrix Ernst potential X .

(3) Perform the nonlinear hidden symmetry NHT on the matrix Ernst potentials X and

A.
(4) Write the new higher–dimensional charged exact solution with the aid of X and A.
(5) Physically interpret the new solution with the aid of the behaviour of the fields and

their properties.

This procedure can be performed also in a wider class of higher–dimensional field

configurations that have the form of a stationary axisymmetric seed solution (the so–

called Weyl–Papapetrou class) [20] and it is interesting to see what kind of physical

configurations arise after applying the MEP symmetry method.
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Abstract: The central concept of the theory of relativity is the relativity of velocity. The

velocity of a material body is not an intrinsic property of the body; it depends on a free choice

of reference system. Relative velocity is thus reference-dependent, it is not an absolute concept.

We stress that even zero-velocity must be relative. Every reference system possesses its own

zero-velocity relative only to that particular reference system. Does the theory of relativity

formulated in terms of relative velocities, with many zero-velocities, imply the Lorentz isometry

group? We discuss the many relative spaces of Galileo and Poincaré, as quotient spaces.
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1. Einstein’s Relative Velocity is Ternary

In the present paper relativity means the historical term ‘special relativity’, where we

drop ‘special’ because the theory of relativity, in our understanding, is coordinate-free.

The Lorentz isometry is frequently presented as the transformation of coordinates.

However the concept of an isometry does not exist without coordinate-free metric tensor,

i.e.without a scalar product.

Starting from the metric tensor Fock derived the following particular Lorentz-boost

transformation [Fock 1955, 1959, 1961, 1964 §10 and §16; Jackson 1962, 1975 §11.3]. Our
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question is: Of what exactly is this a transformation?

γ ≡ 1√
1− v2

c2

, x′ = x+
γ2

γ + 1

(v · x)
c2

v − γvt, (1)

t′ = γ
(
t− v · x

c2

)
⇐⇒ v · x

c2
= t− t′

γ
(2)

Fock’s expression needs the scalar product v · x. One can ask where is this scalar

product? In the spacetime? or in a three-dimensional space?

For two-dimensional spacetime (1)-(2) collapses to Einstein’s expression below (3)

[Einstein 1905], however we must stress that the naive generalization of Einstein’s coor-

dinate transformation to more dimensions is not an isometry,

isometry

x′ = γ (x− vt)
�

not isometry

x′ = γ (x− vt)
(3)

We are interested in the precise definition and interpretation of all symbols in (1)-(2).

What it is the meaning of the symbol v, generating transformation of what? It is the

relative velocity of what body relative to what reference? If v is a vector, on spacetime

or on some space, then (1) implies that also x must be a vector, and not just a set of

coordinates. If the symbol x denotes a vector, then (1) implies the vanishing of the

Grassmann bivector

(1) =⇒ (x′ − x) ∧ v = 0. (4)

Where it is the above bivector (4), in four-dimensional spacetime? or in some three-

dimensional space?

Inserting (2) into (1) allows us to express the velocity v in terms of a vector x − x′,
this solves (4) explicitly. Still there is only an implicit (x − x′)-dependence because of

the Lorentz factor γ = γ(v) is v-dependent,

v =

(
1 +

1

γ(v)

)(
x− x′

t+ t′

)
. (5)

In the Galilean limit, c −→ ∞, and t′ = t, the above expression of relative velocity

collapses to the widely accepted expression. Now we can insert (5) into the Lorentz

factor γ (1), and this allows us to express γ in terms of the scalar product (x− x′)2,

v2

c2
=

(
1 +

1

γ

)(
1− 1

γ

)
=⇒ γ =

1 + 1
c2

(
x−x′
t+t′
)2

1− 1
c2

(
x−x′
t+t′
)2 (6)

Finally inserting γ = γ((x−x′)2, . . .) (6) into (5) gives the desired operational expression

of the velocity in terms of the vector x − x′, i.e. the expression ready for experimental

measurement of relative velocity within the Lorentz group-relativity,

v = 2

{
1 +

1

c2

(
x− x′

t+ t′

)2}−1(
x− x′

t+ t′

)
. (7)
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The above explicit expression (7) for the relative velocity parameterizing the Lorentz

transformation (1)-(2), was derived by Urbantke in another way, using reflections,

i.e. involutory isometries, [Urbantke 2003, p. 115, formula (7)]. Previously Ungar de-

rived the same expression using gyration [Ungar 2001, p. 348, Theorem 11.16],

v =
x′

t′
� gyr

[
x′

t′
,
x

t

]
x

t
. (8)

The above expression, Ungar (8), and Urbantke (7), can be adopted as the definition

of relative velocity in Einstein’s special relativity in terms of directly measured quantities.

However, isometry implies a more general definition. There is also the question of who is

actually measuring the relative velocity according to the above formulae (7)?

The expression (7) is an easy consequence of the Lorentz isometry transformation (1)-

(2), and at least it should always be presented jointly with the Lorentz transformations.

Just to verify, insertion of (7) into (1)-(2), gives an identity.

1.1 Exercise. Using symmetry (10) below, one can show that there are still other

expressions for relative velocity that are equivalent to Ungar’s and Urbantke’s expression

(7),

v =
tx− t′ x′

t2 + x′2
c2

or v =
t′ x− tx′

t′ t+ x·x′
c2

(9)

Do we like this definition of relative velocity? The actual physical concept of relative

velocity has not yet even been discussed.

The velocity of one material (or massive) body is always relative to another body, or,

we could say that the velocity of a body is always relative to a free choice of reference

system. In fact relativity theory is a theory of massive reference systems.

Most definitions of velocity, including (7)-(8)-(9), are obscured by imposing a coor-

dinate system. These coordinate systems contain implicit, hidden or incomplete, obscure

information about the material bodies involved.

If we do not define or make precise the meaning of material body, then the concept of

velocity is meaningless. The exact concept of material body is crucial for understanding

the concept of velocity. Georg Hegel (1770–1831) wrote: no motion without matter.

Light is massless and therefore can not be considered to define a reference system.

The same applies to cosmic background radiation. The velocity of light must not

be considered a primary concept of the theory of relativity. A similar opinion is

shared by [Paiva and Ribeiro 2005] who claim that special relativity does not depend on

electromagnetism1.

1 Relativity need not postulate the velocity of light. However it does seem to need an invertible metric

tensor on spacetime and this metric tensor is involved in Maxwell electromagnetism. In particular the

metric determines the constitutive properties of ‘empty space’, i.e. ε and μ which are related to the speed

of light by Maxwell’s theory.
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2. Lorentz Transformation Without Metric? No.

The Lorentz group is a symmetry group of the metric tensor on spacetime (this tensor is

sometimes strangely called the ‘interval’ in [Zakharov 2006]). What does this mean? We

must stress

no metric =⇒ no Lorentz group of isometries.

Our questions about the transformation of coordinates (1)-(2) are:

(1) Where is the metric tensor? Where is the scalar product on spacetime?

(2) What is the interpretation of each symbol in (1)?

(3) What is the physical meaning of the transformation vector v if we understand that

isometries are generated by a bivector, not by a vector?

How could it be nowadays that so many textbooks2 of ‘special’ relativity still present

the Lorentz group in terms of coordinate transformations (1)-(2), without even mention-

ing the metric tensor on spacetime? We think that the omission of the metric tensor is a

crime, and presenting this tensor in the diagonal form, something that it is possible only

in particular basis, while tensors are basis-free, has brought even more misunderstanding.

The one textbook interpretation of (1)-(2) is that there are two reference systems and

that both observe an event e. However time can not be stopped. An event as a point on

spacetime manifold is not observable, it does not exist in nature. What can be observed

is the world line of an event, i.e. ‘event’ must be a life history of a material particle, or

better a time-like vector field E.

Textbooks interpret {x, t} and {x′, t′}, by two different observers in two different

reference systems.

There are three actors: street s, bus b, and eagle e. What is the ‘position’ vector x?

Suppose that it is the ‘position’ vector of the eagle as seen from the street reference system,

x(s, e). Analogously from the bus moving with respect to the street, x′ = x(b, e). The

quantities in (1) depend on the motion of the eagle, and therefore the relative velocity of

the bus relative to the street a priori should be a function of three variables, viz. v(s, b, e).

It is not obvious how this ‘relative’ velocity can be independent of the eagle. In fact we

should suppose that the eagle is a third reference system. Thus the relative velocity v in

(7) is ternary, not binary.

The Lorentz-boost isometric transformation deduced by Fock, (1)-(2), presuppose the

following symmetry of the scalar product,

−(ct)2 + x2 = −(ct′)2 + x′ 2 = −1. (10)

Fock started his deduction of (1) by first exhibiting the metric tensor g. This metric

tensor is still implicit in the scalar form (10). We need to incorporate this metric tensor

g explicitly. We will then re-derive (1)-(2) in a coordinate-free manner below.

A material reference system can be modeled in terms of a time-like vector field on

space-time. This was proposed by Minkowski in 1908: a material reference system is a

2 For example. In Wolfgang Rindler’s Essential Relativity, Springer 1969, 1977, the Lorentz transforma-

tion is derived on pages 32-33, but the concept of the metric is introduced on page 62.
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normalized time-like vector, a monad, and not some basis = tetrad. Within this philoso-

phy the domain of the Lorentz isometry transformation must be the all vectors tangent

to spacetime. Tensors and vectors (a vector is a tensor) are coordinate-free. A trans-

formation of vectors induces the transformation of all tensors. Lorentz transformation

operates on all vectors and tensors in a coordinate-free manner. All tensors are GL and

Lorentz-covariant, but one tensor, the metric tensor will remain Lorentz-invariant. The

Lorentz transformation is an isometry, and it is coordinate-free, when acting on vectors.

Let S be a time-like vector field, S2 ≡ g(S ⊗ S) = −1. The associated differential

one-form ‘−gS’ is said to be an S-proper-time form, and

(−gS)S = 1. (11)

Therefore, s ≡ S ⊗ (−gS), is an idempotent, s2 = s, sS = S, and (id−s) is also

idempotent.

For any vector field E we have the following coordinate-free identity

E = sE + (id−s)E. (12)

Here, sE = −(S·E)S, is time-like, and it is orthogonal to the space-like (id−s)E,

S· (id−s)E = S· {E + (S·E)S} = 0, E2 = (sE)2 + ((id−s)E)2. (13)

Let a time-like vector field E represent the eagle, E2 = −1, with an associated

idempotent, e ≡ E ⊗ (−gE), e2 = e.

In what follows time-like vector S represents the reference street, with an associated

idempotent s2 = s. Let moreover a time-like vector field B, B2 = −1, represent the bus

with associated idempotent b2 = b. The eagle seen from the street and from the bus is as

follows

E = sE + (id−s)E = bE + (id−b)E. (14)

2.1 Notation[Eagle observed from street and from bus]. We introduce the following

notation-conventions,

sE = ctS i.e. ct ≡ −S·E ≡ −g(S ⊗ E), (15)

bE = ct′B i.e. ct′ ≡ −B·E ≡ −g(B ⊗ E), (16)

x ≡ (id−s)E, x′ ≡ (id−b)E, (17)

(x′ − x) ∧ S ∧B ≡ 0. (18)

The difference of the position vectors, (x′−x) must be co-planar with a plane S∧B. With

above notation, the metric symmetry (10) implies that the eagle must be represented as

a time-like vector field E2 = −1.
2.2 Notation[Eagle observing street and bus] Alternatively one can suppose that an

eagle e is observing the motion of the bus relative to the street,

S = eS + (id−e)S = ctE + x,

B = eB + (id−e)B = ct′E + x′.
(19)

(x′ − x) ∧ E ∧ S ∧B = 0. (20)
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Here we see that the difference of the position vectors, (x′ − x) must be within a three-

dimensional volume E ∧ S ∧ B.

3. Lorentz Transformation Without Bivectors? No.

We are interested in the concept of the velocity of the bus relative to the street, i.e. the

velocity as measured by the eagle. Why eagle should be the involved in this concept?

We need to define the Lorentz-boost isometry-transformation of coordinate-free vec-

tors.

The Lie algebra of the Lie group of isometries Aut(g) � O(1, 3), coincides with the

vector space of Grassmann bi-vectors inside Clifford algebra. A Minkowski bivector P ∧Q
generate an isometry

P ∧Q ↪→ LP∧Q ∈ O(1, 3), (21)

street
Lorentz-boost−−−−−−−−−−−→ bus, (22)

S
Lbivector−−−−−−−−→ B = LbivectorS. (23)

Here we arrive at what we consider the essence of special relativity theory, that

isometries are generated by bivectors, not vectors.

3.1 Theorem [Isometry-link problem (Oziewicz 2007)] Given a massive three-body sys-

tem in terms of three time-like normalized vectors {E, S,B}. Let a space-like Minkowski

vector w be observed by E i.e.E·w = 0. Then the Lorentz-boost-link equation for the

unknown w,

LE∧w S = B with E·w = 0,

has a unique solution, γ v
c
≡ w = w(E, S,B).

We say that the unbounded velocity w of the bus B relative to the street S is ob-

served by the eagle E. All isometric relative velocities are ternary [Oziewicz 2007, 2009;

Celakoska 2008; Celakoska and Chakmakov 2010].

Elsewhere we derived the following general expression for the isometry generated by

bivector E ∧w with E·w = 0 [Oziewicz 2006-2009],

LE∧wS = S − {(γ − 1)E·S −w·S}E −
(
E·S − w·S

γ + 1

)
w (24)

Let w be unbound velocity of the bus B relative to street S as measured by eagle E,

B = LE∧wS. Using Notation 2 we have

eLE∧wS = (w·S − γE·S)E ⇐⇒ t′ = γ
(
t+

v · x
c2

)
. (25)

This proves the Fock transformation (2), and clarifies that

• The scalar product v·x is a scalar product of vectors in spacetime - not space!

• The actual relative velocity v is eagle E-dependent [Oziewicz 2007].
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proof. Now we will prove the Fock expression (2). Using Notation 2 we have

x′ ≡ (id−e)LE∧wS = S + (E·S)E −
(
E·S − w·S

γ + 1

)
w, (26)

x ≡ (id−e)S = S + (E · S)E, (27)

x′ − x =
γ2

γ + 1

v·x
c2

− γvt. (28)

4. Space is not Physical Reality

All considerations above take place in spacetime. In spacetime there is a unique zero

velocity. In order to introduce many zero relative velocities, each zero for each refer-

ence system, we must consider the mathematical conventions of Galileo and Poincaré

concerning many relative spaces as quotient spaces.

Galileo stressed in 1632 that all velocities are relative and our everyday experience

tells us the same thing. One can not discover one’s own motion without looking outside

for another reference system. The theory of relativity by Galileo 1632, and by Poincaré

1902, is all about the concept of relative velocity.

. . . treatises on mechanics do not clearly distinguish between what is experiment, what

is mathematical reasoning, what is convention, and what is hypothesis.

There is no absolute space, and we only conceive of relative motion; and yet in most

cases mechanical facts are enunciated as if there is an absolute space to which they can

be referred.

Henri Poincaré (1854-1912), Science and Hypothesis

Chapter 6: Classical Mechanics 1902

In Galilean and Poincaré relativity three-dimensional space does not exist as a physical

reality, it is merely a mathematical convention.

There is no entity ’physical space’; there is only the abstract space chosen by the

physicist as a structure in which to plot phenomena; and some choices give simpler

theorems than others (thus making the laws of nature look simpler).

The essence of scientific freedom is the right to come to conclusions which differ from

those of the majority.

Edward Arthur Milne (1896-1950) [1951]

Neither Einstein 1905, nor Minkowski in 1908, made such explicit and clear statements

about the relativity of space, about a choice of a rigid body.

Henceforth space by itself, and time by itself, are doomed to fade away into mere

shadows and only a kind of union of two will preserve an independent reality.

Hermann Minkowski 1908

The Minkowski ‘union of two’ could suggest incorrectly the uniqueness of space, and

spacetime as a Cartesian product of space and time. The primary concern of the theory

of relativity is the necessity of the relativity of space: that there are many spaces. This

notion of the relativity of space is of metric-independent, and requires no concept of

simultaneity. This was also observed by Ruggiero [2003], and by Arminjon and Reifler



38 Electronic Journal of Theoretical Physics - Zacatecas Proc. II (2011) 31–44

[2010 §4 Discussion ii) on page 10].

The relativity of time is not a primary concern. We should not insist on the necessity

of the relativity of time, because the only relative concept of time is the metric dependent

proper time. Nature allows other metric-free conventions of simultaneity, such as radio-

simultaneity, etc. For related explications we refer to [Poincaré 1902; Trautman 1970;

Matolcsi 1994 Part I §3; Selleri 2010].
In spite of the above assertions of Galileo and Poincaré concerning the necessity

of many non-physical spaces, it seems that the majority of the present-day scientific

community believe in the existence of a unique three-dimensional physical space. In

some publications the word ‘space’ is always used in the singular, understood as unique

and therefore as a physical concept that one can experience in Nature. For example

Jammer’s monograph [1954] entitled ‘Concepts of Space’, avoids the plural ‘spaces’. The

unique space was exactly the point of view of Aristotel in ancient Greece, however the

Galilean revolution of many relative spaces, each three-dimensional space as merely a

mathematical convention, is still not widely accepted more than 400 years later!

Space Spacetime

Ancient Greeks and

some present Scientific

community

Space is unique

and it has

physical reality

Spacetime

is non-physical

mathematical

abstraction.

Not an essential

part of Nature

Galileo 1632

Poincaré 1902

Space does not exist

in Nature.

There are many

mathematical spaces

as conventions

Four-dimensional

spacetime

is physical

reality

5. Galilean Relativity of Spaces

In 1632 Galileo Galilei observed that to be in the same place is relative, i.e. a subjective

concept, not objective. Place is observer-dependent. Galileo implicitly (conceptually)

introduced a four-dimensional physical space-time of absolute events, after the exper-
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imentally confirmed observation that it is impossible to detect the motion of a boat

without a choice of external reference system.

If the concept of place in a three-dimensional space needs an artificial choice of some

physically irrelevant reference system, then three-dimensional space is an illusion. Dif-

ferent reference systems yield different three-dimensional spaces, and the only objective

physical-arena is four-dimensional space-time (Galilean space-time or Minkowski space-

time). Three-dimensional space is a mathematical convention that depends on a subjec-

tive choice of reference system. According to Galileo: there are as many three-dimensional

spaces as there are reference systems, i.e. there does not exist any ‘unique physical space’.

Therefore space-time must not be seen as it was by the Aristotelan Greeks: an Earth-

space moving in time. Aristotle has only one unique observer: the Earth. Galilean

space-time allows infinite number of observers.

Galilean space-time is a fiber=simultaneity-bundle over one-dimensional time, with-

out any preferred space [Trautman 1970]. Trautman claims that each fiber over a time-

moment is ‘isomorphic to Euclidean 3-space R3’, that one can interpret (incorrectly) a

fiber over time as (isomorphic to) a physical space of places. This is not the case! Each

fiber is a set of simultaneous events, and not a set of places in a ‘physical’ space! There

is no space concept within Galilean physical space-time, because the concept of the space

needs an artificial choice of the reference system. Galilean space-time is not the cartesian

product of time with some fixed space, because there does not exist a privileged space

among the many spaces. There is not just a single space, there are infinite many spaces.

If some reference system is chosen, Earth or Sun?, then the corresponding space of

this massive body is not a fiber in space-time, but it is rather a quotient-space = space-

time/material-body,

Space ≡ Space-time

material body
Time ≡ Space-time

Convention of simultaneity
, (29)

Proper-Time ≡ Space-time

Metric simultaneity of material body
. (30)

In our interpretation of Galileo Galilei: physical reality is a four-dimensional space-

time of events. Time can never ”stop”, and the choice of three-dimensional space is no

more than a mathematical convenience. The name space-time, introduced by Hermann

Minkowski in 1908, is misleading, suggesting incorrectly that this concept is derived from

two primitive concepts of ‘space’ and ‘time’. It is just the opposite, the most primitive

concept is the Galilean space-time of events, and space is a derived concept that needs

an artificial choice of massive body, e.g. Earth or Sun, as a reference system (29). But

any such choice is irrelevant for physical phenomena, it is no more then for example a

convenience for a computer program.

The Galilean four-dimensional space-time does not possess an invertible metric tensor.

The Minkowski version of Poincaré’s and Einstein’s special relativity added an invertible

metric tensor, the Minkowski metric, to Galilean space-time.

Galilean relativity postulates an absolute simultaneity relation, denoted by τ on Figure



40 Electronic Journal of Theoretical Physics - Zacatecas Proc. II (2011) 31–44

1. Composed with a clock-function it gives a coordinate of spacetime of events,

t = clock ◦ τ. (31)

There is no need for another clock t′ = t. Absolute simultaneity is compatible with Ein-

stein and Minkowski special relativity where it can be identified as just one among many

different conventions of synchronization, such as for example the radio-synchronization

which gives simultaneity that is metric-free [Marinov 1975; de Abreu and Guerra 2005].

5.1 Definition [Place] Each reference system is completely defined in terms of an equiv-

alence relation on events being in the same place.

Thus every observer-monad field, V ∈ derF , gives rise to a surjective projection πV

from four-dimensional space-time of events, onto a three-dimensional relative quotient V -

space of places. Two space-time events, e1 and e2, are in the same place for a π-observer

if and only if, π(e1) = π(e2).

Space-Time

of events

Street-space Bus-space

Galilean

Absolute

Timeτ

πS πB

R

clock

R R

t

xS
xB

Fig. 1 Two-body system, {Street, Bus}. To be in the same place is relative. Quotient B-space
is different from quotient S-space.

5.2 Example. We must see how two reference systems, say a bus B and a street S, in a

mutual motion, are distinguished within the space-time of events. Let us denote a street

by πS-system, and a bus by πB-system. Lets illustrate the relativity of space in terms of

the following list of three events:

e1 = bus start from the bus stop ‘Metro’

e2 = bus almost arrive to the next bus stop ‘Center’

e3 = late passenger arrived to the bus stop ‘Metro’

From the point of view of the bus driver, this is the πB-system, the driver is in the
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same B-place inside of the bus, bus is at πB-‘rest’:

πB(e1) = πB(e2), but πB(e3) �= πB(e1). (32)

From the point of view of the crowd standing on the street, the street is the πS-system:

πS(e1) = πS(e3), but πS(e2) �= πS(e1). (33)

5.3 Example. Another example is a space of Sun and a space of Earth (Copernicus

versus Ptolemy). The events are

e1 = Greg born (in Long Beach in July)

e2 = Bill born (in Long Beach in January)

e3 = Jamie born (in Washington in July)

Were any of them, Greg, Bill, Jamie, born ‘in the same place’?

6. Conclusion:

Galileo Galilei Still not Understood

Presented here opinion that relative motion is coordinate-free, but must be understood as

relative motion of material bodies with respect to each other or with respect to material

reference system, is often attributed to Gottfried Wilhelm Leibniz (1646-1716) or to

Ernst Mach (1838-1916). However we are sure that must be in the first place attributed

to Galileo Galilei (1564-1642).

In 1911 Langevin considered that acceleration must have an absolute meaning, in-

dependent of the reference system, independent of the choice of space. However if the

concept of the relativity of velocity is not accepted a priori as an explicit function of

the artificial material reference system, i.e. if the relative velocity is not accepted as a

binary or ternary function of material reference systems, then we must not yet talk about

acceleration.

If relative velocity is reference-system-dependent, then how can we be sure a priori

that a change of velocity, the covariant derivative of velocity, that must involve the

covariant derivative of any reference system, be reference-system-free, i.e. be absolute?

We conclude that the Galilean relativity of space of 1632 is not yet understood nor

accepted by the scientific community in XXI century.

Science should be based on dissent. But as science becomes publicly funded, ideas

become entrenched, and science becomes dogmatic. Textbooks extort only one unique

absolute truth. Consensus, not dissent, is considered to be a good way to progress.

Alternative ideas are derided, and not heard, frequently not accepted for publication by

the referee system.
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1. Introduction

It is well understood that general relativity (GR) and its extension with torsion, the

Einstein-Cartan theory (E-C), are invariant under internal local Lorentz transformations

(L4), the spin connection ωμab and the tetrads eμ
a (coframes) (or rather the displaced fields

Bμ
a = δμ

a − eμ
a) being respectively the rotational and translational gravitational gauge

potentials (Hehl, 1985; Hayashi, 1977). Then, the group of symmetry of both theories

is the semidirect sum L4 � D, with D the group of general coordinate transformations

(O’Raifeartaigh, 1997).

However, the internal symmetry group is in fact larger, since translations T4 are

naturally included, leading to P4 = T4�L4, the Poincaré group. Then, the total symmetry

of GR and E-C, as gauge theories, turns out to be P4 � D (Feynman, 1963; Hehl et al,

1976; Mc Innes, 1984; Hammond, 2002). The problem with the proof of this fact has

been, historically, the apparent difficulty with the treatment of translations as part of

the gauge group, that is, as vertical transformations of a bundle. If for a translation one

writes xμ → x′μ = xμ + ξ(x), one is not considering it as a P4-gauge transformation, but

∗ Email:socolovs@nucleares.unam.mx
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instead as an element of D. The appropiate treatment of gauge translations is in the

framework of the bundle of Poincaré frames over space-time, FP
M4 : P4 → APM4 πP−→M4.

This has been discussed by several authors (Smrz, 1977; Gronwald, 1997, 1998), and

it is the purpose of this note to present an even simpler proof of this fact. On the one

hand, at the global level, we show, using general theorems of connections (Kobayashi-

Nomizu, 1963), that there is a 1-1 correspondence between affine Poincaré connections

ωP in FP
M4 and pairs (θL, ωL), with θL the canonical form and ωL a connection on the

bundle of Lorentz frames FL
M4 : L4 → FLM4 πL−→ M4. On the other hand, locally, we

show the invariance under P4-gauge transformations of the Einstein-Hilbert action for

pure gravity, and the Dirac-Einstein action for the coupling of gravity to the Dirac field.

In section 2, we describe basic features of a U4 space-time. In section 3, in the

language of tetrads and spin connection, we review the E-C equations for pure gravity

and for gravity coupled to the Dirac field. Lorentz and Poincaré invariance are discussed

and proved in sections 4 and 5, respectively. Finally, in section 6, we discuss the nature

of a shifted tetrad field, and comment on the difficulty of interpreting the theory in terms

of an interaction tetrads-spin connection.

2. The Space-time

We assume that space-time is a 4-dimensional Lorentzian manifold M4 with a connection

Γ compatible with the metric i.e. DΓ
μgνρ = 0, but not necessarily symmetric: a U4

space-time. Then, Γα
νμ = (ΓLC)

α
νμ + Kα

νμ, where ΓLC is the Levi-Civita connection with

coordinate components (ΓLC)
α
νμ = 1

2
gασ(∂νgμσ + ∂μgνσ − ∂σgνμ), and Kα

νμ = (KA)
α
νμ +

(KS)
α
νμ is the contortion tensor, where (KA)

α
νμ = T α

νμ = −T α
μν = 1

2
(Γα

νμ − Γα
μν) = Γα

[μ,ν] is

the torsion tensor, and KS, its symmetric part, has components (KS)
α
μν = gαρ(T λ

ρμgλν +

T λ
ρνgλμ).

In terms of the tetrads ea = ea
μ∂μ and their dual coframes ea = eμ

adxμ, obeying

ea
μeμ

b = δba and ea
μeν

a = δμν , and the spin connection 1-form ωa
b = ωa

μbdx
μ, Γ is given by

Γσ
μλ = ea

σ∂μeλ
a + ec

σeλ
aωc

μa with inverse ωc
μa = eρ

c∂μea
ρ + eρ

cea
νΓρ

μν (Carroll, 2004). For

the metric, one has gμν(x) = ηabeμ
a(x)eν

b(x), where x ∈M4 and ηab = diag(1,−1,−1,−1)
is the Lorentz metric. Each metric gμν is in 1-1 correspondence with an equivalence class

of frames [ea
μ]: if ec

′μ is in the class, then ea
μ = ha

cec
′μ with ha

c in the Lorentz group

L4; for the coframes eμ
a = eμ

′ch−1
c

a
. Thus, the ea

μ’s and the eμ
a’s are both Lorentz

vectors in the internal or gauge (latin) indices, and respectively vectors and 1-forms in

the local coordinate (world) indices. The metric character of the connection implies

ωab = −ωba (for latin indices, Xa = ηabX
b and Xb = ηbaXa). The torsion and the

curvature of the connection are given by T a = dea + ωa
b ∧ eb = 1

2
T a

μνdx
μ ∧ dxν with

T a
μν = ∂μeν

a − ∂νeμ
a + ωa

μbeν
b − ωa

νbeμ
b, and Ra

b = dωa
b + ωa

c ∧ ωc
b =

1
2
Ra

bμνdx
μ ∧ dxν

with Ra
bμν = ∂μω

a
νb − ∂νω

a
μb + ωa

μcω
c
νb − ωa

νcω
c
μb.
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3. Einstein-Cartan Equations

Consider first the case of pure gravity (”vacuum”). The Einstein-Hilbert action is

SG =
∫

d4x eR (1)

where e =
√
−detgμν = det(eν

a), and for the Ricci scalar one has

R = ηbcRa
bμνea

μec
ν . (2)

Variation of SG with respect to the spin connection ωa
μb and the tetrads ea

μ lead, respec-

tively, to the Cartan equation for torsion and to the Einstein equation:

δωSG = 0 =⇒
T ν
ac + ea

νTc − ec
νTa = 0 (3)

or

T ν
ρσ + δνρTσ − δνσTρ = 0. (3a)

δeSG = 0 =⇒
Ga

μ = 0 (4)

with

Ga
μ = Ra

μ −
1

2
Reμ

a, (5)

where Ra
μ = ηabRbμ = ηabRc

bνμec
ν . In vacuum R = 0, then

Ra
μ = 0. (5a)

In this case, torsion vanishes, since taking the ν − σ trace in (3a), for the torsion vector

one obtains Tρ = T ν
ρν = 0 and therefore, by (3a) again,

T μ
νρ = 0. (6)

Thus, for the pure gravity case, E-C theory reduces to GR.

The coupling of gravity to Dirac fermions is described by the action

SD−E = k
∫

d4x eLD−E = k
∫

d4x e (
i

2
(ψ̄γa(Daψ)− (D̄aψ̄)γ

aψ)−mψ̄ψ) (7)

where

Daψ = (ea −
i

4
ωabcσ

bc)ψ = ea
μ(∂μ −

i

4
ωμbcσ

bc)ψ = ea
μDμψ (8)

and

D̄aψ̄ = eaψ̄ +
i

4
ωabcψ̄σ

bc = ea
μ(∂μψ̄ +

i

4
ωμbcψ̄σ

bc) = ea
μD̄μψ̄ (9)

are the covariant derivatives of the Dirac field ψ and its conjugate ψ̄ = ψ†γ0 with respect

to the spin connection, which give the minimal coupling between fermions and gravity.

σbc = i
2
[γb, γc], and the γa’s are the usual numerical (constant) Dirac gamma matrices
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satisfying {γa, γb} = 2ηabI, γ0† = γ0 and γj† = −γj. k = −16π G
c4
. Variation with respect

to the spin connection,

δωSD−E =
k

8

∫
d4x e ψ̄{γμ, σbc}ψδωμbc =

k

2

∫
d4x e Sμbcδωμbc

with Sμbc = ea
μSabc, where

Sabc =
1

4
ψ̄{γa, σbc}ψ (10)

is the spin density tensor of the Dirac field. Sabc is totally antisymmetric and therefore

has 4 independent components: S012, S123, S230 and S301.

Combining this result with the corresponding variation for the pure gravitational field,

we obtain

0 = δω(SG + SD−E) =
∫
d4x e δων

ac(T ν
ac + ea

νTc − ec
νTa +

k

2
Sν
ac) (11)

and therefore

T ν
ac + ea

νTc − ec
νTa = −

k

2
Sν
ac,

the Cartan equation. Multiplying by eρ
aeσ

c one obtains

T ν
ρσ + δνρTσ − δνσTρ = −

k

2
Sν
ρσ (12)

with

Sν
ρσ =

1

4
ψ̄{γμ, σρσ}ψ.

The solution of (12) gives the torsion in terms of the spin tensor:

T ν
ρσ =

8πG

c4
(Sν

ρσ +
1

2
(δνρSσ − δνσSρ)) (13)

with Sρ = Sν
ρν . (In natural units, G = c = h̄ = 1 and so T ν

ρσ = 8π(Sν
ρσ +

1
2
(δνρSσ− δνσSρ)).)

Finally, variation with respect to the tetrads,

δeSD−E = k
∫

d4x e (
i

2
(ψ̄γa(Dμψ)− (D̄μψ̄)γ

aψ)− eμ
aLD−E)δea

μ.

For the Dirac fields which obey the equations of motion

δSD−E

δψ̄
=

δSD−E

δψ
= 0

i.e.

iγa(D̄aψ̄) +mψ̄ = iγaDaψ −mψ = 0

the Dirac-Einstein lagrangian vanishes i.e. LD−E|eq. mot. = 0. Then, combining this result

with the corresponding variation for the pure gravitational field,

0 = δe(SG + SD−E) =
∫

d4x e (2Ra
μ −Reμ

a + k
i

2
(ψ̄γa(Dμψ)− (D̄μψ̄)γ

aψ))δea
μ, (14)
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and from the arbitrariness of δea
μ,

Ra
μ −

1

2
Reμ

a = −k

2
T a

μ (15)

with

T a
μ =

i

2
(ψ̄γa(Dμψ)− (D̄μψ̄)γ

aψ) (16)

the energy-momentum tensor of the Dirac field. Multiplying (15) by ea
ν one obtains

Rν
μ −

1

2
Rδνμ = −k

2
T ν

μ or Rλμ −
1

2
Rgλμ = −k

2
Tλμ, (15a)

the Einstein equation in local coordinates.

Note: For LD−E one has

LD−E = ea
μT a

μ −mψ̄ψ

i.e. T a
μ couples to the tetrad. On the other hand,

T a
μ = θaμ + ωμbcS

abc

where

θaμ =
i

2
(ψ̄γa∂μψ − (∂μψ̄)γ

aψ)

is the canonical energy-momentum tensor of the Dirac field. Then,

LD−E = ea
μθaμ + ea

μωμbcS
abc −mψ̄ψ = ea

μθaμ + ωabcS
abc −mψ̄ψ.

So, θaμ couples to the tetrad while spin couples to the spin connection; moreover, since

Sabc is totally antisymmetric, the Dirac field only interacts with the totally antisymmetric

part of the connection.

4. Lorentz Gauge Invariance

Under local Lorentz transformations ha
b(x), tetrads and coframes transform as indicated

in section 2; as a consequence, the coordinate invariant volume element d4x e is also

gauge invariant: in fact,

gμν(x) = ηabeμ
a(x)eν

b(x) = ηabe
′
μ
c
h−1
c

a
e′ν

d
h−1
d

b
= e′μ

c
e′ν

d
h−1
c

a
ηabh

−1
d

b
= e′μ

c
e′ν

d
ηcd = g′μν(x)

implies e′(x) = e(x), and since x′μ = xμ, then d4x e = d4x′ e′.
On the other hand, the transformation of the spin connection is given by

ωc
a = hc

dω′r
dh

−1
r

c
+ (dha

d)h−1
d

c
, (16)

which is not a Lorentz tensor. Its curvature, however, is a Lorentz tensor:

Ra
b = hb

dh−1
c

a
R′c

d, (17)
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and therefore the Ricci scalar is also gauge invariant:

R = Ra
beaη

bcec = hb
dR′c

dh
−1
c

a
ha

fe′fη
bghg

le′l = R′c
dδ

f
c e

′
fη

dle′l = R′c
de

′
cη

dle′l = R′. (18)

Then, SG is Lorentz gauge invariant. (A direct and more explicit proof of the gauge

invariance of R is given in Appendix 1.)

The part of the action corresponding to the coupling of gravity to the Dirac field,

SD−E, is automatically local Lorentz invariant, since it is written in terms of the covariant

derivatives Daψ and D̄aψ̄.

5. Poincaré Gauge Invariance

5.1 Global Analysis

The affine group GA4(R) = {
(
g ξ

0 1

)
, g ∈ GL4(R), ξ ∈ R4} acts on the affine space

A4 = {
(
λ

1

)
, λ ∈ R4} in the form

GA4(R)× A4 → A4, (

(
g ξ

0 1

)
,

(
λ

1

)
) 
→
(
gλ+ ξ

1

)
. (19)

Then, one has the following diagram of short exact sequences (s.e.s.’s) of groups and

group homomorphisms:

0 −→ R4 μ−→ GA4(R)
ν−→
ρ←− GL4(R) −→ 0

Id ↑ ↑ ι ↑ ι

0 −→ R4 μ|−→ P4

ν|−→
ρ|←−

L4 −→ 0

with μ(ξ) =

(
I4 ξ

0 1

)
and ν(

(
g λ

0 1

)
) = g. μ is 1-1, ν is onto, and ker(ν) = Im(μ) =

{
(
I4 ξ

0 1

)
, ξ ∈ R4}. We have also restricted μ and ν (respectively μ| and ν|) to the

connected components of the Poincaré (P4) and Lorentz (L4) groups. Both s.e.s.’s split,

i.e. there exists the group homomorphism ρ : GL4(R) → GA4(R), g 
→ ρ(g) =

(
g 0

0 1

)
and its restriction ρ| to L4, such that ν ◦ ρ = IdGL4(R) and ν| ◦ ρ| = IdL4 . So

GA4(R) = R4 �GL4(R), P4 = R4 � L4 (20)

with composition law

(λ′, g′)(λ, g) = (λ′ + g′λ, g′g). (20a)

The above s.e.s.’s pass to s.e.s.’s of the corresponding Lie algebras:

0 −→ R4 μ̃−→ ga4(R)
ν̃−→
ρ̃←− gl4(R) −→ 0

Id ↑ ↑ ι ↑ ι

0 −→ R4 μ̃|−→ p4

ν̃|−→̃
ρ|←−

l4 −→ 0
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with gl4(R) = R(4), ga4(R) = R4 � gl4(R) with Lie product

(λ′, R′)(λ,R) = (R′λ−Rλ′, [R′, R]), (21)

where [R′, R] is the Lie product in gl4(R) and [λ′, λ] = 0 in R4, μ̃(ξ) = (ξ, 0), ν̃(ξ, R) = R,

and ρ̃(R) = (0, R). μ̃, ν̃ and ρ̃ (and their corresponding restrictions μ̃|, ν̃| and ρ̃|) are

Lie algebra homomorphisms, with ν̃ ◦ ρ̃ = Idgl4(R) and ν̃| ◦ ρ̃| = Idl4 . The s.e.s.’s split

only at the level of vector spaces i.e. if (λ,R) ∈ ga4(R), then (λ,R) = μ̃(λ) + ρ̃(R), but

(λ,R) �= μ̃(λ)ρ̃(R).

If FM4 : GL4 → FM4 πF−→ M4 and AM4 : GA4 → AM4 πA−→ M4 are respectively the

bundles of linear and affine frames over M4, where FM4 = ∪x∈M4({x} × (FM4)x) with

(FM4)x the set of ordered basis rx = (v1x, . . . , v4x) of TxM
4, and AM4 = ∪x∈M4({x} ×

AM4
x) with AM4

x = {(vx, rx), vx ∈ AxM
4, rx ∈ (FM4)x}, where AxM

4 is the tangent

space at x considered as an affine space (Appendix 3), then one has the following bundle

homomorphism:

AM4 ×GA4

β×ν−→
γ×ρ←−

FM4 ×GL4

ψA ↓ ↓ ψF

AM4
β−→
γ←−

FM4

πA ↓ ↓ πF

M4 Id−→ M4

where β(x, (vx, rx)) = (x, rx), γ(x, rx) = (x, (0x, rx)), 0 ∈ TxM
n, ψF ((x, rx), g) =

(x, rxg), and

ψA((x, (vx, rx)), (ξ, g)) = (x, (vx + rxξ, rxg)). (22)

A general affine connection (g.a.c.) on M4 is a connection in the bundle of affine

frames AM4 ; let ωA be the 1-form of this connection, then ωA ∈ Γ(T ∗AM4 ⊗ ga4). From

the smoothness of γ, the pull-back γ∗(ωA) is a ga4-valued 1-form on FMn:

γ∗(ωA) = ϕ� ωF , (23)

where ωF is a connection on FM4, and ϕ is an R4-valued 1-form. There is a 1-1 corre-

spondence between g.a.c.’s on AM4 and pairs (ωF , ϕ) on FM4:

{ωA}g.a.c. ←→ {(ωF , ϕ)}. (24)

ωA is an affine connection (a.c.) on M4 if ϕ is the soldering (canonical) form θFM4

(see Appendix 2) on FM4. Then, if ωA is an a.c. on AM4,

γ∗(ωA) = θFM4 � ωF . (25)

There is then a 1-1 correspondence

{ωA}a.c. ←→ {ωF}, (26)

since θFM4 is fixed. Also, if ΩA is the curvature of ωA, then

γ∗(ΩA) = DωF θ � ΩF = TF � ΩF (27)



52 Electronic Journal of Theoretical Physics - Zacatecas Proc. II (2011) 45–58

since DωF θFM4 = TF : the torsion of the connection ωF on FM4.

We now consider the following diagram of bundle homomorphisms:

AM4 ×GA4
ι×ι←− APM4 × P4

β|×ν|−→
γ|×ρ|←−

FLM4 × L4
ι×ι−→ FM4 ×GL4

ψA ↓ ψA| ↓ ↓ ψF | ↓ ψF

AM4 ι←− APM4
β|−→
γ|←−

FLM4 ι−→ FM4

πA ↓ πA| ↓ ↓ πF | ↓ πF

M4 Id−→ M4 Id−→ M4 Id−→ M4

where πA| = πP , πF | = πL, ψA| = ψP and ψF | = ψL, where ψP and ψL are the group

actions in the Poincaré and Lorentz bundles, respectively.

The facts that APM4 is a subbundle of AM4 and FLM4 is a subbundle of FM4, with

structure groups and Lie algebras the corresponding subgroups and sub-Lie algebras, and

the existence of the restrictions β| : APM4 → FLM4 and γ| : FLM4 → APM4, allow us

to obtain similar conclusions for the relations between affine connections on the Poincaré

bundle and linear connections on the Lorentz bundle:

There is a 1-1 correspondence between affine Poincaré connections ωP on F PM4 and

Lorentz connections on FLM4:

{ωP} ←→ {ωL} (28)

with

γ|∗(ωP ) = θL � ωL (29)

where θL = θFM4 |FLM4 is the canonical form on FLM4. Also,

γ|∗(ΩP ) = DωLθL � ΩL = TL � ΩL. (30)

So, there is a 1-1 correspondence between curvatures of affine connections on F PM4 and

torsion and curvature pairs on FLM4:

{ΩP} ←→ {(TL,ΩL)}. (31)

For pure gravity governed by the Einstein-Hilbert action, TL = 0.

5.2 Local Analysis: Invariance of the Actions SG and SD−E

To explicitly prove the Poincaré gauge invariance of GR and E-C theory, we have to

consider as gauge transformations both the Lorentz part, already studied in the previous

section, and the translational part. This last has to be done using the bundle of Poincaré

frames FP
M4 .

A gauge transformation or vertical automorphism in an arbitrary principal G-bundle

ξ : G → P
π−→ B, is a diffeomorphism α : P → P such that i) α(pg) = α(p)g and ii)

π(α(g)) = π(p), for all p ∈ P and g ∈ G. Therefore, from ii), α(p) = pk for some k ∈ G.
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Then there is a bijection Autvert(P )
Φ−→ Γeq(P,G), Φ(α) = γα with α(p) = pγα(p) and

γα(pg) = g−1γα(p)g; for the inverse, γ 
→ αγ with αγ(p) = pγ(p).

The action of P4 on APM4 is given by

ψP : APM4×P4 → APM4, ψP ((x, (vx, rx)), (ξ, h)) ≡ (x, (vx, rx))(ξ, h) = (x, (vx+rxξ, rxh))

= (x, (v′x, r
′
x)), (32)

where rx = (eax), a = 1, 2, 3, 4, is a Lorentz frame, h ∈ L4, and ξ ∈ R4 ∼= R1,3 is a

Poincaré gauge translation. For a pure translation, h = IL i.e. ha
b = δa

b and therefore

(x, (vx, rx))(ξ, IL) = (x, (vx + rxξ, rxIL)) = (x, (vx + rxξ, rx))

i.e.

r′x = rx. (33)

Therefore e′ax = eax, a = 1, 2, 3, 4, and then, from the definition of ωa
μb in section 2,

ω′a
μb = ωa

μb (34)

since Γμ
νρ = (ΓLC)

μ
νρ +Kμ

νρ remains unchanged (in the case of pure gravity Kμ
νρ = 0). So

the coordinate Ricci scalar R is also a gauge scalar, and therefore SG is invariant.

By the same reason invoked in the case of Lorentz gauge invariance, SD−E is also

invariant under translations: in an arbitrary G-bundle P with connection ω, a section s

of an associated bundle and its covariant derivative Dωs transform in the same way.

The Poincaré bundle extends the symmetry group of GR and E-C theory to the

semidirect sum

GGR/E−C = P4 �D, (35)

with composition law

((ξ′, h′), g′)((ξ, h), g) = ((ξ′, h′)(g′(ξ, h)g′−1), g′g). (35a)

The left action of D on P4 is given by the commutative diagram

APM4 (ξ,h)−→ APM4

g ↓ ↓ g
APM4 (ξ′,h′)−→ APM4

with

g : APM4 → APM4, (x, (vμx
∂

∂xμ
|x, (eaxν

∂

∂xν
|x))) 
→ (x, (v′μx

∂

∂x′μ |x, (eax
′ν ∂

∂x′ν ))), (36)

where v′μx = ∂x′μ
∂xα |xvαx and eax

′ν = ∂x′ν
∂xβ |xeaxβ.
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6. Gravitational Potentials and Interactions

It is usually said that the coframes ea = eμ
adxμ are the translational gravitational po-

tentials (Hehl, 1985; Hehl et al, 1976; Hammond, 2002). This is not strictly true since

these fields are not gauge potentials, but tensors, both in their Lorentz (a) and world (μ)

indices: see section 2 and (Hayashi, 1977). The translational gauge potentials are the

1-form fields Bμ
a locally defined as follows (Hayashi and Nakano, 1967; Aldrovandi and

Pereira, 2007):

Bμ
a = eμ

a − ∂vax
∂xμ

or Ba = ea − dvax, (37)

where vx =
∑3

a=0 v
a
xeax ∈ AxM

4 (section 5.1.); the vax’s are here considered the coor-

dinates of the tangent space at x. A straightforward calculation leads to the following

transformation properties:

Internal Lorentz:

Bμ
′a = ha

bBμ
b − ∂μ(hb

a)vbx or B′a = hb
aBb − (dhb

a)vbx, (38)

General coordinate transformations:

Bμ
′a =

∂xν

∂x′μBν
a, (39)

Internal translations:

Bμ
′a = Bμ

a − ∂μξ
a or B′a = Ba − dξa. (40)

Then, B = Bμdx
μ = Bμ

adxμba, where ba, a = 0, 1, 2, 3, is the canonical basis of R4, is the

connection 1-form corresponding to the translations.

In terms of the Bμ
a fields and the spin connection, the Ricci scalar (2) is given by

R = (
∂vax
∂xμ

∂vbx
∂xν

+
∂vax
∂xμ

Bν
b +

∂vbx
∂xν

Bμ
a +Bμ

aBν
b)(∂μων

ab − ∂νωμ
ab + ωμ

acω
νc
b − ων

acω
μc
b ). (41)

If one intends to use this Lagrangian density as describing a (Bμ
a, ων

bc) (or (eμ
a, ων

bc))

interaction (Randono, 2010), then immediately faces the problem that the Bμ
a (or eμ

a)

does not have a free part (in particular a kinematical part), since all its powers are

multiplied by ω’s or ∂ω’s. So an interpretation in terms of fields interaction seems difficult,

and may be, impossible.
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Appendix 1

The Ricci scalar is given by

R = ηbdea
μed

ν(∂μω
a
νb − ∂νω

a
μb + ωa

μcω
c
νb − ωa

νcω
c
μb) ≡ ηbdea

μed
ν((γ)− (δ) + (α)− (β)),
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with (γ) = ∂μω
a
νb, (δ) = ∂νω

a
μb, (α) = ωa

μcω
c
νb, and (β) = ωa

νcω
c
μb.

Under the transformation

ωa
μc = hc

lω′r
μlh

−1
r

a
+ (∂hc

l)h−1
l

a

we have:

(α) = (a) + (b) + (c) + (d) with

(a) = hc
lω′r

μlh
−1
r

a
hb

gω′s
νgh

−1
s

c
, (b) = hc

lω′r
μlh

−1
r

a
(∂νhb

g)h−1
g

c
,

(c) = hb
gω′s

νgh
−1
s

c
(∂μhc

l)h−1
l

a
, (d) = (∂μhc

l)h−1
l

a
(∂νhb

g)h−1
g

c
;

(β) = (e) + (f) + (g) + (h) with

(e) = hc
gω′s

νgh
−1
s

a
hb

lω′r
μlh

−1
r

c
, (f) = hc

gω′s
νgh

−1
s

a
(∂μhb

l)h−1
l

c
,

(g) = hb
lω′r

μlh
−1
r

c
(∂νhc

g)h−1
g

a
, (h) = (∂νhc

l)h−1
l

a
(∂μhb

g)h−1
g

c
;

(γ) = [1] + [2] + [3] + [4] with

[1] = hb
nh−1

t
a
(∂μω

′t
νn), [2] = ω′t

νn∂μ(hb
nh−1

t
a
), [3] = (∂μ∂νhb

n)h−1
n

a
, [4] = (∂νhb

n)(∂μh
−1
n

a
);

and (δ) = [5] + [6] + [7] + [8] with

[5] = hb
lh−1

s
a
(∂νω

′s
μl), [6] = ω′s

μl∂ν(hb
lh−1

s
a
), [7] = (∂ν∂μhb

l)h−1
l

a
, [8] = (∂μhb

l)(∂νh
−1
l

a
).

Now,

[3]− [7] = (∂μ∂νhb
n)h−1

n
a − (∂ν∂μhb

l)h−1
l

a
= 0,

(b) + (c) = ω′r
μlh

−1
r

a
∂νhb

l − ω′s
νghb

g∂μh
−1
s

a
,

(f) + (g) = ω′s
νgh

−1
s

a
∂μhb

g − ω′r
μlhb

l∂νh
−1
r

a
;

so

((b) + (c))− ((f) + (g)) = ω′r
μl∂ν(h

−1
r

a
hb

l)− ω′s
νg∂μ(h

−1
s

a
hb

g);

also,

[2]− [6] = ω′s
νg∂μ(hb

gh−1
s

a
)− ω′r

μl∂ν(hb
lh−1

r
a
);

then
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((b) + (c))− ((f) + (g)) + ([2]− [6]) = 0.

Also,

[4]− [8] = (∂νhb
l)(∂μh

−1
l

a
)− (∂μhb

l)(∂νh
−1
l

a
)

and

(d)− (h) = (∂νh
−1
l

a
)(∂μhb

l)− (∂μh
−1
l

a
)(∂νhb

l);

so

([4]− [8]) + ((d)− (h)) = 0.

Finally,

[1]− [5] + (a)− (e) = hb
lh−1

s
a
(∂μω

′s
νl − ∂νω

′s
μl + ω′s

μrω
′r
νl − ω′s

νrω
′r
μl).

Therefore,

R = ηbdea
μed

νhb
lh−1

s
a
(∂μω

′s
νl − ∂νω

′s
μl + ω′s

μrω
′r
νl − ω′s

νrω
′r
μl) = ηltes

′μet′ν(∂μω′s
νl − ∂νω

′s
μl +

ω′s
μrω

′r
νl − ω′s

νrω
′r
μl)

= R′.
Appendix 2

The soldering or canonical form on the frame bundle FMn of an n dimensional differ-

entiable manifold, is the Rn-valued differential 1-form on FMn given by

θ : FMn → T ∗FMn ⊗ Rn, (x, rx) 
→ θ((x, rx)) = ((x, rx), θ(x,rx)),

with

θ(x,rx) : T(x,rx)FMn → Rn, v(x,rx) 
→ θ(x,rx)(v(x,rx)) = r̃−1
x ◦ dπF |(x,rx)(v(x,rx))

i.e.

θ(x,rx) = r̃−1
x ◦ dπF |(x,rx),

where πF is the projection in the bundle FMn : GLn(R) → FMn πF−→ Mn and r̃x is the

vector space isomorphism

r̃x : Rn → TxM, (λ1, . . . , λn) 
→ r̃x(λ
1, . . . , λn) =

n∑
i=1

λivix

with inverse

r̃−1
x (

n∑
i=1

λivix) = (λ1, . . . , λn).
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In local coordinates (xρ, Xμ
ν ) on FU ,

θμ =
n∑

ν=1

(X−1)μνdx
ν

with (X−1)μν (x, rx) = (Xμ
ν (x, rx))

−1 = (vμνx)
−1, where rx = (v1x, . . . , vnx) and vνx =∑n

μ=1 v
μ
νx

∂
∂xμ |x. Then θa = eμ

aθμ = eμ
a(X−1)μνdx

ν = (X−1)aνdx
ν = eν

adxν = ea; so, if

ωF is a connection on FMn , then DωF θa = dθa + ωa
F be

b = T a
F is the torsion of ωF .

Appendix 3

An affine space is a triple (V, ϕ,A) where V is a vector space, A is a set, and ϕ is a

free and transitive left action of V as an additive group on A:

ϕ : V × A→ A, (v, a) 
→ v + a,

with

0 + a = a and (v1 + v2) + a = v1 + (v2 + a), for all a ∈ A and all v1, v2 ∈ V.

Then, given a, a′ ∈ A, there exists a unique v ∈ V such that a′ = v + a. Also, if v0 is

fixed in V , ϕv0 : A→ A, ϕv0(a) = ϕ(v0, a) is a bijection.

Example. A = V : The vector space itself is considered as the set on which V acts. In

particular, when V = TxM
n and A = TxM

n, the tangent space is called affine tangent

space and denoted by AxM
n. The points “a” of AxM

n are the tangent vectors at x.
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Instituto de F́ısica Teórica, UNESP, Sao Paulo, Brazil.

[2] Carroll, S. (2004). Spacetime and Geometry. An Introduction to General Relativity,
Addison Wesley, San Francisco.

[3] Feynman, R. P., Morinigo, F. B., and Wagner, W. G. (2003). Feynman Lectures on
Gravitation, Westview Press, Boulder, Colorado.

[4] Gronwald, F. (1997). Metric-affine gauge theory of gravity. I. Fundamental structure
and field equations, International Journal of Modern Physics D6, 263-303.

[5] Gronwald, F. (1998). A note on gauge covariant translations in the gauge approach
to gravity, Acta Physica Polonica B 29, 1121-1129.

[6] Hammond, R. T. (2002). Torsion gravity, Reports on Progress in Physics 65, 599-649.

[7] Hayashi, K. (1977). The gauge theory of the translation group and underlying
geometry, Physics Letters 69B, 441-444.

[8] Hayashi, K. and Nakano, T. (1967). Extended Translation Invariance and Associated
Gauge Fields, Progress of Theoretical Physics 38, 491-507.

[9] Hehl, F. W., von der Heyde, P., Kerlick, G. D., and Nester, J. M. (1976). General
relativity with spin and torsion: Foundations and prospects, Review of Modern
Physics 48, 393-416.



58 Electronic Journal of Theoretical Physics - Zacatecas Proc. II (2011) 45–58

[10] Hehl, F. W. (1985). On the Kinematics of the Torsion of Space-Time, Foundations
of Physics 15, 451-471.

[11] Kobayashi, S. and Nomizu, K. (1963). Foundations of Differential Geometry, Volume
I, J. Wiley, New York.

[12] McInnes, B. T. (1984). On the affine approach to Riemann-Cartan space-time
geometry, Classical and Quantum Gravity 1, 115-123.

[13] O’Raifearteigh, L. (1997). The Dawning of Gauge Theory, Princeton University Press,
Princeton.

[14] Randono, A. (2010). Gauge Gravity: a forward looking introduction, arXiv: gr-
qc/1010.5822.

[15] Smrz, P. K. (1977). Translations as Gauge Transformations, Journal of Australian
Mathematical Society 20, 38-45.



EJTP - Zacatecas Proc. II (2011) 59–68 Electronic Journal of Theoretical Physics

Noncommutative Cosmological Solutions

E. Mena∗, and M. Cano†
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1. Introduction

There has been a lot of interest in the old idea of noncommutative space-time [1], and

an immense amount of work has been done on the subject, this renewed interest is a

consequence of the developments in M-Theory and String Theory [2, 3]. Along the lines of

noncommutative gauge theory, noncommutative theories of gravity have been constructed

[4], all versions of noncommutative gravity are highly nonlinear and calculations are

incredibly difficult. One expects noncommutative effects to be present at the Planck scale

but due to the UV/IR mixing [5, 6], the effects of noncommutative might be important

at the cosmological scale.

In the last few years there have been several attempts to study the possible effects of

noncommutativity in the classical cosmological scenario [7, 8]. In [9] the authors avoid the

difficulties of analyzing noncommutative cosmological models, that arise when these are

derived from the full noncommutative theory of gravity [4]. They introduces the effects

of noncommutativity at the quantum level, namely quantum cosmology, by deforming

the minisuperspace through a Moyal deformation of the Wheeler-DeWitt equation. It is

then possible to proceed as in noncommutative quantum mechanics [10]. Following this

∗ emena@cuci.udg.mx
† mecano@cuci.udg.mx
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idea several works has been done for different comological models [11].

In this work we apply the WKB type method to noncommutative quantum cosmol-

ogy, and find the noncommutative classical solutions [12]. Finally the old cosmological

constant is analyzed in the context of noncommutative cosmology [13]. This work is or-

ganized as follows. In section 2 we review several Quantum Cosmological models via the

Wheeler-DeWitt equation (WDW) and find the corresponding wave function for most of

these models, then we obtain the classical solutions using a WKB type approximation.

In section 3 we repeat the same analysis using the noncommutative counterparts of the

examples presented in section 2, this is achieved through a noncommutative deformation

of the minisuperspace variables. In section 4 a toy model to study the old cosmological

problem is presented. Finally, section 5 is devoted to discussion and outlook.

2. FRW cosmology with Scalar Field and Λ

Let us start with the homogeneous and isotropic universe, the so called Friedmann-

Robertson-Walker (FRW) universe coupled to a scalar field and cosmological constant.

The FRW metric is given by:

ds2 = −N2dt2 + e2α(t)
[

dr2

1− kr2
+ r2(dϑ2 + sin2ϑdϕ2)

]
, (1)

where a(t) = eα(t) is the scale factor, N(t) is the lapse function, and k is the curvature

constant that takes the values 0,+1,−1, which correspond to a flat, closed and open

universes, respectively. The Lagrangian is composed by the gravity sector and the matter

sector, which for the FRW universe endowed with a scalar field and cosmological constant

Λ is

Ltot = Lg + Lφ = e3α

[
6
α̇2

N
− 1

2

φ̇2

N
−N
(
2Λ + 6ke−2α

)]
, (2)

the corresponding canonical momenta are

Πα =
∂L
∂α̇

= 12e3α
α̇

N
, Πφ =

∂L
∂φ̇
− e3α

φ̇

N
, (3)

we can get the WDW equation from the classical Hamiltonian. By the variation of (2)

with respect to N, ∂L/∂N = 0, implies the well-known result H = 0.

e−3αN

[
− 1

24

∂2

∂α2
+

1

2

∂2

∂φ2
+ e6α
(
2Λ + 6ke−2α

)]
Ψ(α, φ) = 0. (4)

Now that we have the complete framework and found the corresponding WDW equation,

we can proceed to study different cases.

In table 1 we can see the different cases that we solved (the case k �= 0, Λ �= 0 does

not have a closed analytical solution to the WDW equation), all of them are calculated

by using the WKB type procedure, the classical solutions are the same we would get by
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solving Einstein’s field equations. We can expect that this approximation includes all the

gravitational degrees of freedom of the particular cosmological model under study. This

almost trivial observation is central to the ideas we are presenting in the next section.

case Quantum Solution Classical Solution

k=0, ψ = e±iν
√
3
2
φKiν

(
4
√

Λ
3
e3α
)

φ(t) = φ0 − Pφ0t,

Λ �= 0 and Jν for Λ < 0 α(t) = 1
6
ln
(

P 2
φ0

4Λ

)
+1

3
ln
(
sech
[√

3
2
Pφ0(t− t0)

])
.

k �=0, ψ(1) = e
±i ν√

3
φ
Kiν (6e

2α), φ(t) = φ0 − Pφ0(t− t0),

for k = 1,

Λ = 0 ψ(2) = e
±i ν√

3
φ
Jν (6e

2α), α(t) = 1
4
ln
[
P 2
φ0

12k

]
for k = −1 +1

2
ln
(
sech
[

1√
3
Pφ0(t− t0)

])
,

k �=0, Unknown φ(t) = φ0 − Pφ0(t− t0),

Λ �= 0
∫ dα(t)√

Pφ0
−2e6α(2Λ+6ke−2α)

= 1√
12
(t− t0).

Table 1: Classical and quantum solutions for the FRW universe coupled to a scalar

field φ. For the case Λ �= 0 k �= 0, the classical solution for the scale factor is given in an

implicit expression. We have fixed the lapse function to N(t) = e3α.

3. Noncommutative Quantum Cosmology and the WKB Type

Approximation

In this section we construct noncommutative quantum cosmology for the examples pre-

sented in Table 1 and calculate the classical evolution via a WKB type approximation.

Finding the classical cosmological solutions for any cosmological model in noncom-

mutative gravity [4] is a very difficult task, this is a consequence of the highly nonlinear

character of the theory. To avoid these difficulties, we will follow the original proposals of

noncommutative quantum cosmology that was developed in [9]. We start by presenting,

in quite a general form the construction of noncommutative quantum cosmology and the

WKB type method to calculate the classical evolution.

Let us start with a generic form for the commutative WDW equation, this is defined

in the minisuperspace variables x, y. As mentioned in [9] a noncommutative deformation

of the minisuperspace variables is assumed

[x, y] = iθ, (5)

this noncommutativity can be formulated in terms of noncommutative minisuperspace
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functions with the Moyal product of functions

f(x, y) � g(x, y) = f(x, y)ei
θ
2(

←−
∂x

−→
∂y−←−

∂y
−→
∂x)g(x, y). (6)

Then the noncommutative WDW equation can be written as(
−Π2

x +Π2
y − V(x, y)

)
�Ψ(x, y) = 0, (7)

we know from noncommutative quantum mechanics [10], that the symplectic structure

is modified changing the commutator algebra. It is possible to return to the original

commutative variables and usual commutation relations if we introduce the following

change of variables

x→ x+
θ

2
Πy and y → y − θ

2
Πx, (8)

the efects of the Moyal star product are reflected in the WDW equation, only through

the potential

V (x, y) �Ψ(x, y) = V (x+
θ

2
Πy, y −

θ

2
Πx), (9)

taking this into account and using the usual substitutions Πqμ=−i∂qμ we arrive to[
∂2

∂x2
− ∂2

∂y2
− V

(
x− i

θ

2

∂

∂y
, y + i

θ

2

∂

∂x

)]
Ψ(x, y) = 0, (10)

this is the Noncommutative WDW equation (NCWDW) and its solutions give the quan-

tum description of the noncommutative universe. We can use the NCWDW to find

the temporal evolution of our noncommutative cosmology by a WKB type procedure.

For this we propose that the noncommutative wave function has the form ΨNC(β,Ω) ≈
ei(SNC1(β)+SNC2(Ω)), which in the limit∣∣∣∣∂2SNC1(β)

∂β2

∣∣∣∣ <<

(
∂SNC1(β)

∂β

)2
,∣∣∣∣∂2SNC2(Ω)

∂Ω2

∣∣∣∣ <<

(
∂SNC2(Ω)

∂Ω

)2
, (11)

yielding the noncommutative Einstein-Hamilton-Jacobi equation (NCEHJ), that gives

the solutions to SNC1 and SNC2. After the identification ΠxNC
= −∂(SNC1)

∂x
and ΠyNC

=

−∂(SNC2)
∂y

together with the definitions of the canonical momenta and equation (8) we can

find the time dependent solutions for x and y.

3.1 Noncommutative FRW Cosmology with Scalar Field and Λ

We can use the NCWKB type method to FRW universe coupled to a scalar field. Pro-

ceeding as before, the corresponding NCWDW equation is[
− 1

24

∂2

∂α2
+

1

2

∂2

∂φ2
+ e6(α−i θ

2
∂
∂φ

)
(
2Λ + 6ke−2(α−i θ

2
∂
∂φ

)
)]

Ψ = 0. (12)
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From the NCWDW equation, we use the method developed in the previous section and

calculate the classical evolution by applying the NCWKB type method. These results

are presented in the next table

case NC Quantum Solution NC Classical Solution

k=0, ψ = e±iν
√
3
2
φKiν

[
4
√

Λ
3
e3(α−

3
2
νθ)
]

φ(t) = φ0 − Pφ0t

Λ �= 0 and Jν for Λ < 0 −
√
3θPφ0 tanh

(√
3
2
Pφ0(t− t0)

)
,

α(t) = θ
2
Pφ0 +

1
6
ln
(

P 2
φ0

4Λ

)
+1

3
ln
(
sech
[√

3
2
Pφ0(t− t0)

])
.

k �=0, ψ(1) = e
±i ν√

3
φ
Kiν

[
6e2(α−

θ
2
ν)
]
, φ(t) = φ0 − Pφ0(t− t0)

for k = 1 −
√
3θPφ0 tanh

(
Pφ0√

3
(t− t0)

)
,

ψ(2) = e±iν/
√
3φJν

[
6e2(α−

θ
2
ν)
]
, α(t) = θ

2
Pφ0 +

1
4
ln
[
P 2
φ0

12k

]
for k = −1 +1

2
ln
(
sech
[

1√
3
Pφ0(t− t0)

])
.

k �=0, Unknown φ(t) = φ0 − Pφ0(t− t0)

Λ �= 0 +6θ
∫
e6α (Λ + 2e−2α) dt,∫ dα(t)√

Pφ0
−2e

6α+3θPφ0

(
2Λ+6ke

−2α−θPφ0

)

= 1√
12
(t− t0).

Table 2: Classical and quantum solutions for noncommutative FRW universe coupled

to a scalar field. For these models noncommutativity is introduced in the gravitational and

matter sectors. As in the commutative scenario, for Λ �= 0 and k �= 0 the noncommutative

classical solution is given in an implicit form, and there is not a closed analytical quantum

solutions. As in the commutative case we have fixed the value of the lapse function

N(t) = e3α.

4. Noncommutativity and the Old Cosmological Constant Prob-

lem

Now let us examine in detail the case k = 0 Λ �= 0 for the cosmological constant problem

which has been addressed by means of different approaches for several years and still

today remains as one of the central issues of not only modern day cosmology but also

particle physics [14]. In a more precise manner, why is the effective cosmological constant

Λeff so close to zero. The different contributions to the vacuum energy density, from or-

dinary particle physics should give a value for 〈ρ〉 of order M4
p , which should be canceled

by the bare value of Λ. This cancellation has to be better than 10−121 if we compare

the zero-point energy of a scalar field, using the Planck scale as a cut-off, to the exper-
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imental value of 〈ρobs〉 ≈ 10−47(GeV )4. We will consider this case in our 4D space-time

and noncommutativity in both the gravitational and matter sectors. We dont intent to

explain the origin of the cosmological constant, however, we will show that by means of

minisuperspace noncommutativity a small cosmological constant arise. Comparing the

results of Λ �= 0, k = 0 for α(t) for the commutative and noncommutative model we find

that the classical evolution of this two universes are remarkably the same. From this we

can be confident that the phenomenology described by the commutative model can also

be explained by the noncommutative model, we can establish the relationship

Λnc = Λe−3θPφ0 , (13)

so the expansion of the universe described by either the commutative or the noncommu-

tative model is the same and the difference is the value of the cosmological constant. This

is a very suggestive result, which implies that if we consider a noncommutative universe,

the standard value of the cosmological constant is significantly reduced eliminating the

necessity of the high degree of fine tuning.

The problem of the smallness of Λ actually means that the rate of 〈ρobs〉 to 〈ρvac〉
calculated from ordinary particle physics is of order 10−121. With this in mind and given

the behavior of Λnc we attempt to find the value of the vacuum energy density 〈ρvac〉nc in
our noncommutative minisuperspace model. To calculate the vacuum energy one starts

with the energy momentum relationship, write down the Fourier transform of the fields

and integrate to a cut-off scale. Even though, as mentioned, we have not made use of a

particular noncommutative theory of gravity [4], our procedure allow us from equations

for α(t) and αnc(t) and the definition of the scale factor to establish the relationship

between the commutative and noncommutative scale factors anc(t) = ePφ0
θ/2a(t). In this

manner we can define a kind of noncommutative metric

g(nc)μν = diag(e3θPφ0g00, e
θPφ0gij). (14)

Calculations should now be performed only with this metric, which in the linear limit

gives the noncommutative equivalent to the Minkowski metric. In order to calculate the

vacuum energy density, we must sum the zero point energies of quantum fields in our

modified Minkowski metric. This is done as in the commutative case but yields a different

coefficient which comes from the deformed metric

〈ρvac〉nc ≈ e−θPφ0k4
max, (15)

where kmax is the fundamental cut-off scale. One may be tempted to use different cut-off

energies, i.e. grand unification scale or the QCD scale. Because noncommutativity is

assumed at the quantum regime of the universe it is expected to be present at Planck’s

length, then it makes sense to take kmax ≈ Mp. As already stated, current observations

put the energy density at a value 〈ρobs〉 ≈ 10−47 and should be of the same order of

magnitude as the vacuum energy density. If we consider that the universe is described by

the noncommutative model, then we must analyze the ratio between the observed energy
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density and the vacuum energy density calculated in the noncommutative formalism, this

gives the relationship

〈ρobs〉
〈ρvac〉nc

= eθPφ0
〈ρobs〉
k4
max

, (16)

we note that the ratio of the observed energy density to the cut-off scale is regulated

by the exponential eθPφ0 . Considering the usual huge discrepancy of order 10−121 on

the calculated and observed densities, a value of θPφ0 ≈ 240 can easily suppress it. So,

the usual quantum field theory calculation of the vacuum energy density is correct and

gives the expected value in the noncommutative universe. Still, the fact that we need

the appropriate initial conditions of the universe remains. Fortunately the effects of

the minisuperspace noncommutativity are only reflected through a modified cosmological

constant (13).

5. Conclusions and Outlook

In this work we have presented the NCWKB type method for noncommutative quantum

cosmology and with this procedure, found the noncommutative classical solutions for

several noncommutative quantum cosmological models.

Noncommutativity is a proposal that originally emerged at the quantum level, by

this reason we incorporate noncommutativity in the minisuperspace variables in a simi-

lar manner as it is considered in standard quantum mechanics. By means of the WKB

approximation on the corresponding NCWDW equation, one gets the noncommutative

generalized Einstein-Hamilton-Jacobi equation (NCEHJ), from which the classical evo-

lution of the noncommutative model is obtained. In the commutative scenario, that the

classical solutions found from the WKB-type method are solutions to the corresponding

Einsteins field equations. Due to the complexity of the noncommutative theories of grav-

ity [4], classical solutions to the noncommutative field equations are almost impossible

to find, but in the approach of noncommutative quantum cosmology and by means of

the WKB-type procedure, they can be easily constructed. Also the quantum evolution

of the system is not needed to find the classical behavior, from table 2 we can see that

for the case Λ �= 0 and k �= 0 the wave function can not be analitacally calculated, but

still the noncommutative effects can be incorporated and the classical evolution is found

implicitly. This procedure gives a straightforward algorithm to incorporate noncommu-

tative effects to cosmological models. In this approach the effects of noncommutativity

are encoded in the potential through the Moyal product of functions equation (9). We

only need the NCWDW equation and the WKB approximations, to get the NCEHJ and

from it, the noncommutative classical behavior can easily be constructed.

Besides we show a toy model of noncommutative minisuperspace cosmology and the

possible influence that noncommutativity could be in the evolution of our present universe

is calculated. The old cosmological constant problem has been addressed, by showing

that the value of Λ can drastically change to an appropriate small value. The fine tuning
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problem can be softened by considering now the ratio of the observed energy density to

the calculated noncommutative vacuum energy equation (16). We also conjecture that

the vacuum energy density drastically diminishes because of the “discreteness” of the

noncommutative minisuperspace.
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Abstract: In agreement with the most recent observations of the universe, there are two
intrinsically different models of the early universe. In the first alternative, the universe was
created at a big bang singularity, and after a period of exponential expansion, it was driven
to a hot state which agrees perfectly with all cosmological observations presently at hand. In
contrast, the second proposal argues, in the beginning, there was a transition from a contracting
phase to an expanding one. Using an approach based on a supersymmetric quantum cosmology,
we will describe a new formalism to explain the origin and evolution of the universe. For
this, we study a supersymmetric and flat Friedmann-Robertson-Walker model in the superfield
formulation. The WKB method is then applied, and we show that supersymmetry introduces
extra terms in the Einstein-Klein-Gordon equations of motion. We prove that supersymmetry
(or indirectly, the gravitinos) fixes a type of matter with a stiff equation of state at early stages
in the evolution of the universe. Finally, we study the solutions of the equations of motion, their
stability properties, and their cosmological consequences.
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1. Introduction

How did the universe begin? Which is the universe made of many civilisations have asked
and answered this question before, giving to different myths, religions or philosophical
models. However, most civilizations seemed afraid of providing an empty answer to this
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question, giving little room to a different postulate like: was there really a creation? or
is the universe eternal? In the case of physical cosmology, these questions represent a
real challenge and, of course, a rational answer is expected. It is interesting to note that
present technology has allowed the humankind to partially answer these questions with
some important accuracy [1-3]. From the latest observations, we know that about 95%
of matter in the Universe is of non baryonic nature, and the rest is made of radiation,
baryons, neutrinos, etc., in agreement with Big Bang Nucleosynthesis (BBN) predictions.
On the other hand, scalar fields are strong candidates to be the missing, non-baryonic,
matter of the Universe [4-6]. The cosmological research of the last three decades has
elevated the role of scalar fields in the description of various sides of nature. In Cosmology,
we are already used to the presence of scalar fields: from the concept of quintessence to
explain the dark energy, to models of inflation in the early universe [7-14].

On the other hand, the physics required to understand the early Universe is necessarily
rooted in a theory of quantum gravity. Supersymmetric quantum cosmology has emerged
as one of the most active areas of current research. In considering the quantum creation
of the universe, we are of course dealing with the very earliest epochs of the Universe’s
existence, at which time it is believed that supersymmetry would have not been broken
yet. The inclusion of supersymmetry could therefore be vital from the point of view
physical consistency. The first model proposed in[15] was based on the fact that, shortly
after the invention of supergravity[16], it was shown that this theory provides natural
classical square root equations and their corresponding Hamiltonians. A second method
was a superfield formulation, in which is possible to obtain the corresponding fermionic
partners and also being able to incorporate matter in a simpler way [17-19]. The last
method allows to define a square root of the potential, in the minisuperspace, of the
cosmological model of interest, and consequently operators whose square results in the
Hamiltonian[20, 21].

Then, in the same way as we seek a desirable scalar field potentials to explain the evo-
lution (and early times) of the universe from a point of view of standard general relativity,
we can reconcile these requirements along with the ideas of local supersymmetry using
now superpotentials. For this purpose, we need a supersymmetric quantum cosmological
model and find out what happens now with super-scalar fields. It is then important to
see the influence of the fermionic variables in company of these super fields and how they
might alter the usual cosmological landscapes.

In this work, a Hamiltonian for a homogeneous scalar supermultiplet (with four com-
ponents and different signs) in supergravity n = 2, interacting with the super scalar
factor (also a supermultiplet), is considered. We first promote this Hamiltonian to an
operator, representing the Grassmann variables by matrices, then with help of the WKB
process we find two classical evolution equations. The first one, associated with the scalar
field, is obtained through Hamiltonian equations. This procedure gives to us a modified
Einstein-Klein-Gordon (EKG) set of equations (that we call SUSY-EKG equations) due
to indirect presence of gravitinos, and the fermionic variables corresponding to the scalar
field which are inherently contained in each entry of the supermultiplets. From a phe-
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nomenological point of view, these new extra terms (which are proportional to the scale
factor) in the model offer a different kind of components that behave, as we will show, as
dark stiff matter.

On the theoretical side, if we extrapolate our SUSY-EKG equations back in time, we
reach a point of infinite density and zero size, the big bang singularity. In one of our
models, a negative cosmological constant appears, and the analytical solutions provide a
scenario in which the universe collapses into a big crunch singularity, followed by another
big bang, and so on[22]. The other landscape that we present here, and a beautiful
example, is a cosmological model using an exponential superpotential. As we shall see,
the analytic solution suggest a dark stiff matter period before the inflationary phase.

In addition, to fully understand the dynamics of these super cosmologies with super-
scalar fields, we require numerical solutions. It is well know that information about
the evolution of cosmological models can be retrieved using dynamical systems as a
tool. Particularly, the asymptotic behavior of cosmological models are closely related to
concepts like past and future attractors[14, 23].

This work considers that the Universe had an epoch dominated by supersymmetry at
small radius and, accordingly, at large energy scales. The study focuses on two particular
choices of models: with a constant and exponential superpotentials. In the first one, we
found a cyclic model and the second one provide a pre-inflationary phase that we call
dark stiff matter phase.

The manuscript has been organized in the following manner. In section II, we out-
line the basic mathematics that allows us to define the superfields associated with the
expansion factor and the scalar field, and how we can generalize the usual FRW action
with a scalar field that will be able to define supercharges. Next, in the subsections we
pay special attention to interesting simple examples. The main section III is devoted to
the analysis of an exponential superpotential, in this case we show that one can identify
a dark stiff matter phase as a pre-inflationary epoch. The cosmological dynamical for-
mulation is used to see whether there is any attractive mechanism in the cosmological
solutions. Finally, section IV is dedicated to general comments.

2. The SUSY-EKG Equations for a FRW Universe

In this section we will describe some features of standard cosmology, starting, of course,
with the so-called Cosmological Principle (CP), and then see what happens when SUSY
is consider, giving us a new set of cosmological equations which we call SUSY-EKG
equations. In order to generalize the WDW equation to its supersymmetric version, the
superfield method outlined in the introduction will be used. For pedagogical reasons, we
study two examples assuming a constant energy potential V0.
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2.1 The FRW Standard Mathematical Background

The remarkable thing is that the CP suffices to fix the metric of the spacetime a homo-
geneous and isotropic Universe must have. It is called the FRW metric, a metric with
constant curvature, whose line element is usually written as (in units with c = 1)

ds2 = −N2(t)dt2 + a2(t)

[
dr2

1− kr2
+ r2dΩ2

]
, (1)

where a(t) is the (time-dependent) scale factor, N(t) is the lapse function, and k is the
curvature constant. Then, we write the total action that represents a (real) scalar field
φ minimally coupled to gravity and endowed with a scalar field potential V (φ),

S =

∫
d4x
√
−g
[
− R

16πG
+

1

2
∂μφ∂

μφ− V (φ)

]
. (2)

The equations of motion arising from action (2) are

Ḣ = −κ2

6
φ̇2, (3a)

φ̈ = −3Hφ̇− dV

dφ
, (3b)

together with the (constraint) Friedmann equation

H2 =
κ2

3

(
φ̇2 + V (φ)

)
, (4)

where H = ˙a(t)/a(t) is the Hubble parameter, and κ2 = 8πG. Eqs. (3a), (3b), and (4)
are the representative equations of motion of a FRW Universe driven by a scalar field.

2.2 The SUSY FRW Mathematical Background

After the introduction of SUSY in the scalar field model presented above, the general
form of the total action (2), corresponding to the FRW metric (1), takes the form

S =
6

8πG

∫ (
−aȧ2

2N
+

1

2
kNa

)
dt+ Smat(Φ), (5)

where Φ is a matter field. The action (5) is invariant under the time reparametrization,
t′ → t+ a(t), if the transformation of a(t) and N(t) are defined as

δa = aȧ, δN = ˙(aN). (6)

The variation with respect to a(t) and N(t) leads to the classical equations of motion for
the scale factor a(t), see Eqs. (3a) and (4), which generates the local reparametrization
of a(t) and N(t). The constraint (4) leads to the standard WDW equation in quantum
cosmology.
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In order to obtain the superfield formulation of the action (5), we extend the trans-
formations of time reparametrization to the n = 2 local SUSY of time (t, η, η̄), where η

and η̄ represents the superpartners of time variable.
The Hamiltonian can then be calculated in the usual way. We have the classical

canonical Hamiltonian

Hcan = NH +
1

2
ψ̄S − 1

2
ψS̄ +

1

2
νF, (7)

where H is the Hamiltonian of the system, F is the U(1) rotation generator, and S, and
S̄ are the supercharges with the following structure

S = Aλ+ Bλ, S̄ = A+λ̄+ B+λ̄, (8)

where

A =
iκa−

1
2Πa

3
− 2

√
ka

1
2

κ
+ 2κa

3
2 g(ϕ) +

κa−
3
2 [χ̄, χ]

4
, (9a)

B = ia−
3
2Πϕ + 2a

3
2
∂g(ϕ)

∂ϕ
, (9b)

and g(ϕ) is the superpotential. The Grassmann variables λ, λ̄ and χ, χ̄, satisfy the
Clifford algebra {

λ, λ̄
}
= −3

2
, {χ, χ̄} = 1. (10)

The momenta will be the usual differential operators Πa → −i ∂
∂a

and Πϕ → −i ∂
∂ϕ

.
To construct the quantum Hamiltonian H, we must consider, at quantum level, the

nature of the Grassmann variables; thus,

H = −κ2

12
a

1
2Πaa

1
2Πa −

3ka

κ2
− 1

6

√
k

a

[
λ̄, λ
]
+

Π2
ϕ

2a3
− ik

4a3
Πϕ

([
λ̄, χ
]
+ [λ, χ̄]

)
− κ2

16a3
[
λ̄, λ
]
[χ̄, χ]

+
3
√
k

4a
[χ̄, χ] +

κ2

2
g (ϕ)
[
λ̄, λ
]
+ 6
√
kg (ϕ) a2 + a3V (ϕ) +

3

4
κ2g (ϕ) [χ̄, χ] +

∂2g (ϕ)

∂ϕ2
[χ̄, χ]

+
k

2

∂g (ϕ)

∂ϕ

([
λ̄, χ
]
− [λ, χ̄]

)
. (11)

On the other hand, the scalar field potential reads

V (ϕ) = 2

(
∂g (ϕ)

∂ϕ

)2
− 3κ2g2 (ϕ) , (12)

Notice that, in general, the scalar potential (12) is not positive semi-definite. Unlike the
standard supersymmetric quantum mechanics, our model, describing the minisuperspace
approach to supergravity coupled to matter, allows SUSY breaking when the vacuum
energy is equal to zero V (ϕ) = 0. The relevant term in the Eq. (12) is g(ϕ), which
is related to the superpotential and whose form shall be chosen appropriately for the
cosmological model under study.
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To obtain the supersymmetric Hamiltonian operator it is necessary to find appropriate
representations for the bosonic and fermionic variables. To realize the fermionic variable
algebra (10) we will represent those variables as the tensorial product of 2× 2 matrices,

λ =

√
3

2
σ− ⊗ 1, λ =

√
3

2
σ− ⊗ 1 , (13a)

χ = σ3 ⊗ σ−, χ̄ = σ3 ⊗ σ+ , (13b)

where σ± = σ1± iσ2/2, σ1, σ2, σ3 are the Pauli matrices. For (13b) we have the following
matrices

λ =
3

2

⎛⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0

0 0 0 0

1 0 0 0

0 1 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, λ̄ = −3

2

⎛⎜⎜⎜⎜⎜⎜⎜⎝

0 0 1 0

0 0 0 1

0 0 0 0

0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (14a)

χ =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0

1 0 0 0

0 0 0 0

0 0 −1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, χ̄ =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0

0 0 0 0

0 0 0 −1

0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (14b)

The eigenstates of Hamiltonian (11) have four components, so we can obtain a diagonal
Hamiltonian operator Ĥ using both (2.2) and the supercharges (8), (2.2). Nevertheless,
the second and third Hamiltonian in the diagonal line are coupled; hence, we will only
work with the first and fourth components of this Hamiltonian operator.

2.3 The classical Landscape

As we mentioned before, our objetive is to find the classical solutions of the (super)WDW
equation, ĤΦ(a, ϕ) = 0, and for that we will use the semiclassical limit or WKB method.
This is achieved by taking

Ψ = e(Sa+Sϕ), (15)

and imposing the usual WKB conditions on Sa + Sϕ. The variation of the Hamilton
equations gives the SUSY-EKG classical equations,

ϕ̈

N
= −3H ϕ̇

N
−N

∂V

∂ϕ
+

Ṅ

N2
ϕ̇± 3

2
N
κ2

a3
∂g (ϕ)

∂ϕ
− 6
√
k
N

a

∂g (ϕ)

∂ϕ
∓ N

a3
∂3g (ϕ)

∂ϕ3
, (16)

and

H2 =
κ2ϕ̇2

6
+

κ2

3
V (ϕ)− k

a2
± κ2

√
k

3a4
+

κ4

32a6
∓ κ4

2a3
g(ϕ) + 2

κ2
√
k

a
g(ϕ)± κ2

3a3
∂2g(ϕ)

∂ϕ2
,(17)
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For simplicity, and without any loss of generality, we have henceforth set the lapse function
to N = 1.

Note that both SUSY-EKG classical equations differ from the SGR equations (3a),
(3b) and (4) only by the extra terms due to SUSY. The (±) signs in the equations above
have the information of certain states related with our fermionic variable, the gravitinos.
It is then reasonable to expect that this model is reduced to the SGR at high energies.

The extra terms in (16) and (17) are expected to be relevant only when the super-
symmetric contribution is large. We can recognize in Eq.(17) extra contribution behaving
like radiation (a−4) and stiff matter (a−6), which should be dominant at very early times,
whereas other terms show a combination of scale factor powers mediated by the presence
of the superpotential g(ϕ) and its derivatives.

2.4 Simple Classical Examples

As first instance of the role played by SUSY terms in the classical equations of motion,
we will consider the case of a free scalar field, V (ϕ) = 0, which also corresponds to a null
superpotential, g(ϕ) = 0. According to this, the exact solutions of Eqs. (16) and (17)
can be easily found,

ϕ̇(t) = ϕ̇0(a0/a)
3 , (18a)

a(t) = a0
3 + 3

(
κ2ϕ̇2

0a0
6

6
+

κ4

32

)1/2
(t− t0) , (18b)

where t0,ϕ̇0 and a0 are integration constants. From this we conclude that the scale factor
represents an indefinitely expanding model and which goes like t asymptotically and
corresponds to stiff matter.

Another interesting case is that with a constant superpotential, g(ϕ) = g0, that
corresponds to a constant and negative definite scalar field potential, V = −3κ2g0

2; as in
the previous case of the free scalar field, the case is simplified because the derivatives of
the superpotential disappear from the SUSY equations.

The cosmological solutions can be expressed as

ϕ̇(t) = ϕ̇0(a0/a)
3 , (19a)

a(t) =
a0
4g0

⎡⎣⎛⎝√8ϕ̇0
2a06

2

3κ2
+

9

8

⎞⎠ sin
(
3κ2g0(t− t0)

)
∓ 1

⎤⎦1/3 , (19b)

Because the scale factor is a positive quantity, the only acceptable solution is when
the factor of the sinus function is less or equal to one. It is then clear that the scale factor
has a periodic solution in which a0 is the amplitude at maximum expansion.

In other words, Eq. (19b) represents an oscillatory universe. This behaviour is also
already present in the SGR, however, in this latter case the radius of the universe would
would take negative values.
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3. Dark Stiff Matter Arising from Exponential Superpotential

The possible cosmological roles of exponential potentials in scalar field models have been
investigated thoroughtly in the specialize literature [6-8,14,23-25], almost always as a
means of driving a period of cosmological inflation, but also as possible candidates for
dark matter and dark energy.

Scalar fields cosmologies with an exponential potentials are, as compared to others,
mathematically simple, and their solutions have many interesting features. For the pur-
pose of this work, we only mention the possibility of having inflationary solutions and
the appearance of the so-called scaling solutions.

The inflationary solution for exponential potential is the simple power law inflation
which never ends and needs modifications to provide a graceful exit towards a Hot Big
Bang model. On the other hand, the scaling solution arises whenever the scalar field is
accompanied by another matter fields, so that both fields evolve with a fixed ratio of
their energy densities.

In this section we explore in detail the type of solutions permitted by our (classical)
SUSY cosmological model when the scalar field is endowed with an exponential potential.
Our main interest will be to find inflationary and scaling solutions. Even though we are
not considering extra matter fields apart from scalar field, the new terms in Eq. (11) will
play the role of partner fields which should impose a non-trivial behavior upon the field
ϕ.

Let us consider the following superpotential and potential, respectively,

g(ϕ) = g0e
−λκϕ/2 , (20a)

V (ϕ) = V0e
−λκϕ, V0 ≡

κ2g0
2

2

(
λ2 − 6
)
, (20b)

where the potential parameters were chosen to ease their comparison with the standard
case; notice that in order to avoid a negative definite potential we should impose the con-
dition λ >

√
6. The equations of motion (16) and (17) with an exponential superpotential

explicitly read

ϕ̈ = −3 ȧ
a
ϕ̇+ λκV ±

(
λ2 − 6
) λκ3g

8a3
, (21a)

H2 =
κ2

6
ϕ̇2 +

κ4

3
V +

κ2

32a6
±
(
λ2 − 6
) κ4g

12a3
, (21b)

where we have written the superpotential g(ϕ) in all terms when needed.

3.1 Exact SUSY Scaling Solution

It can be noticed that there is a stiff matter term in Eq. (21b), and the superpotential
g appears accompanied by factor a−3. Thus, one can foresee that there must be a stiff
matter solution of the equations of motion, so that a ≈ t1/3, as long as g ≈ a−3 and
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V ≈ a−6. It can be shown, just by direct substitution in Eqs. (21), that the exact scaling
solution is

a(t) = a0(t/t0)
1/3 , (22a)

κϕ(t) =
2

λ
ln t/t0 , (22b)

g(t) = g0(t0/t), g0 = ∓a0−3 (22c)

where a0 is an appropriate integration constant.
The scaling solution corresponds to stiff fluid matter, as revealed by the power law

behavior of the scale factor in Eq. (22a); this is probably not surprising, because we have
already noticed the presence of a stiff-term in the SUSY Friedmann equation (17). This
solution is not inflationary, but its existence indicates its possible importance in the early
Universe.

3.2 An Initial Dynamical System

An interesting step the study of the evolution of four SUSY classical model in which
the scalar field ϕ is endowed with an exponential potential. As in the standard case, it
its possible perform a dynamical study of the cosmological model so that its physically
relevant solutions are easily unveiled.

In order to construct a dynamical system for our cosmological model, we follow
Ref.[14], see also [6, 24]. One first step is to introduce a set of conveniently chosen
variables which allow rewriting the conservation equations and the evolution equation
H as an autonomous phase system subject to a constraint arising from the Friedmann
equation.

We choose the following variables,

x ≡ κϕ̇√
6H

, y ≡ κ
√
V√

3H
z ≡ κ2

√
32a3H

, (23)

which render the Friedmann equation as

x2 + y2 + z2 ± 2
√

(λ2 − 6) /3yz = 1. (24)

The constraint equation (24) follows from Eq. (17), and we see that variable z plays
the role of an extra fluid term which, contrary to the standard case, see Ref.[14], is not
trivially coupled to the scalar field variables.

In what follows, we shall restric ourselves to the part of the phase space corresponding
to −∞ < y <∞, and H ≥ 0, since our main concern are expanding universes. Combining
expressions (16) and (23), the equations of motion read

x′ = −3x− Ḣ

H2
x−
√

3

2
λy2 ± λ

√
λ2 − 6√
2

yz , (25a)

y′ =

√
3

2
λxy − Ḣ

H2
y , (25b)

z′ = −3z − Ḣ

H2
z , (25c)
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where
Ḣ

H2
= −3x2 − 3z2 ∓

√
3 (λ2 − 6)yz. (26)

Here primes denote differentiation with respect to the logarithm of the scale factor, N =

ln(a). The evolution of the phase space variables x, y, and z, takes place only on the
constraint surface described by Eq. (24), which is an ellipsoid.

There are five critical points, in close similarity to the standard case, whose main
features are described next.
• Stiff matter domination. The potential variable is null, y = 0, and then the dynam-

ical system is equivalent to the standard case of stiff matter (a−6) plus a free scalar
field (φ̇ ≈ a−3), so that x2 + z2 = 1.

• Scalar field domination. It is the coexistence of the (scalar) kinetic and potential
energies, x2+z2 = 1, and then the point is located in the unitary circumpherence on
the plane z = 0. Notice, however, that the existence of this point requieres λ2 < 6,
which is in contradiction with our earlier assumption that λ2 > 6.

• Scaling solution. This point corresponds to the scaling solution in section 3.1 and
represents the coexistence of all energy terms in the equations of motion. It should
be notice that, contrary to the present work, in the standard cosmological case the
scaling solution in the presence of stiff fluid matter necessarily requires y = 0.

4. General Comments

In this work, we have briefly explained a new idea of the supersymmetric extension of
the action of general relativity for a scalar field with the scale factor of the universe.
For this purpose, we have introduced a superfield formulation in which fermionic degrees
of freedom are associated to both the sacel factor and to the scalar field. By realizing
the algebra of the fermionic variables and representing them as matrices, we get four
equations for four components of the wave function. We focused our attention in two
of them, and apply the WKB method in order to get two classical SUSY-cosmological
equations. The associated equations of motion for the scalar field are obtained by means
of Hamilton’s equations.

In these supersymmetric Einstein-Klein-Gordon equations (SUSY-EKG), new contri-
butions arise that behave like stiff matter, and some others in which the usual scalar field
terms are modified by functions of the scale factor.

We perform an analysis of the dynamical system structure of the SUSY-EKG equa-
tions in order to find all relevant physical solutions, full details of which are provided
in[26]. One of these solutions is only valid at early times, and it is for that reason that
we need to understand the changes induced upon the dynamics of a scalar field endowed
with an exponential potential. And these are possibilities that may modify again the
phase structure of the solutions and the existence of inflationary solutions. This would
require full solutions of the equations of motion beyond the dynamical system analysis,
and this can be considered as a first step towards a more complete picture where the
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supersymmetry is a fundamental key of the early universe.
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Proceedings of the 2010 Zacatecas Workshop on Mathematical Physics, México, December 2010

Abstract: Inflationary cosmological models must include a process able to produce an evolution

towards a phase of radiation domination so that the Friedman hot expanded state is retrieved

satisfactory. At the end of inflation, the universe must enter to the stage known as (p)reheating

during which cosmological reheating temperature should be increased in an explosive way. We

study the process of preheating in a model that includes two scalar fields, one of which is the

inflaton field, and four-leg interaction term in the Lagrangian. Analytically and numerically we

analyze the production of particles by parametric excitations.
c○ Electronic Journal of Theoretical Physics. All rights reserved.
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Universe
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1. Introduction

During the period of inflation all energy is contained in a classical scalar field φ (inflaton)

with negligible kinetic energy. Eventually, the inflaton field decays and transfers all its

energy to relativistic particles causing that the universe evolves to a state of domination

of radiation; this process should produce a hot Friedmann universe. This stage is known

as reheating 2 and during its development (almost) all elementary particles were created

that subsequently populated the universe. It is then important to analyze the processes

that took place and the potential repercussions on the subsequent cosmological evolution.

The basic idea for cosmological reheating was proposed by A. D. Linde in [2], particle

∗ Email:lurena@fisica.ugto.mx
2 The term “reheating” was derived from assuming that there was a pre-inflationary universe in a state

with high temperature.
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production occurs due to oscillations of the scalar field φ around the minimum of the self-

interaction potential, immediately after the inflationary era ended. The particles interact

with each other so that eventually reach an thermal equilibrium state with reheating

temperature Tr. This process is considered complete once the inflaton has given all its

energy to relativistic particles that have been created. This gradual reheating can be

analyzed by perturbative methods and a eventual thermalization [3], but in many infla-

tionary models the production of particles is carried out by non-perturbative processes in

the so-called parametric excitation regime [4-7]. This process is known as preheating be-

cause these are carried out immediately after inflation has ended and before perturbative

contributions are valid.

The preheating stage occurs in a very short time period in which relativistic particles

are produced copiously, and is followed by turbulent interactions between different oscilla-

tion modes of the scalar fields. We present the analytical study for preheating in a model

with two scalar fields, one of which is the inflation field with quadratic self-interaction

potential, and the second scalar field is an “auxiliary” one with negligible bare mass. An

interaction term of four-legs is included in the theory which induces resonant parametric

solutions for the field equations.

Parametric production of scalar particles is analytically reviewed in this model both in

the limit narrow parametric resonance and in the case of stochastic parametric resonance,

without taking into account the rescattering of fields. Redispersion between the scalar

fields becomes crucial for the dynamics of the universe after the energy density of the

auxiliary scalar field begins to be comparable with the energy density of the inflaton field,

so we present the results of numerical analysis for preheating in which the redispersion

becomes clear, this prevents the inflaton scalar field from decay completely. We discuss

the possibility for the system to achieve a possible thermal equilibrium. Finally we

analyze the evolution of the equation of state to evaluate whether the universe evolves

towards a state of radiation domination.

2. Graceful Exit from Inflation in the V (φ) = 1
2m

2φ2 Model

If the dynamics of the inflationary stage is determined by an inflaton scalar field φ, the

relevant Lagrangian density must be written as

L = − 1

16πG
R +

1

2
φ,μφ,μ − V (φ). (1)

where V (φ) is the effective potential for inflaton field. The field equations obtained

from (1) in a homogeneous and isotropic flat universe (FLRW), without a cosmological

constant term, are

H2 =
8πG

3
ρ, (2)

φ̈+ 3Hφ̇+
dV (φ)

dφ
= 0, (3)
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where H ≡ ȧ/a is the Hubble parameter, the energy density and pressure are defined as

ρ =
1

2
φ̇2 + V (φ), p =

1

2
φ̇− V (φ), (4)

so that the energy-momentum tensor can be rewritten as a perfect fluid.

To analyze the behavior of the field φ during the graceful exit we will consider the

change of variable

φ̇ =

√
3

4π
H cos θ, mφ =

√
3

4π
H sin θ, (5)

thus we have the following first order differential equations system for H y θ

Ḣ = 3H2 cos2 θ, (6)

θ̇ = −m− 3

2
H sin 2θ. (7)

In the limit m� 1, the solutions are

φ � sinmt√
3πmt

(
1− sin 2mt

2mt

)
+O
(
(mt)−3) , (8)

a ∝ t2/3
(
1 +

cos(2mt)

6m2t2
− 1

24m2t2
· · ·
)
, (9)

so the inflaton field asymptotically behaves as

φ(t) � Φ(t) sin(mt), (10)

where Φ(t) ≡ 1/(
√
3πmt) is the oscillation amplitude.

The behavior a ∝ t2/3 is characteristic for a universe in “dust” domination, whose

equation state is p = 0. This cold matter consists of a set of highly scalar field massive

particles. For a complete evolution to a hot Friedmann universe this model must be able

to produce a cosmological state whose temperature is sufficiently high [8-10].

3. Preheating

Consider the basic model of reheating with scalar field inflaton φ and auxiliary scalar

field χ as follows,

Lmat =
1

2
φ,μφ

,μ − V (φ) +
1

2
χ,μχ

,μ − 1

2
m2

χ(0)χ
2 − 1

2
g2φ2χ2, (11)

where g is the coupling constant between scalar fields, mχ(0) is the bare mass of the field

χ, and V (φ) is the potential effective potential of φ whose bare mass is m. For generality,

we assume the vacuum expectation value of the inflaton field is σ, and that V (φ) near

to the minimum is quadratic, V (φ) ∼ 1
2
m2 (φ− σ)2. If we rewrite at (11) around the

minimum we have

Lmat =
1

2
φ,μφ

,μ − 1

2
m2φ2 +

1

2
χ,μχ

,μ − 1

2

(
m2

χ(0) + g2σ2
)
χ2 − 1

2
g2φ2χ2 − g2σφχ2(12)

where the effective mass for the χ-particles after the change (φ− σ)→ φ is

mχ =
√
m2

χ(0) + g2σ. (13)
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3.1 Preheating due Parametric Resonances

Field equations for k-modes of χ obtained from Eq. (12) are

χ̈k + 3Hχ̇k +

(
k2

a2
+m2

χ(0) + g2σ2 + g2φ2 + 2g2σφ

)
χk = 0, (14)

which is an equation for an oscillator with time-varying frequency. Consider thatmχ(0) =

0, and that the amplitude of oscillations is such that Φ! σ; also, as a first approximation,

we ignore the expansion of the universe, i.e. ȧ = 0, and normalize with a = 1, so Eq.

(14) can be written as

χ̈k +
(
k2 + g2σ2 + 2g2σΦ sin(mt)

)
χk = 0, (15)

where k = |k|. This equation describes a oscillator with frequency

ω2
k(t) = k2 + g2σ2 + 2g2σΦ sin(mt). (16)

If we define mt = 2z − π/2, Ak ≡ 4k2+g2σ2

m2 and q ≡ 4g2σΦ
m2 , Eq. (15) can be written as

χ′′
k + (Ak − 2q cos 2z)χk = 0, (17)

where prime denotes differentiation with respect to z. Eq. (17) is known as the Mathieu

equation. In this part of the analysis, we are only interested for a qualitative study of

behavior for the modes χk, and to determine if they lead to an important growth that

may be associated with the production of particles of the field χ.

By Floquet theory, it is possible to know the stability of the solutions of the Mathieu

equation. This can even be applied to a more general differential equation called the Hill

equation, which has been studied for its applications in the study of classical nonlinear

oscillators (see, for example, [11, 12]).

The behavior of the solutions of (17) is determined by the so-called Floquet coefficient

μk = μk(ak, q), which is defined through

χk ∝ exp(μkz). (18)

If Re(μk) > 0 the mode χk grows exponentially so it is called parametric resonance.

It is useful to identify regions of stability-instability on the Ak − q space, which are

bounded by curves that can be calculated numerically [13, 14].3

Fig. 1 shows the structure of the first bands where parametric resonances occur(shaded

tongues). One can see that each of the regions intersects the axis A on l2, where l is an

integer. This tongues are becoming wider in the direction in which q grows, while they

become thinner as A increases. The first three polynomials that distinguish stable from

3 The existence of bands of stability-instability is supported by a theorem whose proof can be found for

example in Magnus & Wrinkle, 1966, which also determines the ordering of such bands.
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Fig. 1 The shaded areas represent the regions of instability of the solutions of the Mathieu
equation Eq. (17). This parametric resonances are related with creation of particles in non-
perturbative way. Figure taken from [11].

unstable regions are

A0(q) = −
q2

2
+

7q4

128
− 29q6

2304
+

68687q8

18874368
+ · · · , (19)

A1(q) = 1− q − q2

8
+

q3

64
− q4

1536
− 11q5

36864
+

49q6

589824
− 55q7

9437184
− 83q8

35389440
· · · ,(20)

A2(q) = 1 + q − q2

8
− q3

64
− q4

1536
+

11q5

36864
+

49q6

589824
+

55q7

9437184
− 83q8

35389440
· · · .(21)

The existence of exponential instability χ ∝ exp(λ
(l)
k z) in a series resonance bands

labeled by the integer index l induces exponential growth of occupation numbers nk

associated with each mode χk, this can be interpreted as particle production. This

production for parametric resonance is essentially different from that proposed in which

only production of particles in perturbative form were considered.

We consider the phenomenon of parametric resonance in the case where q ! 1, called

narrow resonance. Physically, this regime will occur when gΦ ! gσ ! m. Resonance

occurs in thin bands around Ak � l2, l = 1, 2 . . .. Each band has a width of around

Δk ∼ ql, so the first will be, in this case, the most important.

The first band is located roughly between the lines Ak ∼ 1± q = 1± 4g2σΦ/m2. The

factor that describes the growth in χk ∝ exp(μkz) is [14]

μk =

√(q
2

)2
−
(
2k

m
− 1

)2
. (22)

Resonance occurs for k = m
2
(1 ± q/2). The μk index vanishes at the edges of the reso-

nance band, and takes its maximum values at μk = q/2 = 2g2σΦ/m2 in k = m/2; the

corresponding mode grows as

χk ∝ exp(qz/2) = exp

(
g2σΦt

m

)
. (23)
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The growth of the modes χk produces an increase in the occupation number nk(t)

defined as

nk =
ωk

2

(
|χ̇k|2
ω2
k

+ ω2
k|χk|2
)
− 1

2
, (24)

then, for modes χk in parametric resonance the occupation number grows as

nk ∝ exp (qz) ∝ exp

(
qmt

2

)
= exp

(
2g2σΦt

m

)
. (25)

The fact that the resonance occurs near k = m/2 can be interpreted, in the limit gσ ! m,

as if the effective mass of χ-particles created is much smaller than m. This parametric

production of particles with very large momentum can eventually contribute very signif-

icantly to increase the temperature of the universe.

Because chaotic inflation models do not impose any conditions on the initial values of

the inflaton field, the amplitudes of the oscillations of the field φ can be large, even much

larger than σ, in then the rest of the analysis consider the simplest theory of chaotic

inflation without spontaneous symmetry breaking, with V (φ) = m2

2
φ2. The interaction

term is Lint = −1
2
g2φ2χ2, so, if H ! 1, the field equations are written as

χ̈k +
(
k2 + g2Φ2 sin2mt

)
χk = 0, (26)

which can be rewritten as a Mathieu equation defining Ak =
k2

m2 +2q, q = g2Φ2/4m2, and

z = mt.

For gΦ < m, we have narrow parametric resonance as q ! 1, so the analysis will be

identical to the corresponding case in the previous subsection. In this regime resonance

is more pronounced in the first band, for modes with k2 ∼ m2(1− 2q± q). The modes χk

with momentum corresponding to the center of the resonance band, k ∼ m, grows as eqz/2,

and the occupation number for χ particles created grows as e2μkz ∼ exp (g2Φ2t/4m). This

process can be interpreted as the decay of 2 φ-particles with mass m into 2 χ-particles

with momentum k ∼ m.

On the other hand if the amplitude of oscillations Φ is large so that q = g2Φ2/4m2 � 1

we will be located in the so-called broad resonance regime. In this case, the production

of particles becomes extremely efficient because the resonance occurs in a wide range of

values of k.

Fig. 2(a) shows the growth of the occupation number in this regime obtained numer-

ically, which is obviously different from the exponential behavior in the narrow resonance

regime. The time dependence of the amplitude of oscillations of inflaton field produce

each mode χk change of instability band so the analysis of broad parametric resonance

in terms of calculating the Floquet coefficients are not useful in this case.

3.2 Stochastic Resonance

A this time we have analyzed the phenomenon of preheating in the limit that H ≡ ȧ/a =

0. When considering the expansion of the universe, the nature of preheating is much
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Fig. 2 Numeric solutions of Eq. (14) for the mode χk with k corresponding to the maximal
speed of growth. Temporal scale is in m/2π units and this is equal to the number of oscillations
of the inflaton field φ. In broad parametric resonance in Minkowski space with q ∼ 102, particle
productions occurs only in small intervals when φ is small. In stochastic parametric resonance
in an expanding univers with scale factor a ∝ t2/3 the occupation number typically increase but
may decreases too in a random way.

more complicated [7]. Fig. 2(b) shows the growth of the occupation number in this

regime, which is obviously different from the exponential behavior in the narrow and

broad resonance regimes.

The next objective is to calculate the change in the number density for a single “jump”

when φ(t) crosses a zero at some time tj. We consider, in this case that φ2 is small, so that

the time dependence can be approximated by (t − tj)
2. This process can be considered

as the passage of a wave through parabolic time-dependence potential; for this we fllow

the method described in [7].

The field equation in a universe with expansion can be written as

Ẍk + ω2
kXk = 0, (27)

where Xk(t) ≡ a3/2(t)χk(t), and

ω2
k =

k2

a(t)2
+ g2Φ2 sin2mt+Δ, Δ = m2

χ − 3
3

4

(
ȧ

a

)2
− 3

2

ä

a
, (28)

the quantity Δ is usually negligible at the end of inflation.

In the semiclassical (adiabatic) representation the solutions of the Eq (27) can be

written as

Xk(t) =
αk(t)√
2ωk

exp

(
−i
∫ t

ωkdt

)
+

βk(t)√
2ωk

exp

(
+i

∫ t

ωkdt

)
, (29)

provided that

α̇k =
ω̇k

2ωk

exp

(
+2i

∫ t

ωkdt

)
βk, β̇k =

ω̇k

2ωk

exp

(
−2i
∫ t

ωkdt

)
αk, (30)
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and that the initial conditions at t → 0 are αk = 1, βk = 0, with normalization |αk|2 −
|βk|2 = 1. Replacing Eq. (29) in Eq. (24) we obtain

nk = |βk|2 . (31)

The vacuum expectation value for the for the density number of particles per comoving

volume is then

〈nχ〉 =
1

2π2a3

∫ ∞

0

dk k2|βk|2. (32)

If we consider the solutions of the equation Eq. (27) are adiabatic evolution from tj
between the instants j = 1, 2, 3, . . ., where the inflaton field φ(tj) = 0 (twice in each

period of oscillation). Non-adiabatic changes of Xk(t) occur only in the neighborhood of

tj, therefore the adiabatic solution (29) is valid before dispersion occurs at the point tj

Xj
k(t) =

αj
k(t)√
2ωk

e−i
∫ t ωkdt +

βj
k(t)√
2ωk

e+i
∫ t ωkdt, (33)

where the coefficients αj
k, β

j
k are constants en the interval tj−1 < t < tj. After dispersion

Xk(t) in the interval tj < t < tj+1 will be

Xj+1
k (t) =

αj+1
k (t)√
2ωk

e−i
∫ t ωkdt +

βj+1
k (t)√
2ωk

e+i
∫ t ωkdt; (34)

the coefficients αj+1
k , βj+1

k are constants in the interval tj < t < tj+1.

Coefficients αj+1
k y βj+1

k can be written in terms of αj
k and βj

kthrough the transmission

Dk and reflection Rk amplitudes of dispersion that occurs in tj:⎛⎜⎝αj+1
k e−iθjk

βj+1
k e+iθjk

⎞⎟⎠ =

⎛⎜⎝ 1
Dk

R∗
k

D∗
k

Rk

Dk

1
D∗

k

⎞⎟⎠
⎛⎜⎝αj

ke
−iθjk

βj
ke

+iθjk

⎞⎟⎠ , (35)

where θjk =
∫ tj
0
dtω(t) is the accumulated phase for the instant tj.

To specify the dispersion, consider that the term g2φ2 has parabolic behavior around

each point tj: g
2φ2 ≈ g2Φ2m2(t − tj)

2 ≡ k4
∗(t − tj)

2, so the field equation in each neigh-

borhood tj will be
d2Xk

dτ 2
+
(
κ2 + τ 2

)
Xk = 0, (36)

where we are introduced the rescaled momentum κ ≡ k/(ak∗) and a new time variable

τ ≡ k∗(t− tj).

An analitic general solution for (36) wil be a linear combination of parabolic cylindric

funtions W
(
−κ2/2;±

√
2τ
)
and the reflection Rk and transmission Dk coefficients for a

parabolic dispersion can be written as [13]

Rk = −
ieiϕk

√
1 + eπκ2

, Dk =
e−iϕk

√
1 + eπκ2

, (37)
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with properties

Rk = −iDke
−π

2
κ2

, |Rk|2 + |Dk|2 = 1. (38)

The mapping of coefficients αj
k y βj

k into αj+1
k y βj+1

k will be⎛⎜⎝αj+1
k

βj+1
k

⎞⎟⎠ =

⎛⎜⎝√1 + eπκ2eiϕk ie−
π
2
κ2+2iθjk

−ie−π
2
κ2−2iθjk

√
1 + eπκ2e−iϕk

⎞⎟⎠
⎛⎜⎝αj

k

βj
k

⎞⎟⎠ . (39)

The number of outgoing density particle after scattering at tj can be calculated as nj+1
k =

|βj+1
k |2, so

nj+1
k = e−πκ2

+
(
1 + 2e−πκ2

)
nj
k − 2e−

π
2
κ2
√

1 + e−πκ2

√
nj
k(1 + nj

k) sin θ
j
tot, (40)

where θjtot = 2θjk − ϕk + arg βj
k − argαj

k. In the limit nk � 1 we have

nj+1
k ≈
(
1 + 2e−πκ2 − 2 sin θjtote

−π
2
κ2
√

1 + e−πκ2

)
nj
k. (41)

If we define the growth index through the relation nj+1
k = nj

k exp(2πμ
j
k), we obtain

μj
k =

1

2π
ln
(
1 + 2e−πκ2 − 2 sin θjtote

−π
2
κ2
√

1 + e−πκ2

)
. (42)

which takes the maximum value when k = 0 and sin θjtot = −1,

μmax =
1

π
ln
(
1 +

√
2
)
≈ 0.28, (43)

and the typical value for k = 0 is

μ̄ =
1

π
ln
√
3 ≈ 0.175, (44)

while for sin θjtot = 1 the value of μ will be negative. Therefore the behavior of resonance

is essentially due to value of θjk as a function of k for differents tj moments. In the case

where Φ(t) = const and a(t) = const, the phase θjk = θk does not depend time, in this

case we expect for the existence of k-bands of stability and instability. But as we consider

the time dependence of θk analysis using k-bands will be obsolete.

To calculate the total number of particles created until the instant tj, it is necessary

to repeat the recurrence relation (40) j-times with initial conditions α0
k = 1, β0

k = 0,

n0
k = 0 and random initial phase θ0k .

4. Simulation of Preheating

In this section we report parameters obtained through numerical simulation of preheating

process which took place on a cubic lattice 256 × 256 × 256 points. This simulation is

performed through LATTICEEASY code [15]. The mass of the inflation field considered
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is m = 10−6MPl and the coupling constant is g = 2.5 × 10−7. The time scale is in units

of m, so that a unit correspond to 10−37s.

Fig. 3(a) shows the graph of the temporal evolution of the density occupation number

for different modes of vibration. It is noted that the modes with k/m lower, the infrared

modes (IR), are excited more than ultraviolet modes (UV), modes with higher k/m. It

is important to note that although that nχ
k has some regions with exponential growing,

from t ≈ 120/m onwards the number of occupation of each mode reaches an upper limit

almost simultaneously, this moment marks the approximate end of the stage of mass

production of χ-particles.

Fig. 3(b) displays the evolution of nφ
k for 5 different values of k. The fact that φ-modes

are excited abundantly at about t = 50/m tells us that the field φ acts as a background

field to earlier times when the redispersion is almost zero, and therefore the analytical

developments above are valid in the range 0 ≤ t ≤ 50/m.

Fig. 4(a) and Fig. 4(b) show the full spectrum that allows the simulation of the

occupation numbers nχ
k and nφ

k respectively. It showns the spectrum ranges from early

times (red graphs) to later times (blue graph) with a time interval δt = 10/m.

It is possible to distinguish in Fig. 4(a) as in Fig. 4(b) three important stages. The

first is a stage in which the IR modes are quickly populate, in which nχ
k and nφ

k are very

large numbers. In the second stage, redispersion produce spectral regions in which the

occupation numbers even decrease. The latter is a stage in which the system are satured

(blue graph).

During the second and third phases it can be seen a “migration” in the ocupation

number from IR to UV regions, this pruduces increasingly smooth curves, what makes

us assume that the system is evolving into a kinetic stable state.

Fig. 3 Time evolution of occupation numbers of modes χk and φk. The χk modes are im-
mediately excited after the simulation begins. The φk modes are exited at t ≈ 50/m, then
redispersion is important after this time.
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Fig. 4 Occupation number spectra for nχ
k and nφ

k . The spectrum evolves from small time (red
graphs) at large times (blue graphs) with a spacing of Δt = 10/m. The IR modes are quickly
populated at beginning of simulation and a “migration” towards UV modes are shown at later
times.

An amount that can be more instructive than nk is the product nkωk where ωk, is the

energy per mode, since this product relates to the spectrum of Rayleigh-Jeans, namely

nk ≈
Teff

ωk

. (45)

This correspond to the equipartition spectrum of clasiccal waves.

The combination nkωk for the two fields χ and φ is shown in Fig. 5(a) and Fig. 5(b),

respectively, each of which shows the graphs for six characteristic times. It shows a trend

towards a state with an uniform temperature Teff ≈ nkωk, indicating that the model is

viable even though the simulation did not show a total thermal equilibrium at the end of

the run.

4.1 Equation of State

When we select the initial conditions of the simulation we assumed that at the end of

inflation the universe is dominated by matter, and therefore the equation of state at that

time must be w(t0) = p(t0)/ρ(t0) = 0.

If this preheating model has aspirations to be a viable model it must be capable

of shifting from a state of domination of matter into a state or radiation domination

with equation of state ω(tr) = 1/3, where tr is the time when preheating ends and

a hot Friedmann desceleration universe is recovered. Fig. 6 displays the evolution of

the equation of state w(t) = p/ρ where p and ρ have been calculated according to the
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Fig. 5 Evolution of ωχ
kn

χ
k y ωφ

kn
φ
k this can be compared with the Rayleigh-Jeans spectrum

nk ≈ Teff/ωk. The effective temperature grows in explosive way only for infrared modes. The
system shows a tendency towards thermalization only for IR modes.

expressions:

ρ =
1

2
φ̇2 +

1

2
χ̇2 +

1

2a2
|∇φ|2 + 1

2a2
|∇χ|2 + 1

2
m2φ2 +

1

2
g2φ2χ2, (46)

p =
1

2
φ̇2 +

1

2
χ̇2 − 1

6a2
|∇φ|2 − 1

6a2
|∇χ|2 − 1

2
m2φ2 − 1

2
g2φ2χ2, (47)

Fig. 6 Equation of state ω = p/ρ evolution. At beginning the system are in matter domination
era characterized by w = 0. Simulation shows that this model produces a evolution towards a
near radiation domination era.

The curve shows that the equation of state in the simulation grows to a maximum

value wmax = 0.25, indicating that the model is able to evolve the universe from state of

“dust” and bring it to a state close to radiation domination.
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5. Conclusions

In this work we have analyzed the cosmological preheating process. This occurs through

stochastic parametric resonances. The analytical study was carried out without consid-

ering the redispersion between scalar fields φ and χ. This assumption becomes invalid

soon because of occupation number nχ
k quickly causes redispersion.

The numerical simulation shows how modes of the inflaton field and of the field χ

are excited. The results indicates, that due to the redispersion, the behavior of nφ
k and

nχ
k is no always growing, but there are regions in both spectra in which after reaching a

maximum there may even be a decline. The curves of spectra of the occupation numbers

tend to be soft towards the final stages of the simulation. This results agree with others

reported in [16].

Although the model does not show a trend towards an eventual complete thermal-

ization it has been observed, through the evolution of the equation of state w = p/ρ,

the system evolves showing an asymptotic tendency towards a state characterized by

w ≈ 0.25. This shows that the this preheating model, which consider that the cosmolog-

ical dynamics relies only on two scalar fields, one of which is the inflaton field and whose

interaction term is 1
2
g2φ2χ2, is a viable model despite the equation of state does not reach

the value associated with an era of radiation domination.
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[11] J. V. José, E. J. Saletan, Classical dynamics, a contemporary approach, Cambridge
University Press, 1998.

[12] L. D. Landau and L. Lifshits, Mechanics, Pergamon (1976).

[13] M. Abramowitz and I. A. Stegun, Handbook of mathematical functions, Dover, New
York (1965).



94 Electronic Journal of Theoretical Physics -Zacatecas Proc. II (2011) 81–94

[14] N. W. Mc Lachlan, Theory and Applications of Mathieu Functions, Dover, New York
(1961).

[15] G. N. Felder and I. Tkachev, [arXiv:hep-ph/0011159], (http://www.science.smith.edu
/departments/Physics/fstaff/gfelder/latticeeasy/).

[16] D. I. Podolsky, G. N. Felder, L. Kofman and M. Peloso, Phys. Rev. D 73, 023501
(2006) [arXiv:hep-ph/0507096].



EJTP - Zacatecas Proc. II (2011) 95–106 Electronic Journal of Theoretical Physics

Boundary Terms in Cosmological Models
and their Quantization

Alberto Molgado∗

Unidad Académica de F́ısica, Universidad Autónoma de Zacatecas, Calzada Solidaridad
esq. Paseo a la Bufa s/n, 98062 Zacatecas, Zac., Mexico

Dual CP Institute of High Energy Physics, Mexico

Proceedings of the 2010 Zacatecas Workshop on Mathematical Physics II, México, December 2010

Abstract: We analyze the boundary terms emerging from a class of cosmological models which

are linear either in the extrinsic or the scalar curvature, and involve up to second derivative

terms in the Lagrangians describing them. In the classical theory we explicitly identify the

constraints. The algebra of first-class constraints results isomorphic to the triangular lower

algebra of SL(2,R) whose associated Lie group is non-unimodular. We then pursue to complete

the quantization for our systems by considering recent proposals to canonically quantize non-

unimodular groups by enlarging the group structure, which in turn, brings modifications to the

quantum potentials appearing in the Wheeler–DeWitt equations. As stated, the modifications

on these potentials are related to the boundary terms appearing in our approach. A comparison

with näıve Dirac quantization is also analyzed.
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1. Introduction

With the advent of brane world universes, cosmology in the presence of extra dimensions

has been the subject of intense research. In this article we analyze a couple of models

related to brane cosmology.

Our first model is related to the original proposal by Dirac [1] to model the electron

as a charged membrane. This model started an exhaustive study of relevant physical

systems strongly tied to geometrical theories of surfaces moving in a spacetime. The

spinless Dirac geometrical theory describes a dynamic membrane in the presence of an

external fixed electromagnetic field where the non-electromagnetic forces are described
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by a constant surface tension. Over the years the model has been improved by taking into

account the inclusion of second-order correction terms built from the extrinsic curvature

of the worldvolume swept out by the membrane [2, 3]. In fact, such extrinsic curvature

terms appear in several effective actions aimed to describe surfaces in diverse contexts

which accommodate relativistic extended objects as notable realizations of interesting

physical systems [4]. This model introduces interesting resemblances to cosmological

brane models which deserves a careful analysis [5, 6].

Our second model is related to the idea that our universe could be a surface embedded

in a higher dimensional spacetime, as was set up by Regge and Teitelboim (RT) [7]. The

scope of such model is that gravitation can be described in a string-like fashion, as the

worldvolume swept out by the motion of a three-dimensional spacelike brane evolving in a

higher dimensional bulk spacetime. Recently, the RT brane model has been considered as

one of the two main pillars of a unified brane-like theory [8], together with the Randall–

Sundrum theory [9].

The cosmology that arise from these models is interesting since it provides an alter-

native route to understand better classical cosmology in extra dimensions, and also by

supplying a compelling model to apply the canonical quantization methods. Both models

are genuine second order derivative model in the field variables, which are, the embedding

functions rather than the induced metric.

In the present paper we consider an alternative formulation for the cosmological mod-

els introduced which is strongly based in the Ostrogradski programme for higher-order

derivative theories. We pay close attention to a Hamiltonian approach for our models,

which in turn leads to the correct dynamics. In particular, it is of a great interest to use

the full model straightforwardly for obtaining the quantum approach for brane cosmology.

To illustrate our development we specialize our considerations to a minisuperspace model

where it is evident the inherent gauge invariance under the reparametrization of time.

We show that the canonical constraint quantization of this model casts into a satisfac-

tory Wheeler–DeWitt (WDW) equation on the wave function for a brane-like universe.

Our quantum treatment hence leads to potentials with the expected behaviour when

näıve Dirac quantization is applied. However, in quantisation of constrained systems

an interesting situation arises from the rather different senses in which diverse quantum

schemes satisfies the Dirac constraints for unimodular and non-unimodular groups [10].

To guarantee that the would-be inner product provided is real, the physical states must

be invariant under the group inverse. For a non-unimodular group, the left and right

invariant Haar measures do not coincide, and neither is invariant under the group in-

verse, but their geometric average is. For systems amenable to algebraic or geometric

quantization in both reduced and unreduced phase space, the way in which we define

physical states is in fact the form of Dirac constraints equivalent to reduced phase space

quantisation [10, 11]. Our non-unimodular gauge group G is the connected component

of the lower triangular subgroup of SL(2,R). G is two-dimensional and non-Abelian, and

hence isomorphic to every two-dimensional connected non-Abelian group.

This article is closely related to previous work detailed in [12-14].
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2. Classical Cosmological Models

For our first model, we consider a 2-dimensional surface, Σ, evolving in a Minkowski

4-dimensional background spacetime with metric ημν , described by the embedding xμ =

Xμ(ξa) where xμ are local coordinates for the background spacetime (μ, ν = 0, 1, 2, 3),

ξa are local coordinates for the worldvolume, m, swept out by the surface (a, b = 0, 1, 2)

and Xμ are the embedding functions for m. We consider the following effective action

underlying the dynamics of the surface Σ

SDirac[X
μ] =

∫
m

d3ξ
(
−μ
√
−g − α

√
−g K + β ja eμaAμ

)
, (1)

where K is the mean extrinsic curvature of the worldvolume constructed with the ex-

trinsic curvature tensor Kab = −ημνnμDae
ν
b and g denotes the determinant of the in-

duced worldvolume metric gab = ημνe
μ
ae

ν
b, where eμa = Xμ

, a are the tangent vectors to

the worldvolume; nμ is the spacelike unit normal vector to the worldvolume. Further,

Da = eμaDμ, where Dμ is the background covariant derivative. The factors μ and α

are constants related to the surface tension and the rigidity parameter of the surface Σ,

respectively, and β is the form factor of the model. Furthermore, Aμ(x) is the gauge field

living in the ambient spacetime, and ja is a fixed electric charge current density continu-

ously distributed over the worldvolume, responsible for the minimal coupling between the

charged surface and the electromagnetic field Aμ. The action functional (1) is invariant

under reparametrizations of the worldvolume m. This model was extensively investigated

in [2, 3, 12, 13].

Analogously, for our second model, we consider a brane Σ of dimension d, evolving in

a fixed Minkowski N dimensional background spacetime with metric ημν . Its trajectory,

or worldvolume m of dimension d+1, is described by the embedding xμ = Xμ(ξa), where

xμ are local coordinates for the background spacetime, ξa local coordinates for m, and

Xμ the embedding functions (μ, ν = 0, 1, . . . , N − 1; a, b = 0, 1, . . . , d). We denote by

eμa = ∂aX
μ the tangent vectors to m. In this framework we introduce N − d − 1 unit

normal vectors to the worldvolume, denoted by nμ
i (i = 1, 2, . . . , N − d − 1). These are

defined implicitly by ni · ea = 0 and we choose to normalize them as ni · nj = δij. The

RT model for a d-dimensional brane Σ is defined by the action functional

SRT [X] =
α

2

∫
m

dd+1ξ
√
−gR−

∫
m

dd+1ξ
√
−gΛ , (2)

where the constant α has dimensions [L](1−d), g denotes the determinant of the induced

metric gab = ημν e
μ
ae

ν
b = ea · eb. We have also included in this action a cosmological

constant term, Λ. The extrinsic curvature of m is Kab
i = −ni ·Daeb, where Da = eμaDμ

and Dμ is the covariant derivative in the bulk spacetime. The mean extrinsic curvature is

given by the trace Ki = gabKab
i where gab denotes the inverse of gab. The scalar curvature

R of m can be obtained either directly from the induced metric gab, or, in terms of the

extrinsic curvature, via the contracted Gauss–Codazzi equation, R = KiKi − Ki
abK

ab
i .

Further details can be found in [7, 14].
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We turn now to specialize the previous definitions to the description of spherical

membranes Σ. From now on, we consider a background Minkowski spacetime described

by ds2 = −dt2+da2+a2dθ2+a2 sin2 θdφ2 for our first model, while we consider a 3-brane

Σ, evolving in a 5-dimensional Minkowski spacetime, ds2 = −dt2 + da2 + a2 dΩ2
3, where

dΩ2
3 stands for the metric of a unit 3-sphere, for our second model. For simplicity, we will

consider a closed universe. Thus our membranes are described by the following parametric

representations of the trajectory of Σ for each model: xμ = Xμ(τ, θ, φ) = (t(τ), a(τ), θ, φ)

and xμ = Xμ(ξa) = (t(τ), a(τ), χ, θ, φ) respectively, so that the induced metric on the

worldvolume is explicitly given by ds2 = gabdξ
adξb = −N2dτ 2+a2dθ2+a2 sin2 θdφ2 where

N =
√
ṫ2 − ȧ2 (analogously for the second case). Here the dot stands for derivative with

respect to the parameter τ , and a(τ) is the scale factor. It is worth mentioning that N

corresponds to the lapse function in the ADM Hamiltonian approach for branes [15]. The

normal vector to the worldvolume is implicitly defined by gμνn
μeνa = 0, and gμνn

μnν = 1.

From the actions (1) and (2) we see that the effective Lagrangians densities specialized

to the associated membranes read2

LDirac = −μNa2 − α
a2

N2

(
äṫ− ȧẗ

)
− 2αaṫ− β

q2ṫ

a
, (3)

LRT =
a ṫ

N3

(
aäṫ− aȧẗ+ ṫ3 − ȧ2ṫ

)
−Na3H2 . (4)

In addition to the velocities ṫ and ȧ, these Lagrangians depend also on their correspond-

ing accelerations ẗ and ä, therefore we are dealing with genuine second order derivative

theories. Note that both Lagrangians can be rewritten as L = Lb + Ld, where Lb is a

boundary term and Ld gives a true dynamic term. As customary, the boundary term can

be neglected without affecting the membrane evolution in time for the classical theory.

However, our treatment will rely on considering explicitly both terms, the boundary and

the dynamic, confronting us with a couple of Lagrangians depending up to the accelera-

tions, hence evoking an Ostrogradski-Hamiltonian formalism.

From now on, we will complete the classical treatment for the first of our models as

done in [12, 13], and we will refer to [14] for the analogous treatment of the second model,

for which we only cite the main results when appropriate.

Following [15], the highest momentum spacetime vector can be rewritten as Pμ =

−(αa2 nμ)/N . Note that the momentum Pμ is directed normal to the worldvolume. This

is a general issue for this type of brane models as discussed in [15]. In addition, the

conjugate momenta to the position variables, pμ, are conveniently written in terms of

the kinetic momentum, πμ = pμ − β q Aμ, as follows: πμ = (2αa[NaH + ṫ] Ẋμ)/N
2.

Important to note is the fact that both momenta, pt and pa, are from a totally different

nature. Indeed, while the momentum pt is not influenced at all by the surface terms, the

momentum pa is obtained by two contributions: pa coming from the ordinary dynamical

theory (Ld) and pa coming from the boundary term (Lb). Also, the momentum pt results

2 Here we consider the electromagnetic potential on the spherical shell to take the specific form Aμ =(
− q

a , 0, 0, 0
)
where q is the total electric charge on the shell, and we also fix the electric current as

jτ = q sin θ
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to be a conserved quantity for both systems, which we will denote by −Ω, for convenience.
Hitherto, the appropriate phase space of the system, Γ =

{
t, a, ṫ, ȧ; pt, pa, Pt, Pa

}
, has been

explicitly identified. In order to complete the Ostrogradski-Hamiltonian programme in

phase space Γ, we will consider the canonical Hamiltonian

H0 = pa ȧ+ pt ṫ+ Pa ä+ Pt ẗ− L

= πa ȧ+ πt ṫ+
N2

ṫ

(
Ω− β

q2

a

)
. (5)

As expected, the canonical Hamiltonian results a function only of the physical momentum

πμ. Here Ω := −pt results the conserved internal energy.

Next, in order to get control over the model, we implement the following canonical

transformation to a new set of phase space variables defined by N :=
√
ṫ2 − ȧ2, ΠN :=

(P ·Ẋ)/N, ν := −(N(P ·n)+α a2), Πν := arctanh(ȧ/ṫ), together with the transformation

Xμ := Xμ and pμ := pμ + {pμ, ν}Πν . Of relevance is the fact that under this canonical

transformation the coordinates Xμ remain unaltered, while the dynamical momentum

pa is distinguished as the relevant momentum of the model. Such transformation can be

physically interpreted as a Lorentz rotation in phase space.

For our model in question we have a set of four constraints which should be separated

into subsets of first- and second-class constraints [16, 17]. For our system we have two

first-class constraints and two second-class constraints. We judiciously choose them as

F1 = NΠN ≈ 0 , (6)

F2 = N

[(
pt + β

q2

a

)
coshΠν + (pa − 2αaΠν) sinhΠν

+μa2 + 2αa coshΠν

]
≈ 0 , (7)

S1 = ν ≈ 0 , (8)

S2 = N

[(
pt + β

q2

a

)
sinhΠν + (pa − 2αaΠν) coshΠν

]
≈ 0 , (9)

where the F ’s and the S’s stand for the first- and the second-class constraints, respec-

tively. As customary, the second-class constraints (8) and (9) may be taken as algebraic

identities after implementing the Dirac bracket [16, 17]. Furthermore, these second-class

identities will become auspicious at the quantum level since they enclose important oper-

ator identities. The model thus has (8−2×2−2)/2 = 1 physical degree of freedom. Note

that as we have two linear independent first-class constraints, we will have the presence

of two gauge transformations for this brane model.3

3 We will consider throughout the following gauge conditions ϕ1 = N − 1 =
√
ṫ2 − ȧ2 − 1 ≈ 0 and

ϕ2 = N2 + ȧ2 − γ2 N2H2a2 ≈ 0. From the geometric point of view, this set of gauge conditions is good

enough since the matrix ({F , ϕ1,2}) is non-degenerate in the constraint surface. Here we note that for

our first model the function γ(a) is explicitly given as the solution to γ(γ + 1) = 1
2αH2r3

(
Ω− βq2

r

)
,

while for the second model γ(a) is related to the equation γ(γ − 1)2 = Ω2/a8H6, difference which will

be relevant for the behaviour of the models under consideration.
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The constraint F1 is simply associated to the gauge transformations N∂N − ΠN∂ΠN

which only acts on the NΠN -plane. As for the constraint F2 in equation (7), we can fur-

ther transform it by expressing the hyperbolic functions in terms of the phase space vari-

ables as coshΠν = −(pt+βq2/a)/[2αa2H(1+γ)] and sinhΠν = (pa−2αaΠν)/[2αa
2H(1+

γ)], where γ is related to the evolution equation enclosed by the gauge condition ϕ2. Thus,

F2 is transformed into

F2 =
N

μa2(1 + γ)

[
(pa − 2αaΠν)

2 −
(
pt +

βq2

a

)2
+ μ2a4(1 + γ)

−2αa
(
pt +

βq2

a

)]
≈ 0 , (10)

and we have arrived to an expression quadratic in the physical momenta for the canon-

ical Hamiltonian H0, which is identified with the constraint F2 when the second-class

constraint S1 is considered.

At this point we will note that, for our second model, we analogously will have the

first class constraints

F1 = NΠN ≈ 0 , (11)

F2 = N

{
p2
a − a

[
−
(

Ω

(γ − 1)a3H2

)
pt +

paȧ

N
+ a3H2 +

1

a3
N2Π2

N

− 1

a3
Π2

v

]
×
[
(γ − 1)a2H2 + 2

]}
≈ 0 . (12)

These first-class constraint parallel the constraints (6) and (10) for the first system. We

thus note that the first-class constraint F2 for the two models is of a totally different

nature. Indeed, for our first model the first-class constraint is a quadratic function of the

momenta pa, pt and Πν , but the momentum ΠN is absent, while for the second model,

the first-class constraint is quadratic in all the momenta. This will be of great relevance

while analyzing the quantum potentials involved in the corresponding Wheeler–DeWitt

equations.

It is also important to mention that for both models constraints F1 and F2 form an

algebra, namely, {F1,F2} = −F2 which reflects the invariance under reparametrizations

of the models as a fundamental gauge symmetry. Indeed, this algebra results an isomor-

phism of the Lie algebra g associated to the lower triangular subgroup of SL(2,R) with

positive diagonal elements, G. Such isomorphism is realized through the identification

F1 
→ h/2 and F2 
→ e−, which renders the algebra g [18]. Among the relevant proper-

ties of the subgroup G we refer that G is two-dimensional, non-Abelian, connected, and

non-unimodular. This last property will play an important role in our quantum theory,

as developed below.

3. Quantization

In this section we study the quantum potentials emerging in the canonical quantization

for our systems. Once again, we consider to some detail our first model, and only refer
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to the second model when appropriate. Also, we emphasize the totally dissimilar nature

which first- and second-class constraints play in the quantum theory, and also, we explore

the different senses in which the physical states for our models can be defined.

We start in the conventional way by promoting the classical constraints into oper-

ators, densely defined on a common domain in a proper Hilbert space. As it is well

known, we can only achieve a consistent classical theory by implementation of the Dirac

bracket. Once this is done, the second-class constraints are eliminated off the theory

by converting them into strong identities. At the quantum level this is mirrored by

defining the quantum commutator of two quantum operators as [Â, B̂] := i ̂{A,B}∗,
where the Dirac bracket {·, ·}∗ is defined as usual [16, 17]. Thus the operators cor-

responding to second-class constraints are also enforced as operator identities. For

our system, this yields the quantum operator expressions Ŝ1 := ν̂ = 0, and Ŝ2 :=

N̂ [ ̂(pt + βq2/a) ̂sinhΠν + ̂(pa − 2αaΠν) ̂coshΠν ] = 0, which, in particular, tell us the char-

acter of the quantum operators ν̂, ̂coshΠν and ̂sinhΠν . Also, we will represent the radial

operator as p̂a := −i(∂/∂a)a since then the operator p̂2
a = −(∂2/∂a2 + (2/a)∂/∂a) will

be Hermitian in the inner product of states in a conventional Hilbert space, namely an

L2-space. For the rest of the variables, we choose to work on the “position” represen-

tation, where we consider the position operators by multiplication and their associated

momenta operators by −i times the corresponding derivative operator.

Next, we define the quantum first-class constraints as

F̂1 := −iN ∂

∂N
, (13)

F̂2 := N

[(
p̂a − 2αaΠ̂ν

)2
−
(
p̂t +

βq2

a

)2
+ μ2a4(1 + γ)

−2αa
(
p̂t +

βq2

a

)]
. (14)

Note that the N factor in F̂2 is necessary in order to maintain at the quantum level the

classical algebraic structure between the two first-class constraints. We will work on the

assumption that the commutators of these quantum constraints form a closed Lie algebra

which will be also isomorphic to the algebra g. Quantization of the lower triangular

subgroup of SL(2,R) by algebraic methods was extensively studied in [19]. Below, we

will explore the rather different senses in which the quantum constraints can be used to

define physical states.

At this point, we will note that the first-class constraints for our second model are

analogously given by

F̂1 := −iN ∂

∂N
, (15)

F̂2 := N

{
− ∂2

∂a2
−
[

iΩ

(γ − 1)a3H2

∂

∂t
+ 2a(γH2a2 − 1) + a(1− γ)H2a2

− 1

a3

(
N

∂

∂N

)2]
× a
[
(γ − 1)H2a2 + 2

]}
, (16)
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which parallel the quantum constraints (15) and (16). However, recall that the functions

γ(a) are of a different nature depending on the model, as referred in the footnote on page

7.

3.1 Näıve Dirac constraints

First, we explore the Wheeler–DeWitt equation emerging by considering the physical

states Ψ of the theory as those defined by näıve Dirac conditions

F̂1Ψ = 0 , (17)

F̂2Ψ = 0 . (18)

Equation (17) simply tells us that our physical states Ψ are not explicitly depending on

the phase space variable N .4 As classically, equation (18) is the most interesting for us,

since it is related to the Hamiltonian operator Ĥ0, hence resulting in a Wheeler–DeWitt

equation. Next, we will identify the quantum potentials associated to this equation.

In order to do that, we first notice that the second-class constraint Ŝ1 tell us that the

variable ν is fixed to zero, thus getting rid of any possible dependence on this variable

in Ψ, which in turn leads to the conclusion that the action of the operator Π̂ν on the Ψ

states vanishes automatically. Further, we see that the t-dependence can be solved by

assuming Ψ(a, t) := e−iΩtψ(a), in agreement with the classical definition for Ω. Finally,

we notice that ψ(a) must satisfy the differential equation[
−
(

d2

da2
+

2

a

d

da

)
+ VD(a)

]
ψ(a) = 0 , (19)

where the quantum potential VD(a) is given by

VD(a) = μ2a4(1 + γ) +

(
Ω− β

q2

a

)(
2αa− Ω + β

q2

a

)
, (20)

and γ(a) was introduced in the evolution equation introduced by the second gauge (see

footnote on page 7). Even though the potential is complicated by the inclusion of the

γ term, it results analytic for generic points. The behavior of this potential is drawn in

Figure 1. The real zeroes of VD(a) are located at a = a1 := βq2/Ω and approximately

at a = a2 := 2α/μ while the global maximum tends to infinity as a tends to zero, the

local minimum (maximum) is located at a = a1 and the local maximum (minimum) is

situated close to a = a3 := (−a22/2a1)(1−
√

1 + 8a21/b
2
2) subject to the condition a1 < a2

(a2 < a1). For the case a1 = a2 the point a3 also equals a1 and thus we do not have the

presence of a local extrema on the potential VD(a). In any case, the potential is bounded

from below at the constant value −Ω2.

For our second model, the quantum potential VRT (a) is given by the relation

VRT (a) = a2
[
(γ − 1)H2a2 + 2

]2 (
1− γH2a2

)
, (21)

4 A different factor ordering in F̂1 could indeed bring an N -dependence on the states Ψ. However, this

dependence can be eliminated by a proper gauge-fixing procedure.
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Fig. 1 Quantum potential for the Dirac model. The potentials for the first system are equal
under both quantizations.

Fig. 2 Quantum potential for the RT model. A different potential has to be consider depending
on the quantization procedure.

where the function γ(a) is also described in the footnote on page 7, and is of a totally

different character as compared to the γ(a) for the first model. Once again, the potential

VRT (a) results analytic for generic points. The potential is shown in Figure 2.

3.2 Modified Dirac Constraints

As discussed in [10, 11], there exists a procedure which allows to reduce non-unimodular

groups to unimodular ones which in turn introduces a modification for the Dirac condi-

tions on physical states. Let {Ĉa} be a set of quantum constraint operators that generate

a non-unimodular gauge group with the commutators [Ĉa, Ĉb] = if c
abĈc, where fa

bc are

the structure constants of the corresponding Lie algebra. Thus, the “unimodularization”

procedure for non-unimodular groups dictates to consider the physical states |Ψ〉 as those
satisfying Ĉa|Ψ〉 = −(i/2)f b

ab|Ψ〉. Such modified Dirac conditions agree with the näıve

Dirac constraints if, and only if, the group is unimodular for which f b
ab = 0. For our sys-

tems, G is the lower triangular subgroup of SL(2,R) with positive diagonal elements. G is

two-dimensional, non-Abelian and connected, properties which characterize G uniquely

up to isomorphisms. As described in [19, 20], the left and right invariant Haar measures

for G are, respectively, dLg = e2λdλdμ and dRg = dλdμ. The adjoint action of G on g

reads Adg(h) = ghg−1 = h + 2μe−, Adg(e
−) = ge−g−1 = e−2λe−. Hence the modular

function is Δ(g) := det(Adg) = e−2λ. The symmetric measure, invariant under g 
→ g−1,

is d0g = [Δ(g)]1/2dLg = [Δ(g)]−1/2dRg = eλdλdμ.

In this way, for our models, the modified Dirac conditions for the gauge group invariant



104 Electronic Journal of Theoretical Physics - Zacatecas Proc. II (2011) 95–106

quantization of the system can be shown to be equivalent to

[
F̂1 −

i

2

]
|Ψ〉 = 0 , (22)

F̂2|Ψ〉 = 0 , (23)

which consequently define physical states |Ψ〉. Equation (22) is equivalent to the homo-

geneity condition |Ψ(rN)〉 = r−1/2|Ψ(N)〉 for r > 0 [19]. Further, (22) can be explicity

solved by taking |Ψ〉 = A
N1/2 |ψ〉, where A is a constant, and |ψ〉 is a function of the vari-

ables a and t. The t-dependence can be avoided by assuming |ψ(a, t)〉 := e−iΩt|ϕ〉, where
|ϕ〉 is thought as a function of the scale factor a.

The main point to discuss then is on the consequences of the different nature of the

first-class quantum operators F̂2 for the two systems we are studying. As mentioned be-

fore, for our first model this constraint does not contain a quadratic term on the momenta

Π̂N , and thus the quantum potential will be unaffected by the algebraic structure of the

first-class constraints, which in turn implies that equation (23) and the corresponding

quantum potential (20) will remain unaltered (see Figure 1). For the second model, how-

ever, the situation will be completely different as the momentum Π̂N explicitly appears

in both first-class constraints. In this way, for our second model, equation (22) modifies

the Wheeler–DeWitt equation by switching the effective potential to V eff
RT (a) given by

V eff
RT (a) = VRT (a) +

(γ − 1)a2H2 + 2

4a2
, (24)

where the potential VRT (a) was described in equation (21). Hence, we see that our

modified quantum theory brings out an extra potential term into our Wheeler–DeWitt

equation which succinctly differs from the one found with the näıve Dirac procedure.

We note that the extra term is purely emerging from the modified quantum Dirac

equations (22) and (23), and it is completely absent while considering the näıve Dirac

procedure. This term will be nonvanishing even in the Einstein limit (γ → 1), where it

goes as a−2. Further studies about the possible physical implications of this term could

be carried out. The behaviour of the modified potential is also drawn in Figure 2, where

we can notably see that the central barrier potential present for the potential VRT(a)

is transformed into an infinite barrier at the origin. Although the first-class constraint

symmetries suggest this modified prescription, the resulting unbounded potential is not

realistic, until our knowledge.5 Nevertheless, one can not resist the speculation of such

possible quantum behaviour. Thus, rather than a nice potential, this time it is a more

complicated function with distinct features notwithstanding the internal constraint sym-

metries that is demanded by the unimodularization procedure.

5 Also note that we did not complete any quantization programme, as our primordial intention was only

to analyze the quantum potentials.
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4. Concluding Remarks

By making use of the Ostrogradski formalism we have developed an alternative Hamilto-

nian description of the cosmological models introduced. Our analysis keeps the original

variables without the necessity of introducing non-dynamical variables. An important

point to mention is that the formalism is rich enough to demonstrate the real role of the

extra terms coming from the surface: the phase space constraints of the system impose

identities for these quantities which are valid at both classical and quantum levels, hence

eliminating the unphysical degrees of freedom.

Although our Wheeler–DeWitt equation for the scale factor is not analytically man-

ageable, it is good enough to substract from it some interesting features. In particular,

the quantum potential we found is exactly the same as those discussed on the literature.

Also important are the different ways in which the physical states in the quantum the-

ory are defined. In this respect, we have shown that even though for both models the

first-class constraints form an algebra isomorphic to a non-unimodular algebra, the inner

nature of the models allow one to incorporate a modification in the quantum potentials

studied.
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a scalar field. The canonical and symmetrical Belinfante energy-momentum tensors are found.

The dilatation current is obtained and we demonstrate that the theory possesses the dilatation

symmetry. The matrix Schrödinger form of equations is derived. The non-minimal interaction

in curved space-time is introduced and equations are considered in Friedmann−Robertson−
Walker background. We obtain some solutions of equations for the vector field.
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1. Introduction

We have investigated the first-order formulation of the generalized Maxwell equations

which describe massless vector fields with an additional scalar field in [1], [2] (see also

[3]). Such a model is not a gauge-invariant and can be treated as a Maxwell theory in the

definite gauge. Gradient terms were introduced in Maxwell equations by many authors

(see references in [3] and [4]). Here, we take into account a gauge parameter which allows

us to consider different gauges. It should be mentioned that gauge parameter is physi-

cal value in our scheme, contrarily to classical electrodynamics, which can contribute to

gravity interaction. Therefore, schemes with difference gauges are not equivalent each

other. As was mentioned in [2] the reason for leaving a scalar field in the spectrum is

the application of such a non-gauge-invariant model in astrophysics. We have stressed

[2] that the additional degree, a scalar field, can play an important role in the inflation
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theory of universe. Later, authors of the work [6] considered a scalar field of generalized

electrodynamics as a source of dark energy. Dark energy is introduced to explain the

acceleration of expanded universe at the present time and results in the negative pres-

sure. Dark energy interacts only gravitationally representing weakly coupled substance.

Scenario of inflationary universe [5] allows us to understand observable data: our universe

is homogeneous and isotropic for scales > 100 Mpc (1 pc = 3.26 light years) and expands

in accordance with the Hubble law. In the chaotic inflation model a massive scalar field

(quintessence) minimally coupled to gravity is responsible for slow-roll inflation and plays

the role of dark energy. But, in this model, the potential terms should be fine tuned to

have the acceleration of universe at the definite time. Another phenomenological way to

describe dark energy is to introduce a cosmological constant Λ into the Einstein equation

(the term (−Λgμν) in the left side of the Einstein equation). One implies the existence

of vacuum energy by introducing the cosmological constant. If Λ > 0 the additional

cosmological term leads to anti-gravity. But in this case the difficulty arises: a vacuum

solution is not a Minkowski space-time. In addition, there is no physical explanation

of a coincidence problem: matter and dark energy densities possess the same orders of

values at the present time and had big difference in magnitudes in previous eras. Today,

approximately 70% of the energy density of the universe is in the form of dark energy,

and the rest 30% is in the form of non-relativistic matter. Cosmological constant, which

gives the energy density, remains constant during the expansion of the universe, but the

energy density of matter and radiation decreases in time. Thus, the nature of dark energy

is one of the most important problems in astrophysics.

In the scenario suggested in [6], the time component of a field in generalized electro-

dynamics grows in time and becomes dominant explaining the acceleration of universe.

Therefore, it is of great interest further investigation of the generalized electrodynamics

where the addition degree, the scalar state of the field, can play the role of dark energy.

The paper is organized as follows. In Sec.2, the generalized Maxwell equations with

arbitrary gauge parameter are formulated in the matrix form. Matrices of the relativistic

wave equation (RWE) obey the generalized Duffin −Kemmer−Petiau (DKP) algebra.

We obtain, in Sec.3, canonical and the Belinfante dilatation currents which are not con-

served. The conserved modified dilatation current is also found demonstrating the scale

invariance of the theory of massless fields. We obtain the Schrödinger form of equations

and the quantum-mechanical Hamiltonian in Sec.4. The minimal equation for the matrix

Hamiltonian is found. In Sec.5, a novel non-minimal interaction in curved space-time

is introduced and equations are considered in Friedmann−Robertson−Walker (FRW)

background. The solution of equations for the time component of the four-potential

is found which grows in time. We discuss the results obtained in Sec.6. The quantum-

mechanical Hamiltonian is found from relativistic wave equation in Appendix A. Starting

with the second-order formulation of the theory, we obtain canonical and symmetrical

energy-momentum tensors and dilatation currents in Appendix B. In Appendix C the

quantization of fields is performed in the second-order formalism.

The Euclidean metric is used in Sec.1-4 and Appendixes A, B and C, and four-vectors
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are xμ = (xm, x4) = (xm, ix0), and x0 is a time; Greek letters run 1, 2, 3, 4 and Latin

letters run 1, 2, 3. We use natural units � = c = 1.

2. First-order form of equations

In [7], we considered the general Lagrangian form of massive vector fields. For the case

of neutral massless vector fields it reduces to

L = δμν,σρ (∂μAσ) (∂νAρ) , (1)

where δμν,σρ = aδμνδσρ + bδμσδνρ + cδμρδσν . To have the standard kinetic term, we put

a = −1/2. The Euler-Lagrange equations follow from (1):

∂2
μAν − 2 (b+ c) ∂ν∂μAμ = 0. (2)

One can see from Eq.(2) that only one parameter (b + c) remains in the equations of

motion. It is convenient to choose: c = 1/2, 2b = −ξ, where ξ defines the gauge. Then

Eq.(1) and (2) become

L = −1

4
F 2
μν −

1

2
ξ (∂νAν)

2 , (3)

∂νFμν − ξ∂μ∂νAν = 0, (4)

where Fμν = ∂μAν − ∂νAμ is the field strength. Eq.(4) can be treated as the Maxwell

equations with the additional gauge parameter. In QED the physical values do not

depend on the gauge [8], but in our scheme, we expect the dependence on ξ because the

scalar state presents in the spectrum. In [1], [2], we have chosen the gauge ξ = 1. At

ξ = 0, one arrives at standard Maxwell equations. Here we imply that ξ �= 0. Introducing

notations ψ[μν] = (1/κ)Fμν , ψμ = Aμ, ψ0 = −(ξ/κ)∂νAν , where κ is the mass parameter,

second order equation (4) can be represented as a system of the first-order equations:

∂νψ[μν] + ∂μψ0 = 0,

∂νψμ − ∂μψν + κψ[μν] = 0, (5)

∂μψμ +
κ

ξ
ψ0 = 0.

We note that fields ψA (A = 0, μ, [μν]) have the same dimension. Introducing wave

function Ψ(x) = {ψA(x)}, and using elements of the entire matrix algebra εA,B obeying

equations:
(
εA,B
)
CD

= δACδBD, ε
A,BεC,D = δBCε

A,D, Eq.(5) can be written in the first-

order matrix form [
αν∂ν + κ

(
1

ξ
Ps + Pt

)]
Ψ(x) = 0, (6)

where

αμ = β(1)
μ + β(0)

μ , β(1)
μ = εν,[νμ] + ε[νμ],ν , β(0)

μ = εμ,0 + ε0,μ,

(7)

Ps = ε0,0, Pt =
1

2
ε[μν],[μν].
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At the Feynman gauge ξ = 1, Eq.(6) is simplified because Ps + Pt = ε0,0 + (1/2)ε[μν],[μν]

is the projection operator but (1/ξ)Ps + Pt is not. The 11 × 11 Hermitian matrices αμ

obey the generalized Duffin−Kemmer−Petiau algebra [1]:

αμαναα + αααναμ + αμαααν + αναααμ + αναμαα + αααμαν =

(8)

= 2 (δμναα + δαναμ + δμααν) ,

and Ps, Pt are the projection matrices, P 2
s = Ps, P

2
t = Pt, and extract the scalar ant

tensor parts of the wave function, respectively. One can verify the relations:

Psβ
(0)
μ + β(0)

μ Ps = β(0)
μ , Ptβ

(1)
μ + β(1)

μ Pt = β(1)
μ ,

Psβ
(1)
μ = β(1)

μ Ps = 0, Ptβ
(0)
μ = β(0)

μ Pt = 0.

Introducing the Hermitianizing matrix η [1]:

η = −ε0,0 + εm,m − ε4,4 + ε[m4],[m4] − 1

2
ε[mn],[mn], (9)

the “conjugated” equation reads

Ψ(x)

[
αν

←−
∂ ν − κ

(
1

ξ
Ps + Pt

)]
= 0, (10)

where Ψ = Ψ+η =
(
−ψ0, ψμ,−ψ[μν]

)
. Matrices αμ and η satisfy equations: ηαm =

−α+
mη

+, ηα4 = α+
4 η

+. In the first-order formalism the Lagrangian can be written as

follows:

L = −Ψ(x)

[
αν∂ν + κ

(
1

ξ
Ps + Pt

)]
Ψ(x). (11)

Eq.(6) follows from Lagrangian (11) by varying the corresponding action. Similar to the

Dirac theory, Lagrangian (11) vanishes for fields Ψ, obeying RWE (6). It should be noted

that in the second-order formalism, based on the equations (4), Lagrangian (3) vanishes

only within four-divergence. Lagrangian (11), with the help of Eq.(7) becomes

L = ψ0∂μψμ − ψμ∂μψ0 − ψρ∂μψ[ρμ] + ψ[ρμ]∂μψρ + κ

(
1

ξ
ψ2
0 +

1

2
ψ2
[ρμ]

)
. (12)

One may verify that Lagrangian (12) vanishes for fields obeying equations of motion (5)

and within four-divergence, which does not influence on the equations of motion, can be

represented as

L = − 1

2κ
(∂μψν − ∂νψμ)

2 − ξ

κ
(∂μψμ)

2 . (13)

As κ has the dimension of the mass, we need to renormalize the fields, and under the

replacement ψμ → (
√
κ/
√
2)Aμ, Lagrangian (13) coincides with (3). Of course, one could

define fields ψA according to this replacement from the very beginning. It was pointed

on the importance of normalization in [9].
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3. Energy-momentum tensors and dilatation currents

Now, we investigate the scale invariance in the model with arbitrary gauge parameter ξ.

For this purpose, one needs to obtain energy-momentum tensors and dilatation currents.

The conserved canonical energy-momentum tensor (see [2]) is

T c
μν =
(
∂νΨ(x)

)
αμΨ(x)

(14)

= ψ0∂νψμ − ψμ∂νψ0 − ψρ∂νψ[ρμ] + ψ[ρμ]∂νψρ,

so that ∂μT
c
μν = 0. We took here into account that Lagrangian (11) vanishes on the

solutions of equations of motion. The canonical dilatation current [12] becomes

Dc
μ = xαT

c
μα, (15)

with its non-zero four-divergence

∂μD
c
μ = T c

μμ = κΨ

(
1

ξ
Ps + Pt

)
Ψ = −κ

(
1

ξ
ψ2
0 +

1

2
ψ2
[μν]

)
. (16)

The appearance of the gauge parameter ξ here is due to using equations of motion (5).

The conserved symmetric Belinfante energy-momentum tensor is given by [2]

TB
μα = 2κψ[λμ]ψ[αλ] − 2ψμ∂αψ0 − 2ψα∂μψ0

(17)

+δαμ∂β (ψ0ψβ)− δαμ∂β
(
ψλψ[λβ]

)
.

We find non-zero trace of the symmetric Belinfante energy-momentum tensor (17):

TB
μμ = 4∂μ (ψ0ψμ) . (18)

A modified dilatation current [2] is given as follows:

DB
μ = xαT

B
μα + ψλψ[λμ] − 3ψ0ψμ. (19)

One may verify that the divergence of the Belinfante dilatation current (19) coincides

with the divergence of the canonical dilatation current (16), ∂μD
B
μ = ∂μD

c
μ �= 0. As the

trace of the Belinfante dilatation current (18) is a four-divergence, we may define new

conserved dilatation current

Dμ = xαT
B
μα − 4ψ0ψμ, (20)

and ∂μDμ = 0. Thus, new dilatation current (20) is conserved, and strictly speaking, the

dilatation symmetry is not broken and the model possesses the scale invariance. We have

change the conclusion made in [2] about the scale invariance because of obtaining new

conserved dilatation current (20). Relations found in this section are the generalization

of formulas obtained in [2] on the case of arbitrary gauge ξ.
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4. Schrödinger form of equations

It should be noted that in some cases the Schrödinger equation has advantages for the

investigation of interacting field problems. To obtain the Schrödinger form of equations

and quantum mechanical Hamiltonian, we have to exclude the non-dynamical components

from Eq.(5). For this purpose, Eq.(5) can be represented as follows:

κψ[4m] = ∂4ψm − ∂mψ4, ∂4ψ[m4] + ∂nψ[mn] + ∂mψ0 = 0,

ψ[mn] =
1

κ
(∂mψn − ∂nψm) , (21)

∂nψ[4n] + ∂4ψ0 = 0, ∂4ψ4 + ∂mψm +
κ

ξ
ψ0 = 0.

Third equation in (21) possesses only spatial derivatives and, therefore, ψ[mn] are non-

dynamical (auxiliary) components. Excluding ψ[mn] from Eq.(21), we arrive at the system

of equations containing only dynamical components

i∂tψ0 = ∂nψ[4n], i∂tψm = −κψ[4m] − ∂nψ4,

(22)

i∂tψ4 = ∂mψm +
κ

ξ
ψ0, i∂tψ[m4] =

1

κ

(
∂m∂nψn − ∂2

nψm

)
+ ∂mψ0.

Let us introduce the 8-component wave function

Φ(x) =

⎛⎜⎜⎜⎜⎝
ψ0(x)

ψμ(x)

ψ[m4](x)

⎞⎟⎟⎟⎟⎠ . (23)

Exploring the elements of the matrix algebra, Eq.(22) can be represented as follows:

i∂tΦ(x) =

[
κ

(
1

ξ
ε4,0 + εm,[m4]

)
+

(
ε0,[4m] − ε[4m],0 + ε4,m − εm,4

)
∂m

(24)

+
1

κ

(
ε[m4],n∂n∂m − ε[m4],m∂2

n

)]
Φ(x).

Then Eq.(24) takes the Schrödinger form:

i∂tΦ(x) = HΦ(x), (25)

where the Hamiltonian is given by

H = κ

(
1

ξ
ε4,0 + εm,[m4]

)
+

(
ε0,[4m] − ε[4m],0 + ε4,m − εm,4

)
∂m

(26)

+
1

κ

(
ε[m4],n∂n∂m − ε[m4],m∂2

n

)
.
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In the momentum space the Hamiltonian becomes:

H = κ

(
1

ξ
ε4,0 + εm,[m4]

)
+ ikm

(
ε0,[4m] − ε[4m],0 + ε4,m − εm,4

)
(27)

+
1

κ
kmkn
(
ε[k4],kδmn − ε[m4],n

)
.

The 8-component wave function (23) describes fields with four spin states with positive

and negative energies, and there are only dynamical components in the wave function.

The matrix Hamiltonian (27) obeys the minimal equation as follows:

H2
(
H2 − k2

)2 (H2 − 2k2
)
= 0. (28)

There are three eigenvalues of the Hamiltonian: 0, k2, 2k2. The physical eigenvalue is k2

so that k2
0 = k2. In Appendix A, one can find the Hamiltonian (26) expressed through

the matrices (7) of equation (6).

5. Interaction with gravitation

5.1 Equations

Now, we consider the non-minimal interaction of the massless vector field with gravity.

Some aspects of interactions of vector fields with gravity where investigated in [13-21].

Let us consider the novel action

S =

∫
d4x
√
−g
[
− R

16πG
− 1

4
FμνF

μν − 1

2
ξ (∇νA

ν)2 + λR∇νA
ν

]
, (29)

where G is the gravitational (Newton) constant, λ is a coupling constant, and ∇μ are

covariant derivatives. In Eq.(29), we have introduced the coupling of a scalar curvature

with the vector field Aμ. Within the four-divergence, which does not change equations of

motion, the non-minimal interaction term in action (29) also can be represented as

Sint = −λ
∫

d4x
√
−gAν ∂R

∂xν
.

Such term can be added for any vector-tensor theory of gravity but it will lead to the

higher derivative model. In [22] other couplings to gravity were investigated. Let us

consider FRW space-time with the flat spatial part with the metric

g00 = g00 = 1, g11 = g22 = g33 = −a(t)2, g11 = g22 = g33 = − 1

a(t)2
, (30)

where a(t) is a scale factor. Nonzero components of the Christoffel symbols and curvatures

are given by

Γ1
10 = Γ1

20 = Γ3
30 =

ȧ

a
= H, Γ0

11 = Γ0
22 = Γ0

33 = ȧa = a2H,
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(31)

R00 = −3
ä

a
, Rik = δik

(
aä+ 2ȧ2

)
, R = −6

[
ä

a
+

(
ȧ

a

)2]
,

where H = ȧ(t)/a(t) is the Hubble parameter; Rμν , R are the Ricci and scalar curvatures,

respectively. Varying action (29) with respect to vector field Aμ yields the equations of

motion as follows:

∇νF
μν − ξ∇μ∇νA

ν + λ∇μR = 0. (32)

For homogeneous electromagnetic fields (∂iAμ = 0) the μ = 0 component of Eq.(32) in

FRW background gives

∇νF
0ν − ξ∇0∇νA

ν + λ∇0R = −ξ
(
Ä0 + 3ḢA0 + 3HȦ0

)
+ λṘ = 0. (33)

Taking into account Eq.(31), one obtains from Eq.(33) the equation for A0:[
Ä0 + ∂t

(
3HA0 −

λ

ξ
R

)]
= 0. (34)

The equation for spatial components are given by

Äm +HȦm = 0. (35)

Variation of action (29) with respect of the metric leads to generalized Einstein’s equation.

5.2 Solutions

Let us obtain solutions to novel equation (34). Integrating Eq.(34), one finds

Ȧ0 + 3HA0 −
λ

ξ
R = C1, (36)

where C1 is the integration constant. Eq.(36) with the help of Eq.(31) becomes the

first-order non-homogeneous differential equation:

Ȧ0 + 3
ȧ

a
A0 = C1 −

6λ

ξ

[
ä

a
+

(
ȧ

a

)2]
. (37)

We can take H = p/t, with p = 1/2 for radiation and p = 2/3 for matter eras respectively.

In this case, we obtain the solution to Eq.(37):

A0 = C1t+ C2t
−3p − 6λp(2p− 1)

ξ(3p− 1)
t−1. (38)

The last term in Eq.(38) is due to non-minimal interaction introduced in Eq.(29). The

first term of A0-component grows with the cosmic time for any p [6], and the last term

decays. The Ai-component grows but the temporal component (A0) dominates [6]. As

was noted in [6], the term ∇μA
μ plays the role of a cosmological constant during the

evolution of the universe.
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6. Conclusion

The generalized Maxwell equations with arbitrary gauge parameter are formulated in the

first-order formalism. The gauge U(1)-symmetry of a model is broken. As a result, the

scalar state of the field presents in the spectrum of the theory. If one introduces the

four-current Jμ in the right side of Eq.(4), then due to the conservation of the current,

∂μJμ = 0, the equation ∂2
μ∂νAν = 0 holds. It means that the scalar state of the field

Aμ does not interact with charges and currents. But this scalar state can interact with

gravity via the coupling (29), we have introduced.

As the matrices of the RWE obey the generalized DKP algebra, one can apply co-

variant methods for finding solutions for definite spin (one and zero), spin projections

and energy-momentum [1], [2]. Although the canonical and Belinfante dilatation currents,

found within the first-order formalism, are not conserved, we have obtained the conserved

modified dilatation current. This demonstrates the scale invariance of the massless fields

theory. The Schrödinger form of equations obtained possesses some advantages because

it contains only dynamical components of fields. The found quantum-mechanical Hamil-

tonian can be used for investigation of problems with interacting fields. RWE, as well as

Hamiltonian, are simplified for the choice ξ = 1 which was used in [1], [2]. In addition,

the commutation relations (C5) take the canonical normalized form at ξ = 1. In our

opinion the value of the parameter ξ = 1 is natural. The consistency of the model will

be studied in subsequent papers.

We suggest a novel non-minimal interaction of fields in the FRW background. The

solution of equations for the time component of the four-potential grows in time in the

same manner as in [6]. Therefore, the model considered has the similar behavior. Al-

though there are difficulties with the unbounded Hamiltonian and indefinite metrics (see

Appendix C), the model has attractive features. We leave the detailed analysis of the

model based on the action (29) for further investigations.

Acknowledgments

I wish to thank V. V. Dvoeglazov for correspondence and useful discussions.

Appendix A

Let us obtain the Schrödinger equation and quantum-mechanical Hamiltonian from

relativistic wave equation (6). One can find from (6) the equation as follows:

iα4∂tΨ(x) =

[
αa∂a + κ

(
1

ξ
Ps + Pt

)]
Ψ(x). (A1)

Taking into account the relation α4 (α
2
4 − 1) = 0, which follows from algebra (8), one can

introduce the projection operators:

Λ ≡ α2
4 = ε0,0 + εμ,μ + ε[m4],[m4], Π ≡ 1− α2

4 =
1

2
ε[mn],[mn], (A2)
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with the properties Λ = Λ2, Π2 = Π, ΛΠ = ΠΛ = 0, Λ + Π = I11 (I11 is unit 11 × 11-

matrix). Operator Λ extracts 8-dimensional subspace of dynamical components and

operator Π acts in 3-dimensional subspace of non-dynamical components of the wave

function Ψ. Thus, we introduce dynamical, φ(x), and non-dynamical, χ(x), functions:

φ(x) = ΛΨ(x), χ(x) = ΠΨ(x). (A3)

After multiplying Eq.(A1) by the matrices α4 and Π, one finds equations

i∂tφ(x) = α4

[
αa∂a + κ

(
1

ξ
Ps + Pt

)]
(φ(x) + χ(x)) , (A4)

0 =
(
α2
4 − 1
) [

αa∂a + κ

(
1

ξ
Ps + Pt

)]
(φ(x) + χ(x)) . (A5)

In these equations we imply that the direct sum of functions φ(x) and χ(x) is Ψ (φ(x) +

χ(x) = Ψ). One can verify equations(
1

ξ
Ps + Pt

)
Π = Π

(
1

ξ
Ps + Pt

)
= Π, ΠαaΠ = 0,

and obtain from Eq.(A5) the function χ(x):

χ(x) = −1

κ
Παa∂aφ(x). (A6)

Excluding the χ(x) from Eq.(A4) with the help of (A6) and using the relation α4Π = 0,

we find the Schrödinger equation i∂tφ(x) = Hφ(x) , with the Hamiltonian

H = α4

[
αa∂a + κ

(
1

ξ
Ps + Pt

)]
− 1

κ
α4αaΠαb∂a∂b. (A7)

Although the matrices αμ are 11×11-matrices, the Hamiltonian (A7) acts in 8-dimension

subspace. One can check that Hamiltonian (A7) coincides with Hamiltonian (26). Thus,

we have obtained here the Hamiltonian in terms of matrices of relativistic wave equa-

tion (7). It should be noted that Eq.(A6) is equivalent to Eq.(21) for non-dynamical

components, ψmn. The Schrödinger equation with Hamiltonian (A7) does not contain

non-dynamical components and can be used for solving some problems of interacting

fields.

Appendix B

Now, we obtain canonical and symmetrical energy-momentum tensors and dilatation

currents starting with the second order formulation based on the Lagrangian (3). The

canonical energy-momentum tensor found from equation

Θc
μα =

∂L
∂ (∂μAβ)

∂αAβ − δμαL
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is given by

Θc
μν = −Fμβ∂νAβ − ξ (∂νAμ) (∂αAα) + δμν

[
1

4
F 2
ρσ +

ξ

2
(∂αAα)

2

]
, (B1)

and is conserved: ∂μΘ
c
μν = 0. The trace of the energy-momentum tensor is non-zero and

reads

Θc
μμ =

1

2
F 2
ρσ + ξ (∂αAα)

2 . (B2)

The dilatation current is given as follows [12]:

Dc
μ = xαΘ

c
μα +ΠμαAα, Πμα =

∂L
∂ (∂μAα)

= −Fμα − ξδμα (∂νAν) ,

(B3)

Dc
μ = xαΘ

c
μα − FμαAα − ξAμ (∂αAα) .

One can check with the help of equations of motion (4) that the dilatation current (B3)

is conserved, ∂μD
c
μ = 0. Thus, the the scale invariance is valid.

The canonical energy-momentum tensor (B1) is not symmetrical. To obtain the sym-

metrical Belinfante tensor, we use the formulas [12]:

ΘB
μα = Θc

μα + ∂βXβμα,

(B4)

Xβμν =
1

2

[
Πβα (Σμν)ασ Aσ − Πμα (Σβν)ασ Aσ − Πνα (Σβμ)ασ Aσ

]
,

where the matrix elements of the generators of the Lorentz group Σμν , in Euclidian

space-time, are given by

(Σμν)ασ = δμαδνσ − δμσδνα. (B5)

From Eq.(B4), with the help of Eq.(B5), we obtain

Xβμν = FμβAν + ξ (∂αAα) (δβνAμ − δμνAβ) , (B6)

so that Xβμν is antisymmetric in indexes β,μ, and ∂β∂μXβμν = 0. The symmetric and

conserved Belinfante energy-momentum tensor, using Eq.(B4),(B6), becomes

ΘB
μν = −FμβFνβ + ξ (Aν∂μ + Aμ∂ν) (∂αAα)

(B7)

+δμν

[
1

4
F 2
ρσ −

ξ

2
(∂αAα)

2 − ξAβ∂β (∂αAα)

]
.

At ξ = 0 Eq.(B7) converts into energy-momentum tensor of electrodynamics. Energy-

momentum tensor similar to (B7) was found in [23] by varying action on the metric

tensor. A modified dilatation current is given by [12]

DB
μ = xαΘ

B
μα + Vμ, (B8)
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where the field-virial Vμ, in our case, becomes

Vμ = ΠμαAα − Παβ (Σαμ)βσ Aσ = 2ξAμ (∂αAα) . (B9)

One can obtain the trace of the Belinfante tensor (B7):

ΘB
μμ = −2ξ∂μ [Aμ (∂αAα)] . (B10)

From Eq.(B8),(B10), we obtain

∂μD
B
μ = ΘB

μμ + ∂μVμ = 0,

and the modified dilatation current is conserved. Thus, the scale invariance takes place

with the conserved currents (B3) and (B8).

Appendix C

Let us consider the quantization of fields for given Lagrangian (3) (see also [24]).

Conjugated momenta for generalized “coordinates” Aμ(x) are given by

π0(x) =
∂L
∂Ȧ0

= −ξ∂μAμ, πm(x) =
∂L
∂Ȧm

= Ȧm + ∂mA0. (C1)

Then the density of the Hamiltonian becomes

H = πmȦm − π0Ȧ0 − L = Ȧm

(
Ȧm + ∂mA0

)
(C2)

+
1

4
F 2
μν − ξȦ0∂μAμ +

1

2
ξ (∂νAν)

2 .

One can verify that the equality H = Θc
44 holds where the canonical energy-momentum

tensor Θc
μν is given by (B1). It should be noted that the classical energy E =

∫
Hd3x

is not bounded from below and the system is unstable. Therefore, we need to introduce

indefinite metrics for quantization. With the help of standard commutation relations for

canonical variables [Aμ(x, t), πν(y, t)] = iδμνδ (x− y), one obtains[
An(x, t), Ȧm(y, t) + ∂mA0(y, t)

]
= iδmnδ (x− y) ,

(C3)

[A0(x, t), ∂μAμ(y, t)] = −
i

ξ
δ (x− y) .

In the momentum space the real fields Aμ read

Aμ(x) =
∑
k

1√
2V k0

[
aμ(k)e

ikμxμ + a+μ (k)e
−ikμxμ
]
, (C4)

where k2
μ = k2 − k2

0 = 0, V is the normalization volume. It should be noted that the

field Aμ possesses four independent components: two components are transverse, one

component is longitudinal, and one component corresponds to the scalar polarization.
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In [1], [2], we found four independent solutions to equations of motion in the form of

matrix-dyads for the gauge ξ = 1. The fields (C4) satisfy commutators (C3) if creation

and annihilation operators obey the commutation relations as follows:[
am(k), a

+
n (k̄)
]
= δmnδ

(
k− k̄
)
,
[
a0(k), a

+
0 (k̄)
]
= −1

ξ
δ
(
k− k̄
)
. (C5)

For the Feynman gauge ξ = 1 (which was used in [2]) the RWE (6), (10) (and (A7)) are

simplified. In this case the “wrong” sign (−) in the commutator for a0(k), a
+
0 (k̄) in (C5)

indicates on the necessity of introducing the indefinite metrics. For any gauge ξ there are

difficulties with the presence of the ghosts if one considers four polarizations of the field

Aμ to be physical. In QED the photon fields possess only two polarizations and physical

values do not depend on the gauge ξ due to the restriction on the physical Hilbert space

[24].
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Abstract: We review recent work on the degeneracy phenomenon in the light flavors hadron

sector of QCD. Specifically, attention is drawn to the fact that the nucleon and the Δ spectra

carry each quantum numbers characteristic for an unitary representation of the conformal group.

We show that the above phenomenon is well explained for baryons whose internal structure

is dominated by a quark-diquark configuration that resides in a conformally compactified

Minkowski space time, R1 ⊗ S3, and is described by means of the conformal scale equation

there. The R1 ⊗ S3 space-time represents the boundary of the conformally compactified AdS5,

on which one expects to encounter a conformal theory in accord with the gauge-gravity duality.

Within this context, our model is congruent with AdS5/CFT4. It has furthermore the advantage

to allow for a Fourier transformation to momentum space.
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1. The Riddle of the Baryon Spectra

Understanding the baryon spectra is still a challenge despite the long history of the re-

lated studies [1], [2]. The great riddle concerns the number of resonances with masses

below ∼2500 MeV. The traditional quark model based upon the full Hilbert space of three

quark degrees of freedom and the non-relativistic SU(6)SF ⊗O(3)L classification scheme,

predicts far more states than have been experimentally confirmed so far [3]. The respec-
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tive resonance deficit, termed to as “missing” states, is still awaiting for explanation.

Quark-diquark (q–(qq)) models [4] based on a diquark with limited angular momentum

values, carry reduced spin-flavor degrees of freedom, and are obvious candidates for pro-

viding a lesser number of “missing” states, an option taken into consideration by several

authors. Additional restrictions on the quantum numbers of the q-(qq) excitations can

come from imposing on the spatial wave-functions a symmetry higher than O(3)L. Nat-

ural candidates are the exact Lorentz and the approximate conformal symmetries, the

latter having relevance for the lightest flavors. It is the goal of the present work to

examine consequences of these symmetries for the systematic of the N and Δ spectra

and construct corresponding radial wave-functions of a q–(qq) system. We implement

conformal symmetry into a quark Hamiltonian describing quarks in a position space of

a finite volume [5]. This is achieved in placing the q-(qq) system directly on the AdS5

boundary, which is the AdS5 cone, considered as conformally compactified to S1⊗S3 [6],

or, R1 ⊗ S3, at a microscopic scale [7]. According to [7], correlation functions of CFT4

on regular Minkowski spacetime,M=R1+3, can be analytically continued to the full Ein-

stein universe because R1+3 can be conformally mapped on R1 ⊗ S3. The implication

of this important observation is that each CFT4 state on R1 ⊗ S3 can be brought into

unique correspondence with a state of the brane theory on AdS5 ⊗ S5. Consequences on

thermal states have been worked out in ref. [8]. We here examine consequences for the

systematics of the N and Δ spectra.

The paper is organized as follows. In the next section we briefly review the space time

symmetries of QCD and relate them to the observed degeneracy phenomenon in the N

and Δ. In section 3 we present the conformal equation of ref. [9] and apply it to a quark-

diquark (q-qq) model of light baryons. There, we also review calculations of the N and

Δ spectra and the proton electric charge form-factor. Section 4 contains the momentum

space formulation of the model. The paper closes with concise conclusions.

2. The Degeneracy Phenomenon in N and Δ Spectra

The exact fundamental internal and external (space-time) symmetries of the QCD La-

grangian are the color-gauge, and the global relativistic Lorentz symmetries, respectively.

They are mathematically expressed in terms of the invariance of the Lagrangian under

local SU(3)c, and global SO(1, 3) group transformations. In addition, in the light flavors

sector, one considers some approximate internal and external symmetries, the most im-

portant being the three flavor SU(3)F , and the conformal SO(2, 4) symmetries. Relativity

requires fermionic high-spin states to emerge as part of Lorentz group representations,

not necessarily single spin valued. The most important representations are described by

means of totally symmetric Lorentz tensors of rank K with Dirac spinor components

and are generated in colliding bosonic projectiles with fermionic targets. Consider for

example the excitation of a proton target, a Dirac spinor Ψ, by a photon beam, in the

four-vector Aμ, equivalently, (1/2, 1/2) representation. In effect of this (γ, p) collision,

the two incoming states described by the above two Lorentz representations merge to
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their direct product, Aμ ⊗Ψ, which gives rise to a four-vector spinor,

Aμ ⊗Ψ = Ψμ. (1)

The spin- and parity content of Ψμ is well known and given by,

1

2

+

⊕
(
1

2

−
,
3

2

−)
∈ Ψμ. (2)

The Ψμ representation is reducible and its irreducible parts in standard notations [10]

read, (
1

2

−
,
3

2

−)
∈ {1, 1

2
} ⊕ {1

2
, 1}, 1

2

+

∈ {1
2
, 0} ⊕ {0, 1

2
}. (3)

Were the beam to be in the single-spin valued (1, 0)⊕ (0, 1) representation, as is the elec-

tromagnetic field strength tensor, Fμν , the final state would be the totally anti-symmetric

Lorentz tensor of rank 2 with Dirac spinor components, Ψ[μν], [11] which is reducible too,

Fμν ⊗Ψ = Ψ[μν] = Ψη ⊕ {
3

2
, 0} ⊕ {0, 3

2
}. (4)

The spin-parity content of Ψ[μν] is,

1

2

+

⊕
(
1

2

−
,
3

2

−)
⊕ 3

2

+

∈ Ψ[μν]. (5)

The example shows that Ψ[μν] can serve as a vehicle for the single-spin valued {3
2
, 0} ⊕

{0, 3
2
}, provided, one would be able to project out Ψη covariantly. Following this logic, it

is not difficult to show that a spin-
(
K + 1

2

)P
field (with K=0,1,2,3,...) of parity P = ±,

naturally emerges as the maximal spin in Ψμ1...μK
,

JP
max =

[
K +

1

2

]P
∈ Ψμ1...μK

. (6)

The spin and parity content of Ψμ1...μK
is,(

1

2

±
,
3

2

±
,

[
K − 1

2

]±
,

[
K +

1

2

]P)
∈ Ψμ1...μK

, (7)

with the sign of P = (−1)K , or P = (−1)K+1, for Ψμ1...μK
being a tensor, or pseudo-

tensor, respectively. Take as an example K = 3. The pseudo-tensor of rank-3 is reducible

as,

Ψμ1μ2μ3 =

[
{1, 3

2
} ⊕ {3

2
, 1}
]
⊕
[
{3
2
, 2} ⊕ {2, 3

2
}
]

−→
(
1

2

+

,
3

2

−
,
5

2

+
)
⊕
(
1

2

−
,
3

2

+

,
5

2

−
,
7

2

+
)
. (8)
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The latter equation implies that the states belonging to the natural parity spin cascade,(
1
2

+
, 3
2

−
, 5
2

+
)
, being part of the same irreducible Lorentz representation, will have same

mass, say, M1. Same is valid for the states of the accompanying unnatural parity cascade,(
1
2

−
, 3
2

+
, 5
2

−
, 7
2

+
)
, which will have in general an other mass, say, M2. In this way, Ψμ1μ2μ3

is a two mass state,

M1 :

(
1

2

+

,
3

2

−
,
5

2

+
)
, M2 :

(
1

2

−
,
3

2

+

,
5

2

−
,
7

2

+
)
. (9)

In consequence, relativity of boson-fermion collisions favors higher spin nucleon excita-

tions to emerge in groups of (2K+1), and as part of Ψμ1...μK
, rather than as single spins.

Were higher spins to be fundamental, Lorentz symmetry would require exact degeneracy

among the members of anyone of the irreducible pieces of Ψμ1...μK
. For example, the

negative parity states in eq. (2) had to have equal masses, while the positive parity state

would be allowed to have a different mass. The Ψμ1...μK
tensors are referred to as Rarita-

Schwinger fields. As shown above, high spins always appear accompanied by lower-spin

states. For example, the lowest fractional spin 3
2

−
appears accompanied by just one spin

1
2

−
state, as illustrated by eqs. (2)-(3). It would be natural to describe this group of states

as a whole, a path taken by ref. [12]. Instead, the canonical opinion is that one has to

find a method to restrict {1, 1
2
}⊕{1

2
, 1} to a single spin-3

2

−
. As long as the representation

under consideration is irreducible, finding such methods is by no means an easy task

and if not done with care, employing irreducible multi-spin parity representations of the

Lorentz group in the description of single spins may result inconsistent. Precisely this

happens when the restriction of Ψμ1...μK
to a single spin-

[
K + 1

2

]P
is executed along the

line of the Rarita-Schwinger prescription [13]. According to the latter, it is conjectured

that the highest spin is described by means of a Dirac equation for any Lorentz index,

μi, supplemented by auxiliary conditions,

(p/−m)Ψμ1..μi..μK
= 0, pμiΨμ1..μi..μK

= 0, γμiΨμ1..μi..μK
= 0. (10)

It has been known for a long time that this prescription is plagued by several incon-

sistencies. Specifically, upon electromagnetic gauging, a superluminal propagation can

occur (so called Velo-Zwanziger problem). Because of this and other inconsistencies, the

requirement of the relativity that higher spins should emerge as Ψμ1...μK
, i.e. as groups

of K pairs of states of opposite parities and one unpaired state of maximal spin (c.f.

eq. (7)), has rarely been taken into consideration. In so doing, the important point has

been missed that Lorentz symmetry prescribes the type of degeneracy between resonances

with rising spins and alternating parities illustrated by eq. (9).

However, in the recent work [14] significant progress in the consistent description of

spin-3
2
in terms of the four-vector spinor has been achieved, and the venue hit toward

a liberation of Ψμ1...μK
from the stigma of being plagued by pathologies. The study in

ref. [14] executes the idea of ref. [15] that the highest spin in Ψμ1...μK
has to be pinned

down by a projector consistent with the Poincaré symmetry (i.e. the Lorentz symmetry

extended by translations). Such covariant projectors, P (MJ)
μν , are built up from the two
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Casimir operators of the Poincaré group, the squared operators of the linear momentum,

P 2, and the Pauli-Lubanski vector, W2, whose eigenvalue upon a state, |MJ〉 of given
mass M and spin J equals, W2|MJ〉 = −M2J(J + 1)|MJ〉. Specifically for a spin-3

2

residing in Ψμ such projectors have been designed in [15],

P (M,3/2)
μν ψ(M,3/2) ν = ψ(M,3/2)

μ ,

P (M,3/2)
μν = − P 2

M2

1

3

[
1

P 2
W2 +

3

4
14 ⊗ 14

]
μν

, (11)

and shown to lead to fermion wave equations quadratic in the momenta. The spin-3
2
wave

equation worked then out in [14] along the line of [15] reads,( (
π2 −m2

)
gαβ − ig 3

2

(
σμνπ

μπν

2
gαβ − e Fαβ

)
+

1

3
(γα � π − 4πα) πβ

+
1

3
(πα � π − γαπ

2)γβ

)
ψβ = 0 , g 3

2
= 2. (12)

It has been proved to be free from the Velo-Zwanziger pathology provided the gyro-

magnetic factor takes the universal value of g = 2 and not as in the Rarita-Schwinger

framework, the inverse spin value, g = 1/J . In this manner the consistent description of

spin-3
2

−
in terms of Ψμ has been taken under control at least at the classical level. Later

on, the method of the covariant Poincaré projectors has been successfully applied also to

the spin-1 case in [16]. With that the venue toward a consistent description of high spins

has been hit and the confidence in the possible observability of mass degenerate states

belonging to a Ψμ1..μK
in accord with relativity, regained.

Now it is quite instructive to check whether data on the N and Δ spectra are compat-

ible with the degeneracies predicted in eq. (9). We here focus for the sake of concreteness

on the Δ spectrum. We observe that the resonances with masses around 1900 MeV

fit perfectly well in the Ψμ1μ2μ3 field from eq. (9). Specifically, the three states from

{1, 3
2
} ⊕ {3

2
, 1} are identified with the Δ(1910), Δ(1940), and Δ(1905) resonances of an

averaged mass M1 = 1918 MeV. The remaining states belong to {3
2
, 2}⊕{2, 3

2
}, and they

can be identified with the Δ(1900), Δ(1920), Δ(1930), and Δ(1950) states of an averaged

mass M2 = 1925 MeV. Though the degeneracy phenomenon by itself is well pronounced,

the mass separation between the two irreducible representations constituting Ψμ1μ2μ3 ap-

pears insignificant. Rather, it seems that Ψμ1μ2μ3 as a whole can be characterized by the

mass of the underlying
(
K
2
, K

2

)
representation around which the physical masses of the

states then spread due to relativistic fine-splitting effects. This type of degeneracy can

also be interpreted as due to a symmetry group larger than SO(1, 3) such as the confor-

mal group, SO(2, 4). The latter has the Lorentz group as a subgroup, and an unitary

representation which is an infinite tower of levels which carry precisely all the quantum

numbers of Ψμ1...μK
in their rest frames. Within this context, all the states belonging to

same Ψμ1...μK
are to leading order mass degenerate modulo the relativistic effect of the

fine splitting. Stated differently, according to eq. (7), and modulo the fine-splitting, one

expects to observe degeneracy among parity pairs with spins rising from 1
2

±
to
[
K − 1

2

]±
,
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and the unpaired state of maximal spin
[
K + 1

2

]P
. The values ofK have to be determined

by comparison to data.

The nucleon and the Δ spectra have been analyzed in terms of Ψμ1..μK
already in

ref. [17]. There, it has been found that the reported N and Δ spectra can be organized

each in three Ψμ1...μK
states with K=1,3, and 5, from which a total of solely five resonances

is “missing”.

In Fig. 1 the Δ levels with K = 3 and 5 are depicted for illustrative purposes. On

the (J,M) plane, with the states of positive and negative parity being placed below and

above the dashed line indicating the averaged mass, the Ψμ1...μK
’s appear shaped after

fern-grass, a reason for which we here coin the notion of a “F E R N E O N” for them. As

long as the Ψμ1..μk
representations are uniquely identified by their maximal spins, Jmax,

defined in eq. (6), the specification “spin-Jmax ferneons” will be used occasionally. The

figure shows that all the Δ resonances reported so far in that region by the Particle

Data Group [3] fit pretty well into spin-7/2 and spin-11/2 ferneon levels of a conformal

representation. We here challenge the above degeneracy phenomenon and search for

reasons for its occurrence. In the next section we shall motivate relevance of conformal

symmetry for the spectra of the lightest flavor baryons and develop a quantitative model

for its description.

 2
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Fig. 1 Schematic presentation of the spin-parity degeneracy phenomenon in the Δ spectrum on
the spin (J)-mass (M) plane. The positive parity states have been placed below, the negative
parity– above the dashed line marking the averaged mass. The graphical shape of the spectrum
designed in this fashion resembles of fern, a reason for which we hereafter shall referrer to Ψμ1..μK

as a “spin-
(
K + 1

2

)
ferneon”. Resonances marked by Δ(−−−) are “missing” from the spin-11/2

ferneon. The spin-7/2 ferneon is complete. The ferneons carry same quantum numbers as the
levels of the SO(2, 4) unitary infinite tower known from the H atom. In this way one identifies
conformal patterns in the Δ spectrum. Same applies to the N spectrum (shown elsewhere [5]).

The conformal symmetry is to a good approximation a symmetry of QCD in the
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lightest flavor, u and d, sector and in the ultraviolet, i.e. in the regime of the asymptotic

freedom where the the u and d parton masses are negligible and the strong coupling

constant starts approaching zero, αs(q
2)

q2→∞−→ 0. It is well known that several sum

rules for “hard” processes can be derived from conformal symmetry arguments. In the

infrared, the SO(2, 4) invariance of the QCD Lagrangian would require αs(q
2) to approach

a fixed point, so called “conformal window”, αs(q
2)

q2→0−→ α∗
s=const. Such a behavior has

been predicted for example in theories with many flavors [18]. However, ref. [19] has also

admitted for the possibility of having a conformal window for a number of flavors between

2 and 3, just as is the case in QCD. Recent measurements of the (e, p) scattering performed

at the Jefferson Laboratory are strongly indicative of the opening of a conformal window

in the infrared [20], and it is justified to expect from the conformal symmetry to leave

a footprint in the spectra of the lightest flavor baryons, the nucleon and the Δ, and in

support of the ferneon patterns in Fig. 1 advocated here. Moreover, according to the

gauge-gravity duality [21], QCD is expected to share several features in common with

a conformal string theory residing at the AdS5 boundary. In the next section we shall

present a quark model approach to QCD that captures the essential aspects of a conformal

theory on the AdS5 boundary and explains the degeneracy phenomenon in the light flavor

baryon spectra.

3. Finite Volume Conformal Quark Model(FV-CQM)

The goal is to develop a potential quark model that describes the conformal patterns

in the nucleon and Δ spectra and at same time captures correctly the aspects of the

quark-gluon dynamic in all three regimes. As long as in the perturbative regime the q−q

interaction is well described by an inverse distance potential, and the non-perturbative

flux-tube regime requires a linear potential, while the regime of the asymptotic freedom

is adequately described by means of an infinite well, the potential of interest has to

interpolate between a Coulombic potential and the infinite well while passing through

a region of a linear growth. The cotangent potential, (− cot r), is an interaction of the

required properties. Indeed, the first terms in its Taylor decomposition, − cot r = −1/r+
r/3 + ... coincide in form with the Cornell potential predicted by Lattice QCD [22]. The

higher terms can be viewed as a phenomenological parametrization of non-perturbative

corrections [23]. The cotangent potential is better known under the name of the “curved”

Coulomb potential on the closed Einsteinian Universe, R1⊗ S3, a notion indicating that

the cotangent function of the second polar angle, χ, parameterizing the three dimensional

surface of a constant positive curvature, the hypersphere S3, is a harmonic function there.

According to potential theory it can serve as an interaction on S3, in a way similar as

1/r serves as a potential in flat three space, R3. The above considerations indicate

that the most adequate geometry for employing the cotangent interaction is the closed

Einstein Universe. The latter emerges naturally within the context of the conformally

compactified AdS5 boundary. Indeed, the AdS5 boundary, defined by the light cone in
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2+4 dimensions,

u2 + v2 − x2 − y2 − z2 − x2
4 = 0, (13)

can be compactified to S1 ⊗ S3 as,

S1 ⊗ S3 : u2 + v2 = R2 = x2 + y2 + z2 + x2
4, (14)

locally equivalent to R1⊗S3 at a microscopic scale. The latter manifold is a conformally

compactified Minkowski space time. According to [7], correlation functions of CFT4 on

regular Minkowski spacetime,M=R1+3, can be analytically continued to the full Einstein

universe, this because R1+3 can be conformally mapped on R1 ⊗ S3. The implication

of this important observation is that each CFT4 state on R1 ⊗ S3 can be brought into

unique correspondence with a state of the brane theory on AdS5 ⊗ S5. We here wish to

explore consequences of this for the spectra of the lightest flavor baryons, the nucleon

and the Δ, assumed as two-body quark-diquark systems for the reasons explained in the

introduction. We place this system on a compactified Minkowski space time, a manifold

of a finite volume, and therefore well suited for confinement description [24]. Finally, we

use the scale conformal equation in R1 ⊗ S3 gauged by the cotangent interaction. The

scale conformal equation can be found in [9], [25] and reads:

�2

R3

(( d
dτ

)2
− (K2 + 1)

)
RΦ
( x
R

)
= 0,

τ = lnR, K2 = − 1

sin2 χ

∂

∂χ
sin2 χ

∂

∂χ
− L2

sin2 χ
. (15)

Here, lnR behaves as time coordinate, and the scale equation describes free geodesic

motion on S3. Replacing d/dlnR by E, transforms the wave equation for Φ(x) into the

eigenvalue problem of the squared 4D angular momentum, K2,

�2K2ψKlm = E2ψKlm, E2 = �2[K(K + 2) + 1]. (16)

Noticing that K(K + 2) = K(K + D − 2)|D=4, and 1=
(
D−2
2

)2 |D=4, one realizes that

the scale dimension of the field, (D-2)/2, has become “mass”, while the “ anomalous

dimensions”, K(K+D-2), have become K2 eigenvalues. The SO(2, 4) generators on R1⊗
S3 have been constructed by [26]. The interaction on S3 is then concluded from the

Green functions obtained in [27] as,

K2G(χ, χ′) = δ(χ− χ′)− 1

2π2
,

G(0, χ) ≡ G0 =
1

4π2
(π − χ) cotχ+ c′,

G(π, χ) ≡ Gπ = − 1

4π2
χ cotχ+ c′′. (17)

Here, Gπ and G0 refer to sources placed on the respective North, and South poles. They

can be equivalently obtained from one-cusp Wilson loops giving rise to cusp anomalous
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dimensions [28]. As a potential in the quantum-mechanical eigenvalue problem on S3 one

employs the “electric” one-form,

V (χ) = −4πA(Gπ −G0) = −A cotχ, (18)

with K2 cotχ = 0, because of its property to make the Dirichlet energy functional on S3

stationary. Its derivative, D = d
dχ
V (χ) = A 1

sin2 χ
, gives A csc2 χ the meaning of a dipole

potential on S3, while cotχ acts as the “curved” Coulomb potential there. We consider a

q-(qq) configuration on S3 bound within a cotangent confinement potential introduced as

a gauge interaction, i�∂τ −→ i�∂τ − [(−2G
√
κ) cotχ+ ā]. The resulting exactly solvable

equation is:

[−κ�2 d2

dχ2
+ V(χ)]Ψ(χ) = ((E − ā)2 − c0)Ψ(χ), (19)

V(χ) = −2G
√
κ(E − ā)cotχ+ �2κα(l)(α(l) + 1)csc2 χ, (20)

c0 = μ2 − �2κ+ ā2 + (2G
√
κ)2, μ2 =

1

6R2
, (21)

α(l) = −1

2
+

√(
l +

1

2

)2
− (2G)2

�2
= l +Δ l, Δ l ≈ 1

2

(2G)2

�2
(−1)
l + 1

2

, (22)

with Δl standing for the kinematic (P2I,1 − S2I,1) fine splitting. The wave functions are:

ΨKl(χ) = NKle
−aχ(sinχ)K+1+ΔlR(a,b)

n (cotχ),

a =
2G(E − ā)√

κ�2(K + 1 +Δl)
, b = −(K + 1 +Δl), K = n+ l, (23)

Here, R
(a,b)
n (cotχ) are the non-classical orthogonal polynomials of Routh-Romanovski,

rediscovered in [29], and reviewed in [30]. The mass formula is obtained as,

(E − ā)2 =
c0 + �2κ(K + 1)2

1 + 4G2

�2(K+1)2

+ 2Δl
( �2κ(K + 1)

1 + 4G2

�2(K+1)2

−
4G2
(

c0
(K+1)3

+ �2κ
K+1

)
�2
(
1 + 4G2

�2(K+1)2

)2 ). (24)

The Δ spectrum of conformal patterns has been generated by a best fit to eq. (24) and

presented in Fig. 2 next to the calculation of the proton electric charge form-factor as

an illustration of the quality of the wave functions. The partial F35(1905)− F37(1950)−
P33(1920)− P31(1910) degeneracy of the positive parity states from the spin-7/2 ferneon

has been noticed independently in LF-QCD [31], [32].

4. Formulating FV-CQM in Momentum Space

A further advantage of the finite volume conformal quark model (FV-CQM) is that it

allows for a formulation in a momentum space. Upon expressing the second polar angle,
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Fig. 2 The Δ spectrum from the Finite
Volume Conformal Quark Model (FV-
CQM). For the N spectrum and more de-
tails see [5].

Fig. 3 The proton electric charge
form factor from the FV-CQM in
comparison to data (for details, see
[5]).

χ, parameterizing S3 in terms of the constant radius, R, of the sphere, and the relative

distance, r, from origin of a point from the equatorial disk, D3, i.e. upon substitution

χ = sin−1 r/R, the equations (19)–(22) equivalently rewrite to

[
− �2

R2

√
1− r2

R2

r2
d

dr

√
1− r2

R2
r2

d

dr
+

�2

R2

α(l)(α(l) + 1)

r2
− 2G(E − ā)

√
1− r2

R2

r

]
ψ
( r
R

)
=
(
(E − c0)

2 − c0
)
ψ
( r
R

)
, ψ
( r
R

)
:
df
= Ψ
(
sin−1
( r
R

))
. (25)

Following the prescription of [33], equation (25) is Fourier transformed to

(
k2 + k · ∇kk · ∇k + 4k · ∇k + 3

)
φ(k)− 16π

(2π)
3
2

b2
Si|k|
|k|

+
b

2(2π)
3
2

∫
d3k′φ(k′)

∫
d3k′′Sinc2

(
|q|
2

)
J0(|k′′|)− 2J1(|k′′)|)

(k′′)2
= ε2φ(k), (26)

where we have switched to the dimensionless constants, ε, and b obtained in their turn

upon dividing (E − ā)2 − c0, and G
√
κ(E − ā), by �2κ. Furthermore, the notation,

q = k− k′ − k′′, has been used.

5. Conclusions

We developed a model describing the conformal symmetry patterns in the N and Δ

spectra. The model favors a strong coupling constant running to a fixed point rather than

becoming singular in the infrared, and in accord with the observational data of ref. [20].

The Finite Volume Conformal Quark Model (FV-CQM) advocated here, provides an

exactly solvable quantum mechanical description of QCD physics in the infrared, similarly

to the Light Front QCD [31], [32], which provides an exactly solvable first approximation
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Fig. 4 The large Q2 behavior of Gp
E calculated with the Schrödinger wave functions from [34]

(dashed line), and the Klein-Gordon wave function in eq. (19) (solid line). The Schrödinger
formalism turns to provide an adequate description of the large Q2 scaling of GE

p , presumably
because it averages out well the relativistic effects. In contrast, it seems that the wave functions
in eq. (19) do not capture realistically the relativistic effects. We expect improvement in that
regard from future employment of the Dirac formalism on R1 ⊗ S3.

to QCD in the ultraviolet, also in terms of a Schrödinger eigenvalue problem, though in

reference to an infinite volume confinement.

The degeneracy phenomenon is innate to both the FV-CQM and LF-QCD whose

common denominator is the conformal symmetry of the respective exactly solvable wave

equations. These two approaches can be viewed as a new generation of AdS/CFT (first

principles) motivated conformal SO(2, 4) quark models of a small number of parameters,

versus conventional SU(6)SF ⊗ O(3)L quark model machineries with dozens of free pa-

rameters and a plethora of guessed interactions. Besides the spectra, also form-factors are

adequately described (Fig. 3). We furthermore tested the UV behavior of our model in

calculating the proton electric charge form factor for high momentum transfer first using

the Schrödinger wave functions from [34], and then those in eq. (23). We found that the

Schrödinger wave functions describe quite well the scaling behavior of the from-factor

under investigation. The result is presented in Fig. 4.

In effect, we find conformal symmetry relevant for the spectroscopy of the baryons of

the lightest flavors, the nucleon and the Δ.
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[32] Stanley J. Brodsky, Guy F. de Téramond, Phys. Rev. Lett. 96, 201601 (2006).

[33] C. B. Compean, M. Kirchbach, Jour.Phys. A:Math.Theor 44, 015304 (2011)

[34] C. B. Compean, M. Kirchbach, Eur. J. Phys. A 33, 1 (2007)



EJTP - Zacatecas Proc. II (2011) 133–142 Electronic Journal of Theoretical Physics

Higgs Boson Decay H → Zγ in the Context
of Effective Lagrangian
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Abstract: We have performed a tree-level calculation of the decay width as well as of the

Branching ratio for the H → Zγ reaction in the context of effective lagrangian for Higgs boson

masses 100 ≤MH ≤ 200 GeV . We find that the decay width and the Branching ratio increase

due to the anomalous couplings hZγ
1 and hZγ
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1. Introduction

In the Standard Model (SM) of electroweak interactions there are no couplings at the

tree level among three neutral bosons such as HZγ. These couplings only appear at

the one-loop level through fermion and charged vector bosons [1-3]. In the SM it is

dominated by W gauge boson and top quark loops and the branching ratio for the decay

mode H → Zγ reaches its maximum value of order 10−3 for an intermediate-mass Higgs

boson (115 < MH < 140 GeV ) [3]. The study of this vertex has attracted much attention

because its strength can be sensitive to scales beyond the SM. The interest in this type of

couplings thus lies in the additional contributions that may appear in extensions of the

SM. For example, new charged scalar and vector bosons in Left-Right (L-R) symmetric

gauge models [4], or Two Higgs Doublet Models (THDM) [5, 6], as well as charginos and

neutralinos in the Minimal Supersymmetric Standard Model (MSSM) [5, 6]. The SM

and LR symmetric models predict an anomalous HZγ vertex of order 10−4 [1, 2, 3], the

MSSM may induce a suppression effect [5, 6] but an effective Lagrangian approach leaves

room for an enhancement effect [5, 7]. It has been found also that the QCD corrections

∗ Email: alexgu@fisica.uaz.edu.mx, alexgu@planck.reduaz.mx
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in the SM are well under control [8]. A measurement of this vertex thus may be used to

distinguish among theories beyond the SM.

The sensitivity to the HZγ vertex has been studied in processes like e−γ → e−H
and e+e− → Hγ [11-13], rare Z and H decays [11, 12, 13], pp collisions via the basic

interaction qq → qqH [13] and the annihilation process e+e− → HZ [10, 14, 15]. It has

been found that the latter reaction with polarized beams may lead to the best sensitivity

to the HZγ vertex [14] while an anomalous HZγ coupling may enhance partial Higgs

decays widths by several orders of magnitude that would lead to measurable effects in

Higgs signals at the LHC [13].

The general aim of the present paper is to analyzed the Higgs boson decay mode

H → Zγ in the context of effective lagrangian. In Fig. 1, of Ref. [16] is shows the

Feynman diagram for the H → Zγ reaction.

The paper is organized as follows. In Section II we present the HV V vertex. In

Section III we presented the calculation of the respective width decay and in Section IV

we presented our results and conclusions.

2. Generalized HV V Vertex with Dimension Six Operators

In our study, we adopted the effective lagrangian of the Higgs boson and the gauge bosons

with operators up to mass dimension six:

Leff = LSM +
∑
i

f
(6)
i

Λ2
O

(6)
i , (1)

where LSM denotes the renormalizable SM lagrangian and O
(6)
i are the gauge invariant

operators of mass dimension 6.The index i runs over all operators of the given mass

dimension. The mass scale is set by Λ, and the coefficients f
(6)
i are dimensionless param-

eters, which are determined once the full theory is known. Excluding the dimension 5

operators for the neutrino majorana masses, and the dimension 6 operators with quarks

and lepton fields, we are left with the following eight CP even operators that affect the

HV V coupling. Notation of the operators are taken from the reference [16]:

OWW = Φ†W
μν
W μνΦ, (2)

OBB = Φ†B
μν
BμνΦ, (3)

OBW = Φ†B
μν
W μνΦ, (4)

OW = (DμΦ)†W μν(D
νΦ), (5)

OB = (DμΦ)†Bμν(D
νΦ), (6)

Oφ1 =
[
(DμΦ)

†Φ
][
Φ†(DμΦ)

]
, (7)

Oφ4 = (Φ†Φ)(DμΦ)
†(DμΦ), (8)

Oφ2 =
1

2
∂μ(Φ

†Φ)∂μ(Φ†Φ). (9)
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Here Φ denotes the Higgs doublet field with the hypercharge Y = 1
2
, and the co-

variant derivate is Dμ = ∂μ + iĝWT aŴ a
μ + iĝY Y B̂μ, where the gauge couplings and the

gauge fields with a caret represent those of the SM, in the absence of higher dimensional

operators. The gauge covariant and invariant tensor W μν and Bμν , respectively, are

W μν = iĝWT aŴ a
μ and Bμν = iĝY Y B̂μ. The coefficients of the (1)-(8), which are denoted

as f
(6)
i /Λ2 in the effective lagrangian of Eq. (1), should give us information about physics

beyond the SM.

The bilinear part of the effective lagrangian Eq. (1) is expressed as:

Leff = −1

2
W+

μνW
−μν − 1

4
ZμνZ

μν − 1

4
AμνA

μν +
gWgY v

2

8Λ2
fBMBμνW

3μν

+m2
WW+

μ W−μ +
m2

Z

2
ZμZ

μ − 1

2
(∂μH)(∂μH)− 1

2
m2

HH
2 + · · · . (10)

The terms describing theHV V couplings in the effective lagrangian are now expressed

as

LHV V
eff = (1 + c1WW )gmWHW+

μ W−μ + (1 + c1ZZ)
gZmZ

2
HZμZ

μ

+
gZ
mZ

[
c2WWHW+

μνW
−μν +

c3WW

2

{(
(∂μH)W−

ν − (∂νH)W−
μ

)
W+μν + h.c

}]
+

gZ
mZ

[
c2ZZ

2
HZμνZ

μν +
c3ZZ

2

(
(∂μH)Zν − (∂νH)Zμ

)
Zμν

]
+

gZ
mZ

[
c2γγ
2

HAμνA
μν

]
+

gZ
mZ

[
c2ZγHZμνA

μν + c3Zγ

(
(∂μH)Zν − (∂νH)Zμ

)
Aμν

]
, (11)

where the 9 dimensionless couplings, ci, parameterize all the non-standard HV V inter-

actions:

From the effective lagrangian of Eq. (1), we obtain the Feynman rule for V μ
1 (p1) −

V ν
2 (p2)−H(pH) vertex as [16]

ΓHV1V2
μν (pH , p1, p2) = gZmZ

[
hV1V2
1 gμν +

hV1V2
2

m2
Z

p2μp1ν

]
, (12)

where gZ = e/ cos θW sin θW and all three momenta are incoming, p1 + p2 + pH = 0, as

shown in the Fig. 1 of Ref. [16]. V1 and V2 can be (V1V2) = (ZZ), (Zγ), (γZ), (W+W−)
o (W−W+). The coefficients hV1V2

i (p1, p2) [16] are:

hZγ
1 (p1, p2) =

p21 + p22 −m2
H

m2
Z

c2Zγ −
p21 − p22 −m2

H

m2
Z

c3Zγ , (13)

hZγ
2 (p1, p2) = 2(c2Zγ − c3Zγ), (14)

for the HZγ coupling.
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3. Width Decay of H → Zγ

In this section we presented the width decay of the reaction H → Zγ in the context of

effective lagrangian.

3.1 Transition Amplitude

The expression for the transition amplitude with HZγ anomalous couplings (Eq. (12))

is given by

M(H → Zγ) = Mμνε
μ(p1, λ1)ε

ν(p2, λ2), (15)

where

Mμν = ΓHZγ
μν (pH , p1, p2). (16)

The transition amplitude squared is

∑
λ

|M |2 =
∑
λ

MM∗

= MμνM
∗
αβ

∑
λ

εμ(p1, λ1)ε
∗α(p1, λ1)ε

ν(p2, λ2)ε
∗β(p2, λ2), (17)

and of the follows properties for the polarization vectors

∑
λ1

εμ(p1, λ1)ε
∗α(p1, λ1) = −gμα +

pμ1p
α
1

m2
Z

, (18)∑
λ2

εν(p2, λ2)ε
∗β(p2, λ2) = −gνβ, (19)

we obtain

∑
λ

|M |2 = MμνM
∗
αβ

(
− gμα +

pμ1p
α
1

m2
Z

)
(−gνβ)

= MμνM
∗
αβ

[
gμαgνβ − pμ1p

α
1

m2
Z

gνβ

]
. (20)
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On the other hand,

MμνM
∗
αβ = ΓHZγ

μν ΓHZγ∗
αβ

= gZmZ

[
hZγ
1 gμν +

hZγ
2

m2
Z

p2μp1ν

]
gZmZ

[
hZγ
1 gαβ +

hZγ
2

m2
Z

p2αp1β

]
, (21)

substituting Eq. (21) in (20) we obtain

∑
λ

|M |2 = g2Zm
2
Z

[
(hZγ

1 )2gμνgαβ+
hZγ
1 hZγ

2

m2
Z

gμνp2αp1β+
hZγ
1 hZγ

2

m2
Z

gαβp2μp1ν+
(hZγ

2 )2

m4
Z

p2μp1νp2αp1β

]

×
[
gμαgνβ − pμ1p

α
1

m2
Z

gνβ

]
, (22)

and performing the appropriate operations

∑
λ

|M|2 = g2Zm
2
Z

[
(hZγ

1 )2gμνgαβg
μαgνβ − (hZγ

1 )2
pμ1p

α
1

m2
Z

gμνgαβg
νβ

+
hZγ
1 hZγ

2

m2
Z

gμνp2αp1βg
μαgνβ − hZγ

1 hZγ
2

m4
Z

gμνp2αp1βp
μ
1p

α
1 g

νβ

+
hZγ
1 hZγ

2

m2
Z

gαβp2μp1νg
μαgνβ − hZγ

1 hZγ
2

m4
Z

gαβp2μp1νp
μ
1p

α
1 g

νβ

+
(hZγ

2 )2

m4
Z

p2μp1νp2αp1βg
μαgνβ − (hZγ

2 )2

m6
Z

p2μp1νp2αp1βp
μ
1p

α
1 g

νβ

]
. (23)

From the relativistic energy-momenta relation

p21 = m2
Z , (24)

p22 = m2
γ = 0, (25)

p2H = m2
H , (26)

we obtain

pH = −(p1 + p2),

p2H = (p1 + p2)
2 = p21 + 2(p1· p2) + p22,

(p1· p2) =
m2

H −m2
Z

2
,

(p1· p2)2 =
(m2

H −m2
Z)

2

4
. (27)
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Finally, the squared of the amplitude of transition for the H → Zγ reaction is given by

∑
λ

|M |2 = g2Zm
2
Z

[
3(hZγ

1 )2 − (hZγ
2 )2

4m4
Z

(m2
H −m2

Z)
2

]
. (28)

3.2 The Width Decay of the Reaction H → Zγ

The decay rate for a two-body process is given by

dΓ(H → Zγ) =
1

32π2
|M |2 |p|

m2
H

dΩ, (29)

where

|p| = m2
H −m2

Z

2mH

. (30)

Explicitly, performing the integrals the decay rate is∫
dΓ(H → Zγ) =

∫
1

32π2
|M |2 |p|

m2
H

dΩ,

Γ(H → Zγ) =
g2Zm

2
Z

64πm3
H

(m2
H −m2

Z)

[
12(hZγ

1 )2 −
(
m2

H −m2
Z

m2
Z

)2

(hZγ
2 )2

]
. (31)

The anomalous couplings hZγ
1 and hZγ

2 are relations for Eqs. (13) and (14), then Eq.

(31) can be written in terms of hZγ
1 only as in Eq. (2) of Ref. [17]. In our case we want

to see the dependence of Γ(H → Zγ) with hZγ
1 and hZγ

2 , respectively.

3.3 Width Decay of H → ff̄

In this section we presented the decay width of the reaction H → ff̄ .

The expression for the amplitude of transition is given by

M = ū(p1)

[
−iemf

2 sin θWmW

]
v(p2), (32)

and the complex conjugate of Eq. (32) is

M † =
iemf

2 sin θWmW

v̄(p2)u(p1). (33)

From Eqs. (32) and (33) the square of the amplitude is obtained by summing and

averaging over the spins of the final state of the fermions, then

∑
λ

|M |2 =
∑
λ

MM † =
e2m2

f

4 sin2 θWm2
W

[
ū(p1)v(p2)

][
v̄(p2)u(p1)

]
(34)

where we use the properties



Electronic Journal of Theoretical Physics - Zacatecas Proc. II (2011) 133–142 139

∑
s

u(p1)ū(p1) = (p/1 +m1), for particles (35)

∑
s

v(p2)v̄(p2) = (p/2 −m2), for anti-particles (36)

replacing we obtain

∑
s

|M |2 =
e2m2

f

4 sin2 θWm2
W

(p/1 +m1)(p/2 −m2),

Explicitly, we obtain

∑
s

|M |2 =
e2m2

f

4 sin2 θWm2
W

[
P1μP2νTr(γ

μγν)−m2P1μTr(γ
μ) +m1P2νTr(γ

ν)−m1m2Tr(I),

and applying the properties of the theorems of traces of Dirac gamma matrices

∑
s

|M |2 =
e2m2

f

sin2 θWm2
W

[(
p1 · p2
)
−m1m2

]
,

where m1 = m2 = mf , then

∑
s

|M |2 =
e2m2

f

sin2 θWm2
W

[(
p1 · p2
)
−m2

f

]
. (37)

From momentum conservation we obtain

pH = p1 + p2,

then

(
p1 · p2
)
=

m2
H − 2m2

f

2
, (38)

and finally the square of the amplitude of transition is

∑
s

|M |2 =
e2m2

f

sin2 θWm2
W

(
m2

H − 4m2
f

2

)
. (39)

The total decay width of the reaction H → ff̄ is given by

Γ(H → ff̄) =
NCg

2m2
fmH

32πm2
W

(
1−

4m2
f

m2
H

) 3
2

, (40)

where the color factor NC = 1 for leptons and 3 for quarks.
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3.4 Branching Ratio of the Process H → Zγ

In this section we present the branching ratio of reaction H → Zγ.

For Higgs boson mass in the range of 100-140 GeV the dominant mode is H → bb̄, in

this case the branching ratio is given by

Br(H → Zγ) =
Γ(H → Zγ)

Γ(H → bb̄)
, (41)

where Γ(H → Zγ) and Γ(H → bb̄) are given by Eqs. (31) and (40) respectively.

4. Results and Conclusions

In this section we present our results and conclusions to the H → Zγ reaction in the

context of effective lagrangian.

For the numerical computation, we have adopted the following parameters: the angle

of Weinber sin2 θW = 0.232, the mass (mb = 4.5 GeV ) of the bottom quark, the mass

(mZ = 91.2 GeV ) of the Z boson and the mass (100 ≤ MH ≤ 200 GeV ) of the Higgs

boson.

To illustrate our results we show the partial decay width in Fig. 1 as a function of

the Higgs boson mass mH for the values of hZγ
1 = 0.047 and hZγ

2 = 0.081 given in Ref.

[17]. We observe from this figure that the partial decay width of the H → Zγ reaction

decreases with increasing Higgs boson mass MH , and crease to hZγ
1 and hZγ

2 given.

Figure 2 shows the branching ratio for the partial decay width Γ(H → Zγ). In this

case, the branching ratio crease due to the anomalous couplings hZγ
1 and hZγ

2 . We obtain

an improvement of about an order of magnitude compared to the result reported in the

literature [18] for the case of the standard model at one loop level.

In conclusion, we have analyzed the partial decay width and the branching ratio of

the H → Zγ reaction with anomalous couplings hZγ
1 and hZγ

2 . Our results are consistent

with those reported in the literature and improved by an order of magnitude over the

limits obtained in the context of the standard model [18].
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Fig. 1 The decay rate for the H → Zγ reaction as a function of the Higgs boson mass mH .
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Fig. 2 The branching ratio for the H → Zγ reaction as a function of the Higgs boson mass mH .
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Abstract: A generalized nonlinear Schrödinger equation was derived for the quasi-spin model

of DNA macromolecule proposed by Takeno and Homma. This model considered the action

of external agents such as a protein and also a bath of phonons. The analysis was done by

using the Generalized Coherent States approach (GCS). We restricted our study to the case

of weakly saturating approximation and found several important collectively formed stretching

and unfolding traveling structures have been obtained for angle deviations. Their corresponding

hydrogen bond displacements show the unexpected behavior of well defined compacton anti-

compacton pairs.
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1. Introduction

As is very well known the DNA macromolecule dynamics with soliton like structures

traveling along the chain has been attracting the attention of many nonlinear researchers

lately. It is assumed that open states of the DNA are the principal requirements for arising

other important features of this molecule, specifically for transcription and replication

processes. Therefore, it is obvious that not only the open states are important for the

cell machinery to function, but also the inverse process ”dual” to the former one that could

repair the appearance of these open states, has the reason to exist. Consequently, it is

important to understand how nonlinear waves influence the interactions of the units that

conform the two strands of the DNA chain. Different approaches for variety of models

of the DNA molecule have been applied. After the first proposal made by Englander

∗ Email:maaguerog@uaemex.mx
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[1], mainly two versions of modeling the DNA macromolecule have appeared among

others. The first one is being deal with rotational degrees of freedom, and the first one

was proposed by Yomosa [2]. The second type model is related with the dynamics of

the hydrogen bonds along the chain, and the principal model in this direction is due

to the Peyrard - Bishop model [3]. These two version of modeling DNA received a

great improvements by many important contributions that one can find for example in

the papers [4-7] and citation therein. In his pioneering work Yomosa [2] presented an

important DNA model which includes the rotation of pair bases along the spiral model

proposed by Watson and Crick. This model takes into consideration a dynamic of a plane

base rotation perpendicular to the helical axis z around the backbone structure. Further

improvements were done in the papers [7,8].

On the other order of things, the study of many body problems whose Hamiltonian

has been explicitly written in terms of spin or quasi spin operators, can be reduced

by appropriated approximations to a quasi-classical treatment. For doing this, certain

reduction procedure from the quasi - spin operator description to a classical one is needed.

This procedure consists in choosing trial functions which can be used for averaging the

Hamiltonian. Then it is natural to choose for this aim, coherent states since these states

are the most classical and minimize important uncertainty relations [9-11].

In this contribution we study a dynamical model related to the appearing of traveling

waves in the DNA molecule by using the quasi-classical approximation due to the gener-

alized coherent states approach. This treatment was possible to implement because of the

quasi spin character of the Hamiltonian of the DNA that is written in terms of the Spin

operators S proposed by Takeno-Homma (TH) in [7]. The approach to derive analytical

solutions was implemented explicitly for the case of traveling waves. In the next section

we briefly expose the main features of the Takeno-Homma model. The second section

is devoted to the generalized coherent state approach applied to the lattice Hamiltonian

of DNA discrete quasi-spin model. The nonlinear lattice equation and is reported in

the third section. The compacton anti-compacton pair is analyzed in the fourth section.

Comments and conclusion are done in the last section.

2. The Takeno - Homma Model

Let us review here the main aspects of the Takeno-Homma Model presented in the paper

[7]. Here we will avoid details, for complete version of this model one can consult the

papers cited above and the followings [12,13]. Thus, it is considered for studying the

B form of the DNA double helical chain. Suppose the coordinates of Pn and P
′
n be

the points where the bases in the nth base pair are attached to the strands A and B

respectively. By (θn, φn) and (θ
′
n, φ

′
n) we denote the angles of rotation of the bases in

the nth base pair around the points Pn and P
′
n in the XZ and XY planes respectively.

From the heuristic argument it is assumed that the main contribution of the inter strand

base-base interaction i.e. the hydrogen bonding energy of the DNA is closely related to

the distance between the bases. Thus, taking in mind this argument the distance between
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the edges of the arrows (QnQ
′
n)

2 is written as:

(QnQ
′
n)

2 = 2 + 4r2 + 2[Sx
nS

’x
n + Sy

nS
’y

n − Sz
nS

’z
n ]− 4r[Sx

n + S ’x
n ] (1)

Where the well known expressions for the quasi-spin operators have been used

Sn = (Sx, Sy, Sz) = (sin θn cosφn, sin θn sinφn, cos θn)

S
′
n = (S

′
x, S

′
y, S

′
z) = (sin θ

′
n cosφ

′
n, sin θ

′
n sinφ

′
n, cos θ

′
n)

The equation for QQ
′
coincides with the Hamiltonian for a generalized Heisenberg spin

model. For the case of isotropically homogeneous coupled quasi-spin chain model, in the

nearest neighboring interaction the Hamiltonian can be written as

H1 = −
∑
∑

n+ S
′
n · S

′
n) + μ(Sn · S

′
n) (2)

The first term of the Hamiltonian (4) corresponds to the stacking nearest neighbor in-

teractions along the chain for each strand, the second term represents the inter strand

interaction at the n−th site. Let us denote by Xn as the displacement of the bases along

the hydrogen bond at the n−th site and bypn = m1Xn the corresponding momentum

of the displacement Xn. Since the functions of DNA are switched on under the biologi-

cal temperature, then it is necessary to include thermal surrounding phonon contribution

and the coupling between the oscillation of the hydrogen atom due to thermal fluctuation

and the rotation of bases. Therefore this contribution takes the form

H2 =
∑
∑

n (3)

Similarly, when the DNA macromolecule is interacting with other molecule like a protein

for instance, at the first approximation this interaction could be modeled by adding a

new contribution to the Hamiltonian in the following manner

H3 =
∑
∑

n (4)

Here yn denotes the displacement of the n−th peptide group in the protein molecule. The

first term of the potential part represents the oscillation of proteins sites and the second

term represents the interaction between the protein and the DNA sites. Consequently,

the total Hamiltonian that will be analyzed is written as follows:

H =
∑
n

[−J(Sn · Sn+1 + Sn · S
′
n)− (μ− α1(Xn+1 −Xn+1))(Sn · S

′
n)+

+α2(yn+1 − yn−1)S
z
nS

z′
n +

p2n
2m1

+ k1(Xn −Xn+1)
2 +

q2n
2m1

+ k2(yn+1 − yn+1)
2] (5)
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3. Generalized Coherent State Approach

The fundamental task for finding the relation between the collective nonlinear effects in

classical and quasi-quantum models appears. This correspondence has been discussed by

many authors, for example see [14]. On the other hand the famous Heisenberg model

which is the basis for the theoretical study of a various class of studies as in ferro-

magnetism, exciton models in crystals, etc; was studied by means of various reduction

procedures [15]. Generally speaking, this reduction procedure could be done in case

when the Hamiltonian of a certain many body problem is written in terms of a spin or

quasi-spin operators and contains physical parameters like exchange integrals, constant of

anisotropy, atom spin values etc. The reduction or transition procedures from quantum

or quasi-quantum description to its classical or quasi-classical level has been realized by

different important ways. The first one is the formal replacement of the spin o quasi

spin operators with classical vectors. The next method uses the Holstein - Primakov

transformation for bozonization the quasi spin model. This method allows to rewrite the

initial quasi-spin Hamiltonian in terms of Bose operators and subsequently transforms

the Hamiltonian to a classical one. The third version consists on averaging the quantum

or quasi-quantum Hamiltonian over some states that minimizes certain uncertainties.

In the next section, we will investigate the particle-like localized nonlinear excitation

in the quasi-spin Hamiltonian for DNA model obtained by Takeno-Homma [7] by making

use of the third variant of reduction procedure, based on the generalized coherent states

(GCS) on the group (SU(2)/U(1)).

Let us briefly describe the main aspects of the generalized coherent states (GCS)

on the group (SU(2)/U(1)). Let G be an arbitrary Lie Group and T̂ be its irreducible

unitary representation acting in the Hilbert space H. Any vector of this space is denoted

by the symbol |ψ >, the scalar product of the vectors |ψ >, and |φ >, linear on |ψ >,

and antilinear on |φ > by the symbol < φ|ψ >, and the projection operator on the vector

|ψ >, by |ψ >< φ|. Let |ψ0 >, be some fixed vector in the space H. Consider the set

of vectors {|ψg >}, for that |ψg >= T (g)|ψo > where g goes over all group G. It is easy

to see that two vectors |ψg1 > and |ψg2 > will differ from one another only by a phase

factor (|ψg1 >= eiα|ψg2 >, |eiα| = 1), or in other words will determine the same state only

if T (g−1
2 .g1)|ψ0 >= eiα|ψ0 > .

Let P = {p} be the set of elements of the group G such that T (p)|ψ0 >= eiα(p)|ψ0 > .

It is evident that P is a subgroup of the group G and we denote it as the stationary group

of the state |ψ0 >.This set is a stationary subgroup of the vector |ψ0 >.

From the above assumptions it is easily seeing that vectors |ψ(g) > being embedded

in the left adjoin class g1p ∈ g1P will differ each other only in the phase. It means

that they define the same state. Then one concludes that different vectors (states) will

correspond to elements gm that belong to the factor space M = G/P . This way in order

to describe the set of different states it is enough to take one element of each class. From

the geometrical point of view, the group G is treated as fiber-bundle space with a base

M = G/P and layer P . Then the choosing of gm corresponds to some section of this fiber
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-bundle space. The set of vectors |ψm >= T (gm)|ψ0 > with gm ∈ G/P we call a system of

Generalized Coherent States (GCS) on the group G with a referent vector |ψ0 >. Usually,

the choose of referent vector |ψ0 > is determined by thinking on simplicity and with the

states being nearly classical.

For our aims the group SU(2) plays a crucial role. This group will be the group G of

the above described scheme. It is known that the system of spin coherent states (GCS

constructed on the SU(2)/U(1) space ) may be written as

|ψ >= T (g)|ψ0 >= eαS
+−α̂S− |0 >=

(
1 + |ψ|2

)−j
eψS

+ |0 >; (6)

with Ŝ
±
= Ŝ

x
+i Ŝ

y
, ψ = α

|α|Tan|α|, α, ψ are complex numbers, |0 >= |j,−j > and j

defines the unitary representation of the group SU(2). The set of trial functions (1) is

seen to have the symmetry of sphere.

For j = 1 the corresponding coherent states read

|ψ >=
1

1 + |ψ|2{|0 > +
√
2ψ|1 > +ψ2|2 >} (7)

with (|i >, i = 0, 1, 2) being the pure spin states (down, middle and up states as usual).

The components of the classical spin vector, �S = (Sx, Sy, Sz) =< ψ|Ŝ|ψ > and of the

quadrupole moment Qij for the GCS in the coset space SU(2)/U(1) for any value of j

are

S+ = S̄
−
= 2j

ψ̄

1 + |ψ|2 , Sz = −j 1− |ψ|
2

1 + |ψ|2 , Qzz =
j2 (1− |ψ|2) + 2j|ψ|2

(1 + |ψ|2)2
(8)

and the averaged Casimir operator is

< Ĉ
2
>=

1

2
[< Ŝ

+
Ŝ
−
> + < Ŝ

−
Ŝ
+
>]+ < (Ŝ

z
)2 >= m = j(j + 1)

4. Classical Lattice Nonlinear Equation

We will consider that all exchange integrals in the Hamiltonian (7) are constant and do

no differ from one point to another, i.e. we have a homogeneous system. As is know, the

choice of GCS method is dictated by the Hamiltonian symmetry [10]. The conditions for

using this reduction procedure are fulfilled. First of all we have a quasi-spin Hamiltonian

(2.) with zero anisotropy, because the exchange integrals in the x, y, z direction are the

same. In this case the model as can be easily seen has the SU(2) symmetry. The

demonstration of this fact was done by Makhankov in [16]. Second, the easy axis of

the model is considered the axis z, that is the direction of the helical axis as an axis of

”magnetization” in the spin chain anisotropy. Additionally the quasi-spin part of the

Hamiltonian (2.) is formally written in terms of spin operators with spin value s = 1/2.

Therefore, in this case, it is not necessary to carry out the bozonization procedure of the

Hamiltonian, since both the spin Hamiltonian and the generalized coherent states are

constructed on the operators of the same group SU(2)/U(1).
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Let us pass from quasi-quantum system to classical one. Before doing this, let

us remind the reader that generalized coherent states on the SU(2) group in complex

parametrization has the form

|ψj >= (1 + |ψj|2)−Seψj Ŝ
+
j |S,−S >j

Next, we consider the fact that since spin operators Ŝ+
j commute in neighboring sites of

one DNA strands, the generalized coherent state for all the lattice is the direct product

of GCS taken at separate sites.

|ψ >=
∏
∏

j; j = 1, 2, 3, ...N

Thus we have for the spin averaging

< ψ|Ŝ+
j Ŝ

+
j+1|ψ >=< ψj|Ŝ+

j |ψj >< ψj+1|Ŝ+
j+1|ψj+1 >

The averaged values of quasi-spin operators S = (Sx, Sy, Sz) by using the SU(2) GCS

can be written in the following stereographic projection forms, that subsequently will be

used for averaging the lattice Hamiltonian (2.)

S+ =< ψ|Ŝ+|ψ >=
ψ

1 + |ψ|2 ;S
− =< ψ|Ŝ−|ψ >=

ψ

1 + |ψ|2 ;S
z =< ψ|Ŝz|ψ >= − 1− |ψ|2

2(1 + |ψ|2)
(9)

with S+ = Sx + iSy and S− = Sx − iSy. The quantities ψn, θnandφn from the Eq. (2)

are interrelated by the formula

ψn = tan (θn/2) e
iφn (10)

As one can easily verify, similar expressions can be constructed for the second strand

of the DNA molecule. In this case GCS will be parameterized by the field ξ with its

corresponding angles θ
′
and φ

′
. After averaging the quasi-spin Hamiltonian (2.) with the

GCS (9) we obtain the classical discrete Hamiltonian in the following form:

H =
∑
n

−J

2

(ψnψn+1 + ψnψn+1) + (1− |ψn|2)(1− |ψn+1|2)
(1 + |ψn|2)(1 + |ψn+1|2)

+

(ξnξn+1 + ξnξn+1) + (1− |ξn|2)(1− |ξn+1|2)
(1 + |ξn|2)(1 + |ξn+1|2)

−1

4
(μ− α1(Xn+1 −Xn−1))

2ψnξn + 2ξnψn + (1− |ξn|2)(1− |ψn|2)
(1 + |ξn|2)(1 + |ψn|2)

+
α2

4
(yn+1 − yn−1)

(1− |ξn|2)(1− |ψn|2)
(1 + |ξn|2)(1 + |ψn|2)

+
p2n
2m1

+
q2n
2m2

+ k1(Xn −Xn+1)
2 + k2(yn − yn+1)

2

(11)

Because of the appreciable length of excitations in DNA is much greater than the inter-

site distance a between neighboring nucleotides, we can pass for making an approximation
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of continuous limit by standard procedures. For this we introduce as usual the fields

Xn → X(z, t), yn → y(z, t) with z = na and make the standard expansions

ψn±1 = ψ(z, t)± aψz +
a2

2!
ψzz + ..., |ψn±1|2 = |ψ|2± a(|ψ|)z +

a2

2!
(|ψ|)zz + ...,

∑
n

−→
∫

dz

a

The similar expansions can be done directly for the variables Xn±1, yn±1, ξ±1 and

|ξn±1|. After some algebra we obtain the new classical Hamiltonian

H = ∫
{
aJ

2

(
|ψz|2

1 + |ψ|2 +
|ξz|2

1 + |ξ|2

)
− 1

4a
(μ− 2α1aXz)

(
2(ψξ + ψξ) + (1− |ξ|2)(1− |ψ|2)

(1 + |ξ|2)(1 + |ψ|2)

)

+
α2

2

(1− |ξ|2)(1− |ψ|2)
(1 + |ξ|2)(1 + |ψ|2)yz +

p2

2am1

+
q2

2am2

+ k1a(Xz)
2 + k2a(yz)

2

}
dz + const. (12)

The equation of motion for X(z, t) and y(z, t) can be obtained from the Eq.(12) by

the standard Hamiltonian equations of motion Ẋ = ∂H
∂p

and ẏ = ∂H
∂q

and their canonical

conjugate counterparts. The equation of motion for ψ and ξ variables is obtained by

using the variational derivative [17], in the following form

iξt = −(1 + |ξ|2)2
δH

δξ

The same sort of equations are directly built also for the second field variable ψ. Af-

ter several algebraic calculations, finally, we obtain the following system of nonlinear

differential equations:

iψt = −
Ja

2
ψzz + aJ

2ψ2
zψ

1 + |ψ|2 −
(
μ− 2aα1Xz

2a

)(
ξ − ψ + ψ|ξ|2 − ξψ2

1 + |ξ|2

)
−α2yz

(
1− |ξ|2
1 + |ξ|2

)
ψ, (13)

iξt = −
Ja

2
ξzz + aJ

2ξ2zξ

1 + |ξ|2 −
(
μ− 2aα1Xz

2a

)(
ψ − ξ + ξ|ψ|2 − ψξ2

1 + |ψ|2

)
−α2yz

(
1− |ψ|2
1 + |ψ|2

)
ξ, (14)

m1Xtt = 2ak1Xzz +
α1

2

(
2(ψξ + ψξ) + (1− |ξ|2)(1− |ψ|2)

(1 + |ξ|2)(1 + |ψ|2)

)
z

(15)

m2ytt = 2ak2yzz +
α2

2

(
(1− |ξ|2)(1− |ψ|2)
(1 + |ξ|2)(1 + |ψ|2)

)
z

(16)

By adding and subtracting equations (19) and (20) making ψ = −ξ, these two equations

transform to

iψ = −Ja

2
ψzz + aJ

ψ2
zψ

1 + |ψ|2 +

(
2μ

a
− (4α1Xz + α2yz)

)
1− |ψ|2
1 + |ψ|2ψ (17)
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Next, for the other unknown variables X(z, t) and y(z, t) one can find the new system of

equations

m1Xtt = 2ak1Xzz +
α1

2

{
1 + |ψ|4 − 6|ψ|2

(1 + |ψ|2)2

}
z

(18)

m2ytt = 2ak2yzz +
α2

2

{(
1− |ψ|2
1 + |ψ|2

)2}
z

(19)

Let us analyze these two last equations. By applying the same procedure due to Va-

sumathi and Daniel in their paper [8] we denote Xz = W (z, t) and yz = Q(z, t) and fur-

ther we will look forward for traveling wave solutions by changing the variablesσ = z−vt.

After some algebra and integrating twice the new obtained equation for the variable σ

and making the both constant of integration equal to zero we have obtained the next

system

W =
α1

2(m1v2 − 2k1)

1 + |ψ|4 − 6|ψ|2
(1 + |ψ|2)2 (20)

Q =
α2

2(m2v2 − 2k2)

(
1− |ψ|2
1 + |ψ|2

)2
(21)

Replacing the equations (20) and (21) in to the generalized nonlinear Schrödinger equation

Eq. (17) one obtains

iψt = −
Ja

2
ψzz + aJ

ψ2
zψ

1 + |ψ|2+ (22)

+

(
2μ

a
− β

1 + |ψ|4 − 6|ψ|2
(1 + |ψ|2)2 − γ

(
1− |ψ|2
1 + |ψ|2

)2)
1− |ψ|2
1 + |ψ|2ψ

with the following parameter values

β =
2α2

1

m1v2 − 2ak1
, γ =

α2
2

2(m2v2 − 2ak2)
(23)

Further, we will make several simplifications in order to find analytical solutions. First

of all we will make a parametric change z = s
√

Ja
2
. Second, we will assume that in

the first approximation the parameter μ that is the exchange integral between strands

and the separation of nucleotides satisfies the strong inequality μ/a<<1. Thus, after

these restrictions the nonlinear generalized Schrödinger equation is transformed to the

following saturable one:

iψt = −ψss +
2μ

a

(
1− |ψ|2
1 + |ψ|2

)
ψ−
(
β
1 + |ψ|4 − 6|ψ|2

(1 + |ψ|2)2 + γ

(
1− |ψ|2
1 + |ψ|2

)2)
1− |ψ|2
1 + |ψ|2ψ (24)

5. Compactons for Hydrogen Bond Displacements

For the case when the external interaction disappears when α1 = 0 and α2 = 0, applying

the relations (23) to the equation (24) gives us a new reduced nonlinear Schrodinger

type equation that can be solved numerically for instance. The corresponding solutions
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for displacements of hydrogen bonds and for displacements inside the protein interacting

molecule, can be found and they are no more than plain waves that was reported in the

work [8]. Similar nonlinear equation appears also in the Heisenberg ferromagnetic theory

[9].

Let us now analyze the equation (24) for the interesting case of weakly saturating

approximation. We proceed here in the same way as in nonlinear optics and as in Bose-

Einstein condensation theory [9, 18]. We have in the equation (24) terms proportional

to G = F (I)(1 + I)−1 with I = |ψ|2. Therefore, for the resulting equation not lose

saturation properties, we will use the expansion G = F (I)(1 − I). Next, we make the

following redefinition μ
a
→ μ. Making such approximation after some algebra we obtain

the Cubic-Quintic Nonlinear Schrödinger Equation (CQNSE):

iψt + ψss + κ1ψ + κ3|ψ|2ψ − κ5|ψ|4ψ = 0 (25)

with the parameter relations

κ1 = −2μ+ β + γ, κ3 = 4μ− 10β − 6γ, κ5 = 4μ− 34β − 18γ (26)

with κ3κ5 < 0, for ensuring saturation of nonlinearity. The values of β and γ are defined

through the equations (23). As is well known, the CQNES does not belong to the class

of integrable nonlinear equation in the sense of Lax pairs treatment or Hirota methods

for finding its complete set of solutions. Instead, there are important particular solutions

that can be used for analyzing the nonlinear excitations along the DNA macromolecule.

For doing this, let us make a transformation for a better treatment of the equation

(32) in such a way that we can distinguish the vacuum states of the CQNSE. It can be

easily confirmed by some calculation, that the model’s ”potential” has several vacuum

states. The term ”vacuum” does not mean a state in the Hilbert space, but rather it is

a classical configuration with minimal energy. Thus, if the field configuration has finite

energy, the solutions of the equation of motion that lead to asymptotic values of ψ(x)

have to coincide with minimum potentials. Making the following change of variables and

parameter transformations

x = ηs, τ = ςt, ψ = �Φ(x, τ)

being η, ς, � constants. After some calculation we are able to find a new version of the

CQNSE with explicit vacuum states inside the equation,

iΦτ + Φxx − (3|Φ|2 − (2A+ ρ0))(|Φ|2 − ρ0)Φ = 0 (27)

However, the new parameters A, ρ0, κ1, κ3, κ5 have to satisfy the relations

ς = η2 =
1

3
κ5�

4, �2 =
3

2(A+ 2ρ0)

κ3

κ5

,
A

ρ0
= −2− 3

4

κ2
3

κ1κ5

(
1±
√
1 + 4

κ1κ5

κ2
3

)
(28)

Without lost of generality we can fix the value of ρ0 = 1, this because, the solution

properties depend explicitly only on the combination on A/ρ0. The parameter A can
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acquire positive or negative values depending on the signs of parameter κi, with i = 1, 5

defined by the relations Eq. (26).

For obtaining some information on the DNA properties let us take the regular solutions

obtained for the case when A > 1 . Thus, for the case of trivial or drop boundary

condition when ψ → 0 whether x→ ±∞ the corresponding solution of the CQNSE is a

non topological traveling drop soliton similar to that obtained in the book [9].

Φd = ei(
v
2
x− v2

4
τ + θ0)(−4B)

1
2

[
1 +

√
1 +

16

3
B cosh

(√
−B (x− vτ − x0)

)]−1
2

(29)

with

B = −3

4

1 + 2A

(A+ 2)2
=

κ1κ5

κ2
3

Next, it is easy to check that when B → − 3
16

the integral of motion N = ∫ dx |ψ|2,
increases indefinitely and the soliton amplitude will turn to become a constant Φ→

√
3
2
.

This fact applied to the DNA molecular dynamics should imply that a collective wave

of bubble type forming a certain open state for the angle deviations φ and φ
′
defined

by |ψ|2 = (tan(θ/2)2 should propagate along the chain due to the interaction of the

DNA molecule with thermal phonons and protein surrounding molecule. This because

the collective wave is constructed by the two types of drop solutions for ψ and for ξ field

variables correspondingly. For the existence of this type of solitary wave solutions the

parameter B have to satisfy the restriction −3/16 ≤ B ≤ 0, that consequently leads to

the parameter restriction A > 4. An interesting traveling shape could be created when

B → − 3
16
. This structure will tend to maintain a certain constant amplitude along a

appreciable segment of DNA in such a manner that along the DNA chain should be

created a cigarette like bubble, for the angle θ and φ
′
deviations.

For calculating the displacements X along the hydrogen bonds we can use the ana-

lytical solution (28) and replace it into the equation (20) and integrate once with respect

to the variable ζ = x − vτ . After integration we obtain a traveling solution for the

displacements X(ζ) with an arbitrary constant of integration X0. This constant of inte-

gration can be obtained by some initial condition imposed to the nonlinear equation (26).

Further, we will also apply the same boundary conditions that has been applied for the

drop soliton solutions founded above. This means that far from the zone of excitation

z → ±∞ the displacements tend to be zero. It has been performed the integration and

we were able to found a compacton like structure see the Fig. 1 for displacements along

the hydrogen bonds in the following form

X(ζ) = X(x− vτ), for − ζ0 ≤ ζ ≤ ζ0 (30)

X(ζ) = 0, elsewhere

This solution represents a pair of traveling compacton and anti-compacton structures

fused together. Let us remainder that the positive values of hydrogen displacements

represent the separation of the two strands of DNA molecule, while the negative ones,
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represent the compression, the stretching of these bonds along the DNA chain. Specif-

ically, in the sector of negative values of ζ ≤ 0 we have a compact solution, and in the

region ζ ≥ 0 the anti-compacton lives, see Fig. 1. We can observe an interesting be-

havior of this solution, that we resume as follows. When this pair solution travels along

the chain, its compacton part forms open states in opposite to the anti-compacton part

that kills this deformation. This anti-compacton behaves like a solution that cure the

open states; therefore, it could be named as ”‘healon”. These fused antagonistic waves

that following each other along the chain, resemble in certain manner the Cooper pairs

profusely studied in condensed matter and field theories.

Fig. 1 Numerically integrated solution for the Eq. (26) that takes non-vanishing values X on the
segment [−ζ0, ζ0], beyond of this segment the displacement values vanish. The positive values of
X represent the elongation of displacements along the hydrogen bonds, while the negative ones,
represent the shrinking of that bonds.

Regarding the solution of Eq. (21) we can say a few words. We were unable to

find physical interesting traveling solutions for this equation. Thus, in the protein that

is interacting with DNA , could not be formed traveling waves along its structure, for

this specific model, perhaps there could be another type of solutions not necessarily the

traveling ones.

6. Conclusions

As is well known the relation of the quasi-classical field variable of the GCS approach

ψ and the angle θ being the deviation of the angle of the classical spin S see Eq. (2)

from the OZ axis is the following |ψ|2 = tan2(θ/2) [9]. Thus the using of the generalized

coherent state approach, provides us directly with the possibility to calculate the angle

deviation of the ”classical” spin with respect to the chosen direction z.

Generally speaking, from the results obtained in this work we can infer the following.

When the parameter ”temperature” A is restricted to the segment 1 < A < 4, the so-

lutions with non vanishing boundary conditions, the rotational angle θ and θ
′
deviation

bubbles, that collectively will build the stretching wave, appears along the DNA chain.

Regarding the hydrogen bond displacements, we have been obtained crucial compacton

anti-compacton pair solutions for both cases when the boundary conditions of two type

were applied to the angle deviation θ and θ
′
. Depending on which collectively formed
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traveling solutions for angle deviation will be formed in certain segment of DNA, au-

tomatically the traveling compacton pair of positive and negative hydrogen bonds will

be switched on. As soon as the nonlinear excitations in whichever segment of the DNA

molecule is being activated by the presence of a protein for example, nonlinear waves

of two types automatically could appear as a dual mechanism for maintaining the ini-

tial structure of the chain, indeed the nonlinear waves that tends to separate the both

strands and their counterparts that tend to maintain them together. The last one could

be interpreted as healing waves that cure the open states of the DNA segments. Similar

pair of entities are profusely investigated in Physics.
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Abstract: We present a realization of a quantum field theory, envisaged many years ago by

Gelfand, Tsetlin, Sokolik and Bilenky. Considering the special case of the (1/2, 0) ⊕ (0, 1/2)

field and developing the Majorana construct for neutrino we show that a fermion and its

antifermion can have the same properties with respect to the intrinsic parity (P ) operation.

The transformation laws for C and T operations have also been given. The construct can be

applied to explanation of the present situation in neutrino physics. The case of the (1, 0)⊕(0, 1)
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During the 20th century various authors introduced self/anti-self charge-conjugate

4-spinors (including in the momentum representation), see [1-4]. Later, Lounesto et al,

Dvoeglazov, Kirchbach etc studied these spinors [5-8], they found dynamical equations,

gauge transformations and other specific features of them. Recently, in [8] it was claimed

that “for imaginary C parities, the neutrino mass can drop out from the single β de-

cay trace and reappear in 0νββ,... in principle experimentally testable signature for a

non-trivial impact of Majorana framework in experiments with polarized sources” (see

also Summary of the cited paper). Thus, phase factors can have physical significance

in quantum mechanics. So, the aim of my talk is to remind what several researchers

presented in the 90s concerning with the neutrino description.

We define the self/anti-self charge-conjugate 4-spinors in the momentum space1

CλS,A(pμ) = ±λS,A(pμ) , CρS,A(pμ) = ±ρS,A(pμ) , (1)

∗ Email:valeri@fisica.uaz.edu.mx, vdvoeglazov@yahoo.com.mx
1 In [8] a bit different notation was used referring to [2].
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where

λS,A(pμ) =

(
±iΘφ∗

L(p
μ)

φL(p
μ)

)
, ρS,A(pμ) =

(
φR(p

μ)

∓iΘφ∗
R(p

μ)

)
. (2)

The Wigner matrix is Θ[1/2] = −iσ2 =

(
0 −1
1 0

)
, and φL, φR are the Ryder (Weyl) left-

and right-handed 2-spinors

φR(p
μ) = ΛR(p← 0)φR(0) = exp(+σ · ϕ/2)φR(0) , (3)

φL(p
μ) = ΛLp← 0)φL(0) = exp(−σ · ϕ/2)φL(0) , (4)

with ϕ = nϕ being the boost parameters:

coshϕ = γ =
1√

1− v2/c2
, sinhϕ = βγ =

v/c√
1− v2/c2

, tanhϕ = v/c . (5)

As we have shown the 4-spinors λ and ρ are NOT the eigenspinors of helicity. Moreover,

λ and ρ are NOT the eigenspinors of the parity P =

(
0 1

1 0

)
R, as opposed to the Dirac

case. Such definitions of 4-spinors differ, of course, from the original Majorana definition

in x-representation:

ν(x) =
1√
2
(ΨD(x) + Ψc

D(x)) , aσ(p) =
1√
2
(bσ(p) + d†σ(p)) , (6)

ν(x) =
∫ d3p

(2π)32Ep

∑
σ

[uσ(p)aσ(p)e
−ip·x + vσ(p)[λa

†
σ(p)]e

+ip·x] , (7)

Cν(x) = ν(x), that represents the positive real C− parity field operator. However,

the momentum-space Majorana-like spinors open various possibilities for description of

neutral particles (with experimental consequences, see [8]).

The 4-spinors λ and ρ are NOT the eigenspinors of helicity. Moreover, λ and ρ

are NOT the eigenspinors of the parity P =

(
0 1

1 0

)
R, as opposed to the Dirac case.

Such definitions of 4-spinors differ, of course, from the original Majorana definition in

x-representation. They are eigenstates of the chiral helicity quantum number introduced

in the 60s, η = −γ5h. While

Puσ(p) = +uσ(p) , Pvσ(p) = −vσ(p) , (8)

we have

PλS,A(p) = ρA,S(p) , PρS,A(p) = λA,S(p) , (9)

for the Majorana-like momentum-space 4-spinors on the first quantization level.

One can use the generalized form of the Ryder relation for zero-momentum spinors:[
φh

L
(0)
]∗

= (−1)1/2−h e−i(ϑL
1 +ϑL

2 ) Θ[1/2] φ
−h
L

(0) , (10)
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in order to derive the dynamical equations [6]:

iγμ∂μλ
S(x)−mρA(x) = 0 , (11)

iγμ∂μρ
A(x)−mλS(x) = 0 , (12)

iγμ∂μλ
A(x) +mρS(x) = 0 , (13)

iγμ∂μρ
S(x) +mλA(x) = 0 . (14)

These are NOT the Dirac equations (cf. [9]). Similar formulation has been presented by

A. Barut and G. Ziino [3]. The group-theoretical basis for such doubling has been first

given in the papers by Gelfand, Tsetlin and Sokolik [10] and other authors. Hence, the

Lagrangian is

L =
i

2

[
λ̄Sγμ∂μλ

S − (∂μλ̄
S)γμλS + ρ̄Aγμ∂μρ

A − (∂μρ̄
A)γμρA+

λ̄Aγμ∂μλ
A − (∂μλ̄

A)γμλA + ρ̄Sγμ∂μρ
S − (∂μρ̄

S)γμρS
]
−

−m(λ̄SρA + ρ̄AλS − λ̄AρS − ρ̄SλA) . (15)

The connection with the Dirac spinors has been found. For instance [4, 6],⎛⎜⎜⎜⎜⎝
λS
↑ (p

μ)

λS
↓ (p

μ)

λA
↑ (p

μ)

λA
↓ (p

μ)

⎞⎟⎟⎟⎟⎠ =
1

2

⎛⎜⎜⎜⎜⎝
1 i −1 i

−i 1 −i −1
1 −i −1 −i
i 1 i −1

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
u+1/2(p

μ)

u−1/2(p
μ)

v+1/2(p
μ)

v−1/2(p
μ)

⎞⎟⎟⎟⎟⎠ . (16)

See also ref. [10, 3].

It was shown [6] that the covariant derivative (and, hence, the interaction) can be

introduced in this construct in the following way:

∂μ → ∇μ = ∂μ − ig
L5Bμ , (17)

where 
L5 = diag(γ5 − γ5), the 8× 8 matrix. With respect to the chiral phase transfor-

mations the spinors retain their properties to be self/anti-self charge conjugate spinors

and the proposed Lagrangian [6, p.1472] remains to be invariant. This tells us that while

self/anti-self charge conjugate states has zero eigenvalues of the ordinary (scalar) charge

operator but they can possess the axial charge (cf. with the discussion of [3] and the old

idea of R. E. Marshak and others).2 Next, because the transformations

λ′
S(p

μ) =

(
Ξ 0

0 Ξ

)
λS(p

μ) ≡ λ∗
A(p

μ) , (18)

λ′′
S(p

μ) =

(
iΞ 0

0 −iΞ

)
λS(p

μ) ≡ −iλ∗
S(p

μ) , (19)

λ′′′
S (p

μ) =

(
0 iΞ

iΞ 0

)
λS(p

μ) ≡ iγ0λ∗
A(p

μ) , (20)

λIV
S (pμ) =

(
0 Ξ

−Ξ 0

)
λS(p

μ) ≡ γ0λ∗
S(p

μ) (21)

2 In fact, from this consideration one can recover the Feynman-Gell-Mann equation (and its charge-

conjugate equation).
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with the 2× 2 matrix Ξ defined as (φ is the azimuthal angle related to p→ 0)

Ξ =

(
eiφ 0

0 e−iφ

)
, ΞΛR,L(0← pμ)Ξ−1 = Λ∗

R,L(0← pμ) , (22)

and corresponding transformations for λA do not change the properties of bispinors to be

in the self/anti-self charge conjugate spaces, the Majorana-like field operator (b† ≡ a†)
admits additional phase (and, in general, normalization) SU(2) transformations:

νML ′(xμ) = [c0 + i(τ · c)] νML †(xμ) , (23)

where cα are arbitrary parameters. The conclusion is: a non-Abelian construct is per-

mitted, which is based on the spinors of the Lorentz group only (cf. with the old ideas of

T. W. Kibble and R. Utiyama) . This is not surprising because both SU(2) group and

U(1) group are the sub-groups of the extended Poincaré group (cf. [12]).

The Dirac-like and Majorana-like field operators can be built from both λS,A(pμ) and

ρS,A(pμ), or their combinations. The anticommutation relations are the following ones

(due to the bi-orthonormality):

[aη′(p′
μ

), a†η(p
μ)]± = (2π)32Epδ(p− p′)δη,−η′ (24)

and

[bη′(p′
μ

), b†η(p
μ)]± = (2π)32Epδ(p− p′)δη,−η′ (25)

Other (anti)commutators are equal to zero: ([aη′(p
′μ), b†η(p

μ)] = 0).

In the Fock space the operations of the charge conjugation and space inversions can

be defined through unitary operators. The time reversal operation should be defined

through an antiunitary operator. We further assume the vacuum state to be assigned

the even P - and C-eigenvalue and, then, proceed as in ref. [13]. As a result we have very

different properties with respect to the space inversion operation, comparing with the

Dirac states (the case was also regarded in [3]):

U s
[1/2]|p, ↑>+= +i| − p, ↓>+, U s

[1/2]|p, ↑>−= +i| − p, ↓>− (26)

U s
[1/2]|p, ↓>+= −i| − p, ↑>+, U s

[1/2]|p, ↓>−= −i| − p, ↑>− (27)

For the charge conjugation operation in the Fock space we have two physically different

possibilities. The first one, in fact, has some similarities with the Dirac construct. The

action of this operator on the physical states are

U c
[1/2]|p, ↑>+ = + |p, ↑>− , U c

[1/2]|p, ↓>+= + |p, ↓>− , (28)

U c
[1/2]|p, ↑>− = − |p, ↑>+ , U c

[1/2]|p, ↓>−= − |p, ↓>+ . (29)

But, one can also construct the charge conjugation operator in the Fock space which acts,

e.g., in the following manner:

Ũ c
[1/2]|p, ↑>+ = − |p, ↓>− , Ũ c

[1/2]|p, ↓>+= − |p, ↑>− , (30)

Ũ c
[1/2]|p, ↑>− = + |p, ↓>+ , Ũ c

[1/2]|p, ↓>−= + |p, ↑>+ . (31)
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This is due to corresponding algebraic structures of self/anti-self charge-conjugate spinors.

Finally, the time reversal anti-unitary operator in the Fock space should be defined in

such a way that the formalism to be compatible with the CPT theorem. We obtain for

the Ψ(xμ):

V
T

a†↑(p)(V
T

)−1 = a†↓(−p) , V
T

a†↓(p)(V
T

)−1 = −a†↑(−p) , (32)

V
T

b↑(p)(V
T

)−1 = b↓(−p) , V
T

b↓(p)(V
T

)−1 = −b↑(−p) . (33)

In the (1, 0)⊕ (0, 1) representation space one can define the Γ5C self/anti-self charge

conjugate 6-component objects.

Γ5C[1]λ(p
μ) = ±λ(pμ) , (34)

Γ5C[1]ρ(p
μ) = ±ρ(pμ) . (35)

The C[1] matrix is constructed from dynamical equations for charged spin-1 particles. No

self/anti-self charge-conjugate states are possible. They are also NOT the eigenstates of

the parity operator (except for λ→):

PλS
↑ = +λS

↓ , PλS
→ = −λS

→ , PλS
↓ = +λS

↑ , (36)

PλA
↑ = −λA

↓ , PλA
→ = +λA

→ , PλA
↓ = +λA

↑ . (37)

The dynamical equations are

γμνp
μpνλS

↑↓ −m2λS
↓↑ = 0, γμνp

μpνλA
↑↓ +m2λA

↓↑ = 0 , (38)

γμνp
μpνλS

→ +m2λS
→ = 0, γμνp

μpνλA
→ −m2λA

→ = 0 . (39)

On the secondary quantization level we obtained similar results as in the spin-1/2 case.

The conclusions are: The momentum-space Majorana -like spinors are considered in

the (j, 0) ⊕ (0, j) representation space. They have different properties from the Dirac

spinors even on the classical level. It is convenient to work in the 8-dimensional space.

Then, we can impose the Gelfand-Tsetlin-Sokolik (Bargmann-Wightman-Wigner) pre-

scription of 2-dimensional representation of the inversion group. Gauge transformations

are different. The axial charge is possible. Experimental differencies have been recently

discussed (the possibility of observation of the phase factor/eigenvalue of the C-parity),

see [8]. (Anti)commutation relations are assumed to be different from the Dirac case

(and the 2(2j + 1) case) due to the bi-orthonormality of the states (the spinors are self-

orthogonal). The (1, 0) ⊕ (0, 1) case has also been considered. The Γ5C-self/anti-self

conjugate objects have been introduced. The results are similar to the (1/2, 0)⊕ (0, 1/2)

representation. The 12-dimensional formalism was introduced. The field operator can

describe both charged and neutral states.
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Simetŕıas y masa

Alfredo Aranda

Comentaré sobre el uso de simetŕıas para tratar de entender los patrones observados en

las masas y ángulos de mezcla de los fermiones del Modelo Estándar. Presentaré breve-

mente las generalidades de las principales propuestas, aśı como algunas ideas recientes

que estamos tratando de explorar.

Analytic Lifshitz black holes in higher dimensions

Eloy Ayón-Beato

We generalize the four dimensional R2-corrected z = 3/2 Lifshitz black hole to a two-

parameter family of black hole solutions with asymptotic Lifshitz symmetry for any dy-

namical exponent z and for any dimension D. For a particular relation between the

parameters, we find the first example of an extremal Lifshitz black hole. An asymptoti-

cally Lifshitz black hole with a logarithmic decay is also exhibited for a specific critical

exponent depending on the dimension. Additionally, we show how to generalize the

two-parameter family of black holes to include other horizon topologies. We extend this

analysis to the more general quadratic curvature corrections for which we present three

new families of higher-dimensional D ≥ 5 analytic Lifshitz black holes for generic z. One

of these higher-dimensional families contains as critical limits the z = 3 three-dimensional

Lifshitz black hole and a new z = 6 four-dimensional black hole. The variety of analytic

solutions presented here encourages to explore these gravity models within the context
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of non-relativistic holographic correspondence.

Geometry and Physics of random folding

Alexander Balankin

Folded configurations of thin matter are very common in nature, ranging form the micro-

scopic level-folded proteins and nanoparticle membranes to the macroscopic level folded

paper and fault-related geological formations. In mathematics, Riemann has used a crum-

pled ball of paper with bookworms to explain the hidden dimensions in non-Euclidean

geometry. In this presentation we discuss the topological and geometrical properties of

folded configurations and the physics of folding. Special attention is paid to the fractal

geometry and the thermodynamics of randomly folded thin sheets.

Superficies relativistas con cota en la aceleración

Aldrin Cervantes

Proponemos un modelo efectivo, geométrico, para describir la dinámica de objetos ex-

tendidos con una cota en la aceleración, los cuales evolucionan en un espacio-tiempo

tipo Minkowski. El modelo efectivo involucra a la curvatura extŕınseca de la trayectoria

generada por el objeto durante su evolución. El Lagrangiano que describe ésta teoŕıa es

de segundo orden en las derivadas y en consecuencia las ecuaciones de movimiento son

de cuarto orden en las coordenadas. Mostramos que en el caso de codimensión uno, las

ecuaciones de movimiento semeja una ecuación tipo Klein-Gordon. Por ilustración, se

estudia la dinámica de una (3+ 1)-superficie esférica, observando su expansión acelerada

donde se nota una cota en dicha aceleración. Describiremos su posible aplicación al con-

texto de la cosmoloǵıa en dimensiones extra como una alternativa dinámica para explicar

la expansión acelerada del Universo.

Ecuación de Friedmann para un modelo cosmológico ŕıgido

Miguel Ángel Cruz

Se propone un modelo cosmológico en el contexto de dimensiones extras con una cor-

rección lineal en la traza de la curvatura. Se obtiene la correspondiente ecuación de

Friedmann y se estudia de manera general el potencial clásico asociado a éste modelo.

The Bargmann-Wigner formalism for higher spins (up to 2)

Valeriy Dvoeglazov

On the basis of our recent modifications of the Dirac formalism we generalize the

Bargmann-Wigner formalism for higher spins to be compatible with other formalisms for

bosons. Relations with dual electrodynamics, with the Ogievetskii-Polubarinov notoph

and the Weinberg 2(2s+1) theory are found. Next, we proceed to derive the equations for

the symmetric tensor of the second rank on the basis of the Bargmann-Wigner formalism

in a strightforward way. The symmetric multispinor of the fourth rank is used. It is

constructed out of the Dirac 4-spinors. Due to serious problems with the interpretation

of the results obtained on using the standard procedure we generalize it and obtain the
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spin-2 relativistic equations, which are consistent with the previous one. We introduce

the dual analogues of the Riemann tensor and derive corresponding dynamical equations

in the Minkowski space. Relations with the Marques-spehler chiral gravity theory are

discussed. The importance of the 4-vector field (and its gauge part) is pointed out.

Radiation and matter-like properties of 4-dimensional elasticity

Jaime Keller

We construct a mathematical theory of matter in space-time. The basic feature is to

consider a special 4-dimensional elastic medium where a screw dislocation in the addi-

tional (fifth) coordinate causes a field of action over space-time. The properties of this

dislocations are the mathematical model for elementary particles. The generated fields

are linear in the sources and their squares are proportional to the energy stored in those

fields. The waves in 3-D space, in the model, are the propagation of the properties of this

field of action and carry energy, momentum and energy-momentum besides the informa-

tion on the type of matter generating dislocations. If two screw dislocations approach

each other their respective fields a and b add up and an interaction energy results from

the additional terms in the square of the sum: the energy related to the interaction is

the difference between (a+ b)2 and a2 + b2, difference that can be negative for attractive

interactions, or positive for repulsive interaction.

Generalización supersimétrica del agujero negro de Schwarzschild

Julio López-Domı́nguez

La ecuacin de Wheeler-DeWitt para el modelo cosmolgico de Kantowski-Sachs puede

ser entendida como una ecuacin cuantica para el agujero negro de Schwarschild, debido

al difehomorfismo que existe entre las dos soluciones a las ecuaciones de Relatividad

General. En este trabajo se supersimetriza la ecuacin de Wheeler-DeWitt aplicando el

metodo de Graham y se realiza una aproximacion semiclasica tipo WKB y asi obtener

una solucin para el lmite clasico supersimetrico. Se analizan algunas propiedades de esta

solucin clasica supersimetrica.

Boundary terms and Dirac constraints

Merced Montesinos

Time boundary terms usually added to action principles are systematically handled in

the framework of Diracs canonical analysis. The procedure begins with the introduction

of the boundary term into the integral action and then the resulting action is interpreted

as a Lagrangian one to which Diracs method is applied. Once the general theory is de-

veloped, the current procedure is implemented and illustrated in various examples which

are originally endowed with different types of constraints.

SU(2) Monopoles and braids

Carlos Ignacio Pérez

In the realm of classical gauge theories, we review some topological (mainly homotopy
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theoretical) invariants of the critical space of Yang-Mills functional with group SU(2).

The space of time invariant antiselfdual and selfdual connections (monopoles), i.e., the

critical space of Yang-Mills-Higgs functional, is also considered and a relationship with

Artins braid groups is finally described.

Ostrogradski Hamiltonian approach for geodetic brane gravity

Efráın Rojas

We present an alternative Hamiltonian description of a branelike universe immersed in a

flat background spacetime. This model is named geodetic brane gravity. We set up the

Regge- Teitelboim model to describe our Universe where such field theory is originally

thought as a second order derivative theory. We refer to an Ostrogradski Hamiltonian

formalism to prepare the system to its quantization. This approach comprize the manage

of both first- and second-class constraints and the counting of degrees of freedom follows

accordingly.

Campos escalares en la evolución del Universo: teoŕıas

José Socorro

Se presenta la cuestión de porque hay que incluir campos escalares para estudiar la

evolución del Universo, de acuerdo a los datos observacionales. Se mencionan algunas

teoŕıas autoconsistentes que contienen de manera natural estos campos, los cuales son

inclúıdos para resolver problemas particulares de la cosmoloǵıa moderna.

Modelo cosmológico y las modificaciones a la gravitación

Luis Alberto Torres

Se considera que el modelo cosmológico actual tiene buenos cimientos en el panorama

de la relatividad general, en el camino se han ido incorporando ingredientes extra, por

ejemplo la presencia de la constante cosmológica o la inflación como un modelo de condi-

ciones iniciales en lo que a perturbaciónes cosmológicas se refiere. Se dará un bosquejo

de la tendencia a poder extender la teoŕıa de gravitación, desde recetas con perspectiva

fenomenológica (MOND), hasta la extensión del sector de curvatura (gravedades f(R))

pasando por invitaciones de campos escalares en el camino. Intentaré hacer énfasis en

la posibilidad de vincular modificaciones a la gravitación con observaciones astrof́ısicas

vinculadas preferentemente a problemas como formación de estructura y enerǵıa oscura.

Cuantización: de Dirac a Fedosov

José Antonio Vallejo

El problema de la cuantización (esto es, describir el paso de un sistema dinámico clásico a

su equivalente cuántico mediante un conjunto de reglas universales) es de fácil enunciado,

dif́ıcil solución y además, en la práctica no tiene ninguna utilidad. Estas caracteŕısticas

lo hacen irresistible. En la plática haremos un repaso de los métodos de cuantización

que se han propuesto desde el nave de Dirac al más sofisticado de Fedosov-Kontsevich,

examinando sus aciertos, sus fallos y, sobre todo, los interesantes conceptos a los que han
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dado lugar. Sólo en la última parte (los últimos 10 minutos) veremos algo más técnico:

la aplicación de las ideas de Fedosov al caso de las supervariedades y la conexión que este

problema tiene con otros que han aparecido recientemente en F́ısica.

Teoŕıas de orden superior y no conmutatividad

José David Vergara

Se muestra que partiendo de una teoŕıa con derivadas temporales de orden superior es

posible obtener una teoŕıa no conmutativa. Para establecer claramente esta relación se

utiliza un modelo mecánico del tipo Chern-Simmons el cual presenta inicialmente no con-

mutatividad en las velocidades pero no en las coordenadas. Sin embargo, al cuantizar el

modelo presenta estados de norma negativa, para evitar el problema se utiliza un método

perturbativo el cual elimina los estados de norma negativa y a su vez crea la no conmu-

tatividad en las coordenadas.

Cuantización de Esṕın 3/2: Más allá de Rarita-Schwinger con mecanismo de

Higgs

Victor Villanueva
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Julio López-Domı́nguez DCI-UG jlopez@fisica.ugto.mx

Andrés Miguel Loera UAZ



Electronic Journal of Theoretical Physics - Zacatecas Proc. II (2011) 163–170 169

Marco Antonio Mart́ınez UAZ zagoth@hotmail.com

Rebeca Mart́ınez UAZ rebek beckysita16@hotmail.com

Eri Mena UDG emena@cuci.udg.mx

Alberto Molgado UAZ amolgado@fisica.uaz.edu.mx

Merced Montesinos CINVESTAV merced@fis.cinvestav.mx

Octavio Obregón DCI-UG octavio@fisica.ugto.mx

Carlos Ort́ız UAZ ortizgca@fisica.uaz.edu.mx

Zbigniew Oziewicz FESC-UNAM oziewicz@servidor.unam.mx

César David Palacios UAZ
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