
CERN-2016-005
20 December 2016

ORGANISATION EUROPÉENNE POUR LA RECHERCHE NUCLÉAIRE

CERN  EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH

2015 CERN–Latin-American School of High-Energy Physics

Ibarra, Ecuador
5 – 17 March 2015

Proceedings

Editors: M. Mulders
G. Zanderighi

GENEVA
2016



ISBN 978–92–9083–436–6 (paperback)
ISBN 978–92–9083–437–3 (PDF)
ISSN 0531–4283
DOI https://doi.org/10.5170/CERN-2016-005

Available online at http://publishing.cern.ch/ and http://cds.cern.ch/

Copyright c© CERN, 2016
Creative Commons Attribution 4.0

Knowledge transfer is an integral part of CERN’s mission.
CERN publishes this report Open Access under the Creative Commons Attribution 4.0 license
(http://creativecommons.org/licenses/by/4.0/) in order to permit its wide dissemination and use.
The submission of a contribution to a CERN Yellow Report shall be deemed to constitute the contributor’s
agreement to this copyright and license statement. Contributors are requested to obtain any clearances that
may be necessary for this purpose.

This report is indexed in: CERN Document Server (CDS), INSPIRE, Scopus.

This report should be cited as:
Proceedings of the 2015 CERN–Latin-American School of High-Energy Physics, Ibarra, Ecuador, 4 – 17
March 2015, edited by M. Mulders and G. Zanderighi, CERN-2016-005 (CERN, Geneva, 2016),
https://doi.org/10.5170/CERN-2016-005

A contribution in this report should be cited as:
[Author name(s)], in Proceedings of the 2015 CERN–Latin-American School of High-Energy Physics, Ibarra,
Ecuador, 4 – 17 March 2015, edited by M. Mulders and G. Zanderighi, CERN-2016-005 (CERN, Geneva,
2016), pp. [first page]–[last page], https://doi.org/10.5170/CERN-2016-005.[first page]

https://doi.org/10.5170/CERN-2016-005
http://publishing.cern.ch/
http://cds.cern.ch/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.5170/CERN-2016-005


Abstract

The CERN–Latin-American School of High-Energy Physics is intended to give young physicists an introduc-
tion to the theoretical aspects of recent advances in elementary particle physics. These proceedings contain lec-
ture notes on the Standard Model of electroweak interactions, flavour physics, neutrino physics, Higgs physics,
new physics beyond the standard model, quantum chromodynamics under extreme conditions, cosmology, an
introduction to experimental facilities at the high-energy frontier, and practical statistics for particle physicists.
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Preface

The eighth School in the series of Latin-American Schools of High-Energy Physics took place from 4 to 17
March 2015 in Ibarra, Ecuador. It was organized by CERN with the support of local colleagues from Escuela
Politécnica Nacional (EPN), Quito, and Universidad San Francisco de Quito (USFQ).

The School received financial support from: CERN; CIEMAT, Spain; the Ecuadorian funding agency Sec-
retaría de Educación Superior, Ciencia, Tecnología e Innovación (SENESCYT), EPN and USFQ. Our sincere
thanks go to all of these sponsors for making it possible to organize the School with many young participants
from Latin-American countries who otherwise would not have been able to attend. We would particularly
like to acknowledge the support of SENESCYT that financed the attendance of 13 students from Ecuador, in
addition to contributing to general expenses for the School.

The School was hosted in the beautiful and traditional Hacienda Chorlavi on the outskirts of the city of
Ibarra. We are indebted to the hotel and its friendly staff for their help in making the event such as success. In
particular, we would like to mention Andrea and Carolina Tobar who helped us greatly in preparing the School
as well as during the event itself.

Edgar Carrera from USFQ acted as local director for the School, assisted by members of the local organising
committee. We are extremely grateful to Edgar and his colleagues for their excellent work in organizing the
School and for creating such a wonderful atmosphere for the participants. We would especially like to thank
Andrea Ayala and Silvana Guitarra, for their invaluable help and presence throughout the School.

Sixty-nine students of 19 different nationalities attended the School. Following the tradition of the School
the students shared twin rooms mixing nationalities, and in particular the Europeans mixed with Latin Ameri-
cans.

The 11 lecturers came from Europe, Latin America and the USA. The lectures, which were given in En-
glish, were complemented by daily discussion sessions led by five physicists coming from Latin America. The
lectures and the discussion sessions were all held using the conference facilities of the hotel. The students
displayed their own research work in the form of posters in a special evening session during the first week.
The posters were left on display until the end of the School. The students from each discussion group also
performed a project, studying in detail the analysis of a published paper from an LHC experiment. A represen-
tative of each group presented a brief summary talk during a special evening session during the second week of
the School.

Our thanks are due to the lecturers and discussion leaders for their active participation in the School and for
making the scientific programme so stimulating. The students who in turn manifested their good spirits during
two intense weeks undoubtedly appreciated their personal contributions in answering questions and explaining
points of theory.

The opening ceremony of the School was attended by high-level representatives of important organisa-
tions and universities in Ecuador. In particular, we would like to thank Rina Pazos, General Sub-Secretary
of SENESCYT, Jaime Calderón, Rector of EPN, and Carlos Montúfar, President of USFQ, all of whom ad-
dressed the participants, as well as Fernando Albericio, Rector of Yachay Tech University and Daniel Larson,
Chancellor of Yachay Tech University.

Hosting the School was an important event for the physics community in Ecuador and many outreach
activities were arranged around it, benefitting from the presence of high-level scientists who were teaching at
the School. In particular, a number of free public lectures were arranged in Quito and at Yachay, and there was
coverage in the local, regional and national press.

We are very grateful to Kate Ross, the administrator for the CERN Schools of Physics, for her efforts in
the lengthy preparations for the School and during the event itself. Her efficient work, friendly attitude, and
continuous care of the participants and their needs were highly appreciated.

The participants will certainly remember the three interesting excursions: an afternoon visit to the spec-
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tacular volcanic Cuicocha lake, and the towns of Otavalo and Cotacachi; a full-day excursion to the “Seven
Waterfalls” reserve and the thermal springs at Chachimbiro; and a second afternoon excursion to the town of
Ibarra followed by dinner at a restaurant with a beautiful panoramic view of the region. They also greatly
appreciated evenings spent together in the hotel, especially the farewell party on the last night.

The success of the School was to a large extent due to the students themselves. Their poster session and
group projects were very well prepared and highly appreciated, and throughout the School they participated
actively during the lectures, in the discussion sessions, and in the different activities and excursions.

Nick Ellis
(On behalf of the Organizing Committee)
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Introduction to the Standard Model of the Electro-Weak Interactions

J. Iliopoulos
Laboratoire de Physique Théorique de L’Ecole Normale Supérieure, Paris, France

Abstract
These lectures notes cover the basic ideas of gauge symmetries and the phe-
nomenon of spontaneous symmetry breaking which are used in the construc-
tion of the Standard Model of the Electro-Weak Interactions.

Keywords
Lectures; Standard Model; electroweak interaction; gauge theory; spontaneous
symmetry breaking; field theory.

1 Introduction
These are the notes from a set of four lectures that I gave at the 2015 European Organization for Nuclear
Research (CERN)–Latin-American School of High-Energy Physics as an introduction to more special-
ized lectures. With minor corrections, they follow the notes of the lectures I gave at the 2012 CERN
Summer School. In both cases, the students were mainly young graduate students doing experimental
high-energy physics. They were supposed to be familiar with the phenomenology of particle physics and
to have a working knowledge of quantum field theory and the techniques of Feynman diagrams. The lec-
tures were concentrated on the physical ideas underlying the concept of gauge invariance, the mechanism
of spontaneous symmetry breaking, and the construction of the Standard Model. Although the methods
of computing higher-order corrections and the theory of renormalization were not discussed at all in the
lectures, the general concept of renormalizable versus non-renormalizable theories was supposed to be
known. Nevertheless, for the benefit of the younger students, a special lecture on the physical principles
of renormalization theory was included. It is given as an appendix in these notes. The plan of the notes
follows that of the lectures with five sections:

– a brief summary of the phenomenology of the electromagnetic and the weak interactions;
– gauge theories, Abelian and non-Abelian;
– spontaneous symmetry breaking;
– the step-by-step construction of the Standard Model;
– the Standard Model and experiment.

It is generally accepted that progress in physics occurs when an unexpected experimental result
contradicts the established theoretical beliefs. As Feynman put it “progress in physics is to prove yourself
wrong as soon as possible”. This has been the rule in the past, but there are exceptions. The construction
of the Standard Model is one of them. In the late 1960s, weak interactions were well described by the
Fermi current × current theory and there was no compelling experimental reason to want to change it:
the problems were theoretical. It was only a phenomenological model which, in technical language,
was non-renormalizable. In practice, this meant that any attempt to compute higher-order corrections
in the standard perturbation theory would give meaningless, divergent results. So the motivation for
changing the theory was for aesthetic rather than experimental reasons: it was the search for mathematical
consistency and theoretical elegance. In fact, at the beginning, the data did not seem to support the
theoretical speculations. Although the history of these ideas is a fascinating subject, I decided not to
follow the historical evolution which would have taken more than four lectures to develop. I start instead
from the experimental data known at present and show that they point unmistakably to what is known as
the Standard Model. In the last section, I recall its many experimental successes.

Published by CERN in the Proceedings of the 2015 CERN–Latin-American School of High-Energy Physics, Ibarra,
Ecuador, 4 – 17 March 2015, edited by M. Mulders and G. Zanderighi, CERN-2016-005 (CERN, Geneva, 2016)
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Table 1: Our present ideas on the structure of matter. Quarks and gluons do not exist as free particles and the
graviton has not yet been observed.

Table of elementary particles
Quanta of radiation

Strong interactions Eight gluons
Electromagnetic interactions Photon (γ)
Weak interactions Bosons W+ , W− , Z0

Gravitational interactions Graviton (?)
Matter particles

Leptons Quarks
1st family νe , e− ua , da , a = 1, 2, 3
2nd family νµ , µ− ca , sa , a = 1, 2, 3
3rd family ντ , τ− ta , ba , a = 1, 2, 3

Higgs boson

2 Phenomenology of the electro-weak interactions: a reminder
2.1 The elementary particles
The notion of an ‘elementary particle’ is not well defined in high-energy physics. It evolves with time
following progress in experimental techniques which, by constantly increasing the resolution power of
our observations, have shown that systems that were believed to be ‘elementary’ are in fact composed of
smaller constituents. So, in the last century we went through the chain:

molecules→ atoms→ electrons + nuclei→ electrons + protons + neutrons→ electrons + quarks

→ ???

There is no reason to believe that there is an end to this series and, even less, that this end has
already been reached. Table 1 summarizes our present knowledge, and the following remarks can be
made.

– All interactions are produced by the exchange of virtual quanta. For the strong, electromagnetic,
and weak interactions they are vector (spin-one) fields, whereas the graviton is assumed to be a
tensor, spin-two field. We shall see in these lectures that this property is well understood in the
framework of gauge theories.

– The constituents of matter appear to all be spin one-half particles. They are divided into quarks,
which are hadrons, and ‘leptons’ which have no strong interactions. No deep explanation is known
either for their number (why three families?) or for their properties, such as their quantum num-
bers. We shall come back to this point when we discuss the gauge-theory models. In the framework
of some theories that go beyond the Standard Model, such as supersymmetric theories, we can find
particles of zero spin among the matter constituents.

– Each quark species, called ‘flavour’, appears in three forms, often called ‘colours’ (no relation to
the ordinary sense of either word).

– Quarks and gluons do not appear as free particles. They form a large number of bound states,
known as the hadrons. This property of ‘confinement’ is one of the deep unsolved problems in
particle physics.

– Quarks and leptons seem to fall into three distinct groups, or ‘families’. No deep explanation is
known.

– The mathematical consistency of the theory, known as ‘the cancellation of the triangle anomalies’,
requires that the sum of all electric charges inside any family is equal to zero. This property has
strong predictive power.

2
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2.2 The electromagnetic interactions
All experimental data are well described by a simple Lagrangian interaction in which the photon field
interacts with a current created from the fields of charged particles.

Li ∼ eAµ(x)jµ(x) . (1)

For the spinor matter fields of Table 1, the current takes the simple form

jµ(x) =
∑

i

qiΨ̄i(x)γµΨi(x) , (2)

where qi is the charge of the field Ψi in units of e.

This simple Lagrangian has some remarkable properties, all of which are verified by experiment.

– j is a vector current. The interaction separately conserves P , C and T .
– The current is diagonal in flavour space.
– More complex terms, such as jµ(x)jµ(x) and ∂A(x)Ψ̄(x) . . .Ψ(x), . . . are absent, although they

do not seem to be forbidden by any known property of the theory. All these terms, as well as
all others we can write, share one common property: in a four-dimensional space–time, their
canonical dimension is larger than four. We can easily show that the resulting quantum field
theory is non-renormalizable. For some reason, nature does not like non-renormalizable theories.

Quantum electrodynamics (QED), the quantum field theory described by the Lagrangian in Eq. (1)
and supplemented with the programme of renormalization, is one of the most successful physical theo-
ries. Its agreement with experiment is spectacular. For years it was the prototype for all other theories.
The Standard Model is the result of the efforts to extend the ideas and methods of electromagnetic inter-
actions to all other forces in physics.

2.3 The weak interactions
Weak interactions are mediated by massive vector bosons. When the Standard Model was proposed,
their very existence as well as their number were unknown. But today we know that three massive vector
bosons exist; two which are electrically charged and one which is neutral: W+, W− and Z0. Like the
photon, their couplings to matter are described by current operators:

Li ∼ Vµ(x)jµ(x); Vµ : W+
µ , W−

µ , Z0
µ , (3)

where the weak currents are again bi-linear in the fermion fields: Ψ̄ . . .Ψ. Depending on the correspond-
ing vector boson, we distinguish two types of weak currents: the charged current, coupled to W+ and
W− and the neutral current coupled to Z0, which have different properties.

The charged current:

– contains only left-handed fermion fields

jµ ∼ Ψ̄LγµΨL ∼ Ψ̄γµ(1 + γ5)Ψ ; (4)

– is non-diagonal in the quark flavour space;
– the coupling constants are complex.

The neutral current:

3
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– contains both left- and right-handed fermion fields

jµ ∼ CLΨ̄LγµΨL + CRΨ̄RγµΨR ; (5)

– is diagonal in the quark flavour space.

With these currents, weak interactions have some properties which differ from those of the electromag-
netic ones.

– Weak interactions violate P , C and T .
– In contrast to the photon, the weak vector bosons are self-coupled. The nature of these couplings

is predicted theoretically in the framework of gauge theories and it has been determined experi-
mentally.

– A new element has been added recently to the experimental landscape. It is a new scalar particle,
compatible with what theorists have called the Higgs boson. Although all its properties have not
yet been studied in detail, the existing evidence points towards the Higgs boson predicted by the
Standard Model.

It is this kind of interaction that the Standard Model is supposed to describe.

3 Gauge symmetries
3.1 The concept of symmetry
In physics the concept of a symmetry follows from the assumption that a certain quantity is not measur-
able. As a result, the equations of motion should not depend on this quantity. We know from the general
properties of classical mechanics that this implies the existence of conserved quantities. This relation
between symmetries and conservation laws, epitomized by Noether’s theorem, has been one of the most
powerful tools in deciphering the properties of physical theories.

Some simple examples are given by the symmetries of space and time. The assumption that the
position of the origin of the coordinate system is not physically measurable implies the invariance of
the equations under space translations and the conservation of momentum. In the same way that we
obtain the conservation laws of energy (time translations) and angular momentum (rotations), we can
also distinguish between symmetries in continuous transformations, such as translations and rotations,
and discrete symmetries, such as space or time inversions. Noether’s theorem applies to the first. All
symmetries of space and time are geometrical in the common sense of the word, and are easy to under-
stand and visualize. During the last century we were led to consider two abstractions, each one of which
has had a profound influence on our way of thinking about the fundamental interactions. Reversing the
chronological order, we shall introduce first the idea of internal symmetries and second, that of local or
gauge symmetries.

3.2 Internal symmetries
Internal symmetries are those with transformation parameters that do not affect the point of space and
time x. The concept of such symmetries can be seen in classical physics, but it becomes natural in
quantum mechanics and quantum field theory. The simplest example is the phase of the wave function.
We know that it is not a measurable quantity, so the theory must be invariant under a change of phase.
This is true for both relativistic or non-relativistic quantum mechanics. The equations of motion (Dirac
or Schrödinger), as well as the normalization condition, are invariant under the transformation:

Ψ(x)→ eiθΨ(x) . (6)

4
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z

x

y

A

A′

~a

~x′ = ~x+ ~a

Fig. 1: A space translation by a constant vector ~a

The transformation leaves the space–time point invariant, so it is an internal symmetry. Through
Noether’s theorem, invariance under Eq. (6) implies the conservation of the probability current.

The phase transformation in Eq. (6) corresponds to the Abelian group U(1). In 1932 Werner
Heisenberg enlarged the concept to a non-Abelian symmetry with the introduction of isospin. The as-
sumption is that strong interactions are invariant under a group of SU(2) transformations in which the
proton and the neutron form a doublet N(x):

N(x) =




p(x)

n(x)


 ; N(x)→ ei~τ×~θN(x) , (7)

where ~τ are proportional to the Pauli matrices and ~θ are the three angles of a general rotation in a three-
dimensional Euclidean space. Again, the transformations do not apply on the points of ordinary space.

Heisenberg’s iso-space is three dimensional and isomorphic to our physical space. With the dis-
covery of new internal symmetries the idea was generalized to multi-dimensional internal spaces. The
space of physics, i.e. the space in which all symmetry transformations apply, became an abstract math-
ematical concept with non-trivial geometrical and topological properties. Only a part of it, the three-
dimensional Euclidean space, is directly accessible to our senses.

3.3 Gauge symmetries
The concept of a local, or gauge, symmetry was introduced by Albert Einstein in his quest for the theory
of general relativity1. Let us come back to the example of space translations, as shown in Fig. 1.

Figure 1 shows that if A is the trajectory of a free particle, then its image, after a translation of
the form ~x → ~x + ~a, A′, is also a possible trajectory of a free particle. The dynamics of free particles
is invariant under space translations by a constant vector. It is a global invariance, in the sense that
the parameter ~a is independent of the space–time point x. Is it possible to extend this invariance to a
local one, namely one in which ~a is replaced by an arbitrary function of x; ~a(x)? One usually calls the
transformations in which the parameters are functions of the space–time point x gauge transformations2

There may be various, essentially aesthetic, reasons for which one may wish to extend a global invariance
to a gauge one. In physical terms, it can be argued that the formalism should allow for a local definition

1It is also present in classical electrodynamics if one considers the invariance under the change of the vector potential
Aµ(x) → Aµ(x) − ∂µθ(x) with θ an arbitrary function, but before the introduction of quantum mechanics, this aspect of the
symmetry was not emphasized.

2This strange terminology is due to Hermann Weyl. In 1918 he attempted to enlarge diffeomorphisms to local scale trans-
formations and he called them, correctly, gauge transformations. The attempt was unsuccessful but, when he developed the
theory for the Dirac electron in 1929, he still used the term gauge invariance, a term which has survived ever since, although
the theory is no longer scale invariant.
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z

x

y

A

~x′′ = ~x+ ~a(~x, t)

A′′

~a(~x, t)

Fig. 2: A space translation by a vector ~a(x)

of the origin of the coordinate system, since the latter is an unobservable quantity. From the mathematical
point of view, local transformations produce a much richer and more interesting structure. Whichever
one’s motivations may be, physical or mathematical, it is clear that the free-particle dynamics is not
invariant under translations in which ~a is replaced by ~a(x). This is shown schematically in Fig. 2.

We see that no free particle would follow the trajectory A′′. This means that for A′′ to be a tra-
jectory, the particle must be subject to external forces. Can we determine these forces? The question
sounds purely geometrical without any obvious physical meaning, so we expect a mathematical answer
with no interest for physics. The great surprise is that the resulting theory, which is invariant under local
translations, turns out to be classical general relativity, one of the four fundamental forces in nature.
Gravitational interactions have such a geometric origin. In fact, the mathematical formulation of Ein-
stein’s original motivation to extend the principle of equivalence to accelerated frames is precisely the
requirement of local invariance. Historically, many mathematical techniques which are used in today’s
gauge theories were developed in the framework of general relativity.

The gravitational forces are not the only ones that have a geometrical origin. Let us come back
to the example of the quantum mechanical phase. It is clear that neither the Dirac nor the Schrödinger
equation are invariant under a local change of phase θ(x). To be precise, let us consider the free Dirac
Lagrangian,

L = Ψ̄(x)(i∂/−m)Ψ(x) . (8)

It is not invariant under the transformation

Ψ(x)→ eiθ(x)Ψ(x) . (9)

The reason behind this is the presence of the derivative term in Eq. (8) which gives rise to a term
proportional to ∂µθ(x). In order to restore invariance, one must modify Eq. (8), in which case it will
no longer describe a free Dirac field; invariance under gauge transformations leads to the introduction
of interactions. Both physicists and mathematicians know the answer to the particular case of Eq. (8):
one introduces a new field Aµ(x) and replaces the derivative operator ∂µ by a ‘covariant derivative’ Dµ

given by

Dµ = ∂µ + ieAµ , (10)

where e is an arbitrary real constant. Dµ is said to be ‘covariant’ because it satisfies

Dµ[eiθ(x)Ψ(x)] = eiθ(x)DµΨ(x) , (11)
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valid if, at the same time, Aµ(x) undergoes the transformation

Aµ(x)→ Aµ(x)− 1

e
∂µθ(x) . (12)

The Dirac Lagrangian density now becomes

L = Ψ̄(x)(iD/−m)Ψ(x) = Ψ̄(x)(i∂/− eA/−m)Ψ(x) . (13)

It is invariant under the gauge transformations of Eqs. (9) and (12) and describes the interaction
of a charged spinor field with an external electromagnetic field! Replacing the derivative operator by
the covariant derivative turns the Dirac equation into the same equation in the presence of an external
electromagnetic field. Electromagnetic interactions give the same geometrical interpretation3. We can
complete the picture by including the degrees of freedom of the electromagnetic field itself and add to
Eq. (13) the corresponding Lagrangian density. Again, gauge invariance determines its form uniquely
and we are led to the well-known result

L = −1

4
Fµν(x)Fµν(x) + Ψ̄(x)(iD/−m)Ψ(x) (14)

with
Fµν(x) = ∂µAν(x)− ∂νAµ(x) . (15)

The constant e we introduced is the electric charge, the coupling strength of the field Ψ with the
electromagnetic field. Notice that a second field Ψ′ will be coupled with its own charge e′.

Let us summarize: we started with a theory invariant under a group U(1) of global phase transfor-
mations. The extension to a local invariance can be interpreted as a U(1) symmetry at each point x. In
a qualitative way we can say that gauge invariance induces an invariance under U(1)∞. We saw that this
extension, a purely geometrical requirement, implies the introduction of new interactions. The surprising
result here is that these ‘geometrical’ interactions describe the well-known electromagnetic forces.

The extension of the formalism of gauge theories to non-Abelian groups is not trivial and was first
discovered by trial and error. Here we shall restrict ourselves to internal symmetries which are simpler
to analyse and they are the ones we shall apply to particle physics outside gravitation.

Let us consider a classical field theory given by a Lagrangian density L. It depends on a set of
N fields ψi(x), i = 1, . . . , r, and their first derivatives. The Lorentz transformation properties of these
fields will play no role in this discussion. We assume that the ψ transform linearly according to an r-
dimensional representation, not necessarily irreducible, of a compact, simple Lie group, G, which does
not act on the space–time point x.

Ψ =




ψ1

...
ψr


 , Ψ(x)→ U(ω)Ψ(x), ω ∈ G , (16)

where U(ω) is the matrix of the representation of G. In fact, in these lectures we shall be dealing only
with perturbation theory and it will be sufficient to look at transformations close to the identity in G.

Ψ(x)→ eiΘΨ(x), Θ =
m∑

a=1

θaT a (17)

3The same applies to the Schrödinger equation. In fact, this was done first by V. Fock in 1926, immediately after
Schrödinger’s original publication.
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where the θa are a set of m constant parameters, and the T a are m r × r matrices representing the m
generators of the Lie algebra of G. They satisfy the commutation rules

[T a, T b] = ifabcT c . (18)

The f are the structure constants of G and a summation over repeated indices is understood. The
normalization of the structure constants is usually fixed by requiring that, in the fundamental representa-
tion, the corresponding matrices of the generators ta are normalized such as

Tr(tatb) =
1

2
δab . (19)

The Lagrangian density L(Ψ, ∂Ψ) is assumed to be invariant under the global transformations
of Eqs. (16) or (17). As was done for the Abelian case, we wish to find a new L, invariant under the
corresponding gauge transformations in which the θa of Eq. (17) are arbitrary functions of x. In the same
qualitative sense, we look for a theory invariant under G∞. This problem, stated the way we present it
here, was first solved by trial and error for the case of SU(2) by C.N. Yang and R.L. Mills in 1954. They
gave the underlying physical motivation and these theories are called since ‘Yang–Mills theories’. The
steps are direct generalizations of the ones followed in the Abelian case. We need a gauge field, the
analogue of the electromagnetic field, to transport the information contained in Eq. (17) from point to
point. Since we can performm independent transformations, the number of generators in the Lie algebra
of G, we need m gauge fields Aaµ(x), a = 1, . . . ,m. It is easy to show that they belong to the adjoint
representation of G. Using the matrix representation of the generators we can cast Aaµ(x) into an r × r
matrix:

Aµ(x) =

m∑

a=1

Aaµ(x)T a . (20)

The covariant derivatives can now be constructed as

Dµ = ∂µ + igAµ , (21)

with g as an arbitrary real constant. They satisfy

DµeiΘ(x)Ψ(x) = eiΘ(x)DµΨ(x) , (22)

provided the gauge fields transform as

Aµ(x)→ eiΘ(x)Aµ(x)e−iΘ(x) +
i

g

(
∂µeiΘ(x)

)
e−iΘ(x) . (23)

The Lagrangian density L(Ψ,DΨ) is invariant under the gauge transformations of Eqs. (17) and
(23) with an x-dependent Θ, if L(Ψ, ∂Ψ) is invariant under the corresponding global ones of Eqs. (16)
or (17). As with the electromagnetic field, we can include the degrees of freedom of the new gauge
fields by adding to the Lagrangian density a gauge invariant kinetic term. It turns out that it is slightly
more complicated than Fµν of the Abelian case. Yang and Mills computed it for SU(2) but it is uniquely
determined by geometry plus some obvious requirements, such as absence of higher-order derivatives.
The result is given by

Gµν = ∂µAν − ∂νAµ − ig [Aµ,Aν ] . (24)

The full gauge-invariant Lagrangian can now be written as
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Linv = −1

2
TrGµνGµν + L(Ψ,DΨ) . (25)

By convention, in Eq. (24) the matrix A is taken to be

Aµ = Aaµt
a , (26)

where we recall that the ta are the matrices representing the generators in the fundamental representation.
It is only with this convention that the kinetic term in Eq. (25) is correctly normalized. In terms of the
component fields Aaµ, Gµν reads

Gµν = Gaµνt
a, Gaµν = ∂µA

a
ν − ∂νAaµ + gfabcAbµA

c
ν . (27)

Under a gauge transformation Gµν transforms like a member of the adjoint representation:

Gµν(x)→ eiθa(x)ta Gµν(x) e−iθa(x)ta . (28)

This completes the construction of the gauge invariant Lagrangian. We add some remarks below.

– As was the case with the electromagnetic field, the Lagrangian of Eq. (25) does not contain terms
proportional to AµAµ. This means that, under the usual quantization rules, the gauge fields de-
scribe massless particles.

– Since Gµν is not linear in the fields Aµ, the G2 term in Eq. (25), besides the usual kinetic term
which is bilinear in the fields, contains tri-linear and quadri-linear terms. In perturbation theory,
they will be treated as coupling terms whose strength is given by the coupling constant g. In other
words, the non-Abelian gauge fields are self-coupled while the Abelian (photon) field is not. A
Yang–Mills theory, containing only gauge fields, is still a dynamically rich quantum field theory,
whereas a theory with the electromagnetic field alone is a trivial free theory.

– The same coupling constant g appears in the covariant derivative of the fields Ψ in Eq. (21). This
simple consequence of gauge invariance has an important physical application: if we add another
field Ψ′, its coupling strength with the gauge fields will still be given by the same constant g.
Contrary to the Abelian case studied before, if electromagnetism is part of a non-Abelian simple
group, gauge invariance implies charge quantization.

– The above analysis can be extended in a straightforward way to the case where the group G is the
product of simple groups G = G1 × · · · ×Gn. The only difference is that one should introduce n
coupling constants g1, . . . , gn, one for each simple factor. Charge quantization is still true inside
each subgroup, but charges belonging to different factors are no longer related.

– The situation changes if one considers non semi-simple groups, where one or more of the factors
Gi is Abelian. In this case, the associated coupling constants can be chosen different for each field
and the corresponding Abelian charges are not quantized.

As we alluded to above, gauge theories have a deep geometrical meaning. In order to get a better
understanding of this property without entering into complicated issues of differential geometry, it is
instructive to consider a reformulation of the theory replacing the continuum of space–time with a four-
dimensional Euclidean lattice. We can do that very easily. Let us consider, for simplicity, a lattice with
hypercubic symmetry. The space–time point xµ is replaced by

xµ → nµa , (29)

where a is a constant length (the lattice spacing) and nµ is a d-dimensional vector with components
nµ = (n1, n2, . . . , nd) which take integer values 0 ≤ nµ ≤ Nµ. Nµ is the number of points of our lattice
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in the direction µ. The total number of points, i.e. the volume of the system, is given by V ∼∏d
µ=1Nµ.

The presence of a introduces an ultraviolet, or short distance, cut-off because all momenta are bounded
from above by 2π/a. The presence of Nµ introduces an infrared or large distance cut-off because the
momenta are also bounded from below by 2π/Na, whereN is the maximum ofNµ. The infinite volume–
continuum space is recovered at the double limit a→ 0 and Nµ →∞.

The dictionary between quantities defined in the continuum and the corresponding ones on the
lattice is easy to establish (we take the lattice spacing a equal to one):

– a field Ψ(x) ⇒ Ψn ,
where the field Ψ is an r-component column vector as in Eq. (16);

– a local term such as Ψ̄(x)Ψ(x) ⇒ Ψ̄nΨn;
– a derivative ∂µΨ(x) ⇒ (Ψn −Ψn+µ),

where n + µ should be understood as a unit vector joining the point n with its nearest neighbour
in the direction µ;

– the kinetic energy term4 Ψ̄(x)∂µΨ(x) ⇒ Ψ̄nΨn − Ψ̄nΨn+µ.

We may be tempted to write similar expressions for the gauge fields, but we must be careful with
the way gauge transformations act on the lattice. Let us repeat the steps we followed in the continuum.
Under gauge transformations a field transforms as:

– gauge transformations Ψ(x)→ eiΘ(x)Ψ(x) ⇒ Ψn → eiΘnΨn,
so all local terms of the form Ψ̄nΨn remain invariant but the part of the kinetic energy which
couples fields at neighbouring points does not;

– the kinetic energy Ψ̄nΨn+µ → Ψ̄ne−iΘneiΘn+µΨn+µ ,
which shows that we recover the problem we had with the derivative operator in the continuum.

In order to restore invariance we must introduce a new field, which is an r×rmatrix, and which has
indices n and n+µ. We denote it by Un,n+µ and we shall impose on it the constraint Un,n+µ = U−1

n+µ,n.
Under a gauge transformation, U transforms as

Un,n+µ → eiΘnUn,n+µe−iΘn+µ . (30)

With the help of this gauge field we write the kinetic-energy term with the covariant derivative on
the lattice as:

Ψ̄n Un,n+µ Ψn+µ , (31)

which is invariant under gauge transformations.

U is an element of the gauge group but we can show that, at the continuum limit and for an
infinitesimal transformation, it correctly reproduces Aµ, which belongs to the Lie algebra of the group.
Notice that, contrary to the field Ψ, U does not live on a single lattice point, but it has two indices, n and
n+ µ, in other words it lives on the oriented link joining the two neighbouring points. We see here that
the mathematicians are right when they do not call the gauge field ‘a field’ but ‘a connection’.

In order to finish the story we want to obtain an expression for the kinetic energy of the gauge
field, the analogue of TrGµν(x)Gµν(x), on the lattice. As for the continuum, the guiding principle is
gauge invariance. Let us consider two points on the lattice n and m. We shall call a path pn,m on the
lattice a sequence of oriented links which continuously join the two points. Next, consider the product
of the gauge fields U along all the links of the path pn,m:

4We write here the expression for spinor fields which contain only first-order derivatives in the kinetic energy. The extension
to scalar fields with second-order derivatives is obvious.
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P (p)(n,m) =
∏

p

Un,n+µ · · ·Um−ν,m . (32)

Using the transformation rule in Eq. (30), we see that P (p)(n,m) transforms as

P (p)(n,m)→ eiΘnP (p)(n,m)e−iΘm . (33)

It follows that if we consider a closed path c = pn,n, the quantity TrP (c) is gauge invariant. The
simplest closed path for a hypercubic lattice has four links and it is called a plaquette. The correct form
of the Yang–Mills action on the lattice can be written in terms of the sum of TrP (c) over all plaquettes.

4 Spontaneous symmetry breaking
Since gauge theories appear to predict the existence of massless gauge bosons, when they were first
proposed they did not seem to have any direct application to particle physics outside electromagnetism.
It is this handicap which plagued gauge theories for many years. In this section, we shall present a
seemingly unrelated phenomenon that will turn out to provide the answer.

An infinite system may exhibit the phenomenon of phase transitions. It often implies a reduction
in the symmetry of the ground state. A field theory is a system with an infinite number of degrees of
freedom, so it is not surprising that field theories may also show the phenomenon of phase transitions.
Let us consider the example of a field theory invariant under a set of transformations forming a group G.
In many cases, we encounter at least two phases.

– The unbroken or the Wigner phase: the symmetry is manifest in the spectrum of the theory whose
excitations form irreducible representations of the symmetry group. For a gauge theory, the vector
gauge bosons are massless and belong to the adjoint representation. But we have good reason
to believe that, for non-Abelian gauge theories, a strange phenomenon occurs in this phase: all
physical states are singlets of the group. All non-singlet states, such as those corresponding to
the gauge fields, are supposed to be confined, in the sense that they do not appear as physically
realizable asymptotic states.

– The spontaneously broken phase: part of the symmetry is hidden from the spectrum. For a gauge
theory, some of the gauge bosons become massive and appear as physical states.

It is this kind of phase transition that we want to study in this section.

4.1 An example from classical mechanics
A very simple example is provided by the problem of the bent rod. Let a cylindrical rod be charged as
in Fig. 3. The problem is obviously symmetric under rotations around the z-axis. Let z measure the
distance from the basis of the rod, and X(z) and Y (z) give the deviations, along the x and y directions
respectively, of the axis of the rod at the point z from the symmetric position. For small deflections the
equations of elasticity can be linearized and take the form

IE
d4X

dz4
+ F

d2X

dz2
= 0 ; IE

d4Y

dz4
+ F

d2Y

dz2
= 0 . (34)

where I = πR4/4 is the moment of inertia of the rod and E is the Young modulus. It is obvious that the
system shown in Eq. (34) always possesses a symmetric solution X = Y = 0. However, we can also
look for asymmetric solutions of the general formX = A+Bz+C sin kz+D cos kz with k2 = F/EI ,
which satisfy the boundary conditions X = X ′′ = 0 at z = 0 and z = l. We find that such solutions
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Fig. 3: A cylindrical rod bent under a force F along its symmetry axis

exist, X = C sin kz, provided kl = nπ;n = 1, . . . . The first such solution appears when F reaches a
critical value Fcr given by

Fcr =
π2EI

l2
. (35)

The appearance of these solutions is already an indication of instability and a careful study of the
stability problem proves that the non-symmetric solutions correspond to lower energy. From that point
Eq. (34) is no longer valid because they only apply to small deflections, and we must use the general
equations of elasticity. The result is that this instability of the symmetric solution occurs for all values of
F larger than Fcr

What has happened to the original symmetry of the equations? It is still hidden in the sense that
we cannot predict in which direction the rod is going to bend in the x–y plane. They all correspond to
solutions with precisely the same energy. In other words, if we apply a symmetry transformation (in
this case a rotation around the z-axis) to an asymmetric solution, we obtain another asymmetric solution
which is degenerate with the first one.

We call such a symmetry ‘spontaneously broken’, and in this simple example we see all its char-
acteristics:

– there exists a critical point, i.e., a critical value of some external quantity which we can vary
freely (in this case the external force F ; in several physical systems it is the temperature) which
determines whether spontaneous symmetry breaking will take place or not. Beyond this critical
point:

– the symmetric solution becomes unstable;
– the ground state becomes degenerate.

The complete mathematical analysis of this system requires the study of the exact equations of
elasticity which are non-linear, but we can look at a simplified version. A quantity, which plays an
important role in every phenomenon of phase transition, is the order parameter, whose value determines
in which phase the system is. In our example, we choose it to be the two-component vector ~δ shown
in Fig. 3, which we write as a complex number δ = δx + iδy with δ = ρeiθ. The symmetric phase
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corresponds to ρ = 0. It is instructive to express the energy of the system E as a function of the order
parameter. Rotational invariance implies that E depends only on ~δ × ~δ = ρ2. At the vicinity of the
critical point ρ2 is small and we can expand E as

E = C0 + C1ρ
2 + C2ρ

4 + · · · . (36)

The C are constants which depend on the characteristics of the rod and the force F . Stability is
obtained by

dE
dρ

(ρ = v) = 0 ⇒ v(C1 + 2C2v
2) = 0 . (37)

We thus find the two solutions we mentioned above, namely v = 0 for the symmetric case and
v2 = −C1/2C2 for the spontaneously broken phase. Since ρ is real, this second solution is acceptable
if C1/C2 is negative. C2 must be positive for the energy to be bounded from below in the approximate
Eq. (36). Therefore, C1 must vanish at the critical point and change sign with F − Fcr. As a result, we
can write C1 = Ĉ1(Fcr − F ) with Ĉ1 > 0. For F > Fcr, C1 is negative and we can write the energy as

E = C0 + Ĉ1(Fcr − F )~δ × ~δ + C2(~δ × ~δ)2 = Ĉ1(F − Fcr)
(ρ2 − v2)2

2v2
, (38)

with v given by the non-zero solution of Eq. (37). With the energy defined up to an arbitrary additive
constant, we have fixed C0 by the condition that the energy of the ground state ρ = v vanishes. In the
phase with spontaneous symmetry breaking, the energy of the symmetric ρ = 0 solution is positive and
given by

E0 = Ĉ1(F − Fcr)
v2

2
. (39)

The expression for the energy given by Eq. (38) has the well-known form of Fig. 4 with a single
minimum v = 0 for F < Fcr and the Mexican hat form for F > Fcr.

There are a great variety of physical systems, both in classical and quantum physics, exhibiting
spontaneous symmetry breaking, but we will not describe any others here. The Heisenberg ferro-magnet
is a good example to keep in mind, because we shall often use it as a guide, but no essentially new
phenomenon appears outside the ones already described. Therefore, we shall go directly to some field
theory models.

4.2 A simple field theory model
Let φ(x) be a complex scalar field whose dynamics is described by the Lagrangian density

L1 = (∂µφ)(∂µφ∗)−M2φφ∗ − λ(φφ∗)2 , (40)

where L1 is a classical Lagrangian density and φ(x) is a classical field. No quantization is considered
for the moment. Eq. (40) is invariant under the group U(1) of global transformations:

φ(x) → eiθφ(x) . (41)

The current, jµ ∼ φ∂µφ
∗ − φ∗∂µφ, whose conservation can be verified using the equations of

motion, corresponds to this invariance.

We are interested in the classical field configuration which minimizes the energy of the system.
We thus compute the Hamiltonian density given by
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Fig. 4: The potential V (φ) with M2 ≥ 0 (left) and M2 <0 (right)

H1 = (∂0φ)(∂0φ
∗) + (∂iφ)(∂iφ

∗) + V (φ) , (42)

V (φ) = M2φφ∗ + λ(φφ∗)2 . (43)

The first two terms of H1 are positive definite. They can only vanish for φ = constant. Therefore,
the ground state of the system corresponds to φ = constant = minimum of V (φ). V has a minimum only
if λ > 0. In this case, the position of the minimum depends on the sign of M2. (Notice that we are still
studying a classical field theory and M2 is just a parameter. One should not be misled by the notation
into thinking that M is a ‘mass’ and M2 is necessarily positive.)

For M2 > 0, the minimum is at φ = 0 (symmetric solution, shown in the left-hand side of Fig. 4),
but for M2 < 0 there is a whole circle of minima at the complex φ-plane with radius v = (−M2/2λ)1/2

(Fig. 4, right-hand side). Any point on the circle corresponds to a spontaneous breaking of Eq. (41).

We see that:

– the critical point is M2 = 0;
– for M2 > 0 the symmetric solution is stable;
– for M2 < 0 spontaneous symmetry breaking occurs.

Let us choose M2 < 0. In order to reach the stable solution we translate the field φ. It is clear that
there is no loss of generality by choosing a particular point on the circle, since they are all obtained from
any given one by applying the transformations from Eq. (41). Let us, for convenience, choose the point
on the real axis in the φ-plane. We thus write

φ(x) =
1√
2

[v + ψ(x) + iχ(x)] . (44)

Bringing (44) in (40) we find

L1(φ) → L2(ψ, χ) =
1

2
(∂µψ)2 +

1

2
(∂µχ)2 − 1

2
(2λv2)ψ2

− λvψ(ψ2 + χ2)− λ

4
(ψ2 + χ2)2 .

(45)
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Notice that L2 does not contain any term proportional to χ2, which is expected since V is locally
flat in the χ direction. A second remark concerns the arbitrary parameters of the theory. L1 contains two
such parameters: M , which has the dimensions of a mass, and λ, a dimensionless coupling constant. In
L2 we again have the coupling constant λ and a new mass parameter v which is a function of M and
λ. It is important to notice that, although L2 also contains trilinear terms, its coupling strength is not a
new parameter but is proportional to vλ. L2 is still invariant under the transformations with infinitesimal
parameter θ:

δψ = −θχ ; δχ = θψ + θv , (46)

to which corresponds a conserved current

jµ ∼ ψ∂µχ− χ∂µψ + v∂µχ . (47)

The last term, which is linear in the derivative of χ, is characteristic of the phenomenon of spon-
taneous symmetry breaking.

It should be emphasized here that L1 and L2 are completely equivalent Lagrangians. They both
describe the dynamics of the same physical system and a change of variables, as in Eq. (44), cannot
change the physics. However, this equivalence is only true if we can solve the problem exactly. In this
case, we shall find the same solution using either of them. However, we do not have exact solutions
and we intend to apply perturbation theory, which is an approximation scheme. The equivalence is then
no longer guaranteed and perturbation theory has much better chances to give sensible results using one
language rather than the other. In particular, if we use L1 as a quantum field theory and we decide to
apply perturbation theory, using the quadratic terms of L1 as the unperturbed part, we immediately see
that we shall get nonsense. The spectrum of the unperturbed Hamiltonian would consist of particles
with negative square mass, and no perturbation corrections at any finite order could change that. This is
essentially because we are trying to calculate the quantum fluctuations around an unstable solution and
perturbation theory is just not designed to do that. On the contrary, we see that the quadratic part of
L2 gives a reasonable spectrum; thus we hope that perturbation theory will also give reasonable results.
Therefore, we conclude that our physical system, considered now as a quantum system, consists of two
interacting scalar particles, one with mass m2

ψ = 2λv2 and the other with mχ = 0. We believe that this
is the spectrum we would have also found starting from L1, if we could solve the dynamics exactly.

The appearance of a zero-mass particle in the quantum version of the model is an example of a
general theorem attributable to J. Goldstone: for every generator of a spontaneously broken symmetry
there corresponds a massless particle, called the Goldstone particle. This theorem is just the translation
of the statement about the degeneracy of the ground state into quantum-field-theory language. The
ground state of a system described by a quantum field theory is the vacuum state, and you need massless
excitations in the spectrum of states in order to allow for the degeneracy of the vacuum.

4.3 Gauge symmetries
In this section, we want to study the consequences of spontaneous symmetry breaking in the presence of
a gauge symmetry. We shall find a very surprising result. When combined together, the two problems,
namely the massless gauge bosons on the one hand and the massless Goldstone bosons on the other, will
solve each other. It is this miracle that we want to present here5. We start with the Abelian case.

We look at the model of the previous section in which the U(1) symmetry of Eq. (41) has been
promoted to a local symmetry with θ → θ(x). As we explained already, this implies the introduction of

5In relativistic physics this mechanism was invented and developed by François Englert and Robert Brout, Peter Higgs, as
well as Gerald Guralnik, Carl Richard Hagen and Thomas Walter Bannerman Kibble.
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a massless vector field, which we can call the ‘photon’ and the interactions are obtained by replacing the
derivative operator ∂µ by the covariant derivative Dµ and adding the photon kinetic energy term:

L1 = −1

4
F 2
µν + |(∂µ + ieAµ)φ|2 −M2φφ∗ − λ(φφ∗)2 . (48)

L1 is invariant under the gauge transformation:

φ(x) → eiθ(x)φ(x) ; Aµ → Aµ −
1

e
∂µθ(x) . (49)

The same analysis as before shows that for λ > 0 and M2 < 0 there is a spontaneous breaking of
the U(1) symmetry. Replacing Eq. (44) for (48) we obtain

L1 → L2 = −1

4
F 2
µν +

e2v2

2
A2
µ + evAµ∂

µχ

+
1

2
(∂µψ)2 +

1

2
(∂µχ)2 − 1

2
(2λv2)ψ2 + · · · ,

(50)

where the dots stand for coupling terms which are at least trilinear in the fields.

The surprising term is the second one, which is proportional to A2
µ. It looks as though the photon

has become massive. Notice that Eq. (50) is still gauge invariant since it is equivalent to Eq. (48). The
gauge transformation is now obtained by replacing Eq. (44) with Eq. (49):

ψ(x) → cos θ(x)[ψ(x) + v]− sin θ(x)χ(x)− v
χ(x) → cos θ(x)χ(x) + sin θ(x)[ψ(x) + v]

Aµ → Aµ −
1

e
∂µθ(x) .

(51)

This means that our previous conclusion, that gauge invariance forbids the presence of an A2
µ

term, was simply wrong. Such a term can be present, but the gauge transformation is slightly more
complicated; it must be accompanied by a translation of the field.

The Lagrangian of Eq. (50), if taken as a quantum field theory, seems to describe the interaction
of a massive vector particle (Aµ) and two scalars, one massive (ψ) and one massless (χ). However, we
can immediately see that something is wrong with this counting. A warning is already contained in the
non-diagonal term between Aµ and ∂µχ. Indeed, the perturbative particle spectrum can be read from the
Lagrangian only after we have diagonalized the quadratic part. A more direct way to see the trouble is to
count the apparent degrees of freedom6 before and after the translation:

– Lagrangian of Eq. (48):
(i) one massless vector field: 2 degrees;
(ii) one complex scalar field: 2 degrees;
total: 4 degrees.

6The terminology here is misleading. As we pointed out earlier, any field theory, considered as a dynamical system, is a
system with an infinite number of degrees of freedom. For example, the quantum theory of a free neutral scalar field is described
by an infinite number of harmonic oscillators, one for every value of the three-dimentional momentum. Here, we use the same
term ‘degrees of freedom’ to denote the independent one-particle states. We know that for a massive spin-s particle we have
2s + 1 one-particle states, and for a massless particle with spin other than zero we only have two. In fact, it would have been
more appropriate to talk about a (2s+ 1)-infinity and 2-infinity degrees of freedom, respectively.
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– Lagrangian of Eq. (50):
(i) one massive vector field: 3 degrees;
(ii) two real scalar fields: 2 degrees;
total: 5 degrees.

Since physical degrees of freedom cannot be created by a simple change of variables, we conclude
that the Lagrangian of Eq. (50) must contain fields which do not create physical particles. This is indeed
the case, and we can show a transformation which makes the unphysical fields disappear. Instead of
parametrizing the complex field φ by its real and imaginary parts, let us choose its modulus and its
phase. The choice is dictated by the fact that it is a change of phase that describes the motion along the
circle of the minima of the potential V (φ). We thus write

φ(x) =
1√
2

[v + ρ(x)]eiζ(x)/v ; Aµ(x) = Bµ(x)− 1

ev
∂µζ(x) . (52)

In this notation, the gauge transformation Eq. (49) or Eq. (51) is simply a translation of the field
ζ: ζ(x)→ ζ(x) + vθ(x). Replacing Eq. (52) with Eq. (48) we obtain

L1 → L3 = −1

4
B2
µν +

e2v2

2
B2
µ +

1

2
(∂µρ)2 − 1

2
(2λv2)ρ2

− λ

4
ρ4 +

1

2
e2B2

µ(2vρ+ ρ2)

Bµν = ∂µBν − ∂νBµ .

(53)

The ζ(x) field has disappeared. Equation (53) describes two massive particles, a vector (Bµ) and
a scalar (ρ). It exhibits no gauge invariance, since the original symmetry ζ(x) → ζ(x) + vθ(x) is now
trivial.

We see that there are three different Lagrangians describing the same physical system. L1 is
invariant under the usual gauge transformation, but it contains a negative square mass and it is therefore
unsuitable for quantization. L2 is still gauge invariant, but the transformation law from Eq. (51) is more
complicated. It can be quantized in a space containing unphysical degrees of freedom. This by itself
is not a great obstacle and it occurs frequently. For example, ordinary QED is usually quantized in a
space involving unphysical (longitudinal and scalar) photons. In fact, it is L2, in a suitable gauge, which
is used for general proofs of renormalizability as well as for practical calculations. Finally, L3 is no
longer invariant under any kind of gauge transformation, but clearly exhibits the particle spectrum of
the theory. It contains only physical particles and they are all massive. This is the miracle that was
announced earlier. Although we start from a gauge theory, the final spectrum contains massive particles
only. Actually, L3 can be obtained from L2 by an appropriate choice of gauge. The conclusion so far
can be stated as follows.

In a spontaneously broken gauge theory, the gauge vector bosons acquire a mass and the would-
be massless Goldstone bosons decouple and disappear. Their degrees of freedom are used to make the
transition from massless to massive vector bosons possible.

The extension to the non-Abelian case is straightforward. Let us consider a gauge group G with
m generators and, thus, m massless gauge bosons. The claim is that we can break part of the symmetry
spontaneously, leaving a subgroup H with h generators unbroken. The h gauge bosons associated with
H remain massless while the m−h others acquire a mass. In order to achieve this result we need m−h
scalar degrees of freedom with the same quantum numbers as the broken generators. They will disappear
from the physical spectrum and will re-appear as zero-helicity states of the massive vector bosons. As
previously, we shall see that one needs at least one more scalar state which remains physical.
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In the remaining part of this section, we show these results for a general gauge group. The reader
who is not interested in technical details may skip this part.

We introduce a multiplet of scalar fields φi which transform according to some representation, not
necessarily irreducible, of G of dimension n. According to the rules we explained in the last section, the
Lagrangian of the system is given by

L = −1

4
Tr(GµνG

µν) + (DµΦ)†DµΦ− V (Φ) . (54)

In component notation, the covariant derivative is, as usual, Dµφi = ∂µφi − ig(a)T aijA
a
µφj where

we have allowed for the possibility of having arbitrary coupling constants g(a) for the various generators
of G because we do not assume that G is simple or semi-simple. V (Φ) is a polynomial in the Φ invariant
under G of degree equal to four. As before, we assume that we can choose the parameters in V such that
the minimum is not at Φ = 0 but rather at Φ = v where v is a constant vector in the representation space
of Φ. v is not unique. The m generators of G can be separated into two classes: h generators which
annihilate v and form the Lie algebra of the unbroken subgroup H; and m− h generators, shown in the
representation of Φ by matrices T a, such that T av 6= 0 and all vectors T av are independent and can be
chosen to be orthogonal. Any vector in the orbit of v, i.e. of the form eiwaTav, is an equivalent minimum
of the potential. As before, we should translate the scalar fields Φ by Φ → Φ + v. It is convenient to
decompose Φ into components along the orbit of v and orthogonal to it, the analogue of the χ and ψ
fields of the previous section. We can write

Φ = i
m−h∑

a=1

χaT av

|T av| +
n−m+h∑

b=1

ψbub + v , (55)

where the vectors ub form an orthonormal basis in the space orthogonal to all T av. The corresponding
generators span the coset space G/H . As before, we shall show that the fields χa will be absorbed by
the Brout–Englert–Higgs mechanism and the fields ψb will remain physical. Note that the set of vectors
ub contains at least one element since, for all a, we have

v × T av = 0 (56)

because the generators in a real unitary representation are anti-symmetric. This shows that the dimension
n of the representation of Φ must be larger than m − h and, therefore, there will remain at least one
physical scalar field which, in the quantum theory, will give a physical scalar particle7.

Let us now bring in the Lagrangian from Eq. (54) the expression of Φ from Eq. (55). We obtain

L =
1

2

m−h∑

a=1

(∂µχ
a)2 +

1

2

n−m+h∑

b=1

(∂µψ
b)2 − 1

4
Tr(FµνF

µν)

+
1

2

m−h∑

a=1

g(a)2|T av|2AaµAµa −
m−h∑

a=1

g(a)T av∂µχaAaµ − V (Φ) + · · · , (57)

where the dots stand for coupling terms between the scalars and the gauge fields. In writing Eq. (57) we
took into account that T bv = 0 for b > m− h and that the vectors T av are orthogonal.

7Obviously, the argument assumes the existence of scalar fields which induce the phenomenon of spontaneous symmetry
breaking. We can construct models in which the role of the latter is played by some kind of fermion–anti-fermion bound states
and they come under the name of models with a dynamical symmetry breaking. In such models the existence of a physical spin-
zero state, the analogue of the σ-particle of the chiral symmetry breaking of quantum chromodynamics (QCD), is a dynamical
question and in general hard to answer.
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The analysis that gave us Goldstone’s theorem shows that

∂2V

∂φk∂φl
|Φ=v(T

av)l = 0 , (58)

which shows that the χ-fields would correspond to the Goldstone modes. As a result, the only mass
terms which appear in V in Eq. (57) are of the form ψkMklψl and do not involve the χ-fields.

As far as the bilinear terms in the fields are concerned, the Lagrangian from Eq. (57) is the sum of
terms of the form found in the Abelian case. All gauge bosons which do not correspond to H generators
acquire a mass equal to ma = g(a)|T av| and, through their mixing with the would-be Goldstone fields
χ, develop a zero-helicity state. All other gauge bosons remain massless. The ψ represent the remaining
physical Higgs fields.

5 Building the Standard Model: a five-step programme
In this section we shall construct the Standard Model of electro-weak interactions as a spontaneously
broken gauge theory. We shall follow the hints given by experiment following a five-step programme.

– Step 1: Choose a gauge group G.
– Step 2: Choose the fields of the ‘elementary’ particles and assign them to representations of G.

Include scalar fields to allow for the Brout–Englert–Higgs mechanism.
– Step 3: Write the most general renormalizable Lagrangian invariant under G. At this stage, gauge

invariance is still exact and all gauge vector bosons are massless.
– Step 4: Choose the parameters of the scalar potential so that spontaneous symmetry breaking

occurs.
– Step 5: Translate the scalars and rewrite the Lagrangian in terms of the translated fields. Choose a

suitable gauge and quantize the theory.

Note that gauge theories provide only the general framework, not a detailed model. The latter will
depend on the particular choices made in Steps 1 and 2.

5.1 The lepton world
We start with the leptons and, in order to simplify the presentation, we shall assume that neutrinos are
massless. We follow the five steps.

Step 1: Looking at the table of elementary particles we see that, for the combined electromagnetic
and weak interactions, we have four gauge bosons, namely W±, Z0 and the photon. As we explained
earlier, each one of them corresponds to a generator of the group G, more precisely its Lie algebra. The
only non-trivial algebra with four generators is that of U(2) ≈ SU(2) × U(1).

Following the notation which was inspired by the hadronic physics, we call Ti, i = 1, 2, 3, the
three generators of SU(2) and Y that of U(1). Then, the electric charge operator Q will be a linear
combination of T3 and Y . By convention, we write

Q = T3 +
1

2
Y . (59)

The coefficient in front of Y is arbitrary and only fixes the normalization of the U(1) generator
relatively to those of SU(2)8. This ends our discussion of the first step.

8The normalization of the generators for non-Abelian groups is fixed by their commutation relations. That of the Abelian
generator is arbitrary. The relation of Eq. (59) is one choice which has only a historical value. It is not the most natural one
from the group theory point of view, as you will see in the discussion concerning Grand-Unified theories.

19

INTRODUCTION TO THE STANDARD MODEL OF ELECTRO-WEAK INTERACTIONS

19



Step 2: The number and the interaction properties of the gauge bosons are fixed by the gauge
group. This is no longer the case with the fields describing the other particles. In principle, we can
choose any number and assign them to any representation. It follows that the choice here will be dictated
by the phenomenology.

Leptons have always been considered as elementary particles. We have six leptons but, as we noted
already, a striking feature of the data is the phenomenon of family repetition. We do not understand why
nature chooses to repeat itself three times, but the simplest way to incorporate this observation into the
model is to use the same representations three times, one for each family. This leaves SU(2) doublets
and/or singlets as the only possible choices. A further experimental input we shall use is the fact that the
charged W couple only to the left-handed components of the lepton fields, in contrast to the photon which
couples with equal strength to both right and left. These considerations lead us to assign the left-handed
components of the lepton fields to doublets of SU(2):

Ψi
L(x) =

1

2
(1 + γ5)

(
νi(x)
`−i (x)

)
; i = 1, 2, 3 , (60)

where we have used the same symbol for the particle and the associated Dirac field.

The right-handed components are assigned to singlets of SU(2):

νiR(x) =
1

2
(1− γ5)νi(x) (?) ; `−iR(x) =

1

2
(1− γ5)`−i (x) . (61)

The question mark next to the right-handed neutrinos means that the presence of these fields is not
confirmed by the data. We shall drop them in this lecture, but we may come back to this point later. We
shall also simplify the notation and put `−iR(x) = Ri(x). The resulting transformation properties under
local SU(2) transformations are

Ψi
L(x)→ ei~τ~θ(x)Ψi

L(x) ; Ri(x)→ Ri(x) , (62)

with ~τ the three Pauli matrices. This assignment and the Y normalization given by Eq. (59), also fix the
U(1) charge and, therefore, the transformation properties of the lepton fields. For all i we find

Y (Ψi
L) = −1 ; Y (Ri) = −2 . (63)

If a right-handed neutrino exists, it has Y (νiR) = 0, which shows that it is not coupled to any
gauge boson.

We are left with the choice of the Higgs scalar fields and we shall choose the solution with the
minimal number of fields. We must give masses to three vector gauge bosons and keep the fourth one
massless. The latter will be identified with the photon. We recall that, for every vector boson acquiring
mass, a scalar with the same quantum numbers decouples. At the end we shall remain with at least one
physical, neutral, scalar field. It follows that the minimal number to start with is four, two charged and
two neutral. We choose to put them, under SU(2), into a complex doublet:

Φ =

(
φ+

φ0

)
; Φ(x)→ ei~τ~θ(x)Φ(x) , (64)

with the conjugate fields φ− and φ0∗ forming Φ†. The U(1) charge of Φ is Y (Φ) = 1.

This ends our choices for the second step. At this point the model is complete. All further steps
are purely technical and uniquely defined.

Step 3: What follows is straightforward algebra. We write the most general, renormalizable,
Lagrangian, involving the fields of Eqs. (60), (61) and (64) invariant under gauge transformations of
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SU(2) × U(1). We shall also assume the separate conservation of the three lepton numbers, leaving the
discussion on the neutrino mixing to a specialized lecture. The requirement of renormalizability implies
that all terms in the Lagrangian are monomials in the fields and their derivatives, and their canonical
dimension is less than or equal to four. The result is

L = −1

4
~Wµν × ~Wµν − 1

4
BµνB

µν + |DµΦ|2 − V (Φ)

+

3∑

i=1

[
Ψ̄i

LiD/Ψi
L + R̄iiD/Ri −Gi(Ψ̄i

LRiΦ + h.c.)
]
. (65)

If we call ~W and B the gauge fields associated with SU(2) and U(1) respectively, the correspond-
ing field strengths ~Wµν and Bµν appearing in Eq. (65) are given by Eqs. (24) and (15).

Similarly, the covariant derivatives in Eq. (65) are determined by the assumed transformation
properties of the fields, as shown in Eq. (21):

DµΨi
L =

(
∂µ − ig ~τ2 × ~Wµ + ig

′
2 Bµ

)
Ψi

L ; DµRi = (∂µ + ig′Bµ)Ri,

DµΦ =
(
∂µ − ig ~τ2 × ~Wµ − ig

′
2 Bµ

)
Φ .

(66)

The two coupling constants g and g′ correspond to the groups SU(2) and U(1), respectively. The
most general potential V (Φ) compatible with the transformation properties of the field Φ is

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 . (67)

The last term in Eq. (65) is a Yukawa coupling term between the scalar Φ and the fermions. In the
absence of right-handed neutrinos, this is the most general term which is invariant under SU(2) × U(1).
As usual, h.c. stands for ‘hermitian conjugate’. Gi are three arbitrary coupling constants. If right-handed
neutrinos exist there is a second Yukawa term with Ri replaced by νiR and Φ by the corresponding
doublet proportional to τ2Φ∗, where * means ‘complex conjugation’. We see that the Standard Model
can perfectly well accommodate a right-handed neutrino, but it couples only to the Higgs field.

A final remark: as expected, the gauge bosons ~Wµ and Bµ appear to be massless. The same is
true for all fermions. This is not surprising because the assumed different transformation properties of
the right- and left-handed components forbid the appearance of a Dirac mass term in the Lagrangian. On
the other hand, the Standard Model quantum numbers also forbid the appearance of a Majorana mass
term for the neutrinos. In fact, the only dimensionful parameter in (65) is µ2, the parameter in the Higgs
potential in Eq. (67). Therefore, the mass of every particle in the model is expected to be proportional to
|µ|.

Step 4: The next step of our programme consists of choosing the parameter µ2 negative to trigger
the phenomenon of spontaneous symmetry breaking and the Brout–Englert–Higgs mechanism. The
minimum potential occurs at a point v2 = −µ2/λ. As we have explained earlier, we can choose the
direction of the breaking to be along the real part of φ0.

Step 5: Translating the scalar field by a real constant,

Φ→ Φ +
1√
2

(
0
v

)
, v2 = −µ

2

λ
, (68)

transforms the Lagrangian and generates new terms, as it was explained in the previous section. Let us
look at some of them.
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(i) Fermion mass terms. Replacing φ0 by v in the Yukawa term in Eq. (65) creates a mass term for
the charged leptons, leaving the neutrinos massless:

me =
1√
2
Gev, mµ =

1√
2
Gµv, mτ =

1√
2
Gτv . (69)

Since we have three arbitrary constants Gi, we can fit the three observed lepton masses. If we
introduce right-handed neutrinos we can also apply whichever Dirac neutrino masses we wish.

(ii) Gauge-boson mass terms. They come from the |DµΦ|2 term in the Lagrangian. A straight
substitution produces the following quadratic terms among the gauge boson fields:

1

8
v2[g2(W 1

µW
1µ +W 2

µW
2µ) + (g ′Bµ − gW 3

µ )2 ] . (70)

Defining the charged vector bosons as

W±µ =
W 1
µ ∓ iW 2

µ√
2

, (71)

we obtain their masses,

mW =
vg

2
. (72)

The neutral gauge bosons Bµ and W3
µ have a 2×2 non-diagonal mass matrix. After diagonaliza-

tion, we define the mass eigenstates as

Zµ = cos θWBµ − sin θWW
3
µ

Aµ = cos θWBµ + sin θWW
3
µ ,

(73)

with tan θW = g′/g. They correspond to the mass eigenvalues

mZ =
v(g2 + g′2)1/2

2
=

mW

cos θW

mA = 0 .

(74)

As expected, one of the neutral gauge bosons is massless and will be identified with the pho-
ton. The Brout–Englert–Higgs mechanism breaks the original symmetry according to SU(2) × U(1)→
U(1)em and θW is the angle between the original U(1) and the one left unbroken. It is the parameter first
introduced by S.L. Glashow, although it is often referred to as the ‘Weinberg angle’.

(iii) Physical Higgs mass. Three out of the four real fields of the Φ doublet will be absorbed
in order to allow for the three gauge bosons W± and Z0 to acquire a mass. The fourth one, which
corresponds to (|φ0φ0†|)1/2, remains physical. Its mass is given by the coefficient of the quadratic part
of V (Φ) after the translation of Eq. (68) and is equal to

mh =
√
−2µ2 =

√
2λv2 . (75)

In addition, we produce various coupling terms which we shall present, together with the hadronic
ones, in the next section.
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5.2 Extension to hadrons
Introducing the hadrons into the model presents some novel features largely because the individual quark
quantum numbers are not separately conserved. With regard to the second step, there is currently a
consensus regarding the choice of the ‘elementary’ constituents of matter: besides the six leptons, there
are six quarks. They are fractionally charged and come each in three ‘colours’. The observed lepton–
hadron universality property tells us to also use doublets and singlets for the quarks. The first novel
feature we mentioned above is that all quarks appear to have non-vanishing Dirac masses, so we must
introduce both right-handed singlets for each family. A naïve assignment would be to write the analogue
of Eqs. (60) and (61) as

QiL(x) =
1

2
(1 + γ5)

(
U i(x)
Di(x)

)
; U iR(x) ; Di

R(x) , (76)

with the index i running over the three families as U i =u,c,t and Di =d,s,b for i = 1, 2, 3, respectively9.
This assignment determines the SU(2) transformation properties of the quark fields. It also fixes their Y
charges and, hence their U(1) properties. Using Eq. (59), we find

Y (QiL) =
1

3
; Y (U iR) =

4

3
; Y (Di

R) = −2

3
. (77)

The presence of the two right-handed singlets has an important consequence. Even if we had only
one family, we would have two distinct Yukawa terms between the quarks and the scalar field of the form

LYuk = Gd(Q̄LDRΦ + h.c.) +Gu(Q̄LURΦ̃ + h.c.) . (78)

Φ̃ is the doublet proportional to τ2Φ∗. It has the same transformation properties under SU(2) as Φ,
but the opposite Y charge.

If there were only one family, this would have been the end of the story. The hadron Lagrangian
L(1)

h is the same as Eq. (65) with quark fields replacing leptons and the extra term of Eq. (78). The
complication we alluded to before comes with the addition of more families. In this case the total
Lagrangian is not just the sum over the family index. The physical reason is the non-conservation of the
individual quark quantum numbers we mentioned previously. In writing Eq. (76), we implicitly assumed
a particular pairing of the quarks in each family; u with d, c with s and t with b. In general, we could
choose any basis in family space and, since we have two Yukawa terms, we will not be able to diagonalize
both of them simultaneously. It follows that the most general Lagrangian will contain a matrix with non-
diagonal terms which mix the families. By convention, we attribute it to a different choice of basis in
the d–s–b space. It follows that the correct generalization of the Yukawa Lagrangian of Eq. (78) to many
families is given by

LYuk =
∑

i,j

[
(Q̄iLG

ij
d D

j
RΦ + h.c.)

]
+
∑

i

[
Giu(Q̄iLU

i
RΦ̃ + h.c.)

]
, (79)

where the Yukawa coupling constant Gd has become a matrix in family space. After translation of the
scalar field, we shall produce masses for the up quarks given by mu = G1

uv, mc = G2
uv and mt = G3

uv,
as well as a 3 × 3 mass matrix for the down quarks given by Gijd v. As usual, we want to work in
a field space where the masses are diagonal, so we change our initial d–s–b basis to bring Gijd into a
diagonal form. This can be done through a 3 × 3 unitary matrix D̃i = U ijDj such that U †GdU =
diag(md,ms,mb) . In the simplest example of only two families, it is easy to show that the most general
such matrix, after using all freedom for field redefinitions and phase choices, is a real rotation:

9An additional index a, also running through 1, 2 and 3 and denoting the colour, is understood.
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C =

(
cos θ sin θ
− sin θ cos θ

)
, (80)

with θ being our familiar Cabibbo angle. For three families, an easy counting shows that the matrix has
three angles, the three Euler angles, and an arbitrary phase. It is traditionally written in the form

KM =




c1 s1c3 s1s3

−s1c3 c1c2c3 − s2s3eiδ c1c2s3 + s2c3eiδ

−s1s2 c1s2c3 + c2s3eiδ c1s2s3 − c2c3eiδ


 , (81)

with the notation ck = cos θk and sk = sin θk, k = 1, 2, 3. The novel feature is the possibility of
introducing the phase δ. This means that a six-quark model has a natural source of CP or T violation,
whereas a four-quark model does not.

The total Lagrangian density, before the translation of the field Φ, is now

L = −1

4
~Wµν × ~Wµν − 1

4
BµνB

µν + |DµΦ|2 − V (Φ)

+

3∑

i=1

[
Ψ̄i

LiD/Ψi
L + R̄iiD/Ri −Gi(Ψ̄i

LRiΦ + h.c.) (82)

+ Q̄iLiD/QiL + Ū iRiD/U iR + D̄i
RiD/Di

R +Giu(Q̄iLU
i
RΦ̃ + h.c.)

]

+
3∑

i,j=1

[
(Q̄iLG

ij
d D

j
RΦ + h.c.)

]
.

The covariant derivatives on the quark fields are given by

DµQ
i
L =

(
∂µ − ig

~τ

2
× ~Wµ − i

g′

6
Bµ

)
QiL (83)

DµU
i
R =

(
∂µ − i

2g′

3
Bµ

)
U iR

DµD
i
R =

(
∂µ + i

g′

3
Bµ

)
Di

R .

The classical Lagrangian in Eq. (82) contains 17 arbitrary real parameters. They are:

– the two gauge coupling constants g and g′;
– the two parameters of the scalar potential λ and µ2;
– three Yukawa coupling constants for the three lepton families, Ge,µ,τ ;

– six Yukawa coupling constants for the three quark families, Gu,c,tu ; and Gd,s,bd .
– four parameters of the KM matrix, the three angles and the phase δ.

A final remark: 15 out of these 17 parameters are directly connected with the Higgs sector.

Translating the scalar field by Eq. (68) and diagonalizing the resulting down-quark mass matrix
produces the mass terms for fermions and bosons as well as several coupling terms. We shall write here
the ones which involve the physical fields10.

10We know from QED that, in order to determine the Feynman rules of a gauge theory, one must first decide on a choice of
gauge. For Yang–Mills theories, this step introduces new fields called Faddeev–Popov ghosts. This point is explained in every
standard text book on quantum field theory, but we have not discussed it in these lectures.
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(i) The gauge boson–fermion couplings. They are the ones which generate the known weak and
electromagnetic interactions. Aµ is coupled to the charged fermions through the usual electromagnetic
current:

gg′

(g2 + g′2)1/2

[
ēγµe+

3∑

a=1

(
2

3
ūaγµua − 1

3
d̄aγµda

)
+ · · ·

]
Aµ , (84)

where the dots stand for the contribution of the other two families e→ µ, τ , u→ c,t and d→ s,b and the
summation over a extends over the three colours. Equation (84) shows that the electric charge e is given
in terms of g and g′ by

e =
gg′

(g2 + g′2)1/2
= g sin θW = g′ cos θW . (85)

Similarly, the couplings of the charged W to the weak current are

g

2
√

2

(
ν̄eγ

µ(1 + γ5)e+
3∑

a=1

ūaγµ(1 + γ5)daKM + · · ·
)
W+
µ + h.c. . (86)

Combining all these relations, we can determine the experimental value of the parameter v, the
vacuum expectation value of the Higgs field. We find v ∼ 246 GeV.

As expected, only left-handed fermions participate. dKM is the linear combination of d–s–b given
by the KM matrix in Eq. (81). By diagonalizing the down-quark mass matrix, we introduced the off-
diagonal terms into the hadron current. When considering processes, like nuclear β-decay or µ-decay,
where the momentum transfer is very small compared to the W mass, the W propagator can be approxi-
mated by mW

−2 and the effective Fermi coupling constant is given by

G√
2

=
g2

8m2
W

=
1

2v2
. (87)

In contrast to the charged weak current shown in Eq. (86), the Z0-fermion couplings involve both
left- and right-handed fermions:

−e
2

1

sin θW cos θW

[
ν̄Lγ

µνL + (sin2 θW − cos2 θW)ēLγ
µeL

+2 sin2 θWēRγ
µeR + · · ·

]
Zµ ,

(88)

e

2

3∑

a=1

[(
1

3
tan θW − cot θW

)
ūaLγ

µuaL +

(
1

3
tan θW + cot θW

)
d̄aLγ

µdaL

+
2

3
tan θW(2ūaRγ

µuaR − d̄aRγµdaR) + · · ·
]
Zµ .

(89)

Again, the summation is over the colour indices and the dots stand for the contribution of the other
two families. In this formula we verify the property of the weak neutral current to be diagonal in the
quark-flavour space. Another interesting property is that the axial part of the neutral current is propor-
tional to [ūγµγ5u − d̄γµγ5d]. This particular form of the coupling is important for phenomenological
applications, such as the induced parity violating effects in atoms and nuclei.

(ii) The gauge boson self-couplings. One of the characteristic features of Yang–Mills theories is
the particular form of the self-couplings among the gauge bosons. They come from the square of the
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non-Abelian curvature in the Lagrangian, which, in our case, is the term −1
4
~Wµν × ~Wµν . Expressed in

terms of the physical fields, this term gives

− ig(sin θWA
µ − cos θWZ

µ)(W ν−W+
µν −W ν+W−µν)

− ig(sin θWF
µν − cos θWZ

µν)W−µ W
+
ν

− g2(sin θWA
µ − cos θWZ

µ)2W+
ν W

ν−

+ g2(sin θWA
µ − cos θWZ

µ)(sin θWA
ν − cos θWZ

ν)W+
µ W

−
ν

− g2

2
(W+

µ W
µ−)2 +

g2

2
(W+

µ W
−
ν )2 ,

(90)

where we have used the following notation: Fµν = ∂µAν − ∂νAµ, W±µν = ∂µW
±
ν − ∂νW

±
µ and

Zµν = ∂µZν − ∂νZµ with g sin θW = e. Let us concentrate on the photon–W+W− couplings. If we
forget, for the moment, about the SU(2) gauge invariance, we can use different coupling constants for
the two trilinear couplings in Eq. (90), say e for the first and eκ for the second. For a charged, massive
W, the magnetic moment µ and the quadrupole moment Q are given by

µ =
(1 + κ)e

2mW
Q = − eκ

m2
W

. (91)

Looking at Eq. (90), we see that κ = 1. Therefore, SU(2) gauge invariance gives very specific
predictions concerning the electromagnetic parameters of the charged vector bosons. The gyromagnetic
ratio equals two and the quadrupole moment equals −em−2

W .

(iii) The scalar fermion couplings. They are given by the Yukawa terms in Eq. (65). The same
couplings generate the fermion masses through spontaneous symmetry breaking. It follows that the
physical Higgs scalar couples to quarks and leptons with strength proportional to the fermion mass.
Therefore, the prediction is that it will decay predominantly to the heaviest possible fermion compatible
with phase space. This property provides a typical signature for its identification.

(iv) The scalar gauge boson couplings. They come from the covariant derivative term |DµΦ|2 in
the Lagrangian. If we call φ the field of the physical neutral Higgs, we find

1

4
(v + φ)2

[
g2W+

µ W
−µ + (g2 + g′2)ZµZ

µ
]
. (92)

This gives a direct coupling φ–W+–W−, as well as φ–Z–Z, which has been very useful in the
Higgs searches.

(v) The scalar self-couplings. They are proportional to λ(v + φ)4. Equations (75) and (87) show
that λ = Gm2

h/
√

2, so, in the tree approximation, this coupling is related to the Higgs mass. It could
provide a test of the Standard Model Higgs, but it will not be easy to measure. On the other hand, this
relation shows that, were the physical Higgs very heavy, it would also have been strongly interacting,
and this sector of the model would become non-perturbative.

The five-step programme is now complete for both leptons and quarks. The 17 parameters of the
model have all been determined by experiment. Although the number of arbitrary parameters seems very
large, we should not forget that they are all mass and coupling parameters, like the electron mass and the
fine structure constant of QED. The reason we have more of them is that the Standard Model describes a
much larger number of particles and interactions in a unified framework .

6 The Standard Model and experiment
Our confidence in this model is amply justified on the basis of its ability to accurately describe the bulk
of our present-day data and, especially, of its enormous success in predicting new phenomena. Let us
mention a few of them. We shall follow the historical order.
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Fig. 5: A comparison between measured and computed values for various physical quantities

– The discovery of weak neutral currents by Gargamelle in 1972:

νµ + e− → νµ + e− ; νµ + N→ νµ + X .

Both their strength and their properties were predicted by the Standard Model.
– The discovery of charmed particles at SLAC in 1974. Their presence was essential to ensure the

absence of strangeness changing neutral currents, for example K0 → µ++µ− . Their characteristic
property is to decay predominantly into strange particles.

– A necessary condition for the consistency of the Model is that
∑

iQi = 0 inside each family.
When the τ lepton was discovered this implied a prediction for the existence of the b and t quarks
with the right electric charges.

– The observed CP violation could be naturally incorporated into a model with three families. The
b and t quarks were indeed discovered.

– The discovery of the W and Z bosons at CERN in 1983 with the masses predicted by the the-
ory. The characteristic relation of the Standard Model with an isodoublet Brout–Englert–Higgs
mechanism mZ = mW/ cos θW has been checked with very high accuracy (including radiative
corrections).

– The t-quark was seen at LEP through its effects in radiative corrections before its actual discovery
at Fermilab.

– The vector boson self-couplings, γ–W+–W− and Z0–W+–W− have been measured at LEP and
confirm the Yang–Mills predictions given in Eq. (91).

– The recent discovery of a new boson which can be identified with the Higgs particle of the Standard
Model is the last of this impressive series of successes.

All these discoveries should not make us forget that the Standard Model has been equally success-
ful in fitting a large number of experimental results. You have all seen the global fit given in Fig. 5. The
conclusion is obvious: the Standard Model has been enormously successful.
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Fig. 6: The effective coupling constant for strong interactions as a function of the energy scale

Although in these lectures we did not discuss QCD, the gauge theory of strong interactions, the
computations whose results are presented in Fig. 5, take into account the radiative corrections induced
by virtual gluon exchanges. The fundamental property of QCD, the one which allows for perturbation
theory calculations, is the property of asymptotic freedom, which is the particular dependence of the
effective coupling strength on the energy scale. This is presented in Fig. 6 which shows the theoretical
prediction based on QCD calculations, including the theoretical uncertainties. We see that the agreement
with the experimentally measured values of the effective strong interaction coupling constant αs is truly
remarkable. Notice that this agreement extends to rather low values of Q of the order of 1–2 GeV, where
αs equals approximately 1/3.

This brings us to our next point, namely that the success presented so far is in fact a success of
renormalized perturbation theory. The extreme accuracy of the experimental measurements, mainly at
LEP but also at FermiLab and elsewhere, allow a detailed comparison between theory and experiment to
be made for the first time including the purely weak interaction radiative corrections.

In Fig. 7 we show the comparison between theory and experiment for two quantities, ε1 and ε3,
defined in Eqs. (93) and (94), respectively:

ε1 =
3GFm

2
t

8
√

2π2
− 3GFm

2
W

4
√

2π2
tan2 θW ln

mH

mZ
+ · · · , (93)

ε3 =
GFm

2
W

12
√

2π2
ln
mH

mZ
− GFm

2
W

6
√

2π2
ln
mt

mZ
+ · · · . (94)

They are defined with the following properties: (i) they include the strong and electromagnetic
radiative corrections; and (ii) they vanish in the Born approximation for the weak interactions. So, they
measure the weak interaction radiative corrections. The figure shows that, in order to obtain agreement
with the data, one must include these corrections. Weak interactions are no longer a simple phenomeno-
logical model, but have become a precision theory.

The moral of the story is that the perturbation expansion of the Standard Model is reliable as long
as all coupling constants remain small. The only coupling which does become large in some kinematical
regions is αs, which grows at small energy scales, as shown in Fig. 6. In this region, we know that a
hadronization process occurs and perturbation theory breaks down. New techniques are necessary in
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Fig. 7: Comparison between theory and experiment for two quantities sensitive to weak interaction radiative
corrections.

Fig. 8: The hadron spectrum obtained by numerical simulations of QCD on a space–time lattice

order to compare theoretical predictions with experimental data. In recent years, considerable effort has
been devoted to this question with extensive numerical studies of QCD in the approximation in which
the four-dimensional space–time has been replaced by a finite lattice. In Fig. 8 we show the computed
spectrum of low-lying hadron states and the comparison with the data. The agreement makes us believe
that we control the theory at both the weak- and strong-coupling regime. We should no longer talk
about the Standard Model, but rather about the Standard Theory of the interactions among elementary
particles. As a by-product of this analysis, we feel confident to say that at high energies perturbation
theory is expected to be reliable unless there are new strong interactions.
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This brings us to our last point that this very success shows that the Standard Model cannot be
a complete theory. In other words there must be new physics beyond the Standard Model. The argu-
ment is simple and it is based on a straightforward application of perturbation theory with an additional
assumption which we shall explain presently.

We assume that the Standard Model is correct up to a certain scale Λ. The precise value of Λ does
not matter, provided it is larger than any energy scale reached so far11.

A quantum field theory is defined through a functional integral over all classical field configu-
rations, the Feynman path integral. By a Fourier transformation we can express it as an integral over
the fields defined in momentum space. Following K. Wilson, let us split this integral in two parts: the
high-energy part with modes above Λ and the low-energy part with the modes below Λ. Let us imagine
that we perform the high-energy part. The result will be an effective theory expressed in terms of the
low-energy modes of the fields. We do not know how to perform this integration explicitly, so we cannot
write down the correct low-energy theory, but the most general form will be a series of operators made
out of powers of the fields and their derivatives. Since integrating over the heavy modes does not break
any of the symmetries of the initial Lagrangian, only operators allowed by the symmetries will appear.
Wilson remarked that, when Λ is large compared to the mass parameters of the theory, we can determine
the leading contributions by simple dimensional analysis12. We distinguish three kinds of operators,
according to their canonical dimension.

– Those with dimension larger than four. Dimensional analysis shows that they will come with a
coefficient proportional to inverse powers of Λ, so, by choosing a scale large enough, we can make
their contribution arbitrarily small. We shall call them irrelevant operators.

– Those with dimension equal to four. They are the ones which appeared already in the original
Lagrangian. Their coefficient will be independent of Λ, up to logarithmic corrections which we
ignore. We shall call them marginal operators.

– Finally, we have the operators with dimension smaller than four. In the Standard Model there is
only one such operator, the square of the scalar field Φ2 which has dimension equal to two13. This
operator will appear with a coefficient proportional to Λ2, which means that its contribution will
grow quadratically with Λ. We shall call it the relevant operator. It will give an effective mass to
the scalar field proportional to the square of whichever scale we can think of. This problem was
first identified in the framework of Grand Unified Theories and is known since as the hierarchy
problem. Let me emphasize here that this does not mean that the mass of the scalar particle will
be necessarily equal to Λ. The Standard Model is a renormalizable theory and the mass is fixed
by a renormalization condition to its physical value. It only means that this condition should be
adjusted to arbitrary precision order by order in perturbation theory. It is this extreme sensitivity to
high scales, known as the fine tuning problem, which is considered unacceptable for a fundamental
theory.

Let us summarize: the great success of the Standard Model tells us that renormalized perturbation theory
is reliable in the absence of strong interactions. The same perturbation theory shows the need of a fine
tuning for the mass of the scalar particle. If we do not accept the latter, we have the following two
options.

11The scale Λ should not be confused with a cut-off that is often introduced when computing Feynman diagrams. This cut-off
disappears after renormalization is performed. Here Λ is a physical scale which indicates how far the theory can be trusted.

12There are some additional technical assumptions concerning the dimensions of the fields, but they are satisfied in perturba-
tion theory.

13There exists also the unit operator with dimension equal to zero which induces an effective cosmological constant. Its
effects are not observable in a theory which ignores the gravitational interactions, so we shall not discuss it here. One could
think of the square of a fermion operator Ψ̄Ψ, whose dimension is equal to three, but it is not allowed by the chiral symmetry
of the model.
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– Perturbation theory breaks down at some scale Λ. We can imagine several reasons for a such a
breakdown to occur. The simplest is the appearance of new strong interactions. The so-called
technicolor models, in which the role of the Higgs field is played by a bound state of new strongly
coupled fermions, were in this class. More exotic possibilities include the appearance of new,
compact space dimensions with compactification length ∼ Λ−1.

– Perturbation theory is still valid but the numerical coefficient of the Λ2 term which multiplies the
Φ2 operator vanishes to all orders of perturbation theory. For this to happen we must modify the
Standard Model introducing appropriate new particles. Supersymmetry is the only systematic way
we know to achieve this goal.

7 Conclusions
In these lectures we saw the fundamental role of geometry in the dynamics of the forces among the
elementary particles. It was the understanding of this role which revolutionized our way of thinking and
led to the construction of the Standard Model. It incorporates the ideas of gauge theories, as well as
those of spontaneous symmetry breaking. Its agreement with experiment is spectacular. It fits all data
known today. However, unless one is willing to accept a fine tuning with arbitrary precision, one should
conclude that new physics will appear beyond a scale Λ. The precise value of Λ cannot be computed,
but the amount of fine tuning grows quadratically with it, so it cannot be too large. Hopefully, it will be
within reach of the LHC.
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Appendix A: The principles of renormalization
In this appendix I want to recall and summarize the basic principles of perturbative renormalization
theory. Since renormalization has a well-deseved reputation of complexity, this will be done by omitting
all technical details. My purpose is to dissipate a widely spread belief according to which renormalization
is a mathematically murky procedure: adding and subtracting infinities. On the contrary, I want to explain
that it offers the only known mathematically consistent way to define the perturbation expansion of a
quantum field theory.

A.1 The need for renormalization
Everyone who has attempted to compute a one-loop Feynman diagram knows that divergent expressions
are often encountered. For example, in the φ4 theory we find the diagram of Fig. A.1 involving the
integral

I =

∫
d4k

(k2 −m2 + iε)[(k − p)2 −m2 + iε]
, (A1)

which diverges logarithmically at large k. Similar divergences can be found in any theory, such as QED,
Yang–Mills, etc. They have no place in a well-defined mathematical theory. So, if we find them, it
means that we have made a mathematical mistake somewhere. Where is it? Let us first notice that the
divergence in Eq. (A1) occurs at large values of the internal momentum, which, by Fourier transform,
implies short distances. Did we make a mistake at short distances? Yes we did! We wrote the Lagrangian
density as

L =
1

2
(∂µφ(x)) (∂µφ(x))− 1

2
m2(φ(x))2 − λ

4!
(φ(x))4 . (A2)

On the other hand, the canonical commutation relations for a scalar quantum field are given by

[
φ(~x, t), φ̇(~y, t)

]
= i~δ3(~x− ~y) . (A3)

We know that the Dirac δ-function is not really a ‘function’ but a special form of what we call ‘a
distribution’. Many properties of well-behaved functions do not apply to it. In particular, the multiplica-
tion is not always a well-defined operation. (δ(x))2 is meaningless. The presence of the δ-function on the
right-hand side of Eq. (A3) implies that the field φ(x) is also a distribution14, so the product φ2 is ill de-
fined. Yet, it is precisely expressions of this kind that we wrote in every single term of our Lagrangian
Eq. (A2). Since our initial Lagrangian is not well defined, it is not surprising that our calculations yield
divergent results.

Now that we have identified the origin of the problem, we can figure out ways to solve it. A
conceptually simple one would be to replace the field products in Eq. (A2) by splitting the points:

φ(x)φ(x)→ lim
a→0

φ
(
x+

a

2

)
φ
(
x− a

2

)
. (A4)

This expression is perfectly well defined for all values of the parameter a, except a = 0. In terms
of distributions this means that the product is defined up to an arbitrary distribution F(a) which has
support (i.e. it is non-zero), only at a = 0. Such a distribution is a superposition of the δ-function and its
derivatives,

F(a) =
∑

i

Ciδ
(i)(a) (A5)

14The precise term is ‘operator valued distribution’.
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k − p

Fig. A.1: An one-loop divergent diagram in the φ4 theory

with the Ci arbitrary real constants. The moral of the story is that the quantization rules for a local-
field theory imply that every term in the Lagrangian contains a set of arbitrary constants which must
be determined by experiment. Renormalization is the mathematical procedure which allows us to do it.
A final remark: how many parameters are needed in order to define a given field theory? The answer
involves the distinction between renormalizable and non-renormalizable theories. For the first, a finite
number suffices. For the second, we need an infinite number, which means that non-renormalizable
theories have no predictive power.

A.2 The theory of renormalization
In this section, I want to give some more information concerning the renormalization prescription. The
process we outlined above was formulated in x-space. It is intuitively easier to understand, but not very
convenient for practical calculations, which are usually performed in momentum space. The connection
is by Fourier transform. The derivatives of the δ-function in Eq. (A5) become polynomials in the external
momenta.

The renormalization programme follows three steps:

– the power counting which determines how many constantsC we shall need for a given field theory;
– the regularization which is a prescription to make every Feynman diagram finite with the price of

introducing a new parameter in the theory, the analogue of the point-splitting parameter a we used
in Eq. (A4);

– the renormalization which is the mathematical procedure to eliminate the regularization parameter
and determine the values of the necessary constants C.

A.2.1 The power counting
As the term indicates, it is the counting which determines whether a given diagram is divergent or not.
We shall need to introduce some terminology. First, we have the obvious notions of disconnected and
connected diagrams. A further specification is the one-particle irreducible (1PI) diagrams. A diagram
is 1PI if it cannot be separated into two disconnected pieces by cutting a single internal line. A general
connected diagram is constructed by joining together 1PI pieces, see Fig. A.2. It is obvious that a
connected diagram is divergent if, and only if, one or more of its 1PI pieces is divergent, because the
momenta of the internal connecting lines are fixed by energy-momentum conservation in terms of the
external momenta and bring no new integrations.

This brings us to the power-counting argument. A single loop integral will be ultravioletly diver-
gent if and only if the numerator is of equal or higher degree in the loop momentum than the denominator.
For multiloop diagrams this may not be the case, since the divergence may be entirely due to a particular
sub-diagram. However, in the spirit of perturbation theory, the divergent sub-diagram must be treated
first. We thus arrive at the notion of superficial degree of divergence d of a given 1PI diagram, defined
as the difference between the degree of integration momenta of the numerator minus that of the denom-
inator. The diagram will be called primitively divergent if d ≥ 0. Let us compute, as an example, d for
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=

Fig. A.2: The 1PI decomposition of the three point function

the diagrams of the scalar field theory described in Eq. (A2), in the generalization in which we replace
the interaction term φ4 by φm with m integer, m ≥ 3. Let us consider an 1PI diagram of nth order
in perturbation with I internal and E external lines. Every internal line brings four powers of k to the
numerator through the d4k factor and two powers in the denominator through the propagator. Every
vertex brings a δ4-function of the energy-momentum conservation. All but one of them can be used to
eliminate one integration each, the last reflecting the overall conservation which involves only external
momenta. Therefore, we obtain

d = 2I − 4n+ 4 . (A6)

This expression can be made more transparent by expressing I in terms of E and m. A simple
counting gives 2I + E = mn and Eq. (A6) becomes

d = (m− 4)n− E + 4 . (A7)

This is the main result. Although it is shown here as a plausibility argument, it is in fact a rigorous
result. We see that m = 4 is a critical value and we can distinguish three cases.

1. m = 3, d = 4 − n − E. d is a decreasing function of n, the order of perturbation theory.
Only a limited number of diagrams are primitively divergent. Above a certain order they are all
convergent. For reasons that will be clear soon, we shall call such theories super-renormalizable.

2. m = 4, d = 4 − E. d is independent of the order of perturbation theory. If a Green function
is divergent at some order, it will be divergent at all orders. For the φ4 theory we see that the
primitively divergent diagrams are those with E = 2, which have d = 2 and are quadratically
divergent and those with E = 4 which have d = 0 and are logarithmically divergent. (Notice
that, for this theory, all Green functions with odd E vanish identically because of the symmetry
φ→ −φ). We shall call such theories renormalizable.

3. m > 4, d is an increasing function of n. Every Green function, irrespective of the number of
external lines, will be divergent above some order of perturbation. We call such theories non-
renormalizable.

This power-counting analysis can be repeated for any quantum field theory. As a second example,
we can look at QED. We should now distinguish between photon and electron lines, which we shall
denote by Iγ , Ie, Eγ and Ee for internal and external lines, respectively. Taking into account the fact that
the fermion propagator behaves like k−1 at large momenta, for the superficial degree of divergence of an
1PI diagram we obtain

d = 2Iγ + 3Ie − 4n+ 4 = 4− Eγ −
3

2
Ee . (A8)

We see that d is independent of the order of perturbation theory and, therefore, the theory is
renormalizable.
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We leave it as an exercise to the reader to establish the renormalization properties of other field
theories. In four dimensions of space–time, the result is:

1. there exists only one super-renormalizable field-theory with interaction of the form φ3;
2. there exist five renormalizable ones:

(a) φ4;
(b) Yukawa ψ̄ψφ;
(c) QED ψ̄γµA

µψ;
(d) scalar electrodynamics, it contains two terms [φ†∂µφ− (∂µφ

†)φ]Aµ and AµAµφ†φ;
(e) Yang–Mills TrGµνG

µν ;

3. all other theories are non-renormalizable.

For φ3, the energy will turn out to be unbounded from below, so this theory alone cannot be a
fundamental theory for a physical system. A most remarkable fact is that, as we shall see later, nature
uses all renormalizable theories to describe the interactions among elementary particles.

Before closing this section we want to make a remark which is based on ordinary dimensional
analysis. In four dimensions, a boson field has dimensions of a mass (remember, we are using units
such that the speed of light c and Planck’s constant h are dimensionless) and a fermion field with a
mass to the power 3/2. Since all terms in a Lagrangian density must have dimensions equal to four,
we conclude that the coupling constant of a super-renormalizable theory must have the dimensions of a
mass, a renormalizable theory must be dimensionless, and a non-renormalizable theory must have the
dimensions of an inverse power of mass. In fact we can rephrase the power-counting argument for the
superficial degree of divergence of an 1PI diagram as an argument based on dimensional analysis. The
result will be this connection between the dimensions of the coupling constant and the renormalization
properties of the theory. However, there is a fine point: for this argument to work we must assume that
all boson propagators behave like k−2 at large momenta and all fermion ones like k−1. So, the argument
will fail if this behaviour is not true. The most important example of such a failure is a theory containing
massive vector fields whose propagator is like a constant at large k. As a result, such theories, although
they may have dimensionless coupling constants, are in fact non-renormalizable.

A.2.2 Regularization
The point splitting we presented in Eq. (A4) is an example of a procedure we shall call regularization.
It consists of introducing an extra parameter in the theory (in the case considered, it was the splitting
distance a), to which we do not necessarily attach a physical meaning, with the following properties: (i)
the initial theory is recovered for a particular value of the parameter, in our example a = 0; (ii) the theory
is finite for all values of the parameter in a region which contains the ‘physical’ one a = 0; and (iii) at
this value we get back the divergences of the initial theory. We shall call this parameter a cut-off.

If our purpose is to perform computations of Feynman diagrams, we may choose any cut-off
procedure that renders these diagrams finite. There is a plethora of such methods and there is no need
to give a complete list. A direct method would be to cut all integrations of loop momenta at a scale Λ.
The initial theory is recovered at the limit Λ → ∞. For practical calculations it is clear that we must
choose a cut-off procedure that renders these computations as simple as possible. By trial and error, the
simplest regularization scheme turned out to be a quite counter-intuitive one. We start by illustrating it
in the simple example of the divergent integral of Eq. (A1). Since we are interested only in the divergent
part, we can simplify the discussion by considering the value of I at p = 0. We thus obtain

I =

∫
d4k

(2π)4

1

(k2 −m2 + iε)2
. (A9)
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Ignoring the divergence for the moment, we notice that the integrand depends only on k2, so we
choose spherical coordinates and write d4k = k3dkdΩ(3), where dΩ(3) is the surface element on the
three-dimensional unit sphere. Further, we notice that I would have been convergent if we were working
in a space–time of three, two or one dimensions. The crucial observation is that in all three cases we can
write the result in a compact form as follows15:

I(d) =

∫
ddk

(2π)d
1

(k2 +m2)2
=

1

(4π)d/2
Γ(2− d/2)

(m2)(2−d/2)
; d = 1, 2, 3, (A10)

where Γ(z) is the well-known special function which generalizes the concept of the factorial for a com-
plex z. The important values for Eq. (A10) are given by

Γ(n) = (n− 1)! ; Γ(n+ 1/2) =
(π)1/2

2n
(2n− 1)!! ; n = 1, 2, . . . . (A11)

And now comes the big step. Nothing on the right-hand side of Eq. (A10) forces us to consider
this expression only for d = 1, 2 or 3. In fact, Γ is a meromorphic function in the entire complex plane
with poles whenever its argument becomes equal to an integer n ≤ 0. For the integral I(d), using the
identity nΓ(n) = Γ(n+1), we see that, when d→ 4, the Γ function behaves as Γ(2−d/2) ∼ 2/(4−d).
So we can argue that, at least for this integral, we have introduced a regularization, i.e. a new parameter,
namely ε = 4 − d, such that the expression is well defined for all values in a region of ε and diverges
when ε→ 0.

Before showing how to generalize this approach to all other integrals we may encounter in the cal-
culation of Feynman diagrams, let us try to make the logic clear by emphasizing what this regularization
does not claim to be. First, it does not claim to be the result one would have obtained by quantizing the
theory in a complex number of dimensions. In fact we do not know how to consistently perform such
an operation. In this sense, dimensional regularization does not offer a non-perturbative definition of the
field theory. The prescription applies directly to the integrals obtained order by order in the perturbation
expansion. Second, it cannot even be viewed as the analytic continuation to the complex d plane of the
results we obtain in performing the integral for d = 1, 2, 3. Indeed, the knowledge of the values of a
function on a finite number of points on the real axis does not allow for a unique analytic continuation.
Instead, the claim is that Eq. (A10), appropriately generalized, offers an unambiguous prescription to
obtain a well-defined answer for any Feynman diagram as long as ε stays away from zero.

The observation which allows for such a generalization is that Feynman rules always yield a spe-
cial class of integrals. In purely bosonic theories, whether renormalizable or not, they are of the form

I(p1, p2, . . . , pn) =

∫ ∏

i

(
ddki
(2π)d

)
N(k1, k2, . . .)

D(k1, k2, . . .)

∏

r

(
(2π)dδd(k, p)

)
, (A12)

where the k and the p are the momenta of the internal and external lines respectively, the product over i
runs over all internal lines, that of r over all vertices, the δ functions denote the energy and momentum
conservation on every vertex, and N and D are polynomials of the form

N(k1, k2, . . .) = kµ1
1 kµ2

1 . . . kν1
2 k

ν2
2 . . . , (A13)

D(k1, k2, . . .) =
∏

i

(k2
i +m2

i ) . (A14)

D is just the product of all propagators and mi is the mass of the ith line. N appears through
derivative couplings and/or the kµkν parts of the propagators of higher-spin bosonic fields. It equals

15We write the result after a Wick rotation in Euclidean space
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one in theories with only scalar fields and non-derivative couplings, such as φ4. All scalar products are
written in terms of the d-dimensional Euclidean metric δµν which satisfies

δµµ = Tr 11 = d . (A15)

The dimensional regularization consists of giving a precise expression for I(p1, p2, . . . , pn) as a
function of d which coincides with the usual value whenever the latter exists and is well defined for every
value of d in the complex d plane except for those positive integer values for which the original integral
is divergent.

At one loop the integral Eq. (A12) reduces to

I(p1, p2, . . . , pn) =

∫
ddk

(2π)d
N(k)

D(k, p1, p2, . . .)
, (A16)

with k being the loop momentum. The denominator D is of the form

D(k, p1, p2, . . .) =
∏

i

[(k − Σ(i)p)
2 +m2

i ] , (A17)

where Σ(i)p denotes the combination of external momenta which goes through the ith internal line. This
product of propagators can be cast in a more convenient form by using a formula first introduced by
Feynman:

1

P1P2 . . . Pη
= (η − 1)!

∫ 1

0

dz1dz2 . . . dzηδ(1− Σizi)

[z1P1 + z2P2 + · · ·+ zηPη]η
. (A18)

With the help of Eq. (A18) and an appropriate change of variables, all one-loop integrals become
of the general form

Î(p1, p2, . . . , pn) =

∫
ddk

(2π)d
kµ1kµ2 . . . kµl

[k2 + F 2(p,m, z)]η
, (A19)

with F some scalar function of the external momenta, the masses and the Feynman parameters. F has the
dimensions of a mass. I(p1, p2, . . . , pn) is obtained from Î(p1, p2, . . . , pn) after integration with respect
to the Feynman parameters zi of Eq. (A18). For odd values of l, Î vanishes by symmetric integration.
For l even it can be easily computed using spherical coordinates. Some simple cases are as follows:

∫
ddk

(2π)d
1

[k2 + F 2(p,m, z)]η
=

1

(4π)d/2
Γ(η − d/2)

Γ(η)
[F 2](d/2−η) . (A20)

∫
ddk

(2π)d
kµkν

[k2 + F 2(p,m, z)]η
=

1

(4π)d/2
δµν
2

Γ(η − 1− d/2)

Γ(η)
[F 2](d/2+1−η) . (A21)

At the end, we are interested in the limit d → 4. The first integral Eq. (A20) diverges for η ≤ 2
and the second Eq. (A21) for η ≤ 3. For η = 2 and d = 4, Eq. (A20) is logarithmically divergent and
our regularized expression is regular for Re d < 4 and presents a simple pole ∼1/(d − 4). For η = 1,
it is quadratically divergent but our expression still has a simple pole at d = 4. The difference is that
now the first pole from the left is at d = 2. We arrive at the same conclusions looking at the integral
of Eq. (A21): by dimensionally regularizing a one-loop integral corresponding to a Feynman diagram
which, by power counting, diverges as Λ2n, we obtain a meromorphic function of d with simple poles
starting at d = 4− 2n. By convention, n = 0 denotes a logarithmic divergence.

37

INTRODUCTION TO THE STANDARD MODEL OF ELECTRO-WEAK INTERACTIONS

37



p1

p2

p3

p4

p1 p3

p2 p4

p1

p2

p4

p3

Fig. A.3: The one loop primitively divergent diagrams of the φ4 theory

A.2.3 Renormalization
In this section, we want to address the physical question of under which circumstances can a meaningful
four-dimensional theory be recovered from the regularized ε-dependent expressions. As one could have
anticipated, the answer will turn out to be that this is only possible for the renormalizable (and super-
renormalizable) theories we introduced before. The procedure to do so is called renormalization. In this
section, we shall present some simple examples.

Let us start with the simplest four-dimensional renormalizable theory given by our already familiar
Lagrangian density from Eq. (A2). In d = 4, the field φ has the dimensions of a mass and the coupling
constant λ is dimensionless. Since we intend to use dimensional regularization, we introduce a mass
parameter µ and write the coefficient of the interaction term λ → µελ, so that the coupling constant λ
remains dimensionless at all values of ε. We shall present the renormalization programme for this theory
at the lowest non-trivial order, that which includes all diagrams up to and including those with one closed
loop.

The power-counting argument presented previously shows that, at one loop, the only divergent 1PI
diagrams are the ones of Fig. A.3.

The two-point diagram is quadratically divergent and the four-point diagram is logarithmically
divergent16. We choose to work entirely with dimensional regularization and for these diagrams in
Minkowski space–time, using (A20) at the limit d→ 4, we obtain

Γ
(2)
1 =

λµε

2

∫
ddk

(2π)d
1

k2 −m2
=

iλm2

16π2

1

ε
(A22)

Γ
(4)
1 (p1, . . . , p4) =

1

2
λ2µ2ε

∫
ddk

(2π)d
1

(k2 −m2)[(k − P )2 −m2]
+ crossed

=
1

2
λ2µ2ε

∫ 1

0
dz

∫
ddk

(2π)d
1

[k2 −m2 + P 2z(1− z)]2 + crossed

=
3iλ2

16π2

1

ε
+ finite terms ,

(A23)

16We could prevent the appearance of the first diagram by ‘normal ordering’ the φ4 term in the interaction Lagrangian, but,
for pedagogical purposes, we prefer not to do so. Normal ordering is just a particular prescription to avoid certain divergences,
but it is not always the most convenient one. First, it is not general. For example, it will not prevent the appearance of divergence
in the two-point function at higher orders and second, its use may complicate the discussion of possible gauge symmetries of
L.
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where P = p1 + p2, ‘crossed’ stands for the contribution of the two crossed diagrams in Fig. A.3 and
‘finite terms’ represent the contributions which are regular when d = 4. We can make the following
remarks.

1. The divergent contributions are constants, independent of the external momenta. We shall see
shortly, in the example of QED, that this is a particular feature of the φ4 theory. In fact, even for
φ4, it is no longer true when higher loops are considered. However, we can prove the following
general property: all divergent terms are proportional to monomials in the external momenta. We
have already introduced this result. For one-loop diagrams the proof is straightforward. We start
from the general expression of Eq. (A19) and notice that we can expand the integrand in powers of
the external momenta p taken around some fixed point. Every term in this expansion increases the
value of η, so after a finite number of terms, the integral becomes convergent. It takes some more
work to generalize the proof to multi-loop diagrams, but it can be done,

2. The dependence of the divergent terms on m2 could be guessed from dimensional analysis. This
is one of the attractive features of dimensional regularization,

3. The finite terms in Eq. (A23) depend on the parameter µ. The Laurent expansion in ε brings terms
of the form ln{[m2 − P 2z(1− z)]/µ2}.

The particular form of the divergent terms suggests the prescription to remove them. Let us start
with the two-point function. In the loop expansion we write

Γ(2)(p2) =
∞∑

l=0

Γ
(2)
l (p2) = Γ

(2)
0 (p2) + Γ

(2)
1 (p2) + · · · , (A24)

where the index l denotes the contribution of the diagrams with l loops. In the tree approximation we
have

Γ
(2)
0 (p2) = −i(p2 −m2) . (A25)

The one-loop diagram adds the term given by Eq. (A22). Since it is a constant, it can be interpreted
as a correction to the value of the mass in Eq. (A25). Therefore, we can introduce a renormalized mass
m2

R, which is a function of m, λ and ε. Of course, this function can only be computed as a formal power
series in λ. Up to and including one-loop diagrams we write

m2
R(m,λ, ε) = m2

(
1 +

λ

16π2

1

ε

)
+ O(λ2) . (A26)

A formal power series whose zero-order term is non-vanishing is invertible in terms of another
formal power series. So, we can write m as a function of mR, λ and ε:

m2(mR, λ, ε) = m2
R

(
1− λ

16π2

1

ε

)
+ O(λ2) ≡ m2

RZm + O(λ2) , (A27)

where we have defined the function Zm(λ, ε) as a formal power series in λ with ε-dependent coefficients.

The parameterm is often called the bare mass. In the Lagrangian Eq. (A2), replacing the bare mass
m with the help of Eq. (A27) results in: (i) changing the Feynman rules m by mR and (ii) introducing a
new term in L of the form

δLm = m2
R

λ

32π2

1

ε
φ2(x) . (A28)
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Fig. A.4: The new diagram resulting from δLm of Eq. (A28)

Since δLm is proportional to the coupling constant λ, we can view it as a new vertex in the
perturbation expansion which, to first order, gives the diagram of Fig. A.4. In this case the complete
two-point function to first order in λ is given by

Γ(2)(p2) = −i(p2 −m2
R) +

iλm2
R

16π2

1

ε
− iλm2

R

16π2

1

ε
+ O(λ2)

= −i(p2 −m2
R) + O(λ2) ,

(A29)

which means that, if we keep fixed mR and λ instead of m and λ, we can take the limit d → 4 and find
no divergences up to and including one-loop diagrams for the two-point function.

Now that we have understood the principle, it is straightforward to apply it to the four-point func-
tion. In the same spirit we write

Γ(4)(p1, . . . , p4) =
∞∑

l=0

Γ
(4)
l (p1, . . . , p4) = Γ

(4)
0 (p1, . . . , p4) + Γ

(4)
1 (p1, . . . , p4) + · · · . (A30)

In the tree approximation, Γ
(4)
0 (p1, . . . , p4) = −iλ. Including the one-loop diagrams we obtain

Γ(4)(p1, . . . , p4) = −iλ

(
1− 3λ

16π2

1

ε
+ finite terms

)
+ O(λ3) . (A31)

We change from the bare coupling constant λ to the renormalized one λR by writing

λR(λ, ε) = λ

(
1− 3λ

16π2

1

ε
+ O(λ2)

)
, (A32)

or, equivalently,

λ(λR, ε) = λR

(
1 +

3λR

16π2

1

ε
+ O(λ2

R)

)
≡ λRZλ . (A33)

Again, replacing λ with λR in L produces a new four-point vertex which cancels the divergent
part of the one-loop diagrams of Fig. A.3. Let us also notice that we can replace λ with λR in Eq. (A27)
since the difference will appear only at the higher order.

Until now we have succeeded in building a new, renormalized Lagrangian, and the resulting theory
is free from divergences up to and including one-loop diagrams. It involves two new terms which change
the coefficients of the φ2 and φ4 terms of the original Lagrangian. These terms are usually called counter-
terms. They are the expression, in terms of the dimensional regularization cut-off parameter ε, of the
process we outlined in Eqs. (A4) and (A5). They provide the correct definition, up to this order of
perturbation, of the Lagrangian density, by removing the short-distance ambiguities inherent in the local
expressions φ2 and φ4.

Before looking at higher orders, let us see the price we had to pay for this achievement. It can
be better seen at the four-point function. Looking back at the Eq. (A23), we make the following two
observations. First, as we noticed already, the finite part seems to depend on a new arbitrary parameter
with the dimensions of a mass µ. Second, the definition of Zλ in Eq. (A33) also seems arbitrary. We
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Fig. A.5: The primitively divergent 1PI Green’s functions of QED. The last one, the light-by-light scattering, is
convergent as a consequence of gauge invariance.

could add to it any term of the form CλR with C any arbitrary constant independent of ε. Such an
addition would change the value of the coupling constant at the one-loop order. The two observations
are not unrelated. Indeed, changing the parameter µ from µ1 to µ2 in Eq. (A23) adds a constant term
proportional to λ ln(µ1/µ2) which, as we just saw, can be absorbed in a redefinition of Zλ and thus
of the value of the coupling constant. This µ dependance can be studied systematically and gives rise
to the renormalization group equation which I will not present here. We conclude that, at the one-loop
level, all arbitrariness of the renormalization programme consists of assigning prescribed values to two
parameters of the theory, which can be chosen to be the mass and the coupling constant. A convenient
choice is given by two conditions of the form

Γ(2)(p2 = m2
R) = 0 (A34)

and
Γ(4)(p1, . . . , p4)|point M = iλ

(M)
R . (A35)

The first one, Eq. (A34), defines the physical mass as the pole of the complete propagator. Al-
though this choice is the most natural for physics, from a purely technical point of view, we could use
any condition assigning a prescribed value to Γ(2)(p2) at a fixed point p2 = M2, provided it is a point
in which Γ(2)(p2) is regular. Similarly, in the second condition Eq. (A35), by ‘point M ’ we mean some
point in the space of the four momenta pi, i = 1, . . . , 4, provided it is a point in which Γ(4) is regular. For
a massive theory the point pi = 0 is an example. Once these conditions are imposed, all Green functions
at one loop are well defined and calculable. A final remark: at one loop no counter-term corresponding
to the kinetic energy term (∂µφ)2 is needed. This is an accident of the one-loop for the φ4 theory. It
appears only at higher orders.

This process of removing the ambiguities by introducing counter-terms in the original Lagrangian
can be extended to all orders of perturbation. The proof is rather complicated but essentially elemen-
tary. No new ideas are necessary. We must prove that, at any order, the terms appear with the correct
combinatoric factor, even in the cases in which sub-diagrams are divergent to which counter-terms have
already been assigned. At the end, all Green functions of a renormalizable theory, or any combination of
renormalizable theories, are well defined and calculable.

As a second example, we shall present the renormalization for the one-loop diagrams of QED.
The method is exactly the same and yields ‘renormalized’ values of the various terms which appear in
the QED Lagrangian. Looking at the power-counting Eq. (A8), we see that the only possibly divergent
1PI diagrams with one loop are those of Fig. A.5. A simple calculation gives:

– the photon self-energy

Γ(2,0)
µν (q) =

2iα

3π

1

ε
(qµqν − q2gµν) + · · · , (A36)

where α = e2/4π is the fine-structure constant and the dots stand for finite terms;
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– the electron self-energy

Γ(0,2)(p) =
iα

2π

1

ε
p/− 2iα

π

1

ε
m+ · · · , (A37)

where we have suppressed spinor indices and, again, the dots stand for finite terms—we can see
that in Eqs. (A36) and (A37) the divergent terms are monomials in the external momenta;

– the vertex function

Γ(1,2)
µ (p, p′) =

iα

2π

1

ε
eγµ + · · · . (A38)

As before, all these divergences can be absorbed in the definition of renormalized quantities as

Aµ(x) = Z
1/2
3 AµR(x) =

(
1− α

3π

1

ε
+ O(α2)

)
AµR(x), (A39)

ψ(x) = Z
1/2
2 ψR(x) =

(
1− α

4π

1

ε
+ O(α2)

)
ψR(x), (A40)

m = ZmmR =

(
1− 2α

π

1

ε
+ O(α2)

)
mR, (A41)

Γ(1,2)
µ (p, p′) = −ieZ1γµ + · · · = −ieγµ

(
1− α

2π

1

ε
+ O(α2)

)
+ · · · . (A42)

As we noticed already, in QED the counter-terms corresponding to the kinetic energies of the
electron and the photon appear already at the one-loop order. Putting all counter-terms together, the
interaction Lagrangian becomes:

−eψ̄γµψAµ = −ZeZ2Z
1/2
3 eRψ̄RγµψRA

µ
R . (A43)

It follows that the condition which determines the charge renormalization constant Ze is

ZeZ2Z3 = Z1 . (A44)

By comparing Eqs. (A42) and (A40), we see that, at least at this order, Z1 = Z2. Therefore, the
entire charge renormalization is determined by the photon self-energy diagram. We can show that this
property is valid to all orders of perturbation theory and is a consequence of gauge invariance. It is the
same property of gauge invariance which guarantees that the last diagram of Fig. A.5, when computed
using dimensional regularization which respects gauge invariance, is in fact finite.

This completes a very sketchy discussion of renormalization theory. Only straightforward calcula-
tions are needed to adapt it to any renormalizable theory and to any order in the perturbation expansion.
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Lectures on Flavor Physics and CP Violation

B. Grinstein
University of California, San Diego, USA

Abstract
These lectures on flavor physics are an introduction to the subject. First lec-
ture: We discuss the meaning of flavor and the importance of flavor physics in
restricting extensions of the Standard Model (SM) of Electroweak interactions.
We explain the origin of the KM matrix and how its elements are determined.
We discuss FCNC and the GIM mechanism, followed by how a principle of
Minimal Flavor Violation leads to SM extensions that are safe as far as FCNC
are concerned even if the new physics comes in at low, TeVish scales. This
is illustrated by the example of B radiative decays (b → sγ). Second lecture:
We then turn our attention to CP-violation. We start by presenting neutral
meson mixing. Then we consider various CP-asymmetries, culminating in the
theoretically clean interference between mixing and decay into CP eigenstates.

Keywords
Lectures; flavor; CP violation; CKM matrix; flavor changing neutral currents;
GIM mechanism.

Preface
I created this document in preparation for lectures I am to present at the 8th CERN Latin American
School of High Energy Physics (CLASHEP) during the Winter (Summer?) of 2015. These lectures are
intended for graduate students of experimental particle physics. I aim at pedagogy, so don’t look here
for a complete list of topics, nor a complete set of references. Plainly, this document is not intended
as a reference work. It is not complete, but rather introductory. My hope is that a physics student who
has been exposed to the Standard Model of electroweak interactions will come out with an idea of why
flavor physics remains one of the most vibrant areas in particle physics, both in theory and particularly in
experiment. She or he will hopefully have an appreciation of the main aspects of the field and the crucial
interconnections between theory and experiment that characterize it.

I started preparing this course as an adaptation of lectures I presented at TASI in 2013 and at
Schladming in 2014. But because of the difference in scope and in audience I had to make major ad-
justments, definite choices on what to retain and what to omit. While some old hats may disagree with
my choices, I am satisfied with the outcome and reasonably confident that the product will satisfy my
customers. Of course, the jury is out. If you, the reader, happens to be one of those customers, I would
really appreciate some feedback: email me, text me, call me, whatever (but beware, I don’t Tweet). I
hope to get invited to lecture somewhere again in the future, and your valuable opinion can help me
improve as a lecturer.

Particle Physics has just entered an era of great excitement. You may not appreciate this if you
live and work in the US, as government funding of the discipline erodes there, but its palpable in Physics
departments of universities and laboratories around the world. This bodes well for the future of the field.
I need not explain why it is that much of the excitement is coming from CERN. But CERN has not only
become the leading laboratory of high energy physics in the world, it has also taken a leadership role in
education, at least in areas that pertain the lab’s disciplines. This makes sense. It is the youngsters of
today that will be the researchers of that tomorrow. And these youngsters need training. The CLASHEP
is but one of CERN’s contribution to this effort. It gives students in Latin America a rare opportunity to
study topics that are unlikely found in the curriculum at their institutions and to meet with other students
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from Latin America and researcher-instructors from around the world. I feel privileged and honored that
I have been given the opportunity to present these lectures on Flavor Physics and CP Violation and hope
that the writeup of these lectures can be of use to many current and future students that may not have the
good fortune of attending a CLASHEP.

Being lectures, there are lots of exercises that go with these. The exercises are interspersed in
the material rather than collected at the end of chapters. The problems tend to expand or check on one
point and I think it’s best for a student to solve the exercises in context. I have many ideas for additional
exercises, but only limited time. I hope to add some more in time and keep an update accesible on the
web. Some day I will publish the solutions. Some are already typed into the TeX source and I hope to
keep adding to it.

No one is perfect and I am certainly far from it. I would appreciate alert readers to send me any
typos, errors or any other needed corrections they may find. Suggestions for any kind of improvement
are welcome. I will be indebted if you’d send them to me at bgrinstein@ucsd.edu

Benjamín Grinstein
San Diego, February 2015

1 Flavor Theory
1.1 Introduction: What/Why/How?
WHAT:
There are six different types of quarks: u (“up”), d (“down”), s (“strange”), c (“charm”), b (“bottom”)
and t (“top”). Flavor physics is the study of different types of quarks, or “flavors,” their spectrum and
the transmutations among them. More generally different types of leptons, “lepton flavors,” can also be
included in this topic, but in this lectures we concentrate on quarks and the hadrons that contain them.

WHY:
Flavor physics is very rich. You should have a copy of the PDG, or at least a bookmark to pdg.lbl.gov on
your computer. A quick inspection of the PDG reveals that a great majority of content gives transition
rates among hadrons with different quark content, mostly decay rates. This is tre realm of flavor physics.
We aim at understanding this wealth of information in terms of some simple basic principles. That we
may be able to do this is striking endorsement of the validity of our theoretical model of nature, and gives
stringent constraints on any new model of nature you may invent. Indeed, many models you may have
heard about, in fact many of the most popular models, like gauge mediated SUSY breaking and walking
technicolor, were invented to address the strong constraints imposed by flavor physics. Moreover, all
observed CP violation (CPV) in nature is tied to flavor changing interactions, so understanding of this
fundamental phenomenon is the domain of flavor physics.

HOW:
The richness of flavor physics comes at a price: while flavor transitions occur intrinsically at the quark
level, we only observe transitions among hadrons. Since quarks are bound in hadrons by the strong
interactions we face the problem of confronting theory with experiment in the context of mathematical
models that are not immediately amenable to simple analysis, like perturbation theory. Moreover, the
physics of flavor more often than not involves several disparate time (or energy) scales, making even
dimensional analysis somewhere between difficult and worthless. Many tools have been developed to
address these issues, and these lectures will touch on several of them. Among these:

– Symmetries allow us to relate different processes and sometimes even to predict the absolute rate
of a transition.
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– Effective Field Theory (EFT) allows to systematically disentangle the effects of disparate scales.
Fermi theory is an EFT for electroweak interactions at low energies. Chiral Lagrangians encapsu-
late the information of symmetry relations of transitions among pseudo-Goldstone bosons. Heavy
Quark Effective Theory (HQET) disentangles the scales associated with the masses of heavy
quarks from the scale associated with hadron dynamics and makes explicit spin and heavy-flavor
symmetries. And so on.

– Monte-Carlo simulations of strongly interacting quantum field theories on the lattice can be used
to compute some quantities of basic interest that cannot be computed using perturbation theory.

1.2 Flavor in the Standard Model
Since the Standard Model of Strong and Electroweak interactions (SM) works so well, we will adopt it
as our standard (no pun intended) paradigm. All alternative theories that are presently studied build on
the SM; we refer to them collectively as Beyond the SM (BSM). Basing our discussion on the SM is very
useful:

– It will allow us to introduce concretely the methods used to think about and quantitatively analyze
Flavor physics. It should be straightforward to extend the techniques introduced in the context of
the SM to specific BSM models.

– Only to the extent that we can make precise calculations in the SM and confront them with com-
parably precise experimental results can we meaningfully study effects of other (BSM) models.

So let’s review the SM. At the very least, this allows us to agree on notation. The SM is a gauge theory,
with gauge group SU(3)×SU(2)×U(1). The SU(3) factor models the strong interactions of “colored”
quarks and gluons, SU(2) × U(1) is the famous Glashow-Weinberg-Salam model of the electroweak
interactions. Sometimes we will refer to these as SU(3)c and SU(2)W × U(1)Y to distinguish them
from other physical transformations characterized by the same mathematical groups. The matter content
of the model consists of color triplet quarks: left handed spinor doublets qiL with U(1) “hypercharge”
Y = 1/6 and right handed spinor singlets uiR and diR with Y = 2/3 and Y = −1/3. The color (SU(3)),
weak (SU(2)), and Lorentz-transformation indices are implicit. The “i” index runs over i = 1, 2, 3
accounting for three copies, or “generations.” A more concise description is qiL = (3, 2)1/6, meaning
that qiL transforms as a 3 under SU(3), a 2 under SU(2) and has Y = 1/6 (the U(1) charge). Similarly,
uiR = (3, 1)2/3 and diR = (3, 1)−1/3. The leptons are color singlets: `iL = (1, 2)−1/2 and eiR = (1, 1)−1.

We give names to the quarks in different generations:

qiL =

((
uL
dL

)
,

(
cL
sL

)
,

(
tL
bL

))
, uiR = (uR, cR, tR), diR = (dR, sR, bR). (1)

Note that we have used the same symbols, “u” and “d,” to denote the collection of quarks in a generation
and the individual elements in the first generation. When the superscript i is explicit this should give
rise to no confusion. But soon we will want to drop the superscript to denote collectively the generations
as vectors qL, uR and dR, and then we will have to rely on the context to figure out whether it is the
collection or the individual first element that we are referring to. For this reason some authors use the
capital letters UR and DR to denote the vectors in generation space. But I want to reserve U for unitary
transformations, and I think you should have no problem figuring out what we are talking about from
context.

Similarly, for leptons we have

`iL =

((
νeL
eL

)
,

(
νµL
µL

)
,

(
ντL
τL

))
, eiR = (eR, µR, τR). (2)
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The last ingredient of the SM is the Brout-Englert-Higgs (BEH) field, H , a collection of complex
scalars transforming as (1, 2)1/2. The BEH field has an expectation value, which we take to be

〈H〉 =
1√
2

(
0
v

)
. (3)

The hermitian conjugate field H̃ = iσ2H∗ transforms as (1, 2)−1/2 and is useful in constructing Yukawa
interactions invariant under the electroweak group. The covariant derivative is

Dµ = ∂µ + igsT
aAaµ + ig2

σj

2
W j
µ + ig1Y Bµ. (4)

Here we have used already the Pauli σi matrices as generators of SU(2), since the only fields which
are non-singlets under this group are all doublets (and, of course, one should replace zero for σj above
in the case of singlets). It should also be clear that we are using the generalized Einstein convention:
the repeated index a is summed over a = 1, . . . , N2

c − 1, where Nc = 3 is the number of colors, and
j is summed over j = 1, 2, 3. The generators T a of SU(3) are normalized so that in the fundamen-
tal representation Tr(T aT b) = 1

2δ
ab. With this we see that 〈H〉 is invariant under Q = 1

2σ
3 + Y ,

which we identify as the generator of an unbroken U(1) gauge group, the electromagnetic charge. The
field strength tensors for Aaµ, W j

µ and Bµ are denoted as Gaµν , W j
µν , and Bµν , respectively, and that of

electromagnetism by Fµν .

The Lagrangian of the SM is the most general combination of monomials (terms) constructed out
of these fields constrained by (i) giving a hermitian Hamiltonian, (ii) Lorentz invariance, (iii) Gauge
invariance, and (iv) renormalizability. This last one implies that these monomials, or “operators,” are of
dimension no larger than four.1 Field redefinitions by linear transformations that preserve Lorentz and
gauge invariance bring the kinetic terms to canonical form. The remaining terms are potential energy
terms, either Yukawa interactions or BEH-field self-couplings. The former are central to our story:

− LYuk =
∑

i,j

[
λU

i
jH̃qLiu

j
R + λD

i
jHqLid

j
R + λE

i
jH`Lie

j
R + h.c.

]
(5)

We will mostly avoid explicit index notation from here on. The reason for upper and lower indices will
become clear below. The above equation can be written more compactly as

− LYuk = H̃qLλUuR +HqLλDdR +H`LλEeR + h.c. (6)

1.2.0.1 Flavor “symmetry.”

In the absence of Yukawa interactions (i.e., setting λU = λD = λE = 0 above) the SM Lagrangian
has a large global symmetry. This is because the Lagrangian is just the sum of covariantized kinetic
energy therms,

∑
n ψni /Dψn, with the sum running over all the fields in irreducible representations of

the the SM gauge group, and one can make linear unitary transformations among the fields in a given
SM-representation without altering the Lagrangian:

qL → Uq qL , uR → Uu uR , . . . eR → Ue eR ,

where U †qUq = · · · = U †eUe = 1. Since there are Nf = 3 copies of each SM-representation this means
these areNf×Nf matrices, so that for each SM-representation the redefinition freedom is by elements of
the groupU(Nf ). Since there are five distinct SM-representations (3 for quarks and 2 for leptons), the full

1The action integral S =
∫
d4xL has units of ~, and since we take ~ = 1, the engineering dimensions of the Lagrangian

density L must be −4.

4

B. GRINSTEIN

46



symmetry group is U(Nf )5 = U(3)5.2 In the quantum theory each of the U(1) factors (corresponding
to a redefinition of the Nf fields in a given SM-representation by multiplication by a common phase) is
anomalous, so the full symmetry group is smaller. One can make non-anomalous combinations of these
U(1)’s, most famously B − L, a symmetry that rotates quarks and leptons simultaneously, quarks by
−1/3 the phase of leptons. For our purposes it is the non-abelian factors that are most relevant, so we
will be happy to restrict our attention to the symmetry group SU(Nf )5.

The flavor symmetry is broken explicitly by the Yukawa interactions. We can keep track of the
pattern of symmetry breaking by treating the Yukawa couplings as “spurions,” that is, as constant fields.
For example, under SU(Nf )q×SU(Nf )u the first term in (6) is invariant if we declare that λU transforms
as a bi-fundamental, λU → UqλUU

†
u; check:

qLλUuR → qLU
†
q (UqλUU

†
u)UuuR = qLλUuR.

So this, together with λD → UqλDU
†
d and λE → U` λEU

†
e renders the whole Lagrangian invariant.

Why do we care? As we will see, absent tuning or large parametric suppression, new interactions
that break this “symmetry” tend to produce rates of flavor transformations that are inconsistent with
observation. This is not an absolute truth, rather a statement about the generic case.

In these lectures we will be mostly concerned with hadronic flavor, so from here on we focus on
the GF ≡ SU(3)3 that acts on quarks.

1.3 The KM matrix and the KM model of CP-violation
Replacing the BEH field by its VEV, Eq. (3), in the Yukawa terms in (6) we obtain mass terms for quarks
and leptons:

− Lm =
v√
2
uLλUuR +

v√
2
dLλDdR +

v√
2
eLλEeR + h.c. (7)

For simpler computation and interpretation of the model it is best to make further field redefinitions that
render the mass terms diagonal while maintaining the canonical form of the kinetic terms (diagonal, with
unit normalization). The field redefinition must be linear (to maintain explicit renormalizability of the
model) and commute with the Lorentz group and the part of the gauge group that is unbroken by the
electroweak VEV (that is, the U(1) × SU(3) of electromagnetism and color). This means the linear
transformation can act to mix only quarks with the same handedness and electric charge (and the same
goes for leptons):

uR → VuRuR, uL → VuLuL, dR → VdRdR, dL → VdLdL. (8)

Finally, the linear transformation will preserve the form of the kinetic terms, say, uLi/∂uL → (uLV
†
uL)i/∂(VuLuL) =

uL(V †uLVuL)i/∂uL, if V †uLVuL = 1, that is, if they are unitary.

Now, choose to make these field redefinitions by matrices that diagonalize the mass terms,

V †uLλUVuR = λ′U , V †dLλDVdR = λ′D . (9)

Here the matrices with a prime, λ′U and λ′D, are diagonal, real and positive.

2Had we kept indices explicitly we would have written qiL → Uq
i
j q

j
L , u

i
R → Uu

i
j u

j
R , . . . , eiR → Ue

i
j e

j
R. The fields

transform in the fundamental representation of SU(Nf ). We use upper indices for this. Objects, like the hermitian conjugate
of the fields, that transform in the anti-fundamental representation, carry lower indices. The transformation matrices have one
upper and one lower indices, of course.
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Exercises
Exercise 1.3-1: Show that this can always be done. That is, that an arbitrary matrix M can be transformed
into a real, positive diagonal matrix M ′ = P †MQ by a pair of unitary matrices, P and Q.

Then from

− Lm =
v√
2

(
uLλ

′
UuR + dLλ

′
DdR + eLλEeR + h.c.

)
=

v√
2

(
uλ′Uu+ dλ′Dd+ eλEe

)
(10)

we read off the diagonal mass matrices, mU = vλ′U/
√

2, mD = vλ′D/
√

2 and mE = vλE/
√

2.

Since the field redefinitions in (8) are not symmetries of the Lagrangian (they fail to commute
with the electroweak group), it is not guaranteed that the Lagrangian is independent of the matrices
VuL , . . . , VdR . We did choose the transformations to leave the kinetic terms in canonical form. We now
check the effect of (8) on the gauge interactions. Consider first the singlet fields uR. Under the field
redefinition we have

uR (gs /A
a
T a + 2

3g1 /B)uR → uRV
†
uR

(gs /A
a
T a + 2

3g1 /B)VuRuR = uR (gs /A
a
T a + 2

3g1 /B)uR .

It remains unchanged (you can see this by making explicit the so-far-implicit indices for color and for
spinor components). Clearly the same happens with the dR fields. The story gets more interesting with
the left handed fields, since they form doublets. First let’s look at the terms that are diagonal in the
doublet space:

qL(gs /A
a
T a + 1

2g2 /W
3
σ3 + 1

6g1 /B)qL

= uL(gs /A
a
T a + 1

2g2 /W
3

+ 1
6g1 /B)uL + dL(gs /A

a
T a − 1

2g2 /W
3

+ 1
6g1 /B)dL

where in going to the second line we have expanded out the doublets in their components. The result
is invariant under (8) very much the same way that the uR and dR terms are. Finally we have the off-
diagonal terms. For these let us introduce

σ± =
σ1 ± iσ2

√
2

, and W± =
W 1 ∓ iW 2

√
2

so that σ1W 1 + σ2W 2 = σ+W+ + σ−W− and (σ+)12 =
√

2, (σ−)21 =
√

2, and all other elements
vanish. It is now easy to expand:

qL
1
2g2(σ1W 1 + σ2W 2)qL = 1√

2
g2uL /W

+
dL + 1√

2
g2dL /W

−
uL

→ 1√
2
g2uL(V †uLVdL) /W

+
dL + 1√

2
g2dL(V †dLVuL) /W

−
uL (11)

A relic of our field redefinitions has remained in the form of the unitary matrix V = V †uLVdL . We call
this the Kobayashi-Maskawa (KM) matrix. You will also find this as the Cabibbo-Kobayashi-Maskawa,
or CKM, matrix in the literature. Cabibbo figured out the 2 × 2 case, in which the matrix is orthogonal
and given in terms of a single angle, the Cabibbo angle. Because Kobayashi and Maskawa were first to
introduce the 3 × 3 version with an eye to incorporate CP violation in the model (as we will study in
detail below), in these notes we refer to it as as the KM matrix.

A general unitary 3× 3 matrix has 32 complex entries, constrained by 3 complex plus 3 real con-
ditions. So the KM matrix is in general parametrized by 9 real entries. But not all are of physical con-
sequence. We can perform further transformations of the form of (8) that leave the mass matrices in (9)
diagonal and non-negative if the unitary matrices are diagonal with VuL = VuR = diag(eiα1 , eiα2 , eiα3)
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and VdL = VdR = diag(eiβ1 , eiβ2 , eiβ3). Then V is redefined by Vij → ei(βj−αi)Vij . These five indepen-
dent phase differences reduce the number of independent parameters in V to 9− 5 = 4. It can be shown
that this can in general be taken to be 3 rotation angles and one complex phase. It will be useful to label
the matrix elements by the quarks they connect:

V =



Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


 .

Observations:

1. That there is one irremovable phase in V impies that CP is not a symmetry of the SM Lagrangian.
It is broken by the terms uLV /W

+
dL + dLV

† /W−uL. To see this, recall that under CP uLγµdL →
−dLγµuL and W+µ → −W−µ . Hence CP invariance requires V † = V T .

Exercises
Exercise 1.3-2: In QED, charge conjugation is eγµe→ −eγµe and Aµ → −Aµ. So e /Ae is invariant
under C.
So what about QCD? Under charge conjugation qT aγµq → q(−T a)T γµq, but (−T a)T = (−T a)∗

does not equal −T a (nor T a). So what does charge conjugation mean in QCD? How does the gluon
field, Aaµ, transform?

Exercise 1.3-3: If two entries in mU (or in mD) are equal show that V can be brought into a real
matrix and hence is an orthogonal transformation (an element of O(3)).

2. Precise knowledge of the elements of V is necessary to constrain new physics (or to test the validity
of the SM/CKM theory). We will describe below how well we know them and how. But for now it
is useful to have a sketch that gives a rough order of magnitude of the magnitude of the elements
in V :

V ∼



ε0 ε1 ε3

ε1 ε0 ε2

ε3 ε2 ε0


 , with ε ∼ 10−1. (12)

3. Since V V † = V †V = 1 the rows as well as the columns of V are orthonormal vectors. In
particular,

∑
k VikV

∗
jk = 0 for j 6= i. Three complex numbers that sum to zero are represented

on the complex plane as a triangle. As the following table shows, the resulting triangles are very
different in shape. Two of them are very squashed, with one side much smaller than the other
two, while the third one has all sides of comparable size. As we shall see, this will play a role in
understanding when CP asymmetries in decay rates can be sizable.

ij
∑
VikV

∗
jk = 0 ∼ εn shape

(normalized to unit base)

12 VudV
∗
cd + VusV

∗
cs + VubV

∗
cb = 0 ε+ ε+ ε5 = 0 ε4

23 VcdV
∗
td + VcsV

∗
ts + VcbV

∗
tb = 0 ε4 + ε2 + ε2 = 0 ε2

13 VudV
∗
td + VusV

∗
ts + VubV

∗
tb = 0 ε3 + ε3 + ε3 = 0 1
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ρ

η

∣∣∣∣
VtdV

∗
tb

VcdV
∗
cb

∣∣∣∣α

∣∣∣∣
VudV

∗
ub

VcdV
∗
cb

∣∣∣∣

βγ

Fig. 1: Unitarity triangle in the ρ-η plane. The base is of unit length. The sense of the angles is indicated by
arrows.

These are called “unitarity triangles.” The most commonly discussed is in the 1-3 columns,

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0 ⇒

1

∼1∼1

Dividing by the middle term we can be more explicit as to what we mean by the unit base unitarity
triangle:

VudV
∗
ub

VcdV
∗
cb

+ 1 +
VtdV

∗
tb

VcdV
∗
cb

= 0

We draw this on the complex plane and introduced some additional notation: the complex plane is
z = ρ+ iη and the internal angles of the triangle are3 α, β and γ; see Fig. 1.

The angles of the unitarity triangle, of course, are completely determined by the KM matrix, as
you will now explicitly show:

Exercises
Exercise 1.3-4: Show that

(i) β = arg
(
−
VcdV

∗
cb

VtdV
∗
tb

)
, α = arg

(
−
VtdV

∗
tb

VudV
∗
ub

)
and γ = arg

(
−
VudV

∗
ub

VcdV
∗
cb

)
.

(ii) These are invariant under phase redefinitions of quark fields (that is, under the remaining arbi-
trariness). Hence these are candidates for observable quantities.

(iii) The area of the triangle is − 1
2 ImVudV

∗
ub

VcdV
∗
cb

= − 1
2

1
|VcdV

∗
cb|2

Im (VudV
∗
cdVcbV

∗
ub).

(iv) The product J = Im (VudV
∗
cdVcbV

∗
ub) (a “Jarlskog invariant”) is also invariant under phase redef-

initions of quark fields.

Note that Im
(
VijVklV

∗
ilV
∗
kj

)
= J(δijδkl − δilδkj) is the common area of all the un-normalized

triangles. The area of a normalized triangle is J divided by the square of the magnitude of the side
that is normalized to unity.

3This convention is popular in the US, while in Japan a different convention is more common: φ1 = β, φ2 = α and
φ3 = γ.
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Fig. 2: Experimentally determined unitarity triangles [1]. Upper pane: “fat” 1-3 columns triangle. Lower pane:
“skinny” 2-3 columns triangle.
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4. Parametrization of V : Since there are only four independent parameters in the matrix that contains
3 × 3 complex entries, it is useful to have a completely general parametrization in terms of four
parameters. The standard parametrization can be understood as a sequence of rotations about the
three axes, with the middle rotation incorporating also a phase transformation:

V = CBA,

where

A =



c12 s12 0
−s12 c12 0

0 0 1


 , B =




c13 0 s13e
−iδ

0 1 0
−s13e

iδ 0 c13


 , C =




1 0 0
0 c23 s23

0 −s23 c23


 .

Here we have used the shorthand, cij = cos θij , sij = sin θij , where the angles θij all lie on the
first quadrant. From the phenomenologically observed rough order of magnitude of elements in V
in (12) we see that the angles θij are all small. But the phase δ is large, else all triangles would be
squashed.

An alternative and popular parametrization is due to Wolfenstein. It follows from the above by
introducing parameters A, λ, ρ and η according to

s12 = λ, s23 = Aλ2, s13e
iδ = Aλ3(ρ+ iη) (13)

The advantage of this parametrization is that if λ is of the order of ε, while the other parameters
are of order one, then the KM matrix elements have the rough order in (12). It is easy to see that ρ
and η are very close to, but not quite, the coordinates of the apex of the unitarity triangle in Fig. 1.
One can adopt the alternative, but tightly related parametrization in terms of A, λ, ρ and η:

s12 = λ, s23 = Aλ2, s13e
iδ = Aλ3(ρ+ iη)

√
1−A2λ4

√
1− λ2[1−A2λ4(ρ+ iη)]

.

Exercises
Exercise 1.3-5: (i) Show that

ρ+ iη = −
VudV

∗
ub

VcdV
∗
cb

,

hence ρ and η are indeed the coordinates of the apex of the unitarity triangle and are invariant
under quark phase redefinitions.

(ii) Expand in λ� 1 to show

V =




1− 1
2λ

2 λ Aλ3(ρ− iη)
−λ 1− 1

2λ
2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1


+O(λ4)

1.4 Determination of KM Elements
Figure 2 shows the state of the art in our knowledge of the angles of the unitarity triangles for the 1-3
and 2-3 columns of the KM matrix. How are these determined? More generally, how are KM elements
measured? Here we give a tremendously compressed description.

The relative phase between elements of the KM matrix is associated with possible CP violation.
So measurement of rates for processes that are dominated by one entry in the KM are insensitive to the
relative phases. Conversely, CP asymmetries directly probe relative phases.
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1.4.1 Magnitudes
The magnitudes of elements of the KM matrix are measured as follows:

(i) |Vud| is measured through allowed nuclear transitions. The theory is fairly well understood (even
if it is nuclear physics) because the transition matrix elements are constrained by symmetry con-
siderations.

(ii) |Vus|, |Vcd|, |Vcs|, |Vub|, |Vcb|, are primarily probed through semi-leptonic decays of mesons,M →
M ′`ν (e.g., K+ → π0e+ν).

(iii) |Vtq|, (q = d, s, b) are inferred from processes that proceed at 1-loop through a virtual top-quark.
It is also possible to measure some of these directly from single top production (or decay).

The theoretical difficulty is to produce a reliable estimate of the rate, in terms of the KM matrix
elements, in light of the quarks being strongly bound in hadrons. Moreover, theorists have to produce
a good estimate for a quantity that experimentalists can measure. There is some tension between these.
We will comment on this again below, but let me give one example. The inclusive rate for semileptonic
decay of B mesons can be reliably calculated. By inclusive we mean B decays to a charged lepton, say
µ, plus a neutrino, plus other stuff, and the rate is measured regardless of what the other stuff is. The
decay rate is then the sum over the rates of decays into any particular type of whatever makes up the
“stuff.” Sometimes the decay product is a D meson, sometimes a D∗ meson and other times seven pions
or whatever, always plus µν. Now these decays sometimes involve b → cµν which comes in the rate
with a factor of |Vcb|2 that we would like to determine, and sometimes involves b→ uµν with a factor of
|Vub|2 that we also want to determine. But the total semileptonic rate does not allow us to infer separately
|Vcb|2 and |Vub|2. Knowing that |Vcb|2 � |Vub|2 means we can measure well |Vcb| from the inclusive
semileptonic rate. But then how do we get at |Vub|? One possibility, and that was the first approach at this
measurement, is to measure the rate of inclusive semileptonic B decays only for large µ energy. Since
hadrons containing charm are far heavier than those containing up-quarks, there is a range of energies
for the µ resulting from the decay that is not possible if B decayed into charm. These must go through
b → uµν and therefore their rate is proportional to |Vub|2. But this is not an inclusive rate, because it
does not sum over all possible decay products. It is difficult to get an accurate theoretical prediction for
this.

The determination of magnitudes is usually done from semi-leptonic decays because the theory is
more robust than for hadronic decays. Purely leptonic decays, as in B− → µ−ν̄ are also under good
theoretical control, but their rates are very small because they are helicity suppressed in the SM (meaning
that the “V −A” nature of the weak interactions, V = vector, A = axial, gives a factor of mµ/mb in the
decay amplitude). We lump them into the category of “rare” decays and use them, with an independent
determination of the KM elements, to test the accuracy of the SM and put bounds on new physics. We
distinguish exclusive from inclusive semileptonic decay measurements:

1.4.2 Exclusive semileptonic decays
By an “exclusive” decay we mean that the final state is fixed as in, for example, B → Dπeν. To
appreciate the theoretical challenge consider the decay of a pseudoscalar meson to another pseudoscalar
meson. The weak interaction couples to a V −A hadronic current, ψ′(γµ−γµγ5)ψ, and a corresponding
leptonic current; see Eq. (11). The probability amplitude for the transition is given by

A = 〈M ′`ν|g
2
2Vij
M2
W

ūiLγ
µdjLēLγµνL|M〉.

The leptonic current, being excluded from the strong interactions, offers no difficulty and we can imme-
diately compute its contribution to the amplitude. The contribution to the amplitude from the hadronic
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side then involves
〈~p ′|V µ|~p〉 = f+(q2)(p+ p′)µ + f−(q2)qµ, (14)

where V µ = ūiγµdj and q = p − p′. The bra and ket stand for the meson final and initial states,
characterized only by their momentum and internal quantum numbers, which are implicit in the formula.
The matrix element is to be computed non-perturbatively with regard to the strong interactions. Only the
vector current (not the axial) contributes, by parity symmetry of the strong interactions. The expression
on the right-hand-side of (14) is the most general function of p and p′ that is co-variant under Lorentz
transformations (i.e., transforms as a four vector). It involves the coefficients f±, or “form factors,” that
are a function of q2 only, since the other invariants are fixed (p2 = m2

M and p′2 = m2
M ′). In the 3-body

decay, p = p′ + q so q is the sum of the momenta of the leptons. It is conventional to write the form
factors as functions of q2. When the term f−(q2)qµ is contracted with the leptonic current one gets a
negligible contribution, q · (V − A) ∼ m`, when ` = e or µ. So the central problem is to determine
f+. Symmetry considerations can produce good estimates of f+ at specific kinematic points, which is
sufficient for the determination of the magnitude of the KM matrix elements. Alternatively one may
determine the form factor using Monte Carlo simulations of QCD on the lattice.

Exercises
Exercise 1.4.2-1: Show that q · (V −A) ∼ m` for the leptonic charged current. Be more precise than “∼.”

To see how this works, consider a simpler example first. We will show that the electromagnetic
form factor for the pion is determined by the charge of the pion at q2 = 0. Take Jµ to be the electro-
magnetic current of light quarks, Jµ(x) = 2

3 ū(x)γµu(x) − 1
3 d̄(x)γµd(x). Charge conservation means

∂µJ
µ = 0. Now, the matrix element of this between pion states is

〈π(~p ′)|Jµ(0)|π(~p)〉 = f+(q2)(p+ p′)µ + f−(q2)qµ (15)

Restoring the x dependence in Jµ is easy, Jµ(x) = eiP̂ ·xJµ(0)e−iP̂ ·x where P̂µ is the 4-momentum
operator. This just gives the above times exp(−iq · x). Hence the matrix element of the divergence of
Jµ is just the above contracted with qµ. But ∂µJµ = 0 so we have

f+(q2)(p+ p′) · q + f−(q2)q2 = 0

The first term has (p+ p′) · q = (p+ p′) · (p− p′) = p2 − p′2 = m2
π −m2

π = 0 so we have f−(q2) = 0.
Moreover, the electric charge operator is

Q̂ =

∫
d3xJ0(x)

and we should have

〈π(~p ′)|Q̂|π(~p)〉 = Qπ〈π(~p ′)|π(~p)〉 = Qπ(2π)32Eδ(3)(~p − ~p′) (16)

where Qπ is the charge of the π state (±1 for a π± and 0 for a π0) and we have used the relativistic
normalization of states. Integrating the time component of (15) to compute the matrix element of Q̂ is
the same as inserting a factor of

∫
d3x e−iq·x = (2π)3δ(3)(~p − ~p′)

into the left hand side of (15) and comparing both sides we have

2EQπ = f+(q2)(E + E′)
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or f+(0) = Qπ since the condition ~p ′ = ~p for equal mass particles gives E′ = E and therefore qµ = 0.
To recap, conservation of Jµ implies f−(q2) = 0 and f+(0) = ±1 for charged pions, f+(0) = 0 for
neutral pions.

K → π`ν: One can repeat this for kaons and pions, where the symmetry now is Gell-Mann’s
flavor-SU(3). Let me remind you of this, so you do not confuse this “flavor” symmetry with the “flavor”
symmetry we introduced earlier. If we want to understand the behavior of matter at energies sufficiently
high that kaons are produced but still too low to produce charmed states, we can use for the Lagrangian

L = ūi /Du+ d̄i /Dd+ s̄i /Ds

where the covariant derivative only contains the gluon field. Electromagnetic and weak interactions have
to be added as perturbations. The Lagrangian is invariant under the SU(3) group of transformations in
which the u, d and s quarks form a triplet: if q = (u, d, s)T , the symmetry is q → Uq with U a unitary
3×3 matrix. The pions and kaons, together with the η particle form an octet of SU(3): the 3×3 traceless
matrix

M =




π0√
2
− η√

6
π+ K+

π− − π0√
2
− η√

6
K0

K− K
0 η√

3


 .

The flavor quantum numbers of these are in 1-to-1 correspondance with the matrix q × qT . In par-
ticular note that the 2-3 element, the K0, has content q2q̄3 = ds̄: kaons have strangeness −1, while
anti-kaons have strangeness +1. Symmetry means that the quantum mechanical probability amplitudes
(a.k.a. matrix elements) have to be invariant under M → UMU †. The symmetry implies f−(q2) = 0
and f+(0) = 1 for the form factors of the conserved currents associated with the SU(3) symmetry
transformations. In reality, however, this symmetry does not hold as accurately as isospin. A better
Lagrangian includes masses for the quarks, and masses vary among the quarks, breaking the symmetry:

L = ū(i /D −mu)u+ d̄(i /D −md)d+ s̄(i /D −ms)s

Since the largest source of symmetry breaking is the mass of the strange quark (ms � md & mu),
one expects corrections to f+(0) − 1 of order ms. But since f+ is dimensionless the correction must
be relative to some scale, f+(0) − 1 ∝ ms/Λ, with Λ a hadronic scale, say, Λ ∼ 1 GeV. This seems
like bad news, an uncontrolled 10% correction. Fortunately, by a theorem of Ademolo and Gatto, the
symmetry breaking parameter appears at second order, f+(0) − 1 ∝ (ms/Λ)2 ∼ 1%. Combining data
for neutral and charged semi-leptonic K decays the PDG gives |Vus|f+(0) = 0.2163±0.0005 [2] which
to a few percent can be read off as the value of the magnitude of the KM matrix element. Monte-Carlo
simulations of QCD on a lattice give a fairly accurate determination of the form factor; the same section
of the PDG reports f+(0) = 0.960 ± 0.005 which it uses to give |Vus| = 0.2253 ± 0.0008. Note that
the theoretical calculation of f+ is remarkably accurate, about at the half per-cent level. The reason this
accuracy can be achieved is that one only needs to calculate the deviation of f+(0) from unity, an order
(ms/Λ)2 effect, with moderate accuracy.

B → D`ν: We cannot extend this to the heavier quarks because thenmc/Λ > 1 is a bad expansion
parameter. Remarkably, for transitions among heavy quarks there is another symmetry, dubbed “Heavy
Quark Symmetry” (HQS), that allows similarly successful predictions; for a basic introduction see [3].
For transitions from a heavy meson (containing a heavy quark, like the B or D mesons) to a light meson
(made exclusively of light quarks, like the π or K mesons) one requires other methods, like lattice QCD,
to determine the remaining KM matrix elements.

A word about naming of mesons. SinceK0 by convention has strangeness−1, we take by analogy
B0 to have bottomness (or beauty, in Europe) −1. So the flavor quantum numbers of heavy mesons are
B

0
= bd̄, B− = bū, Bs = bs̄, D0 = cū, D+ = cd̄, Ds = cs̄.
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Here is an elementary, mostly conceptual, explanation of how HQS works. The heavy mesons
are composed of a quark that is very heavy compared to the binding energy of mesons, plus a light
anti-quark making the whole thing neutral under color, plus a whole bunch of glue and quark-antiquark
pairs. This “brown muck” surrounding and color-neutralizing the heavy quark is complicated and we
lack good, let alone precise, mathematical models for it. The interactions of this brown muck have low
energy compared to the mass of the heavy quark, so that they do not change the state of motion of the
heavy quark: in the rest frame of the meson, the heavy quark is at rest. The central observation of HQS
is that all the brown muck sees is a static source of color, regardless of the heavy quark mass. Hence
there is a symmetry between B mesons and D mesons: they have the same brown muck, only different
static color sources. A useful analogy to keep in mind is from atomic physics: the chemical properties
of different isotopes of the same element are the same to high precision because the electronic cloud (the
atomic brown muck) does not change even as the mass of the atomic nucleus (the atomic heavy quark)
changes.

To put this into equations, we start by characterizing the heavy meson state by its velocity rather
than its momentum, vµ = pµ/m. That is because we are considering the limit of infinite mass of the
heavy quark, m → ∞. Notice that infinite mass does not mean the meson is at rest. You can boost
to a frame where it moves. More interestingly, even if both b and c quarks are infinitely heavy, the
process b → c`ν can produce a moving c quark in the rest-frame of the decaying b-quark. Another
trivial complication is that the relativistic normalization of states, as in (16), includes a factor of energy,
E → ∞. So we take |~v 〉 = (1/

√
m)|~p〉. For the application of the HQS it is more convenient (and

natural) to parametrize the matrix element of the vector current in terms of the 4-velocities. Doing so,
and using an argument analogous to that introduced previously to show f−(q2) = 0, we have

〈~v ′|V µ|~v 〉 = ξ(v · v′)(v + v′)µ.

Comments: (i) the infinitely heavy states could be two same flavored mesons with a flavor diagonal
current, e.g., B− → B− with V µ = bγµb, or two different flavors with an of diagonal current, e.g.
B− → D0 with V µ = cγµb; (ii) the form factor, now labeled ξ and called an “Isgur-Wise” function, is
in principle a function of the three Lorentz invariants we can make out of the 4-vectors vµ and v′µ, but
since v2 = v′2 = 1 it only depends on v · v′; (iii) rewriting this in terms of 4-momenta gives a relation
between f+ and f− (but not f− = 0); and, most importantly, (iv) the analogue to f+(0) = 1 is

ξ(1) = 1.

Note that v · v′ = 1 corresponds to the resulting meson not moving relative to the decaying one (in other
words, remaining at rest in the rest frame of the decaying meson), so that the invariant mass of the lepton
pair, q2, is as large as it can be: v · v′ = 1 is q2 = q2

max = (mB −mD)2.

The analogue of the theorem of Ademolo and Gato for HQS is Luke’s theorem [4]. It states that
the corrections to the infinite mass predictions for form factors at v · v′ = 1 first appear at order 1/m2

rather than the naïvely expected 1/m.

The prediction of the B → D form factors at one kinematic point (q2 = q2
max) can be used to

experimentally determine |Vcb|. Again a tension arises between theory and experiment: at the best theory
point (q2 = q2

max) the decay rate vanishes. In practice this problem is circumvented by extrapolating
from q2 < q2

max and by including B → D∗`ν in the analysis. The D∗ is the spin-1 partner of the D
meson. We have not explained this here, but HQS relates the D to the D∗ mesons: they share a common
brown muck. The reason is simple, the spin of the heavy quark interacts with the brown muck via a
(chromo-)magnetic interaction, but magnetic moments are always of the form charge-over-mass, g/m,
so they vanish at infinite mass. We can combine the spin-1

2 heavy quark with the spin-1
2 brown muck in a

spin-0 or a spin-1 state, and since the spin does not couple, they have the same mass and the same matrix
elements (form factors).
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FIG. 3. dl"/dE, for D~X,e+v, from Fig. 2 boosted to cor-
respond to D's from $137701 decay and compared to the data of
Ref. 20. The integrated theoretical and experimental rates have
been roughly adjusted to agree in order to facilitate a compar-
ison of the spectral shapes. Note that these data contain a small
contamination of D~Xd e +v, .
D+ and D electron spectra; these differences are ignored
in Figs. 4, but see Appendix D.

C. B~Xe v,

We now turn to the cases of interest for extracting
~ V„b ~ l~ V,b ~

. We first discuss B~X,e v„where X, is
a charmed meson with mass mz &mz. Our present cal-
culations extend only up to I&-2.5 GeV/c, but as can
be seen from Fig. 5, which shows how our predicted spec-
trum is built up out of contributing resonances, the full
rate appears to be rapidly saturated by the lowest-lying
states. We show the surprisingly similar shape of the
free-quark decay spectrum for comparison. Our spec-
trum is once again dominated by the 1'So and 1 S&
states with the D(1870) and D*(2020) contributing 27%
and 60% (respectively) of our total spectrum.
Of the predictions made in this paper, we believe that

those for B~De v, and B~D 'e v, are the most reliable.
In the limit where the c- and b-quark masses are treated
as large compared with the u- and d-quark masses, the
form factors at threshold t=t contain an overlap of
wave functions that is unity, independent of the potential
model. Also, in this limit the masses that appear in the
form factors f+(t ), f(t ), g(t ), and a+(t ) are
heavy-quark masses whose values are insensitive to the
choice of potential model. The suppression of the form
factors for t « t arises because momentum must be
transferred to the light quark in the recoiling X=D or
D* state. However, if the momentum of X is p~, the

0.2 0.80.60 O4
E, (GeV)

FIG. 4. (a) (1/l )(dI /dE, ) for D ~Xde+v, showing the
contributions of ~, p, and the total contribution from all 1S, 1P,
and 2S states; also shown is the corresponding free quark curve.
Absolute rates can be obtained by using I =0. 18
X10'

~ Vd~ sec ' and I "'=0.54X10'2~ V,„~~sec '. Note that
~ and p constitute 43% and 52%, respectively, of the total rate.
(b) (1/I )(dI /dE, ) for D+—+Xde+v, showing the contribu-
tions of ~, g, g', p, co, and the total contribution from all 1S, 1P,
and 2S states; also shown is the corresponding free quark curve.
Absolute rates can be obtained by using I =0. 17
X10'

~ V,d~'sec ' and I ""'=0.54X10"~V,„~ sec '. Note that
I (D+—+Xde+v, )/I (D ~Xd e+v, )=0.93 mainly from the
effects of the g and g' channels which are especially evident at
the highest E„and that m, g, q', p, and co constitute, respective-
ly, 23%, 12%, 5%, 28%%uo, and 27% of the total rate.

0.8—
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tU
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uJ'
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1
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e (&ev)

FIG. 5. (1/I )(dI /dE, ) for B~X,e v, showing the contri-
butions of D, D*, and the total contribution from all 1S, 1P, and
2S states; also shown as a dashed curve is the corresponding free
quark curve. Absolute rates can be obtained by using
1 =0.41X10' ~V,b( sec ' and I ""=0.49X10' ~V,b~ sec

Fig. 3: Quark-hadron duality in B → Xceν in a non-relativistic model of mesons. The figure, taken from [5],
shows how the spectrum with respect to the electron energy normalized to the total semileptonic width, 1

Γ
dΓ
dEe

,
is built up from exclusive decays. The lowest solid line is the contribution from B → Deν, the next higher one
includes the D∗ final state and the highest one is the total contribution from all 1S, 1P and 2S states. The dashed
line corresponds to the free quark b→ c`ν rate.

Exercises
Exercise 1.4.2-2: For B → D`ν write the form factors f±(q2) in terms of the Isgur-Wise function. What
does ξ(1) = 1 imply for f±? Eliminate the Isgur-Wise function to obtain a relation between f+ and f−.

1.4.3 Inclusive semileptonic decays
As we have said, the inclusive semileptonic decay rate Γ(B → X`ν) means the rate of decay of a B
to `ν plus anything. We further distinguish Γ(B → Xc`ν) when the anything contains a charm quark
and therefore the underlying process at the quark level is b → c`ν and similarly Γ(B → Xu`ν) from
b→ u`ν.

There is good reason to believe that quark-hadron duality holds for these quantities. Quark-hadron
duality means that instead of computing the rate for the transition between hadrons, in this case mesons,
we can compute the rate for the transition between quarks and the answer is the same, Γ(B → Xc`ν) =
Γ(b → c`ν). Figure 3 shows in solid curves how the spectrum with respect to the electron energy,
dΓ(B → Xeν)/dEe, builds up from exclusive modes, starting with B → Deν and adding to it B →
D∗eν and then the sum of all 1S, 1P and 2S states. By comparison the b→ ceν spectrum is shown as a
dashed line. The agreement between the sum over exclusives and the free quark decay is apparent. By
comparison Fig. 4 shows the b → ueν case. To reproduce the free quark rate many more states must be
included.

Notice that the endpoint of the spectrum for B → Xueν extends beyond that of B → Xceν.
This was the basis for early determinations of |Vub|, as mentioned above. The point is that |Vub| �
|Vcb| so the b → ueν transition hides under b → ceν for most electron energies. But the theoretical
determination of the spectrum constrained to the narrow region close to the end of the spectrum is not
accurate. Modern determinations of |Vub| rely on summing over precise measurements of exclusive
non-charm decay exclusive modes over the whole spectrum and using kinematic variables other than Ee.

Remarkably, quark-hadron duality for semileptonic heavy quark decays can be established from
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~ V„~=0.048+0.005+0.006 . (20)

Below, we will discuss the uncertainties in this determina-
tion of

~ V,z ~
associated with our calculation [the second

error in Eq. (20); the first is experimental and arises from
uncertainties in the B lifetime and semileptonic branch-
ing ratio].
Figure 6 shows our predicted spectrum for

B ~X„+ev„where X„+ is a ud meson belonging to any
of our eight lowest-lying meson families. It is clear that
the 1S, 1P, and 2S states (which include all states with
mz ~ 1.7 GeV/c ) do not in this case saturate the rate.
Recall, however, that our calculation does saturate the
contributions of B~X,ev, in a region at the end of the
spectrum where B~X,ev, vanishes. This fraction of the
spectrum is therefore all we need for determining (or for
setting an upper limit on)

~ V„b~. Note that our B~X„
spectrum is considerably softer than the free-quark spec-
trum.
In the Introduction it is clearly indicated why b~u

might not be saturated by these lowest-lying states, in
contrast with the other transitions we discuss. Recall
that (ignoring relative momentum in the decaying B)
free-quark decay populates recoiling masses mz in
the range from m +md up to [(m~+md )+ (md /mb )(m& —m~ ) ]' and that this range (0.02

light quark only carries momentum [md /(m, +md )]px.
The presence of the heavy c quark thus causes the form
factors to vary only a little over the available phase space.
Our D* branching fraction of 0.60 is consistent with

the preliminary measurements' of 0.8+0.3. It should be
noted that the rate for B~D*ev, is determined by three
form factors: f, g, and a+. The dependence on f, g, and
a+ can be partially separated ' by observing the polar-
izations of the D*'s produced in B~D*ev, . The pro-
duction rate of transversely polarized D*'s is independent
of a+, whilst the production rate of longitudinally polar-
ized D*'s does depend on a+. We predict fa+(t )=—1.00, which gives roughly equal amounts of longitu-
dinally and transversely polarized D*'s. As fa+(t ) is
increased, the rate for longitudinally polarized D*'s in-
creases. For example, at fa+ (t ) =0,
D*(longitudinal)/D*(transverse)=2. A recent measure-
ment of the D* polarization is consistent with the D*'s
in semileptonic B decay being purely longitudinal. Fur-
ther measurements of this polarization are needed as such
a situation may be dificult to reconcile with not only cal-
culations of the type presented here, but also the free-
quark decay model. (In this model one can predict in-
clusive probabilities for the production of hadronic sys-
tems recoiling with helicities +1 and 0 by using the fact
that the initial state has zero angular momentum so the
hadronic helicity must balance that of the ev, system. )
Anticipating that b~u/b~c will be small, our abso-

lute prediction for the total B semileptonic rate is

I (B -+X e v, )=l (B -+X e v, )
=0.41 X 10'

~ V, ~
sec

From the experimental value of this rate' ' we find
that

0.4—
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FIG. 6. (1/I '"")(dI /dE, ) for B~X„+e v, showing the
contributions of m., p, the 1P states, and the 2S states ~' and p';
also shown as a dashed line is the free quark curve
(1/I "')(dl "'/dE, ). Absolute rates can be obtained by using
I ""=1.18X10'

~ V„&~ sec '. The partial rates to exclusive
channels, in units of 10'

~ V» ~' sec ' are I (8~sr(151) =0.021,
I (B p(1S))=0.083, 1"(B P )=0.007, I (B P, )=0.093,
1 (B P )=0.007, (I B 'P, )=0.059, I (B m(2S))=0. 110,
and 1"(B—+p(2S)) =0.053. Thus the 1S, 1P, and 2S states corn-
puted account for a rate of 0.43 X 10'~~ V„b ~

sec

GeV/c for s~u, 0.15 GeV/c for c~s, 0.26 GeV/c
for c~u, 0.16 GeV/c for b~c, and 0.72 GeV/c for
b ~u) is considerably smaller than the typical orbital ex-
citation energy of 0.5 GeV in every case except that of
b ~u, where it is actually greater. (A more realistic esti-
mate, taking into account the mean momentum in the B
wave function, gives a range in b~u of more than 1
GeV/c .) It is therefore not at all surprising that there
are, for example, significant 2S components in the b ~u
spectrum; nor should we be surprised that our truncated
calculation is incomplete. We have nevertheless checked
this point explicitly by extending our calculation for
pseudoscalar mesons to higher masses by computing
B ~n(Sn) ve„wh. ere ~(nS) is the nth pion state. A
description of the calculation is given in Appendix C;
Fig. 7 displays the results, which exhibit the convergence
conjectured in Refs. 3 and 4. Note that the 1S and 2S
levels already give about two-thirds of the total pseudos-
calar contribution, suggesting that a complete calculation
would converge, as described in the Introduction, to a
d I /dE, comparable to the free-quark rate at low E,.
Since our end-point spectrum is considerably softer

than the free-quark decay electron spectrum, we expect
that a complete sum over Anal states X„would lead to a
total semileptonic decay rate that is somewhat smaller
than the corresponding free-quark rate. It should be re-
called, however, that the b~u free-quark rate [see Eq.
(4)] it itself quite uncertain, since the effective value of mb
entering in this equation is not well known.
To extract a value (or limit) for V„b using our predicted

Fig. 4: As in Fig. 3 but for b→ ueν, from [5].

first principles using HQS [6]. Moreover, finite mass corrections can be systematically incorporated [7,
8]. Theory gives solid predictions for moments of the spectrum in terns of few unknown non-perturbative
parameters that can be accurately fit to experiment [9], resulting in a determination at about 1% precision.

The green ring in Fig. 2 shows the region of the ρ̄-η̄ plane allowed by the determination of |Vub|.
More precisely, note that

√
ρ2 + η2 = |Vub/VusVcb| so that the ring requires the determination of the

three KM elements. It is labeled “|Vub|” because this is the least accurately determined of the three KM
elements required.

1.4.4 Collecting results
While we have not presented a full account of the measurements and theory that are used in the determi-
nation of the KM magnitudes, by now you should have an idea of the variety of methods employed.

The PDG gives for the full fit of the magnitudes of the KM matrix elements

|V | =




0.97427± 0.00014 0.22536± 0.00061 0.00355± 0.00015
0.22522± 0.00061 0.97343± 0.00015 0.0414± 0.0012

0.00886+0.00033
−0.00032 0.0405+0.0011

−0.0012 0.99914± 0.00005


 ,

or, in terms of the Wolfenstein parameters,

λ = 0.22537± 0.00061, A = 0.814+0.023
−0.024 ,

ρ = 0.117± 0.021, η = 0.353± 0.013 .

It also gives, for the Jarlskog determinant, J = (3.06+0.21
−0.20)× 10−5.

1.4.5 Angles
The angles of the unitarity triangle are associated with CP violation. Next chapter is devoted to this.
Here is a brief summary to two routes to their determination:
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(i) Neutral Meson Mixing. It gives, for example, VtbV
∗
td in the case of Bd mixing and VtbV

∗
ts for

Bs mixing. The case of K0 mixing is, as we will see, more complex. The yellow (“∆md”) and
orange (“∆md & ∆ms”) circular rings centered at (1, 0) in Fig. 2 are determined by the rate of
Bd mixing and by the ratio of rates of Bd and Bs mixing, respectively. The ratio is used because
in it some uncertainties cancel, hence yielding a thiner ring. The bright green region labeled εK is
determined by CP violation in K0-K0 mixing.

(ii) CP asymmetries. Decay asymmetries, measuring the difference in rates of a process and the CP
conjugate process, directly probe relative phases of KM elements, and in particular the unitarity
triangle angles α, β and γ. We will also study these, with particular attention to the poster boy,
the determination of sin(2β) from Bd → ψKS , which is largely free from hadronic uncertainties.
In Fig. 2 the blue and brown wedges labeled sin 2β and γ, respectively, and the peculiarly shaped
light blue region labeled α are all obtained from various CP asymmetries in decays of Bd mesons.

1.5 FCNC
This stands for Flavor Changing Neutral Currents, but it is used more generally to mean Flavor Changing
Neutral transitions, not necessarily “currents.” By this we mean an interaction that changes flavor but
does not change electric charge. For example, a transition from a b-quark to an s- or d-quarks would
be flavor changing neutral, but not so a transition from a b-quark to a c- or u-quark. Let’s review flavor
changing transitions in the SM:

1. Tree level. Only interactions with the charged vector bosons W± change flavor; cf. (11). The
photon and Z coupe diagonally in flavor space, so these “neutral currents” are flavor conserving.

d u

ν

e
W−

For example, n→ peν is

2. 1-loop. Can we have FCNCs at 1-loop? Say, b → sγ? Answer: YES. Here is

a diagram: b s

γ
u, c, t

W

Hence, FCNC are suppressed in the SM by a 1-loop factor of ∼ g2
2

16π2
∼ α

4πc2
W

relative to the

flavor changing charged currents.

Exercises
Exercise 1.5-1: Just in case you have never computed the µ-lifetime, verify that

τ−1
µ ≈ Γ(µ→ eνµνe) =

G2
Fm

5
µ

192π3

neglecting me, at lowest order in perturbation theory.

Exercise 1.5-2: Compute the amplitude for Z → bs in the SM to lowest order in perturbation theory (in
the strong and electroweak couplings). Don’t bother to compute integrals explicitly, just make sure they are
finite (so you could evaluate them numerically if need be). Of course, if you can express the result in closed
analytic form, you should. See Ref. [10].
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1.6 GIM-mechanism: more suppression of FCNC
1.6.1 Old GIM
Let’ s imagine a world with a light top and a hierarchy mu < mc < mt �MW . Just in case you forgot,
the real world is not like this, but rather it has mu � mc �MW ≈ 1

2mt. We can make a lot of progress
towards the computation of the Feynman graph for b→ sγ discussed previously without computing any
integrals explicitly:

b s

u, c, t
γ(q, ε)

W

= eqµενu(ps)σ
µν
(

1+γ5

2

)
u(pb)

mb

M2
W

g2
2

16π2
· I

where
I =

∑

i=u,c,t

VibV
∗
isF (

m2
i

M2
W

)

and F (x) is some function that results form doing the integral explicitly, and we expect it to be of order
1. The coefficient of this unknown integral can be easily understood. First, it has the obvious loop factor
(g2

2/16π2), photon coupling constant (e) and KM factors VibV
∗
is from the charged curent interactions.

Next, in order to produce a real (on-shell) photon the interaction has to be of the transition magnetic-
moment form, Fµνsσµνb, which translates into the Dirac spinors u(p) for the quarks combining with the
photon’s momentum q and polarization vector (ε) through qµενu(ps)σ

µνu(pb).4 Finally, notice that the
external quarks interact with the rest of the diagram through a weak interaction, which involves only left-
handed fields. This would suggest getting an amplitude proportional to u(ps)

(
1+γ5

2

)
σµν
(

1−γ5

2

)
u(pb)

which, of course, vanishes. So we need one or the other of the external quarks to flip its chirality, and
only then interact. A chirality flip produces a factor of the mass of the quark and we have chosen to flip
the chirality of the b quark because mb � ms. This explains both the factor of mb and the projector
1+γ5

2 acting on the spinor for the b-quark. The correct units (dimensional analysis) are made up by the
factor of 1/M2

W .

Now, since we are pretending mu < mc < mt � MW , let’s expand in a Taylor series, F (x) =
F (0) + xF ′(0) + · · ·

I =


 ∑

i=u,c,t

VibV
∗
is


F (0) +


 ∑

i=u,c,t

VibV
∗
is

m2
i

M2
W


F ′(0) + · · ·

Unitarity of the KM matrix gives
∑

i=u,c,t VibV
∗
is = 0 so the first term vanishes. Moreover, we can

rewrite the unitarity relation as giving one term as a combination of the other two, for example,

VtbV
∗
ts = −

∑

i=u,c

VibV
∗
is

giving us

I ≈ −F ′(0)
∑

i=u,c

VibV
∗
is

m2
t −m2

i

M2
W

We have uncovered additional FCNC suppression factors. Roughly,

I ∼ VubV ∗us
m2
t −m2

u

M2
W

+ VcbV
∗
cs

m2
t −m2

c

M2
W

∼ ε4 m
2
t

M2
W

+ ε2
m2
t

M2
W

.

4The other possibility, that the photon field Aµ couples to a flavor changing current, Aµbγµs, is forbidden by electromag-
netic gauge invariance. Were you to expand the amplitude in powers of q/MZ you could in principle obtain at lowest order the
contribution, εµu(ps)γ

µu(pb). But this should be invariant (gauge invariance) under εµ → εµ + qµ, where q = pb − ps.
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So in addition the 1-loop suppression, there is a mass suppression (m2
t /M

2
W ) and a mixing angle suppres-

sion (ε2). This combination of suppression factors was uncovered by Glashow, Iliopoulos and Maiani
(hence “GIM”) [11] back in the days when we only knew about the existence of three flavors, u, d and s.
They studied neutral kaon mixing, which involves a FCNC for s to d transitions and realized that theory
would grossly over-estimate the mixing rate unless a fourth quark existed (the charm quark, c) that would
produce the above type of cancellation (in the 2-generation case). Not only did they explain kaon mixing
and predicted the existence of charm, they even gave a rough upper bound for the mass of the charm
quark, which they could do since the contribution to the FCNC grows rapidly with the mass, as shown
above. We will study kaon mixing in some detail later, and we will see that the top quark contribution to
mixing is roughly as large as that of the charm quark: Glashow, Iliopoulos and Maiani were a bit lucky,
the parameters of the SM-CKM could have easily favored top quark mediated dominance in kaon mixing
and their bound could have been violated. As it turns out, the charm was discovered shortly after their
work, and the mass turned out to be close to their upper bound.

1.6.2 Modern GIM
We have to revisit the above story, since mt �MW is not a good approximation. Consider our example
above, b → sγ. The function F (x) can not be safely Taylor expanded when the argument is the top
quark mass. However, I is invariant under F (x)→ F (x) + constant, so we may choose without loss of
generality F (0) = 0. Then

I = −VcbV ∗cs
(
F (

m2
t

M2
W

)− F ′(0)
m2
c

M2
W

)
− VubV ∗us

(
F (

m2
t

M2
W

)− F ′(0)
m2
u

M2
W

)
+ · · ·

= F (
m2
t

M2
W

)VtbV
∗
ts + F ′(0)

∑

i=u,c

VibV
∗
is

m2
i

M2
W

+ · · ·

∼ ε2F (
m2
t

M2
W

)

We expect F (x) to be order 1. This is indeed the case, F (x) is a slowly increasing function of x that is
of order 1 at the top quark mass. The contributions from u and c quarks to I are completely negligible,
and virtual top-quark exchange dominates this amplitude.

Exercises
Exercise 1.6.2-1: Consider s → dγ. Show that the above type of analysis suggests that virtual top quark
exchange no longer dominates, but that in fact the charm and top contributions are roughly equally important.
Note: For this you need to know the mass of charm relative to MW . If you don’t, look it up!

1.7 Bounds on New Physics
Now let’s bring together all we have learned. Let’s stick to the process b → sγ, which in fact places
some of the most stringent constraints on models of new physics (NP). Let’s model the contribution of
NP by adding a dimension 6 operator to the Lagrangian,5

∆L =
C

Λ2
eFµνHqLσ

µνbR =
evC√
2Λ2

FµνsLσ
µνbR + · · ·

I have assumed the left handed doublet belongs in the second generation. The coefficient of the operator
is C/Λ2: C is dimensionless and we assume it is of order 1, while Λ has dimensions of mass and

5The field strength should be the one for weak hypercharge, and the coupling constant should be g1. This is just a distraction
and does not affect the result; in the interest of pedagogy I have been intentionally sloppy.
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Fig. 5: Bounds on the NP scale from various processes. The NP is modeled as dimension 6 operators. No
accidental suppression of the coefficient (as in MFV) is included. The b → s case is consistent with the explicit
b → sγ example worked out in these notes. The figure is taken from M. Neubert’s talk at EPS 2011.

indicates the energy scale of the NP. It is easy to compute this term’s contribution to the amplitude. It is
even easier to roughly compare it to that of the SM,

ANP

ASM
∼

vC√
2Λ2

|VtbV
∗
ts| α

4πs2
W

mb

M2
W

Require this ratio be less than, say, 10%, since the SM prediction agrees at that level with the measure-
ment. This gives,

C−1Λ2 � vM2
W s2

W√
2mb|VtbV

∗
ts| α

4π

· 1

0.1
⇒ Λ � 70 TeV.

This bound is extraordinarily strong. The energy scale of 70 TeV is much higher than that of any existing
or planned particle physics accelerator facility.

In the numerical bound above we have taken C ∼ 1, but clearly a small coefficient would help
bring the scale of NP closer to experimental reach. The question is what would make the coefficient
smaller. One possibility is that the NP is weakly coupled and the process occurs also at 1-loop but with
NP mediators in the loop. Then we can expect C ∼ α/4πs2

W , which brings the bound on the scale of
new physics down to about 4 TeV.

Figure 5 shows bounds on the scale of NP from various processes. The NP is modeled as dimen-
sion 6 operators, just as in our discussion above. The coefficients of the operators C/Λ2 are assumed to
have C ≈ 1. The b → s case is consistent with our discussion above.

1.7.1 Minimal Flavor Violation
Suppose we extend the SM by adding terms (local,6 Lorentz invariant and gauge invariant) to the La-
grangian. Since the SM already includes all possible monomials (“operators”) of dimension 4 or smaller,
we consider adding operators of dim ≥ 5. We are going to impose an additional constraint, and we will

6By “local” we mean a product of fields all evaluated at the same spacetime point.
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investigate its consequence. We will require that these operators be invariant under the flavor transfor-
mations, comprising the group GF . We will include the Yukawa matrices as spurions:

qL → Uq qL , uR → Uu uR , dR → Ud dR , λU → UqλUU
†
u, λD → UqλDU

†
d . (17)

We add some terms to the Lagrangian

L → L+ ∆L, ∆L =
∑

i

ciOi

with Oi operators of dim ≥ 5 invariant under (17). For example,

O1 = GaµνHuRT
aσµνλUqL ,

O2 = qLγ
µλ†UλUqL dRγµλDλ

†
DdR ,

where Gaµν is the field strength for the SU(3)c gauge field (which is quite irrelevant for our discussion,
so don’t be distracted). Consider these operators when we rotate to the basis in which the mass matrices
are diagonal. Start with the first:

O1 → GaµνHuRT
aσµνV †uRλU

(
VuLuL
VdLdL

)

= GaµνHuRT
aσµν(V †uRλUVuL)

(
uL

V †uLVdLdL

)

= GaµνHuRT
aσµνλ′U

(
uL
V dL

)

We see that the only flavor-changing interaction is governed by the off-diagonal components of λ′UV .
Similarly

O2 → q′Lγ
µ(λ′U )2q′L dRγµ(λ′D)2dR, where q′L =

(
uL
V dL

)
.

This construction, restricting the higher dimension operators by the flavor symmetry with the
Yukawa couplings treated as spurions, goes by the name of the principle of Minimal Flavor Violation
(MFV). Extensions of the SM in which the only breaking of GF is by λU and λD automatically satisfy
MFV. As we will see they are much less constrained by flavor changing and CP-violating observables
than models with generic breaking of GF .

Exercises
Exercise 1.7.1-1: Had we considered an operator like O1 but with H̃dR instead of HuR the flavor off-
diagonal terms would have been governed by λ′DV

†. Show this is generally true, that is, that flavor change in
any operator is governed by V and powers of λ′.

Exercise 1.7.1-2: Exhibit examples of operators of dimension 6 that produce flavor change without involving
λU,D. Can these be such that only quarks of charge +2/3 are involved? (These would correspond to Flavor
Changing Neutral Currents; see Sec. 1.5 below).

Now let’s consider the effect of the principle of MFV on the process b→ sγ. Our first attempt is

∆L =
C

Λ2
eFµνHqLλDσ

µνdR .

This gives no flavor changing interaction when we go to the field basis that diagonalizes the mass matrices
(which can be seen from the analysis above, or simply by noting that this term has the same form, as far
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as flavor is concerned, as the mass term in the Lagrangian). To get around this we need to construct an
operator which either contains more fields, which will give a loop suppression in the amplitude plus an
additional suppression by powers of Λ, or additional factors of spurions. We try the latter. Consider, then

∆L =
C

Λ2
eFµνHqLλUλ

†
UλDσ

µνdR.

When you rotate the fields to diagonalize the mass matrix you get, for the charge neutral quark bi-linear,

λUλ
†
UλD → V †dLλUλ

†
UλDVdR = V †dLVuL(λ′U )2V †uLVdLλ

′
D = V †(λ′U )2V λ′D, (18)

our estimate of the NP amplitude is suppressed much like in the SM, by the mixing angles and the square
of the “small” quark masses. Our bound now reads

C−1Λ2 & M2
W s

2
W√

2 α
4π

· 1

0.1
⇒ C−1/2Λ & 4 TeV

This is within the reach of the LHC (barely), even if C ∼ 1 which should correspond to a strongly
coupled NP sector. If for a weakly coupled sector C is one loop suppressed, Λ could be interpreted as a
mass MNP of the NP particles in the loop, and the analysis gives MNP & 200 GeV. The moral is that if
you want to build a NP model to explain putative new phenomena at the Tevatron or the LHC you can get
around constraints from flavor physics if your model incorporates the principle of MFV (or some other
mechanism that suppresses FCNC).

Exercises
Exercise 1.7.1-3: Determine how much each of the bounds in Fig. 5 is weakened if you assume MFV. You
may not be able to complete this problem if you do not have some idea of what the symbols ∆MK , εK , etc,
mean or what type of operators contribute to each process; in that case you should postpone this exercise until
that material has been covered later in these lectures.

1.7.2 Examples
This section may be safely skipped: it is not used elsewhere in these notes. The examples presented here
require some background knowlede. Skip the first one if you have not studied supersymmetry yet.

1. The supersymmetrized SM. I am not calling this the MSSM, because the discussion applies as well
to the zoo of models in which the BEH sector has been extended, e.g., the NMSSM. In the absence
of SUSY breaking this model satisfies the principle of MFV. The Lagrangian is

L =

∫
d4θ

[
QeVQ+ UeV U +DeVD

]
+ gauge & H kinetic terms +

∫
d2θW + h.c.

with superpotential
W = H1UyUQ+H2DyDQ+ non-quark-terms

Here V stands for the vector superfields7 and Q, D, U , H1 and H2 are chiral superfields with the
following quantum numbers:

Q ∼ (3, 2)1/6

U ∼ (3, 1)−2/3

D ∼ (3, 1)1/3

H1 ∼ (1, 2)1/2

H2 ∼ (1, 2)−1/2

7Since I will not make explicit use of vector superfields, there should be no confusion with the corresponding symbol for
the the KM matrix, which is used ubiquitously in these lectures.
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The fields on the left column come in three copies, the three generations we call flavor. We are
again suppressing that index (as well as the gauge and Lorentz indices). Unlike the SM case, this
Lagrangian is not the most general one for these fields once renormalizability, Lorentz and gauge
invariance are imposed. In addition one needs to impose, of course, supersymmetry. But even that
is not enough. One has to impose an R-symmetry to forbid dangerous baryon number violating
renormalizable interactions.

When the Yukawa couplings are neglected, yU = yD = 0, this theory has a SU(3)3 flavor symme-
try. The symmetry is broken only by the couplings and we can keep track of this again by treating
the couplings as spurions. Specifically, under SU(3)3,

Q→ UqQ, U → SUU, D → SDD, yU → S∗UyUU
†
q , yD → S∗DyDU

†
q

Note that this has both quarks and squarks transforming together. The transformations on quarks
may look a little different than the transformation in the SM, Eq. (17). But they are the same, really.
The superficial difference is that here the quark fields are all written as left-handed fields, which
are obtained by charge-conjugation from the right handed ones in the standard representation of
the SM. So in fact, the couplings are related by yU = λ†U and yD = λ†D, and the transformations
on the right handed fields by SU = U∗u and SD = U∗d . While the relations are easily established,
it is worth emphasizing that we could have carried out the analysis in the new basis without need
to connect to the SM basis. All that matters is the way in which symmetry considerations restrict
certain interactions.

Now let’s add soft SUSY breaking terms. By “soft” we mean operators of dimension less than 4.
Since we are focusing on flavor, we only keep terms that include fields that carry flavor:

∆LSUSY-bkg = φ∗qM2
qφq + φ∗uM2

uφu + φ∗dM2
dφd

+ (φh1φugUφq + φh2φdgDφq + h.c.) (19)

Here φX is the scalar SUSY-partner of the quark X . This breaks the flavor symmetry unless
M2

q,u,d ∝ 1 and gU,D ∝ yU,D (see, however, Exercise 1.7.2-4). And unless these conditions are
satisfied new flavor changing interactions are generically present and large. The qualifier “gener-
ically” is because the effects can be made small by lucky coincidences (fine tunings) or if the
masses of scalars are large.

This is the motivation for gauge mediated SUSY-breaking [12]:

SUSY
breaking sector SUSY SM

gauge
interaction

The gauge interactions, e.g., QeVQ, are diagonal in flavor space. In theories of supergravity
mediated supersymmetry breaking the flavor problem is severe. To repeat, this is why gauge
mediation and its variants were invented.

2. MFV Fields. Recently CDF and D0 reported a larger than expected forward-backward asymmetry
in tt pairs produced in pp collisions [13]. Roughly speaking, define the forward direction as the
direction in which the protons move, and classify the outgoing particles of a collision according
to whether they move in the forward or backward direction. You can be more careful and define
this relative to the CM of the colliding partons, or better yet in terms of rapidity, which is invariant
under boosts along the beam direction. But we need not worry about such subtleties: for our
purposes we want to understand how flavor physics plays a role in this process that one would
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have guessed is dominated by SM interactions [14]. Now, we take this as an educational example,
but I should warn you that by the time you read this the reported effect may have evaporated. In
fact, since the lectures were given D0 has revised its result and the deviation from the SM expected
asymmetry is now much smaller [15].

There are two types of BSM models that explain this asymmetry, classified according to the the
type of new particle exchange that produces the asymmetry:

(i) s-channel. For example an “axi-gluon,” much like a gluon but massive and coupling to axial
currents of quarks. The interference between vector and axial currents,
u t

u t

g
+

u t

u t

a

produces a FB-asymmetry. It turns out that it is best to have the sign of the axigluon coupling
to t-quarks be opposite that of the coupling to u quarks, in order to get the correct sign of the
FB-asymmetry without violting constraints from direct detection at the LHC. But different
couplings to u and t means flavor symmetry violation and by now you should suspect that
any complete model will be subjected to severe constraints from flavor physics.

(ii) t-channel: for example, one may exchange a scalar, and the amplitude now looks like this:
u t

u t

g
+

u t

u t

φ

This model has introduced a scalar φ with a coupling φtu (plus its hermitian conjugate).
This clearly violates flavor symmetry. Not only we expect that the effects of this flavor
violating coupling would be directly observable but, since the coupling is introduced in the
mass eigenbasis, we suspect there are also other couplings involving the charge-+2/3 quarks,
as in φcu and φtu and flavor diagonal ones. This is because even if we started with only one
coupling in some generic basis of fields, when we rotate the fields to go the mass eigenstate
basis we will generate all the other couplings. Of course this does not have to happen, but it
will, generically, unless there is some underlying reason, like a symmetry. Moreover, since
couplings to a scalar involve both right and left handed quarks, and the left handed quarks
are in doublets of the electroweak group, we may also have flavor changing interactions
involving the charge-(−1/3) quarks in these models.

One way around these difficulties is to build the model so that it satisfies the principle of MFV,
by design. Instead of having only a single scalar field, as above, one may include a multiplet of
scalars transforming in some representation ofGF . So, for example, one can have a charged scalar
multiplet φ transforming in the (3,3, 1) representation of SU(3)q×SU(3)u×SU(3)d, with gauge
quantum numbers (1, 2)−1/2 and with interaction term

λqLφuR with φ→ UqLφU
†
uR
.

Note that the coupling λ is a single number (if we want invariance under flavor). This actually
works! See [16].

Exercises
Exercise 1.7.2-4: Below Eq. (19) we said, “This breaks the flavor symmetry unlessM2

q,u,d ∝ 1 and
gU,D ∝ yU,D.” This is not strictly correct (or, more bluntly, it is a lie). While not correct it is the
simplest choice. Why? Exhibit alternatives, that is, other forms forM2

q,u,d and gU,D that respect the
symmetry. Hint: See (18).
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Exercise 1.7.2-5: Classify all possible dim-4 interactions of Yukawa form in the SM. To this end
list all possible Lorentz scalar combinations you can form out of pairs of SM quark fields. Then
give explicitly the transformation properties of the scalar field, under the gauge and flavor symmetry
groups, required to make the Yukawa interaction invariant. Do this first without including the SM
Yukawa couplings as spurions and then including also one power of the SM Yukawa couplings.

2 Neutral Meson Mixing and CP Asymmetries
2.1 Why Study This?
Yeah, why? In particular why bother with an old subject like neutral-K meson mixing? I offer you an
incomplete list of perfectly good reasons:

(i) CP violation was discovered in neutral-K meson mixing.

(ii) Best constraints on NP from flavor physics are from meson mixing. Look at Fig. 5, where the
best constraint is from CP violation in neutral-K mixing. In fact, other than AsSL, all of the other
observables in the figure involve mixing.

(iii) It’s a really neat phenomenon (and that should be sufficient reason for wanting to learn about it, I
hope you will agree).

(iv) It’s an active field of research both in theory and in experiment. I may be just stating the obvious,
but the LHCb collaboration has been very active and extremely successful, and even CMS and
ATLAS have performed flavor physics analysis. And, of course, there are also several non-LHC
experiments ongoing or planned; see, e.g., [17].

But there is another reason you should pay attention to this, and more generally to the “phe-
nomenology” (as opposed to “theory” or “model building”) part of these lectures. Instead of playing
with Lagrangians and symmetries we will use these to try to understand dynamics, that is, the actual
physical phenomena the Lagrangian and symmetries describe. As an experimentalist, or even as a model
builder, you can get by without an understanding of this. Sort of. There are enough resources today where
you can plug in the data from your model and obtain a prediction that can be tested against experiment.
Some of the time. And all of the time without understanding what you are doing. You may get it wrong,
you may miss effects. As a rule of thumb, if you are doing something good and interesting, it is novel
enough that you may not want to rely on calculations you don’t understand and therefore don’t know if
applicable. Besides, the more you know the better equipped you are to produce interesting physics.

2.2 What is mixing?
Suppose you have a Bs meson with flavor quantum numbers sb. If b → cud, so that sb → s[cud] =
(sc)(ud) you can have a decay Bs → D+

s π
−. Now, the decay is not immediate: the Bs meson has

a non-zero lifetime. So if you somehow determined that you produced a Bs at t = 0 and measure
the probability of decaying into D+

s π
− as a function of time you get the oscillating function with an

exponential envelope depicted by the red line in Fig. 6. Moreover, if you measure its decay probability
into D−s π

+ you obtain the blue line in that same figure. The sum of the two curves is the exponentially
decaying black curve. The final state D−s π

+ is what you expect from a decay of a Bs meson, rather than
a Bs.

We guess that as Bs evolves we have transmutations of flavor, Bs → Bs → Bs → Bs → · · · .
We can model this by assuming the time evolution of the state is

|B̄s(t)〉 = e−
1
2

Γt
[
cos(ωt)|B̄s〉+ sin(ωt)|Bs〉

]
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03/03/2013 4 

perfect tagging + resolution

simulation

Fig. 6: Decay probability of a B̄s meson as a function of proper time in a perfect world (perfect tagging and
resolution) from Ref. [18]. The red and blue lines correspond to D+

s π− and D−
s π+ final states, respectively, and

the black is the sum. “Unmixed” refers to the fact that the tagging determined that initially the state is B̄s.

where the Bs and Bs states of the right hand side are defined as having the quantum numbers sb and bs,
respectively. How can a Bs turn into a Bs? Weak interactions can do that: Feynman graphs producing
the transition are shown here:
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This must be a very small effect. It is a weak interaction. And it is further suppressed by being a 1-loop
effect and by CKM mixing angles (modern GIM).

Let’s ignore the fact that there is a finite life-time for the moment and concentrate on the mix-
ing aspect of these states. In quantum mechanics the state of a free Bs at rest evolves according to
Schrödinger’s equation,

i
d

dt
Bs(t) = MBs(t)

where I have used the mass, M , of the state as its energy at rest, and similarly for the Bs state which,
incidentally, has the same mass. The small perturbation introduced by the Feynman diagrams above
couples the evolution of the two states. We can model this by coupling the two Schrödinger equations as
follows:

i
d

dt

(
B̄s(t)
Bs(t)

)
= M

(
1 ε
ε 1

) (
B̄s(t)
Bs(t)

)

26

B. GRINSTEIN

68



Fig. 7: As in Fig. 6 but with finite resolution and imperfect tagging [18]. This time, however, the figure shows
data measured at LHCb rather than a computer simulation.

The matrix
(

1 ε
ε 1

)
has eigenvalues 1 ± ε, but no matter how small ε is the eigenvectors

(
1

±1

)
are

maximally mixed! The solution to the differential equation is straightforward,

B̄s(t) = e−iMt
[
cos(εMt)B̄s(0) − i sin(εMt)Bs(0)

]
.

This is the magic of meson-mixing: a very small perturbation gives a large effect (full mixing). The
smallness of ε shows up in the frequency of oscillation, but the oscillation turns the initial Bs into 100%
Bs in half a period of oscillation.

Before we go on to a more complete treatment of this phenomenon let’s take a look at real data
and understand how one can determine that the initial state is in fact a Bs, as opposed to a Bs. Fig. 7
shows LHCb data that corresponds to the ideal case of Fig. 6. The difference between the two figures is
well understood as arising from imperfect resolution and tagging. Tagging is the method by which the
experiment determines the initial state is in fact a Bs. Figure 8 is a diagrammatic representation of a
Bs meson (with a b-quark) produced on the “same side.” At the primary vertex one may observe a K+

signaling the presence of the s quark and hence a tag that the B-meson produced contains an s-quark.
The opposite side must contain a state with a b quark. If it decays semileptonically, b → c�−ν it will
produce a negatively charged lepton; e− or µ− also tag the Bs. When the opposite side b quark decays
it is highly likely that it will produce a c-quark, and this one, in turn, an s quark, so a K− signales the
presence of a b quark on the opposite side, giving a third tag.

2.3 Mixing: Formailsm
We present the Weisskopf-Wigner mixing formalism for a generic neutral meson-antimeson system,
denoted by X0−X

0. We can apply this to the cases X0 = K0, D0, B0 and Bs. Under charge conjugation
(C) and spatial inversions (or parity, P ) states with a single pseudoscalar meson at rest transform as

P |X0〉 = −|X0〉 P |X0〉 = −|X0〉
C|X0〉 = |X0〉 C|X0〉 = |X0〉

Of course, there is an implicit tranformation of the momentum of the state under P . We will be interested
in CP-violation. The combination of the above transformations gives

CP |X̄0〉 = −|X0〉 and CP |X̄0〉 = −|X0〉 .
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 pair production 
by partially reconstructing 
the second B-hadron in the 
event 

• Same side kaon tagger 
– exploits hadronization of 

signal 𝐵𝐵�-meson 
• Combined tagging power 

– 𝜀𝜀𝐷𝐷� = 3.5 ± 0.5% 
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Fig. 8: Tagging from lepton charge or opposite side K charge for Bs → D−
s π+ decays. Figure from Ref. [18].

As in our guess in the previous section we study this system allowing for mixing between the two states
in their rest frame. But now we want to incorporate finite life-time effects. So for the time evolution
we need a Hamiltonian that contains a term that corresponds to the width. In other words, since these
one particle states may evolve into states that are not accounted for in the two state Hamiltonian, the
evolution will not be unitary and the Hamiltonian will not be Hermitian. Keeping this in mind we write,
for this effective Hamiltonian

H = M − i

2
Γ =

(
M − i

2Γ M12 − i
2Γ12

M∗
12 − i

2Γ∗
12 M − i

2Γ

)
(20)

where M† = M and Γ† = Γ. Also we have taken |1〉 = |X0〉 and |2〉 = |X0〉. We have insisted on
CPT: (CPT )−1 H (CPT ) = H† ⇒ H11 = H22. Studies of CPT invariance relax this assumption; see
Ref. [19].

Exercises
Exercise 2.3-1: Show that CPT implies H11 = H22.

CP invariance requires M∗
12 = M12 and Γ∗

12 = Γ12. Therefore either ImM12 �= 0 or ImΓ12 �= 0,
or both, signal that CP is violated. Now, to study the time evolution of the system we solve Schrödinger’s
equation. To this end we first solve the eigensystem for the effective Hamiltonian. The physical eigen-
states are labeled conventionally as Heavy and Light

|XH〉 = p|X0〉 + q|X0〉, |XL〉 = p|X0〉 − q|X0〉 (21)

and the corresponding eigenvalues are defined as

MXH
L

− i
2ΓXH

L

= M − i
2Γ ± 1

2(∆M − i
2∆Γ).

Note that for q = p these are CP -eigenstates: CP |XH
L

〉 = ∓|XH
L

〉.
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We still have to give the eigenvalues and coefficients p, q in terms of the entries in the Hamiltonian.
From the eigenstate equation we read off,

p

q
= 2

M12 − i
2Γ12

∆M − i
2∆Γ

=
1

2

∆M − i
2∆Γ

M∗12 − i
2Γ∗12

From this we can write simple non-linear equations giving ∆M and ∆Γ:

(∆M)2 − 1

4
(∆Γ)2 = 4|M12|2 − |Γ12|2

∆M∆Γ = 4Re(M12Γ∗12)
(22)

For Kaons it is standard practice to label the states differently, with Long and Short instead of
Heavy and Light: the eigenvalues of the 2× 2 Hamiltonian are

MKL
S

− i
2ΓKL

S

= M − i
2Γ± 1

2(∆M − i
2∆Γ)

and the corresponding eigenvectors are

|KL
S
〉 =

1√
2(1 + |ε|2)

[
(1 + ε)|K0〉 ± (1− ε)|K0〉

]
(23)

If ε = 0 these are CP -eigenstates: CP |KL〉 = −|KL〉 and CP |KS〉 = |KS〉. Since CP |ππ〉`=0 =
|ππ〉`=0 and CP |πππ〉`=0 = −|πππ〉`=0 we see that if CP were a good symmetry the decays KL →
πππ and KS → ππ are allowed, but not so the decays KL → ππ and KS → πππ. Barring CP violation
in the decay amplitude, observation of KL → ππ or KS → πππ indicates ε 6= 0, that is, CP-violation in
mixing.

This is very close to what is observed:

Br(KS → ππ) = 100.00± 0.24%

Br(KL → ππ) = 0.297± 0.023% (24)

Br(KL → πππ) = 33.9± 1.2%

Hence, we conclude (i) ε is small, and (ii) CP is not a symmetry. The longer life-time ofKL is accidental.
To understand this notice that 3mπ ∼ 3(140) MeV = 420 MeV while mK ∼ 490 MeV, leaving little
phase space for the decays K → πππ. This explains why KL is much longer lived than KS ; the labels
“L” and “S” stand for “long” and “short,” respectively:

τKS = 0.59× 10−10 s

τKL = 5.18× 10−8 s

This is no longer the case for heavy mesons for which there is a multitude of possible decay modes and
only a few multi-particle decay modes are phase-space suppressed.

Eventually we will want to connect this effective 2×2 Hamiltonian to the underlying fundamental
physics we are studying. This can be done using perturbation theory (in the weak interactions) and is
an elementary exercise in Quantum Mechanics (see, e.g., Messiah’s textbook, p.994 – 1001 [20]). With
|X0〉 = |1〉 and |X0〉 = |2〉 one has

Mij = Mδij + 〈i|H|j〉+
∑

n

′
PP
〈i|H|n〉〈n|H|j〉

M − En
+ · · · (25)

Γij = 2π
∑

n

′
δ(M − En)〈i|H|n〉〈n|H|j〉+ · · · (26)
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Fig. 9: Mixing probability in X0 −X0
mixing as a function of Γt for ∆M/Γ = 1/3, 1 and 3 in left, center and

right panels, respectively, assuming ∆Γ = 0 and |p/q| = 1. In red is the probability for the unmixed state and in
blue for the mixed state.

Here the prime in the summation sign means that the states |1〉 and |2〉 are excluded and PP stands for
“principal part.” Beware the states are assume discrete and normalized to unity. Also,H is a Hamiltonian,
not a Hamiltonian densityH; H =

∫
d3xH. It is the part of the SM Hamiltonian that can produce flavor

changes. In the absence of H the states |X0〉 = |1〉 and |X0〉 = |2〉 would be stable eigenstates of the
Hamiltonian and their time evolution would be by a trivial phase. It is assumed that this flavor-changing
interaction is weak, while there may be other much stronger interactions (like the strong one that binds
the quarks together). The perturbative expansion is in powers of the weak interaction while the matrix
elements are computed non-perturbatively with respect to the remaining (strong) interactions. Of course
the weak flavor changing interaction is, well, the Weak interaction of the electroweak model, and below
we denote the Hamiltonian by Hw.

2.4 Time Evolution inX0-X0 mixing.
We have looked at processes involving the ‘physical’ states KL and KS . As these are eigenvectors of H
their time evolution is quite simple

i
d

dt
|XH,L〉 = (MH,L − i

2ΓH,L)|XH,L〉 ⇒ |XH,L(t)〉 = e−iMH,Lte−
1
2 ΓH,Lt|XH,L(0)〉

Since |XH,L〉 are eigenvectors of H, they do not mix as they evolve. But often one creates X0 or X0 in
the lab. These, of course, mix with each other since they are linear combinations of XH and XL.

The time evolution of XH,L is trivially given by

|XH,L(t)〉 = e−iMH,Lte−
1
2

ΓH,Lt|XH,L(0)〉.
Now we can invert,

|X0〉 = 1
2p (|XH〉+ |XL〉) ,

|X0〉 = 1
2q (|XH〉 − |XL〉) .

(27)

Hence,

|X0(t)〉 =
1

2p

[
e−iMH te−

1
2

ΓH t|XH(0)〉+ e−iMLte−
1
2

ΓLt|XL(0)〉
]

and using (21) for the states at t = 0 we obtain

|X0(t)〉 = f+(t)|X0〉+ q
pf−(t)|X0〉 (28)

where
f±(t) = 1

2

[
e−iMH te−

1
2

ΓH t ± e−iMLte−
1
2

ΓLt
]

= 1
2e
−iMH te−

1
2

ΓH t
[
1± ei∆Mte

1
2

∆Γt
]

= 1
2e
−iMLte−

1
2

ΓLt
[
e−i∆Mte−

1
2

∆Γt ± 1
]

(29)
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Fig. 10: Box diagrams contributing to Bd,s-mixing.

Similarly,
|X0

(t)〉 = p
qf−(t)|X0〉+ f+(t)|X0〉. (30)

2.4.1 Mixing: Slow vs Fast
Fig. 9 shows in red the probability of finding an X0 as a function of time (in units of lifetime, 1/Γ) if the
starting state is X0. In blue is the probability of starting with X0 and finding X0 at time t. In all three
panels ∆Γ = 0 and |p/q| = 1 is assumed. In the left panel ∆M = 1

3Γ so the oscillation is slow, while in
the right panel ∆M = 3Γ, the oscillation is fast. The middle panel is in-between, ∆M = Γ. The three
panels qualitatively show what is seen for D0, B0 and Bs as we go from left to right.

To understand how the SM accounts for the slow versus fast oscillation behavior of the different
neutral meson systems we need to look at the underlying process. Consider the box diagrams in Fig. 10.
First note that each of the two fermion lines in each diagram will produce a modern GIM: the diagrams
come with a factor of (VqbV

∗
qd,s)

2 with q = u, c, t, times m2
q dependent functions.

Next, let’s recall the connection between the parameters of the 2×2 Hamiltonian and fundamental
theory, Eqs. (25) and (26). In particular the presence of the delta function in Eq. (26) indicates that Γ12

originates in graphs where the intermediate states are on-shell. In the top box graph the intermediate
states are W+W− which are much heavier than Bd,s and therefore never on-shell. The upper panel box
cannot contribute to Γ12. Then modern GIM dictates the graph is dominated by the top quark exchange.
The bottom panel box graph is a little different. It does not contribute to Γ12 when the intermediate state
is tt̄, but it does for cc̄ and uū. However, these contributions are much smaller than the ones with tt̄ or
the ones in the upper panel graph. So we conclude that Γ12 is negligible (compared toM12) forB0 = Bd
and Bs. From (22) we see that

Γ12 = 0 ⇒ ∆M = 2|M12| ⇒ p

q
=

M12

|M12|

That is p/q is a pure phase, |p/q| = 1. Moreover, the phase originates in the KM factors in the Feynman
graph, because there is no imaginary part produced by the loop integration since intermediate states
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cannot go on-shell (the very same reason Γ12 = 0). So we can read off the phase immediately:
(
p

q

)

B0

=
(VtbV

∗
td)

2

|VtbV ∗td|2
,

(
p

q

)

Bs

=
(VtbV

∗
ts)

2

|VtbV ∗ts|2
.

Of course, we cannot compute ∆M fully, but we can compare this quantity for B0 and Bs. In particular,
in the flavor-SU(3) symmetry limit the strong interactions treat the B0 and Bs identically, so the only
difference in the evaluation of M12 stems form the KM factors. So to the accuracy that SU(3) may hold
(typically 20%), we have

(∆M)Bs
(∆M)B0

=

∣∣∣∣
Vts
Vtd

∣∣∣∣
2

Let’s look back at Fig. 5. We can understand a lot of it now. For example, the most stringent bound
is from CP violation in K0 − K0 mixing. We have seen that this requires ImM12 6= 0 or ImΓ12 6= 0.
Now we can write, roughly, that the imaginary part of the box diagram for K0 mixing gives

ImM12 ≈ Im




s u, c, t d

su, c, td

W WK
0 K0



∼

Im


G

2
FM

2
W

4π2

∑

q,q′=u,c,t

V ∗qdVqsV
∗
q′dVq′s f

(
mq,mq′

)
〈K0|dLγµsL dLγµsL|K0〉




Here f is a dimensionless function that is computed from a Feynman integral of the box diagram and
depends on MW implicitly. Note that the diagram has a double GIM, one per quark line. In the second
line above, the non-zero imaginary part is from the phase in the KM-matrix. In the standard parametriza-
tion Vud and Vus are real, so we need at least one heavy quark in the Feynman diagram to get a non-zero
imaginary part. One can show that the diagram with one u quark and one heavy, c or t, quark is sup-
pressed. We are left with c and t contributions only. Notice also that KM-unitarity gives

∑
q V
∗
qdVqs = 0,

and since ImV ∗udVus = 0, we have a single common coefficient, ImV ∗cdVcs = −ImV ∗tdVts = A2λ5η in
terms of the Wolfenstein parametrization. Taking only the top contribution we can compare with the
contribution from new phsyics which we parametrize as

1

Λ2
〈K0|d̄LγµsLd̄LγµsL|K̄0〉

Comparing to the SM results and assuming the SM approximately accounts for the observed quantity,
this gives

Λ2 & 4π2

G2
FM

2
W

1

|V ∗tdVts|2
≈
[

6

(10−5)(102)

1

(0.04)(0.004)
GeV

]2

≈ [4× 104TeV]2

Exercises
Exercise 2.4.1-1: Challenge: Can you check the other three mixing âĂIJboundsâĂİ in Fig. 5 (assuming the
SM gives about the right result).

2.5 CPV
We now turn our attention to CP violation, or CPV for short. There are several ways of measuring CPV.
Some of them are associated with mixing, some with decay and some with both at once. We will take a
look at each of these.
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Fig. 1. Two diagrams for charm decay into the same final state. 
The first diagram has a coefficient V*~ V.~, while the second has 
Vcd V,d. 

where q are light quark fields, having flavor index i, j and color index a,  fl; F is a gamma matrix structure which 
will be discussed below; and T k are coefficients given below. This hamiltonian transforms under flavor SU (3) 
as 3 ® 3 ® 3 = 15M~ 6 ~  3 ~ 3. The 15M is symmetric in i, k and traceless when i or k is contracted with j, the 6 is 
antisymmetric and traceless, while the traces o f  the symmetric and antisymmetric parts are the two 3's. 

We may use a renormalization group analysis [4 ] to compute  the coefficients o f  the various operators de- 
scribed above. The bare operators in the ACharm = - 1, strangeness conserving decay are 

~eba~ = 4Gv x//~ [V*dV, d(d'*LUc,)(uaLuda)+V*~Vudg'~LUc,)(aPLusa)+Vc*bV.b(6'~LUc,~)(aPLuba)], (2) 

where L ~= 7u( 1 -7~ ) /2 .  The renormalized effective hamiltonian is a function of  the scale/2. We assume that at 
/2 = row, the W boson mass, the effective hamiltonian is the same as eq. (2).  Assuming the top quark mass is 
bigger than 60 GeV or so, we may compute  the effective operator a t / 2 =  m¢, the charm quark mass, via a two 
step process. The effective hamiltonian is run f r o m / 2 =  mw t o / 2 =  rob, the b-quark mass, at which scale the b- 
quark is frozen out, and then the hamiltonian is run down to/2 = me. 

Eq. (2) may be written in the form 

G~ 
~bare - -  N//~ [ (2(9 ( 'sM)+2C (g))Z+ (3(32 - (9, + (p (,5M)')A+4V¢*b V.b~ 1, (3) 

where 

~(v~v--V~dV.d), ~J=½(Vc%V.~+V~Vu~) 
and 

(9 ~'sM) = ( g'~L Uc,~) ( aPLusa) + ( a'~L ~c,~) ( gaLusa) - ( ar,~L Uc,~) ( aPLuda) - ( a,~L ,,c,~) ( daLuda), 

(9 ~lSM)'= ( d'~L ~c,~) ( aPLudp) + ( a'~L "c,~) ( dPLuda) + (g~L,'c,~) ( aPL,,sp) + ( a"L  Uc.) ( eSLusp) 

- 2( a"L  ~c.) ( aPL, u , )  , 

C (~)= (Y'~LUc~) (aaL~,sa) - (a"L,c,~) (gPL,s , )  - (cl~LUc,~) (aPLuda) + ( a " L , c , )  (d~L,dp) .  

(9, = ( a~L ~c,) [ ( aaL~ua) + ( d~L~dp) + (~PLusa) ], 

c5 = ( a'~L ~c,) [ ( aPL~u.~) + ( d'Lud,~) + ( yaL~s,~) ], 

C8 = ( a'~L ~ca) ( SaLub,~). 

Here we have used a Fierz rearrangement to write C2 and ~ in this form. The operators 8~(Ls,,) and (9 ('sM)' are 
two different members o f  the same SU (3) 15-plet. The operators (f,, (32, and 68 transform as members of  triplets. 

The coefficient A would be 0 if  the 2 × 2 submatrix of  the KM matrix were unitary. I f  the world has only three 
generations (as we assume throughout) ,  then unitarity o f  the KM matrix requires that Vc% V.b = --2A. 

Since the strong interactions conserve flavor SU (3),  one sees that it is not  possible to mix different SU (3)  

502 

Fig. 11: Sample Feynman diagrams for some D-meson decay.

2.5.1 CPV in Decay
We begin by looking at CPV in decay. This has nothing to do with mixing per-se. It is conceptually
simple but the price we pay for this simplicity is that they are hard to compute from first principles.
We will see later that in some cases CPV in interference between mixing and decay can be accurately
predicted.

Very generally we define an asymmetry as

A =
Γ− Γ

Γ + Γ

where Γ is some rate for some process and Γ is the rate for the process conjugated under something, like
C, or P or θ → π− θ (Forward-backward asymmetry). For a CP decay asymmetry in the decay X → f
we have

A =
|〈f |X〉|2 − |〈f̄ |X̄〉|2
|〈f |X〉|2 + |〈f̄ |X̄〉|2

where the X and f are the CP conjugates of X and f respectively.

Fig. 11 shows diagrams for a D-meson decay. The two diagrams produce the same final state, so
they both contribute to the decay amplitude. The W exchange is shown as a 4-fermion point vertex. The
first diagram contains a KM factor of V ∗csVus while the second has a factor of V ∗cdVud. So in preparation
for a computation of the CPV decay asymmetry we write

〈f |X〉 = aA+ bB

〈f̄ |X̄〉 = a∗Ā+ b∗B̄

where a = V ∗csVus and b = V ∗cdVud and the rest are matrix elements computed in the presence of strong
interactions

A = 〈f |(ūLγµsL)(s̄LγµcL)|D〉
B = 〈f |(ūLγµdL)(d̄LγµcL)|D〉 .

While we cannot compute these, we can say something useful about them. Assuming the strong interac-
tions are invariant under CP we have A = A and B = B. This is easy to show:

A = 〈f |(ūLγµsL)(s̄LγµcL)|D〉
= 〈f |(CP )−1(CP )(ūLγ

µsL)(s̄LγµcL)(CP )−1(CP )|D〉
= 〈f̄ |(s̄LγµuL)(c̄LγµsL)|D̄〉
= Ā
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Using this and plugging into the above definition of the asymmetry A we have

A =
2Im(a∗b)Im(A∗B)

|aA|2 + |bB|2 + 2Re(a∗b)Re(A∗B)
(31)

In order that CP be violated in the decay it is necessary that we have a relative phase between a and b
and also between A and B. The fist one is from the KM matrix, but the second requires computation of
non-trivial strongly interaction matrix elements. Note that

Im(a∗b) = Im((V ∗csVus)
∗V ∗cdVud) = Im(VcsV

∗
cdVudV

∗
us) = J

so, as promised, the Jarlskog determinant must be non-zero in order to see CPV.

There are numerous CPV decay asymmetries listed in the PDG. It is too bad we cannot use them
to extract the KM angles precisely, let alone test for new physics (because of our inability to compute the
strong interaction matrix elements).

2.5.2 CPV in Mixing
We will look at the case of kaons first and come back to heavy mesons later. This is partly because
CPV was discovered through CPV in mixing in kaons. But also because it offers a special condition not
found in other neutral meson mixing: the vast difference in lifetimes between eigenstates allows clean
separation between them.

This allows us to meaningfully define the KL semileptonic decay charge-asymmetry, which is a
measure of CP violation:

δ =
Γ(KL → π−e+ν)− Γ(KL → π+e−ν)

Γ(KL → π−e+ν) + Γ(KL → π+e−ν)

In order to compute this we use the expansion of KL in terms of flavor eigenstates K0 and K
0 of

Eq. (23), and note that the underlying process is s → ue−ν̄ (or s̄ → ūe+ν) so that we assume
〈π−e+ν|HW |K0

(t)〉 = 0 = 〈π+e−ν|HW |K0(t)〉. Moreover, we assume CPV is in the mixing only
(through the parameter ε) and therefore assume that CP is a good symmetry of the decay amplitude:
〈π−e+ν|HW |K0(t)〉 = 〈π+e−ν|HW |K0

(t)〉.

Exercises
Exercise 2.5.2-1: With these assumptions show

δ =
|1 + ε|2 − |1− ε|2
|1 + ε|2 + |1− ε|2 ≈ 2Reε

Experimental measurement gives δexp = 0.330± 0.012%, from which Reε ' 1.65× 10−3.

2.5.2.1 Example: Time dependent asymmetry in semileptonic K decay (“K`3 decay”).

This is the time dependent analogue of δ above. The experimental set-up is as follows:

p beam

target
“magic box”

monochromatic beam of K0 and K0

e−π+ν e+π−ν
detector array
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The proton beam hits a target, and the magic box produces a clean monochromatic beam of neutral
K mesons. These decay in flight and the semileptonic decays are registered in the detector array. We
denote by NK0 the number of K0-mesons, and by N

K
0 that of K0-mesons, from the beam. Measure

δ(t) =
N+ −N−
N+ +N−

as a function of distance from the beam (which can be translated into time from production at the magic
box). Here N± refers to the total number of K`3 events observed with charge ± lepton. In reality “π±”
really stands for “hadronic stuff” since only the electrons are detected. We have then,

δ(t) =

NK0

[
Γ(K0(t)→ π−e+ν) − Γ(K0(t)→ π+e−ν)

]

+N
K

0

[
Γ(K

0
(t)→ π−e+ν)− Γ(K

0
(t)→ π+e−ν)

]

NK0

[
Γ(K0(t)→ π−e+ν) + Γ(K0(t)→ π+e−ν)

]

+N
K

0

[
Γ(K

0
(t)→ π−e+ν) + Γ(K

0
(t)→ π+e−ν)

]

The calculation of δ(t) in terms of the mixing parameters q and p and the mass and width differences is
much like the calculation of δ above so, again, I leave it as an exercise:

Exercises
Exercise 2.5.2-2: Use Γ(K0(t)→ π−e+ν) ∝ |〈π−e+ν|HW |K0(t)〉|2 and the assumptions that

(i) 〈π−e+ν|HW |K
0
(t)〉 = 0 = 〈π+e−ν|HW |K0(t)〉

(ii) 〈π−e+ν|HW |K0(t)〉 = 〈π+e−ν|HW |K
0
(t)〉

to show that

δ(t) =

(NK0 −N
K

0)

[
|f+(t)|2 − |f−(t)|2 1

2

(∣∣∣ qp
∣∣∣
2

+
∣∣∣pq
∣∣∣
2
)]

+ 1
2 (NK0 +N

K
0)|f−(t)|2

(∣∣∣pq
∣∣∣
2

−
∣∣∣ qp
∣∣∣
2
)

(NK0 +N
K

0)

[
|f+(t)|2 + |f−(t)|2 1

2

(∣∣∣ qp
∣∣∣
2

+
∣∣∣pq
∣∣∣
2
)]
− 1

2 (NK0 −N
K

0)|f−(t)|2
(∣∣∣pq

∣∣∣
2

−
∣∣∣ qp
∣∣∣
2
)

Justify assumptions (i) and (ii).

The formula in the exercise is valid for any X0-X0 system. We can simplify further for kaons,
using p/q = (1 + ε)/(1− ε), a ≡ (NK0 −N

K
0)/(NK0 +N

K
0) and ∆Γ ≈ −ΓS . Then

δ(t) =
a
[
|f+(t)|2 − |f−(t)|2

]
+ 4Re(ε)|f−(t)|2

[|f+(t)|2 + |f−(t)|2]− 4aRe(ε)|f−(t)|2

≈ 2ae−
1
2

ΓSt cos(∆Mt) +
(
1 + e−ΓSt − 2e−

1
2

ΓSt cos(∆Mt)
)
2
(
1 + a

2

)
Re(ε)

1 + e−ΓSt
(32)

Figure 12 shows the experimental measurement of the asymmetry [21]. The solid curve is a fit
to the formula (32) from which the parameters ΓS , ∆M , a and Re(ε) are extracted. The fit to this
figure gives ∆MK = (0.5287 ± 0.0040) × 1010 s−1. The current value, from the PDG is ∆MK =
(0.5293± 0.0009)× 1010 s−1.

2.6 CP-Asymmetries: Interference of Mixing and Decay
We have seen in (31) that in order to generate a non-vanishing CP-asymmetry we need two amplitudes
that can interfere. One way to get an interference is to have two “paths” from |in〉 to |out〉. For example,
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Fig. 12: Charge asymmetry in semi-leptonic neutral kaon decays, from an experiment by Gjesdal et al, [21]. The
solid curve is a fit to the formula (32) from which the parameters ΓS , ∆M , a and Re(ε) are extracted.

consider an asymmetry constructed from Γ = Γ(X0 → f) and Γ = Γ(X
0 → f), where f stands for

some final state and f for its CP conjugate. Then Γ may get contributions either from a direct decay
X0 → f or it may first oscillate into X0 and then decay X0 → f . Note that this requires that both X0

and its antiparticle, X0, decay to the same common state. Similarly for Γ we may get contributions from
both X0 → f and the oscillation of X0 into X0 followed by a decay into f . In pictures,

X0

X
0

X0 f

X0

X
0

X
0 f

Concretely,

Γ(X0(t)→ f) ∝ |f+(t)〈f |Hw|X0〉+ f−(t) qp〈f |Hw|X0〉|2

≡ |f+(t)Af + f−(t) qpAf |2

Γ(X
0
(t)→ f) ∝ |f−(t)pq 〈f |Hw|X0〉+ f+(t)〈f |Hw|X0〉|2

≡ |pqf−(t)Af + f+(t)Af |2

I hope the notation, which is pretty standard, is not just self-explanatory, but fairly explicit. The bar over
an amplitude A refers to the decaying state being X0, while the decay product is explicitly given by the
subscript, e.g., Af = 〈f |Hw|X0〉.

Exercises
Exercise 2.6-1: If f is an eigenstate of the strong interactions, show that CPT implies |Af |2 = |Af |2 and
|Af |2 = |Af |2
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The time dependent asymmetry is

A(t) =
Γ(X

0
(t)→ f)− Γ(X0(t)→ f)

Γ(X
0
(t)→ f) + Γ(X0(t)→ f)

and the time integrated asymmetry is

a =
Γ(X

0 → f)− Γ(X0 → f)

Γ(X
0 → f) + Γ(X0 → f)

where Γ(X0 → f) ≡
∫∞

0 dtΓ(X0(t) → f), and likewise for the CP conjugate. These are analogs of
the quantities we called δ(t) and δ we studied for kaons.

2.6.1 Semileptonic
We take f = e− + any. Note that we are taking the wrong sign decay of X0. That is, b→ ce+ν implies
X0 → e++any so thatAf = 0. Similarly, b→ ce−ν impliesX0 → e−+any so thatAf = 0. Therefore
we have Γ(X0(t)→ f) = | qpf−(t)Āf |2 and Γ(X̄0(t)→ f̄) = |pqf−(t)Af̄ |2. We obtain

ASL(t) =

∣∣∣pq
∣∣∣
2
−
∣∣∣ qp
∣∣∣
2

∣∣∣pq
∣∣∣
2

+
∣∣∣ qp
∣∣∣
2

Comments:

(i) This is useful because it directly probes |q/p| without contamination from other quantities, in
particular from those that require knowledge of strong interactions.

(ii) We started off with an a priori time dependent quantity, but discovered it is time independent.

(iii) We already saw that in the SM this is expected to vanish to high accuracy for B mesons, because
Γ12 is small.

(iv) It is not expected to vanish identically because Γ12 while small is non-vanishing. We can guessti-
mate,

B0 : AdSL = O
[
(m2

c/m
2
t ) sinβ

]
. 10−3, Bs : AsSL = O

[
(m2

c/m
2
t ) sinβs

]
. 10−4.

(v) Experiment:

AdSL = (+0.7± 2.7)× 10−3 ⇒ |q/p| = 0.9997± 0.0013

AsSL = (−17.1± 5.5)× 10−3 ⇒ |q/p| = 1.0086± 0.0028

For the rest of this section we will make the approximation that |q/p| = 1. In addition, we
will assume ∆Γ is negligible. We have seen why this is a good approximation. In fact, for the case
of B0, ∆Γ/Γ ∼ 10−2, while for Bs the ratio is about 10%. This simplifies matters because in this
approximation

f±(t) ≈ e−iMte−
1
2

Γt

{
cos(1

2∆Mt)

−i sin(1
2∆Mt)
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2.6.2 CPV in interference between a decay with mixing and a decay without mixing
Assume f = ±f . Such self-conjugate states are easy to come by. For example D+D− or, to good
approximation, J/ψKS . Now, in this case we have Af = ±Af and Af = ±Af . Our formula for the
asymmetry now takes the form

AfCP =
|pqf−(t)Af + f+(t)Āf |2 − |f+(t)Af + q

pf−(t)Āf |2

|pqf−(t)Af + f+(t)Āf |2 + |f+(t)Af + q
pf−(t)Āf |2

Now, dividing by Af |2 and defining

λf =
q

p

Āf
Af

we have

AfCP
=
|f−(t) + f+(t)λf |2 − |f+(t) + f−(t)λf |2
|f−(t) + f+(t)λf |2 − |f+(t) + f−(t)λf |2

= −1− |λf |2
1 + |λf |2

cos(∆Mt) +
2Imλf

1 + |λf |2
sin(∆Mt)

≡ −Cf cos(∆Mt) + Sf sin(∆Mt)

Here is what is amazing about this formula, for which Bigi and Sanda [22] were awarded the
Sakurai Prize for Theoretical Particle Physics: the coefficients Cf and Sf can be computed in terms of
KM elements only. They are independent of non-computable, non-perturbative matrix elements. The
point is that what most often frustrates us in extracting fundamental parameters from experiment is our
inability to calculate in terms of the parameters to be measured and, at most, other known parameters. I
now explain the claim that Cf and Sf are calculable and its range of validity.

The leading contributions to the processes B0 → f and B0 → f in the case f = D+D− are
shown in the following figures:

b

c

d
c

d

W

B0

D+

D−

AD+D− ∝ V ∗cbVcd

b

c

d
c

d

W

B
0

D−

D+

AD+D− ∝ VcbV ∗cd

Either using CP symmetry of the strong interactions or noting that as far as the strong interactions are
concerned the two diagrams are identical, we have

AD+D−

AD+D−
=
VcbV

∗
cd

V ∗cbVcd
.

Since |AD+D−/AD+D− | = 1, this is a pure phase, and we see that the phase is given purely in terms of
KM elements.

To complete the argument we need q/p. But we have already seen that Γ12 is negligible. Hence

p

q
=

2M12

∆M
=

∆M

2M∗12

=
M12

|M12|
=
V ∗tbVtd
VtbV

∗
td

.
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Fig. 13: Penguin Feynman diagram.

Collecting results

Im (λD+D−) = Im
(
VcbV

∗
cd

V ∗cbVcd

V ∗tbVtd
VtbV

∗
td

)
= Im(e2iβ) = sin(2β)

and the asymmetry parameters areCD+D− = 0 and SD+D− = sin(2β). Measurements of the asymmetry
gives (twice the sine of) one of the angles of the unitarity triangle without hadronic uncertainties!

More generally, precisely as in the case of direct CPV we can have several terms contributing to
Af , each with different combinations of KM elements:

Af = aT + bP,

Af = a∗T + b∗P,

where a and b are KM elements and T and P are matrix elements. A word about notation. T stads for
“tree” because we have in mind a contribution that at the quark level and before dressing up with gluons
is a Feynman diagram at tree level. P stands for “penguin” and represents a contribution that at the quark
level starts at 1-loop. Digression: I do not know why this is called so. I have heard many stories. It was
certainly first introduced in the context we are studying. Fig. 13 shows a penguin-like depiction of the
diagram. End digression. The trick is to find processes where the penguin contribution is expected to be
suppressed. Suppose |P |=0. Then

λf =
q

p

a∗

a
.

This is the same result as above, only emphasizing the hidden assumption.

The most celebrated case is B → J/ψKS . Here are the leading diagrams:
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b c

c

s

d

W
B

0

J/ψ

K
0
(KS)

b c

c

s

d

W
B0

J/ψ

K0(KS)

Generally we should write

AψKS
AψKS

= −(VcbV
∗
cs)T + (VubV

∗
us)P

(V ∗cbVcs)T + (V ∗ubVus)P
× V ∗cdVcs
VcdV

∗
cs

The novelty here is the last factor which arises from projecting the K0 and K0 states onto KS . Using
Using (27) with L and S for H and L, respectively, this is just −q/p = −V ∗cdVcs/VcdV ∗cs. Now in
this case the penguin contribution is suppressed by a 1-loop factor relative to the tree level contribution
and in addition the KM factor of the penguin contribution is very suppressed relative to that in the tree
contribution: counting powers of Wolfenstein’s λ parameter |VubV ∗us|/|VcbV ∗cs| ∼ λ2. Safely neglecting
P we have

λψKS = −e−2iβ SψKS = sin(2β), CψKS = 0

The PDG values are

SψKS = +0.682± 0.019, CψKS = (0.5± 2.0)× 10−2.

The vanishing of CψKS is reassuring, we must know what we are doing!

How about other angles? We can get sin(2α) from B → ππ if the penguin can be neglected in

Aππ
Aππ

=
(VubV

∗
ud)T + (VtbV

∗
td)P

(V ∗ubVud)T + (V ∗tbVtd)P

It was realized well before the experiment was performed that the penguin here cannot be expected to be
negligible [23]. The PDG gives the measured value Cπ+π− = −0.31±0.05 confirming this expectation.
This can be fixed by determining P/T from an isospin analysis and measurement of several rates and
asymmetries [24]. But the analysis is difficult and compromises the precision in the determination of α.
The moral is that you must have a good reason to neglect P before you can claim a clean determination
of the angles of the unitarity triangle.
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Exercises
Exercise 2.6.2-2: The following table is reproduced from the PDG.

12. CP violation in the quark sector 23

Table 12.1: Summary of b → qqq′ modes with q′ = s or d. The second and third
columns give examples of final hadronic states. The fourth column gives the CKM
dependence of the amplitude Af , using the notation of Eqs. (12.89, 12.91, 12.93),
with the dominant term first and the subdominant second. The suppression factor
of the second term compared to the first is given in the last column. “Loop” refers
to a penguin versus tree-suppression factor (it is mode-dependent and roughly
O(0.2 − 0.3)) and λ = 0.23 is the expansion parameter of Eq. (12.51).

b → qqq′ B0 → f Bs → f CKM dependence of Af Suppression

b̄ → c̄cs̄ ψKS ψφ (V ∗
cbVcs)T + (V ∗

ubVus)P
u loop × λ2

b̄ → s̄ss̄ φKS φφ (V ∗
cbVcs)P

c + (V ∗
ubVus)P

u λ2

b̄ → ūus̄ π0KS K+K− (V ∗
cbVcs)P

c + (V ∗
ubVus)T λ2/loop

b̄ → c̄cd̄ D+D− ψKS (V ∗
cbVcd)T + (V ∗

tbVtd)P
t loop

b̄ → s̄sd̄ KSKS φKS (V ∗
tbVtd)P

t + (V ∗
cbVcd)P

c ∼< 1

b̄ → ūud̄ π+π− ρ0KS (V ∗
ubVud)T + (V ∗

tbVtd)P t loop

for Sf in terms of CKM phases can be deduced from the fourth column of Table 12.1 in
combination with Eq. (12.86) (and, for b → qqs decays, the example in Eq. (12.92)). Here
we consider several interesting examples.

For B → J/ψKS and other b → ccs processes, we can neglect the Pu contribution to
Af , in the Standard Model, to an approximation that is better than one percent:

λψKS
= −e−2iβ ⇒ SψKS

= sin 2β , CψKS
= 0 . (12.94)

In the presence of new physics, Af is still likely to be dominated by the T term, but
the mixing amplitude might be modified. We learn that, model-independently, Cf ≈ 0
while Sf cleanly determines the mixing phase (φM − 2 arg(VcbV

∗
cd)). The experimental

measurement [27], SψK = +0.682 ± 0.019, gave the first precision test of the Kobayashi-
Maskawa mechanism, and its consistency with the predictions for sin 2β makes it very
likely that this mechanism is indeed the dominant source of CP violation in the quark
sector.

For B → φKS and other b → sss processes (as well as some b → uus processes), we
can neglect the subdominant contributions, in the Standard Model, to an approximation
that is good to the order of a few percent:

λφKS
= −e−2iβ ⇒ SφKS

= sin 2β , CφKS
= 0 . (12.95)

In the presence of new physics, both Af and M12 can get contributions that are
comparable in size to those of the Standard Model and carry new weak phases. Such a
situation gives several interesting consequences for penguin-dominated b → qqs decays
(q = u, d, s) to a final state f :

December 18, 2013 11:57

The columns from left to right give the underlying quark process, the final state in B0 decay, the final state
in Bs decay, an expression for the amplitude including KM factors and T or P for whether the underlying
process is tree level or penguin, and lastly, suppression factor of the sub-leading contribution to the amplitude
relative to the leading one. Note that in some cases both contributions to the amplitude are from 1-loop
diagrams, so they are both labeled P . Reproduce the last column (we have done the first line already). Find
Sf in each case, assuming you can neglect the suppressed amplitude.
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Neutrino physics
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Abstract
This is the writeup of the lectures on neutrino physics delivered at various
schools: TASI and Trieste in 2013 and the CERN-Latin American School
in 2015. The topics discussed in this lecture include: general properties of
neutrinos in the SM, the theory of neutrino masses and mixings (Dirac and
Majorana), neutrino oscillations both in vacuum and in matter, as well as an
overview of the experimental evidence for neutrino masses and of the prospects
in neutrino oscillation physics. We also briefly review the relevance of neutri-
nos in leptogenesis and in beyond-the-Standard-Model physics.

Keywords
Neutrino; particle physics; lectures; neutrino oscillations; mixing; standard
model.

1 Introduction
The history of neutrinos is tightly linked to that of the Standard Model. The discovery of neutrinos and
the measurement of their tiny masses has been a scientific tour de force.

Neutrinos made their appearance at the beginning of the 20th century as dark particles in radioac-
tive β-decay. In this process a nucleus undergoes a transition

A
ZX →A

Z+1 X
′ + e− (1)

emitting an electron, which, by energy conservation, should have an energy equal to the difference of the
parent and daughter nuclear masses, Q, see Fig. 1.

Expected

Observed

Q
Energy

Number of electrons

Fig. 1: Electron spectrum of β-decay.

The spectrum of the electrons was measured to be instead continuous with an end-point at Q. It
took almost 20 years to come up with an explanation to this apparent violation of energy conservation.
W. Pauli called for a desperate remedy, proposing that in the decay, a neutral and relatively light particle
was being emitted together with the electron and escaped undetected. In that case the spectrum of the
electron would indeed be continuous since only the sum of the energy of the electron and the phantom
particle should equal Q. The dark particle got an italian name: neutrino in honour of E. Fermi, who
was among the first to take seriously Pauli’s hypothesis, from which he constructed the famous theory
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p
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e

Fig. 2: Fermi four-fermion coupling responsible for β-decay.

of β-decay [1]. In this theory, the interaction responsible for β-decay can be depicted as in Fig. 2,
a four-fermion interaction with strength given by GF , the fermi constant. Such interaction implies that
neutrinos should also scatter off matter through the inverse beta process, ν̄ p → ne+. Bethe and Pearls [2]
estimated the cross section for such process to be

σν̄ ≤ 10−44 cm2, Eν̄ � 2 MeV (2)

and concluded that "it is absolutely impossible to observe processes of this kind". Indeed this tiny cross
section implies that a neutrino has a mean free path of thousands of light-years in water.

Pontecorvo [3] however was among the first to realise that it was not so hopeless. One could
get a few events per day in a ton-mass scale detector with a neutrino flux of 1011ν/cm2/s. Such is the
neutrino flux of a typical nuclear reactor at a few tens of meters. Reines and Cowen (RC) succeeded
[4, 5]. They were able to detect neutrinos via inverse beta decay in a very massive detector thanks to the
extremely robust and clean signal which combines the detection of the positron and the neutron in delayed
coincidence, see Fig. 3. This experiment not only lead to the discovery of anti-neutrinos, but introduced
a detection technique that is still being used today in state-of-the-art reactor neutrino experiments, that
continue to make discoveries in neutrino physics.

Fig. 3: Detection technique in the Reines-Cowan experiment.

Soon after anti-neutrinos were discovered, it was realised that they come in flavours. The muon
had been discovered in cosmic rays much earlier, but it took a long time to understand that this particle
was a heavier version of the electron and not the pion. The analogous of the β-process involving muons
is pion decay

π− → µ−ν̄µ. (3)
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It was understood that also in this case a neutrino was being emitted but that such neutrino, accompanying
the µ, had a different identity to that in β-decay. Since the energies involved in this process are higher
than in β-decay and neutrino cross-sections grow fast with energy in the Fermi theory, it would actually
be easier to detect this new type of neutrinos.

In 1962 Lederman, Schwartz and Steinberger (LSS) achieved this goal by creating the first ac-
celerator neutrino beam [6]. In such a beam, an boosted proton beam hits a target producing pions and
other hadrons that decay into neutrinos and other particles, mimicking what happens in cosmic rays. If a
thick shield intercepts the beam, all particles except the neutrinos can be stopped, see Fig. 4. A neutrino
detector is located behind the shield. A neutrino event will be seen from the appearance of a muon in the
detector. Again this was such a great idea that we are still making discoveries with the modern versions
of the LSS experiment, in the so-called conventional accelerator neutrino beams.

Fig. 4: Lederman, Schwartz, Steinberger experiment.

Kinematical effects of neutrino masses were searched for by measuring very precisely the end-
point of the lepton energy spectrum in weak decays, that gets modified if neutrinos are massive. In
particular the most stringent limit is obtained from tritium β-decay for the "electron" neutrino:

3H →3 He + e− + ν̄e. (4)

Fig. 5 shows the effect of a neutrino mass in the end-point electron energy spectrum in this decay. The
best limit has been obtained by the Mainz and Troitsk experiments. The PDG combination gives [7]:

mνe < 2 eV(95%CL) . (5)

The direct limits from processes involving µ, τ leptons are much weaker. The best limit on the νµ mass
(mνµ < 170 keV [8]) was obtained from the end-point spectrum of the decay π+ → µ+νµ, while that

EE   - m
0

)

0 ν
E

K(E e

e

Fig. 5: Effect of a neutrino mass in the end-point of the lepton energy spectrum in β decay.
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(1,2)− 1
2

(3,2)− 1
6

(1,1)−1 (3,1)− 2
3

(3,1)− 1
3

(
νe
e

)

L

(
ui

di

)

L

eR uiR diR

(
νµ
µ

)

L

(
ci

si

)

L

µR ciR siR

(
ντ
τ

)

L

(
ti

bi

)

L

τR tiR biR

Table 1: Irreducible fermionic representations in the Standard Model: (dSU(3), dSU(2))Y .

on the ντ mass was obtained at LEP (mντ < 18.2 MeV [9]) from the decay τ → 5πντ . Neutrinos in the
SM where therefore conjectured to be massless.

2 Neutrinos in the Standard Model
The Standard Model (SM) is a gauge theory based on the gauge group SU(3) × SU(2) × UY (1). All
elementary particles arrange in irreducible representations of this gauge group. The quantum numbers
of the fermions (dSU(3), dSU(2))Y are listed in table 1.

Under gauge transformations neutrinos transform as doublets of SU(2), they are singlets under
SU(3) and their hypercharge is −1/2. The electric charge, given by Q = T3 + Y , vanishes. They are
therefore the only particles in the SM that carry no conserved charge.

The two most intriguing features of table 1 are its left-right or chiral asymmetry, and the three-fold
repetition of family structures. Neutrinos have been essential in establishing both features.

2.1 Chiral structure of the weak interactions
The left and right entries in table 1 have well defined chirality, negative and positive respectively.
They are two-component spinors or Weyl fermions, that is the smallest irreducible representation of
the Lorentz group representing spin 1/2 particles. Only fields with negative chirality (i.e. eigenvalue of
γ5 minus one) carry the SU(2) charge. For free fermions moving at the speed of light (i.e., massless), it
is easy to see that the chiral projectors are equivalent to the projectors on helicity components:

PR,L ≡
1± γ5

2
=

1

2

(
1± s · p

|p|

)
+O

(mi

E

)
, (6)

where the helicity operator Σ = s·p
|p| measures the component of the spin in the direction of the momen-

tum. Therefore for massless fermions only the left-handed states (with the spin pointing in the opposite
direction to the momentum) carry SU(2) charge. This is not inconsistent with Lorentz invariance, since
for a fermion travelling at the speed of light, the helicity is the same in any reference frame. In other
words, the helicity operator commutes with the Hamiltonian for a massless fermion and is thus a good
quantum number.

The discrete symmetry under CPT (charge conjugation, parity, and time reversal), which is a basic
building block of any Lorentz invariant and unitary quantum field theory (QFT), requires that for any
left-handed particle, there exists a right-handed antiparticle, with opposite charge, but the right-handed
particle state may not exist. A Weyl fermion field represents therefore a particle of negative helicity and
an antiparticle with positive one.
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Parity however transforms left and right fields into each other, thus the left-handedness of the weak
interactions implies that parity is maximally broken in the SM. The breaking is nowhere more obvious
than for neutrinos where the parity partner of the neutrino does not exist. All the remaining fermions in
the SM come in parity pairs, albeit with different SU(2) × U(1) charges. Since this gauge symmetry
is spontaneously broken, the left and right fields combine into massive Dirac fermions, that is a four
component representation of the Lorentz group and parity, which represents a particle and an antiparticle
with either helicity.

The SM resolved the Fermi interaction as being the result of the exchange of the SU(2) massive
W boson as in Fig. 6.

p

n

W

Νe

e

Fig. 6: β-decay process in the SM.

Neutrinos interact in the SM via charged and neutral currents:

LSM −
g√
2

∑

α

ν̄αγµPLlαW
+
µ −

g

2 cos θW

∑

α

ν̄αγµPLναZ
+
µ + h.c. (7)

The weak current is therefore V –A since it only couples to the left fields: γµPL ∝ γµ–γµγ5. This
structure is clearly seen in the kinematics of weak decays involving neutrinos, such as the classic example
of pion decay to e ν̄e or µν̄µ. In the limit of vanishing electron or muon mass, this decay is forbidden,
because the spin of the initial state is zero and thus it is impossible to conserve simultaneously momentum
and angular momentum if the two recoiling particles must have opposite helicities, as shown in Fig. 7.
Thus the ratio of the decay rates to electrons and muons, in spite of the larger phase space in the former,

is strongly suppressed by the factor
(
me
mµ

)2
∼ 2× 10−5.

Another profound consequence of the chiral nature of the weak interaction is anomaly cancella-
tion. The chiral coupling of fermions to gauge fields leads generically to inconsistent gauge theories due
to chiral anomalies: if any of the diagrams depicted in Fig. 8 is non-vanishing, the weak current is con-
served at tree level but not at one loop, implying a catastrophic breaking of gauge invariance. Anomaly
cancellation is the requirement that all these diagrams vanish, which imposes strong constraints on the
hypercharge assignments of the fermions in the SM, which are miraculously satisfied:

π
+

+
e+

νe
pp eνe

S S
νe e +

Fig. 7: Kinematics of pion decay.
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Fig. 8: Triangle diagrams that can give rise to anomalies. W,B,G are the gauge bosons associated to the
SU(2), UY (1), SU(3) gauge groups, respectively, and g is the graviton.

GGB︷ ︸︸ ︷∑

i=quarks

Y L
i − Y R

i =

WWB︷ ︸︸ ︷∑

i=doublets

Y L
i =

Bgg︷ ︸︸ ︷∑

i

Y L
i − Y R

i =

B3

︷ ︸︸ ︷∑

i

(Y L
i )3 − (Y R

i )3 = 0, (8)

where Y L/R
i are the hypercharges of the left/right components of the fermionic field i, and the triangle

diagram corresponding to each of the sums is indicated above the bracket.

2.2 Family structure
Concerning the family structure, we know, thanks to neutrinos, that there are exactly three families in the
SM. An extra SM family with quarks and charged leptons so heavy that cannot be produced, would also
have massless neutrinos that would contribute to the invisible Z0 decay:

Z0 → ν̄ανα. (9)

The invisible width of the Z0 has been measured at LEP with an impressive precision, as shown in Fig. 9.
This measurement excludes any number of standard families different from three [7]:

Nν =
Γinv

Γν̄ν
= 2.984± 0.008. (10)

3 Massive Neutrinos
Neutrinos are ubiquitous in our surroundings. If we open our hand, it will be crossed each second by
about O(1012) neutrinos from the sun, about O(10) from the atmosphere, about O(109) from natural
radioactivity in the Earth and evenO(1012) relic neutrinos from the Big Bang. In 1987, the Kamiokande
detector in Japan observed the neutrino burst from a SuperNova that exploded in the Large Magellanic
Cloud, at a distance of 168 thousand light years from Earth. For a few seconds, the supernova flux was
of the same order of magnitude as the flux of solar neutrinos!

Using many of these sources as well as others man-made, a decade of revolutionary neutrino ex-
periments have demonstrated that, for the time being, neutrinos are the less standard of the SM particles.
They have tiny masses and this necessarily requires new degrees of freedom with respect to those in
table 1.

A massive fermion necessarily has two states of helicity, since it is always possible to reverse the
helicity of a state that moves at a slower speed than light by looking at it from a boosted reference frame.
What is the right-handed state of the neutrino ? It turns out there are two ways to proceed.
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Fig. 9: Z0 resonance from the LEP experiments. Data are compared to the case of Nν = 2, 3 and 4.

Let us consider the case of free fermions. A four-component Dirac fermion can be made massive
adding the following mass term to the Lagrangian:

−LDirac
m = mψ̄ψ = m(ψL + ψR)(ψL + ψR) = m(ψLψR + ψRψL). (11)

A Dirac mass term couples the left-handed and right-handed chiral components of the fermion field, and
therefore this coupling vanishes identically in the case of a Weyl fermion.

Can one give a mass to a two-component Weyl fermion ? As first realized by Majorana, this indeed
can be done with the following mass term:

−LMajorana
m =

m

2
ψcψ +

m

2
ψψc =

m

2
ψT Cψ +

m

2
ψ̄Cψ̄T , (12)

where

ψc ≡ Cψ̄T = Cγ0ψ
∗. (13)

It is easy to check that the Majorana mass term satisfies the required properties:

1) It can be constructed with a two-component spinor or Weyl fermion: if ψ = PLψ ≡ (ψL, 0)

ψT Cψ = ψT
L iσ2ψL, (14)

and it does not vanish in the absence of the right chiral component.
2) It is Lorentz invariant. It is easy to show, using the properties of the gamma matrices that under a

Lorentz transformation ψ and ψc transform in the same way,

ψ → e− i
4
ωµνσµν

ψ ≡ S(Λ)ψ, ψc → S(Λ)ψc, (15)

with σµν ≡= i
4 [γµ, γν ], and therefore the bilinear ψcψ is Lorentz invariant.

3) The equation of motion derived from eq. (12) for a free majorana fermion has plane wave solutions
satisfying the relativistic relation for a massive fermion:

E2 − p2 = m2.

In the SM none of the mass terms of eqs. (11) and (12) are gauge invariant. Spontaneous symmetry
breaking allows to generate the Dirac mass term from Yukawa couplings for all fermions in the SM, while
the Majorana mass term can only be generated for neutrinos.
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Higgs

HΛijL
*

Ν i Ν j

Fig. 10: Neutrino Yukawa coupling.

3.1 Massive Dirac neutrinos
We can enlarge the SM by adding a set of three right-handed neutrino, νR states, with quantum numbers
(1, 1)0, ie singlets under all the gauge groups. A new Yukawa (Fig. 10) coupling of these new states with
the lepton doublet is exactly gauge invariant and therefore can be added to the SM:

−LDiracm = L λΦ̃ νR + h.c. (16)

where L = (ν l) is the lepton doublet, Φ̃ ≡ iσ2φ
∗ and φ is the Higgs field, with quantum numbers

(1,2)− 1
2
. Upon spontaneous symmetry breaking the scalar doublet gets a vacuum expectation value

〈Φ̃〉 = ( v√
2

0), and therefore a neutrino Dirac mass term is generated

−LDiracm → − νL λ
v√
2
νR + h.c. . (17)

The neutrino mass matrix is proportional to the Higgs vev, in complete analogy to the remaining fermions:

mν = λ
v√
2
. (18)

There are two important consequences of Dirac neutrinos. First, there is a new hierarchy problem in
the SM to be explained: why are neutrinos so much lighter than the remaining leptons, even those in
the same family (see Fig. 11), if they get the mass in the same way ? Secondly, an accidental global
symmetry, lepton number L, that counts the number of leptons minus that of antilepton, remains exactly
conserved at the classical level 1, just as baryon number, B, is.

3.2 Massive Majorana neutrinos
Since the combination L̄φ̃ is a singlet under all gauge groups, the Majorana-type contraction (see Fig. 12):

−LMajorana
m = L̄φ̃ αCφ̃T L̄T + h.c., (19)

is gauge invariant. This term, first writen down by Weinberg [10], gives rise to a Majorana mass term for
neutrinos upon spontaneous symmetry breaking:

−LMajorana
m → ν̄Lα

v2

2
Cν̄TL + h.c., (20)

1As usual B + L is broken by the anomaly and only B− L remains exact at all orders.
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Fig. 11: Fermion spectrum in the Standard Model.

Higgs Higgs

Λij

L

Νi Ν j
c

Fig. 12: Weinberg operator.

The neutrino mass matrix in this case is given by:

mν = αv2. (21)

The Weinberg operator has dimension 5, and therefore the coupling [α] = −1. We can write it in terms
of a dimensionless coupling as

α =
λ

Λ
, (22)

where Λ is a new physics scale, in principle unrelated to the electroweak scale.

The consequences of the SM neutrinos being massive Majorana particles are profound.

If the scale Λ is much higher than the electroweak scale v, a strong hierarchy between the neu-
trino and the charged lepton masses arises naturally. If all dimensionless couplings λ are of the same
order, neutrino masses are suppressed by a factor v/Λ with respect to the charged fermions. On the
other hand, Weinberg’s operator violates lepton number L and provides a new seed for generating the
matter/antimatter asymmetry in the Universe as we will see.

Even though the Majorana mechanism to generate neutrino masses does not involve any extra
degree of freedom with respect to those in the SM, the existence of the Weinberg coupling implies that
cross sections involving for example the scattering of neutrinos and the higgs will grow with energy,
ultimately violating unitarity. The situation is analogous to that of the Fermi interaction of Fig. 2. The
SM resolved this interaction at higher energies as being the result of the interchange of a heavy vector
boson, Fig. 6. The Majorana coupling, if it exists, should also represent the effect at low-energies of
the exchange of one or more unknown massive states. What those states are remains one of the most
interesting open questions in neutrino physics.
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Finally, it is interesting to note that the anomaly cancellation conditions fix all the hypercharges
in this case (i.e., there is only one possible choice for the hypercharges that satisfies Eqs. (8)), which
implies that electromagnetic charge quantization is the only possibility in a field theory with the same
matter content as the SM.

3.3 Neutrino masses and physics beyond-the-standard-model
Any new physics beyond the standard model (BSM) characterized by a high scale, Λ, will induce effects
at low energies E � Λ that can be described by an effective field theory [11, 12]:

Leff = LSM +
∑

i

αi
Λ
Od=5
i +

∑

i

βi
Λ2
Od=6
i + ... (23)

It is the most general Lagrangian which includes the SM and an infinite tower of operators constructed
out of the SM fields respecting Lorentz and gauge symmetries. In principle such a theory depends on
infinite new couplings, one per new independent operator, and it is therefore not predictive. However, if
the energy we are interested in effects at a given finite order, n, in

(
E
Λ

)n
, we can truncate the series to

include only operators of dimension d ≤ n+ 4. The operators of lowest dimension are the most relevant
at low energies.

It turns out that there is only one such operator of the lowest possible dimension, d = 5, which
is precisely the Weinberg operator of eq. (19). In this perspective, it is natural to expect that the first
indication of BSM physics is precisely Majorana neutrino masses, and while many types of BSM theories
can give rise to neutrino masses, generically they will induce other new physics effects represented by
the operators of d = 6 or higher.

4 Neutrino masses and lepton mixing
Neutrino masses, whether Dirac or Majorana, imply lepton mixing [13, 14]. The Yukawa couplings
in eq. (16) is a generic complex matrix in flavour space, while that in eq. (19) is a generic complex
symmetric matrix, and therefore the same holds for the corresponding mass matrices:

−LDirac
m = νiL (Mν)ij ν

j
R + liL (Ml)ij l

j
R + h.c. (24)

−LMajorana
m =

1

2
νiL (Mν)ij ν

cj
L + liL (Ml)ij l

j
R + h.c. . (25)

In the Dirac case, the two mass matrices can be diagonalized by a bi-unitary rotation:

Mν = U †νDiag(m1,m2,m3)Vν , Ml = U †l Diag(me,mµ,mτ )Vl, (26)

while in the Majorana case, the neutrino mass matrix, being symmetric, can be taken to a diagonal form
by

Mν = U †νDiag(m1,m2,m3)U∗ν . (27)

We can go to the mass basis by rotating the fields as:

ν ′R = VννR, ν
′
L = UννL, l

′
R = VllR, l

′
L = UllL. (28)

In this basis the charged current interactions are no longer diagonal, in complete analogy with the quark
sector (see Fig. 13):

Llepton
CC = − g√

2
l̄′iγµPLW

+
µ (U †l Uν)ij︸ ︷︷ ︸

UPMNS

ν ′j + h.c. (29)
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Fig. 13: Quark and lepton mixing.

The mixing matrix in the lepton sector is referred to as the Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
matrix, analogous to the CKM one in the quark sector.

The number of physical parameters in the lepton mixing matrix, UPMNS, can easily be computed by
counting the number of independent real and imaginary elements of the Yukawa matrices and eliminating
those that can be absorbed in field redefinitions. The allowed field redefinitions are the unitary rotations
of the fields that leave the rest of the Lagrangian invariant, only those that are not symmetries of the full
Lagrangian when lepton masses are included.

Yukawas Field redefinitions No. m No. θ No. φ

Dirac λl, λν U(n)3/U(1)

4n2 3(n2 − n)

2
,

3(n2 + n)− 1

2
2n

n2 − n
2

(n− 2)(n− 1)

2

Majorana λl, α
T
ν = αν U(n)2

3n2 + n n2 − n, n2 + n 2n
n2 − n

2

n2 − n
2

Table 2: Number of real and imaginary parameters in the Yukawa matrices, of those that can be absorbed in field
redefinitions. The difference between the two is the number of observable parameters: the lepton masses (m),
mixing angles (θ), and phases (φ).

In the Dirac case, it is possible to rotate independently the left-handed lepton doublet, together
with the right-handed charged leptons and neutrinos, that is U(n)3, for a generic number of families n.
However, this includes total lepton number which remains a symmetry of the massive theory and thus
cannot be used to reduce the number of physical parameters in the mass matrix. The parameters that can
be absorbed in field redefinitions are thus the parameters of the group U(n)3/U(1) (that is 3(n2−n)

2 real,
3(n2+n)−1

2 imaginary).

In the case of Majorana neutrinos, there is no independent right-handed neutrino field, nor is lepton
number a good symmetry. Therefore the number of field redefinitions is the number of parameters of the
elements in U(n)2 (that is n2 − n real and n2 + n imaginary).

The resulting real physical parameters are the mass eigenstates and the mixing angles, while the
resulting imaginary parameters are CP-violating phases. All this is summarized in Table 2. Dirac and
Majorana neutrinos differ only in the number of observables phases. For three families (n = 3), there is
just one Dirac phase and three in the Majorana case.
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A standard parametrization of the mixing matrices for Dirac, UPMNS, and Majorana, ŨPMNS, is
given by

UPMNS =




1 0 0
0 c23 s23

0 −s23 c23






c13 0 s13e
−iδ

0 1 0
−s13e

iδ 0 c13





c12 s12 0
−s12 c12 0

0 0 1


 ,

ŨPMNS = UPMNS(θ12, θ13, θ23, δ)




1 0 0
0 eiα1 0
0 0 eiα2


 , (30)

where in all generality θij ∈ [0, π/2] and δ, α1, α2 ∈ [0, 2π].

5 Majorana versus Dirac
It is clear that establishing the Majorana nature of neutrinos is of great importance, since it would imply
the existence of a new physics scale. In principle there are very clear signatures, such as the one depicted
in Fig. 14, where a νµ beam from π+ decay is intercepted by a detector. In the Dirac case, the interaction
of neutrinos on the detector via a charged current interaction will produce only a µ− in the final state.
If neutrinos are Majorana, a wrong-sign muon in the final state is also possible. Unfortunately the
rate for µ+ production is suppressed by mν/E in amplitude with respect to the µ−. For example, for
Eν = O(1) GeV and mν ∼ O(1) eV the cross–section for this process will be roughly 10−18 times the
usual CC neutrino cross-section.

π+ ν

D
µ
+

Majorana

π
+ ν

µ
−

D

Dirac or Majorana

Fig. 14: A neutrino beam from π+ decay (νµ) could interact in the magnetized detector producing a µ+ only if
neutrinos are Majorana.

The best hope of observing a rare process of this type seems to be the search for neutrinoless
double–beta decay (2β0ν), the right diagram of Fig. 15. The background to this process is the standard
double–beta decay depicted on the left of Fig. 15, which has been observed to take place for various
isotopes with a lifetime of T2β2ν > 1019–1021 years.

If the source of this process is just the Majorana ν mass, the inverse lifetime for this process is
given by

T−1
2β0ν ' G0ν

︸︷︷︸
Phase

∣∣M0ν
∣∣2

︸ ︷︷ ︸
NuclearM.E.

∣∣∣∣∣
∑

i

(
Ũ eiPMNS

)2
mi

∣∣∣∣∣

2

︸ ︷︷ ︸
|mee|2

. (31)

In spite of the suppression in the neutrino mass (over the energy of this process), the neutrinoless
mode has a phase factor orders of magnitude larger than the 2ν mode, and as a result present experiments
searching for this rare process have already set bounds on neutrino masses in the eV range as shown in
Table 3.
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Figure 1: 2β decay: normal (left) and neutrinoless (right)

1

Fig. 15: 2β decay: normal (left) and neutrinoless (right).

Experiment Nucleus |mee|
EXO-200 136Xe < 0.19–0.45 eV
NEMO-3 100Mo < 0.33–0.87 eV
GERDA 76Ge < 0.2–0.4 eV
KamLAND-Zen 136Xe < 0.12–0.25 eV
CUORICINO 130Te < 0.2–0.7 eV

Table 3: Present bounds at 90%CL from some recent neutrinoless double-beta-decay experiments [7].

6 Neutrino Oscillations
The most spectacular implication of neutrino masses and mixings is the macroscopic quantum phe-
nomenom of neutrino oscillations, first introduced by B. Pontecorvo [15]. The Nobel prize in 2015 has
been awarded to T. Kajita (from the SuperKakiokande collaboration) and A. B. McDonald (from the
SNO collaboration) for the discovery of neutrino oscillations, which shows that neutrinos have a mass.

We have seen that the neutrino flavour fields (νe, νµ, ντ ) that couple via CC to the leptons (e, µ, τ)
are unitary combinations of the mass eigenstates fields (ν1, ν2, ν3):




νe
νµ
ντ


 = UPMNS(θ12, θ13, θ23,phases)




ν1

ν2

ν3


 . (32)

In a neutrino oscillation experiment, neutrinos are produced by a source (e.g. pion or µ decays, nuclear
reactions, etc) and are detected some macroscopic distance, L, away from the production point. They are
produced and detected via weak processes in combination with a given lepton flavour,that is in flavour
states. As these states propagate undisturbed in space-time from the production to the detection regions,
the different mass eigenstates, having slighly different phase velocities, pick up different phases, resulting
in a non-zero probability that the state that arrives at the detector is in a different flavour combination
to the one originally produced, see Fig. 16. The probability for this flavour transition oscillates with the
distance travelled.

Two ingredients are mandatory for this phenomenom to take place:

– neutrinos must keep quantum coherence in propagation over macroscopic distances, which is only
possible because they are so weakly interacting
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Fig. 16: Neutrino oscillations.

– there is sufficient uncertainty in momentum at production and detection so that a coherent flavour
state can be produced2

The master formula for the oscillation probability of να turning into a νβ is

P (να → νβ) =
∑

i,j

U∗αiUβiUαjU
∗
βje
−i

∆m2
jiL

2|p| , (33)

where ∆m2
ji ≡ m2

i − m2
j , Uαi are the elements of the PMNS matrix, L is the baseline and p is the

neutrino momentum.

There are many ways to derive this formula. The simplest way that appears in most textbooks
uses simple quantum mechanics, where neutrinos are treated as plane waves. A slightly more rigorous
method treats neutrinos as wave packets. Finally, it is also possible to derive it from QFT, where neutrinos
are treated as intermediate virtual states. The different methods make more or less explicit the basic
necessary conditions of neutrino oscillations mentioned above, and therefore are more or less prone to
quantum paradoxes.

6.1 Plane wave derivation
Let us suppose that a neutrino of flavor α is produced at t0. It is therefore a superposition of the mass
eigenstates that we assume to be plane waves with spatial momentum p:

|να(t0)〉 =
∑

i

U∗αi|νi(p)〉. (34)

The mass eigenstates are eigenstates of the free Hamiltonian:

Ĥ|νi(p)〉. = Ei(p)|νi(p)〉, Ei(p)2 = p2 +m2
i . (35)

The time evolution operator from t0 → t is given by e−iĤ(t−t0) and therefore the state at time t is given
by

|να(t)〉 = e−iĤ(t−t0)|να(t0)〉 =
∑

i

U∗αie
−iEi(p)(t−t0)|νi(p)〉. (36)

2If the momentum uncertainty is sufficiently small one could kinematically distinguish the mass eigenstate being pro-
duced/detected.
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The probability that at time t the state is in flavour β is

P (να → νβ)(t) = |〈νβ|να(t)〉|2 =

∣∣∣∣∣
∑

i

UβiU
∗
αie
−iEi(p)(t−t0)

∣∣∣∣∣

2

, (37)

where we have used the orthogonality relation 〈νi(p)|νj(p)〉 = δij .

Since the neutrinos are ultrarelativistic, we can approximate

Ei(p)− Ej(p) ' 1

2

m2
i −m2

j

|p| +O(m4), (38)

and L ' (t− t0), so that the master formula in eq. (33) is recovered.

The well-founded criticism to this derivation can be summarized in the following questions: 1)
why are all mass eigenstates of equal spatial momentum, p ? 2) is the plane wave treatment justified
when the production and detection regions are localized ? 3) why is it necessary to do the t − t0 → L
conversion ?

A number of quantum paradoxes can be formulated from these questions, that can be resolved only
when the two basic conditions for neutrino oscillations above are made explicit. This can be achieved in
a wave packet treatment.

6.2 Wave packet derivation
Many authors have derived the master formula treating neutrinos involved as wave packets. For some
recent references see [16, 17].

A neutrino of flavour α is produced at time and position (t0,x0) = (0,0) as a superposition
of source wave packets, fSi (p), one for each mass eigenstate. The state at time and position (t,x) is
therefore

|να(t)〉 =
∑

i

U∗αi

∫

p
fSi (p)e−iEi(p)t|νi(p)〉. (39)

For simplicity we will assume gaussian wave packets, with an average momentum Qi and width σS :

fSi (p) ∝ e−(p−Qi)
2/2σ2

S . (40)

Note that we have lifted the assumption that all mass eigenstates have the same spatial momentum.

A neutrino of flavour β is detected at time and position (T,L) as a superposition of detector wave
packets, fDi (p), created at this space-time position. The state detected is therefore

|νβ(t)〉 =
∑

j

U∗βj

∫

p
fDj (p)e−iEj(p)(t−T )e−ipL|νj(p)〉, (41)

where we also assume gasussian wave packets at detection, with average momentum Q′j and width σD:

fDj (p) ∝ e−(p−Q′j)2/2σ2
D . (42)

The probability amplitude for the first state to turn into the second is therefore

A(να → νβ) = 〈νβ(t)|να(t)〉 =
∑

i

U∗αiUβi

∫

p
e−iEi(p)T eipLfSi (p)fD∗i (p) (43)
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For gaussian wave packets we can rewrite the product of the S and D wave packets as a gaussian wave
packet:

fD∗i (p)fSi (p) ∝ fovi (p)e−(Qi−Q′i)2/4(σ2
S+σ2

D), (44)

where the overlap wave packet

fovi (p) ≡ e−(p−Q̄i)
2/2σ2

ov , Q̄i ≡
(

Qi

σ2
S

+
Q′i
σ2
D

)
σ2
ov, σ

2
ov ≡

1

1/σ2
S + 1/σ2

D

. (45)

The momentum integral in eq. (43) can be done analytically if we approximate

Ei(p) ' Ei(Q̄i) +
∑

k

∂Ei
∂pk

∣∣∣∣
Q̄i

(pk − (Q̄i)k) + ... = Ei(Q̄i) + vi(p− Q̄i) + ..., (46)

where vi is the overlap wave packet group velocity.

The amplitude obtained is

A(να → νβ) ∝
∑

i

U∗αiUβie
−iEi(Q̄i)T eiQ̄iLe−(Qi−Q′i)2/4(σ2

S+σ2
D)e−(L−viT )2σ2

ov/2. (47)

Note that the two last exponential factors impose momentum conservation (the average momentum of
the source and detector wave packets should be equal up to the momentum uncertainty) and the classical
relation L = viT within the spatial uncertainty, σ−1

ov .

Since we usually do not measure the detection time T in a neutrino oscillation experiment, we
should integrate the probability over this variable. For simplicity we assume Qi ' Q′i and parallel to L.
In this case, the integral gives:

P (να → νβ) ∝
∫ ∞

−∞
dT |A(να → νβ)|2

∝
∑

i,j

U∗αiUβiUαjU
∗
βje
−i

∆m2
jiL

2|p| e
−
(

L
Lcoh(i,j)

)2

︸ ︷︷ ︸
coherence

e
−
(
Ei(Q̄i)−Ej(Q̄j)

2σov

)2

︸ ︷︷ ︸
momentum uncertainty

(48)

where the coherence length

Lcoh(i, j) ' σov
|vi − vj |√
|v2
i + v2

j

, (49)

represents the distance travelled by the two wave packets, moving at slightly different group velocities vi
and vj , such that the center of the two wave packets have separated spacially a distance of the order of the
spatial uncertainty σ−1

ov . For L ≥ Lcoh(i, j) the coherence between the wave packets i, j is lost and the
corresponding terms in the oscillation probability exponentially suppressed. The last exponential factor
in eq. (48) leads to a suppression of the oscillation probability when the difference in average energies of
the two wave packets i, j is larger than the momentum uncertainty of the overlap wave packet, σov. Note
that σov is dominated by the smallest of the production and detection uncertainties, and therefore both
should be large enough to ensure that the wave packets of the different mass eigenstates remain coherent.
To the extent that L � Lcoh and |Ei − Ej | � Min(σS , σD), the probability reduces to the master
formula, with one caveat: we have lost the normalization along the way. This is usually unavoidable in
the wave packet derivation. The right normalization can be imposed only a posteriori, for example, from
unitarity,

∑
β P (να → νβ) = 1.

In summary, the wave packet derivation is clearly more physical, as it makes explicit the two nec-
essary conditions for neutrino oscillations to take place: coherence and sufficient momentum uncertainty.
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Fig. 17: Neutrino oscillations in QFT.

6.3 QFT derivation
Since we are dealing with relativistic quantum mechanics, QFT should be the appropriate framework to
derive the oscillation probability.

In QFT we consider scattering processes where some asymptotic in-states that we can prepare
in the infinite past come close together at some finite time in an interaction region and scatter off into
other asymptotic out-states at time t → ∞. The probability amplitude for this process is just the scalar
product of the in and out states. In computing this amplitude we usually idealise the asymptotic states
as plane waves, which is a good approximation provided the interaction region is small compared to the
Compton wavelength of the scattering states. In reality however the proper normalization of the scattering
probability as a probability per unit time and volume requires that the initial states are normalized wave
packets.

In a neutrino oscillation experiment, the asymptotic states are not the neutrinos, we cannot re-
ally prepare the neutrino states, but the particles that produce the neutrino at the source and those that
interact with the neutrino in the detector. The neutrino is just a virtual particle being exchanged be-
tween the source and detector, see Fig. 17, and in this perspective the interaction region is as large as
the baseline and therefore macroscopic, in particular much larger than the Compton wavelength of the
asymptotic states involved. It is mandatory therefore to consider the in-states as wave packets to ensure
the localization of the source and detector.

Consider for example a neutrino beam produced from pions at rest and a detector some distance
apart, where neutrinos interact with nucleons that are also at rest, via a quasi-elastic event:

πn→ pµlβ. (50)

The in-states therefore will be the two wave packets representing a static pion that decays and is localized
at time and position (0,0) within the uncertainty better defined than the decay tunnel, and a nucleon that
is static and localized within the detector, at time and position (T,L), when the interaction takes place.
The out-states are the muon produced in pion decay and the lepton and hadron produced in the quasi-
elastic event. The probability amplitude for the whole process includes the pion decay amplitude, the
neutrino propagation and the scattering amplitude at the detector. Therefore in order to extract from the
full amplitude an oscillation probability, it must be the case that there is factorization of the whole prob-
ability into three factors that can be identified with the flux of neutrino from pion decay, an oscillation
probability and a neutrino cross section.
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By explicit calculation [18], it is possible to show that such factorization does indeed take place
as long as kinematical effects of neutrino masses can be neglected. The oscillation probability defined
as the ratio of the probability for the whole process and the product of the neutrino flux from pion decay
and the neutrino scattering cross-section is properly normalized.

6.4 Neutrino oscillations in vacuum
Let us analyse more closely the master formula eq. (33). The probability is a superposition of oscillatory
functions of the baseline with wavelengths that depend on the neutrino mass differences ∆m2

ij = m2
j −

m2
i , and amplitudes that depend on different combinations of the mixing matrix elements. Defining

W ij
αβ ≡ [UαiU

∗
βiU

∗
αjUβj ] and using the unitarity of the mixing matrix, we can rewrite the probability in

the more familiar form:

P (να → νβ) = δαβ − 4
∑

j>i

Re[Wij
αβ] sin2

(
∆m2

ij L

4Eν

)

∓ 2
∑

j>i

Im[Wij
αβ] sin

(
∆m2

ij L

2Eν

)
, (51)

where the ∓ refers to neutrinos/antineutrinos and |q| ' Eν .

We refer to an appearance or disappearance oscillation probability when the initial and final
flavours are different (α 6= β) or the same (α = β), respectively. Note that oscillation probabilities
show the expected GIM suppression of any flavour changing process: they vanish if the neutrinos are
degenerate.

In the simplest case of two-family mixing, the mixing matrix depends on just one mixing angle:

UPMNS =

(
cos θ sin θ
− sin θ cos θ

)
, (52)

and there is only one mass square difference ∆m2. The oscillation probability of Eq. (51) simplifies to
the well-known expression where we have introduced convenient physical units:

P (να → νβ) = sin2 2θ sin2

(
1.27

∆m2(eV2)L(km)

Eν(GeV)

)
, α 6= β .

P (να → να) = 1− P (να → νβ). (53)

The probability is the same for neutrinos and antineutrinos, because there cannot be CP violation when
there are only two families. Indeed CPT implies that the disappearance probabilities are the same for
neutrinos an antineutrinos, and therefore according to eq. (53) the same must hold for the appearance
probability. The latter is a sinusoidal function of the distance between source and detector, with a period
determined by the oscillation length:

Losc (km) = π
Eν(GeV)

1.27∆m2(eV2)
, (54)

which is proportional to the neutrino energy and inversely proportional to the neutrino mass square differ-
ence. The amplitude of the oscillation is determined by the mixing angle. It is maximal for sin2 2θ = 1
or θ = π/4. The oscillation probability as a function of the baseline is shown on the left plot of Fig. 18.

In many neutrino oscillation experiments the baseline is not varied but the oscillation probability
can be measured as a function of the neutrino energy. This is shown on the right plot of Fig. 18. In this
case, the position of the first maximum contains information on the mass splitting:

Emax(GeV) = 1.27
∆m2(eV2)L(km)

π/2
. (55)
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Fig. 18: Left: two-family appearance oscillation probability as a function of the baseline of L at fixed neutrino
energy. Right: same probability shown as a function of the neutrino energy for fixed baseline.

An optimal neutrino oscillation experiment in vacuum is such that the ratio of the neutrino energy and
baseline are tunned to be of the same order as the mass splitting, E/L ∼ ∆m2. If E/L � ∆m2, the
oscillation phase is small and the oscillation probability depends on the combination P (να → νβ) ∝
sin2 2θ(∆m2)2, and the mixing angle and mass splitting cannot be disentagled. The opposite limit
E/L� ∆m2 is the fast oscillation regime, where one can only measure an energy or baseline-smeared
oscillation probability

〈P (να → νβ)〉 ' 1

2
sin2 2θ. (56)

It is interesting, and reassuring, to note that this averaged oscillation regime gives the same result as the
flavour transition probability in the case of incoherent propagation (L� Lcoh):

P (να → νβ) =
∑

i

|UαiUβi|2 = 2 cos2 θ sin2 θ =
1

2
sin2 2θ. (57)

Flavour transitions via incoherent propagation are sensitive to mixing but not to the neutrino mass split-
ting. The ’smoking gun’ for neutrino oscillations is not the flavour transition, which can occur in the
presence of neutrino mixing without oscillations, but the peculiar L/Eν dependence. An optimal exper-
iment that intends to measure both the mixing and the mass splitting requires running E/L ∼ ∆m2.

6.5 Neutrino propagation in matter
When neutrinos propagate in matter (Earth, sun, etc.), their propagation is modified owing to coherent
forward scattering on electrons and nucleons [19]:
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Figure 1: 2β decay: normal (left) and neutrinoless (right)
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The effective Hamiltonian density resulting from the charged current interaction is

HCC = 2
√

2GF [ēγµPLνe][ν̄eγ
µPLe] = 2

√
2GF [ēγµPLe][ν̄eγ

µPLνe]. (58)

Since the medium is not polarized, the expectation value of the electron current is simply the number
density of electrons:

〈ēγµPLe〉unpol.medium = δµ0
Ne

2
. (59)

Including also the neutral current interactions in the same way, the effective Hamiltonian for neutrinos
in the presence of matter is

〈HCC +HNC〉medium = ν̄Vmγ
0(1− γ5)ν (60)

Vm =




GF√
2

(
Ne − Nn

2

)
0 0

0 GF√
2

(
−Nn

2

)
0

0 0 GF√
2

(
−Nn

2

)


 , (61)

where Nn is the number density of neutrons. Due to the neutrality of matter, the proton and electron
contributions to the neutral current potential cancel.

The plane wave solutions to the modified Dirac equation satisfy a different dispersion relation and
as a result, the phases of neutrino oscillation phenomena change. The new dispersion relation becomes

E − Vm −Mν = (±|p| − Vm)
1

E +Mν − Vm
(±|p| − Vm) h = ±, (62)

where h = ± indicate the two helicity states and we have neglected effects of O(VMν). This is a
reasonable approximation since mν � Vm. For the positive energy states we then have

E > 0 E2 = |p|2 +M2
ν + 4EVm h = − E2 = |p|2 +M2

ν , h = +, (63)

while for the negative energy ones Vm → −Vm and h→ −h.

The effect of matter can be simply accommodated in an effective mass matrix:

M̃2
ν = M2

ν ± 4EVm. (64)

The effective mixing matrix ṼMNS is the one that takes us from the original flavour basis to that which
diagonalizes this effective mass matrix:



m̃2

1 0 0
0 m̃2

2 0
0 0 m̃2

3


 = Ṽ †MNS


M2

ν ± 4E



Ve 0 0
0 Vµ 0
0 0 Vτ




 ṼMNS. (65)

The effective mixing angles and masses depend on the energy.

The matter potential in the center of the sun is Vm ∼ 10−12 eV and in the Earth Vm ∼ 10−13 eV.
In spite of these tiny values, these effects are non-negligible in neutrino oscillations.

6.6 Neutrino oscillations in constant matter
In the case of two flavours, the effective mass and mixing angle have relatively simple expressions:

∆m̃2 =

√(
∆m2 cos 2θ ∓ 2

√
2EGF Ne

)2
+ (∆m2 sin 2θ)2, (66)
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Fig. 19: Mass eigenstates as a function of the electron number density at fixed neutrino energy for θ = 0 (left) and
θ 6= 0 (right).

sin2 2θ̃ =

(
∆m2 sin 2θ

)2

(∆m̃2)2
(67)

where the sign ∓ corresponds to neutrinos/antineutrinos. The corresponding oscillation amplitude has a
resonance [20], when the neutrino energy satisfies

√
2GF Ne ∓

∆m2

2E
cos 2θ = 0 ⇒ sin2 2θ̃ = 1, ∆m̃2 = ∆m2 sin 2θ. (68)

The oscillation amplitude is therefore maximal, independently of the value of the vacuum mixing angle.

We also note that

– oscillations vanish at θ = 0, because the oscillation length becomes infinite for θ = 0;
– the resonance is only there for ν or ν̄ but not both;
– the resonance condition depends on the sign(∆m2 cos 2θ):

resonance observed in ν → sign(∆m2 cos 2θ) > 0,
resonance observed in ν̄ → sign(∆m2 cos 2θ) < 0.

The origin of this resonance is a would-be level crossing in the case of vanishing mixing. In the
case of two families, for θ = 0, the mass eigenstates as a function of the electron number density, at
fixed neutrino energy, are depicted in Fig. 19 for ∆m2 > 0. As soon as the mixing is lifted from zero, no
matter how small, the crossing cannot take place. The resonance condition corresponds to the minimum
level-splitting point.

6.7 Neutrino oscillations in variable matter
In the sun the density of electrons is not constant. However, if the variation is sufficiently slow, the
eigenstates will change slowly with the density, and we can assume that the neutrino produced in an
eigenstate in the center of the sun, remains in the same eigenstate along the trajectory. This is the so-
called adiabatic approximation.

We consider here two-family mixing for simplicity. At any point in the trajectory, it is possible to
diagonalize the Hamiltonian fixing the matter density to that at the given point. The resulting eigenstates
can be written as

|ν̃1〉 = |νe〉 cos θ̃ − |νµ〉 sin θ̃, (69)

|ν̃2〉 = |νe〉 sin θ̃ + |νµ〉 cos θ̃. (70)
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Fig. 20: MSW triangle: in the region between the two lines the resonance and adiabaticity conditions are both
satisfied for neutrinos of energy 1 MeV.

Neutrinos are produced close to the centre x = 0 where the electron density is Ne(0). Let us suppose
that it satisfies

2
√

2GFNe(0)� ∆m2 cos 2θ. (71)

Then the diagonalization of the mass matrix at this point gives

θ̃ ' π

2
⇒ |νe〉 ' |ν̃2〉, (72)

in such a way that an electron neutrino is mostly the second mass eigenstate. When neutrinos exit the
sun, at x = R�, the matter density falls to zero, Ne(R�) = 0, and the local effective mixing angle is the
one in vacuum, θ̃ = θ. If θ is small, the eigenstate ν̃2 is mostly νµ according to Eq. (70).

Therefore an electron neutrino produced at x = 0 is mostly the eigenstate ν̃2, but this eigenstate
outside the sun is mostly νµ. There is maximal νe → νµ conversion if the adiabatic approximation is a
good one. This is the famous MSW effect [19, 20]. The conditions for this to happen are:

– Resonant condition: the density at the production is above the critical one

Ne(0) >
∆m2 cos 2θ

2
√

2EGF
. (73)

– Adiabaticity: the splitting of the levels is large compared to energy injected in the system by the
variation of Ne(r). A measurement of this is given by γ which should be much larger than one:

γ =
sin2 2θ

cos 2θ

∆m2

2E

1

|∇ logNe(r)|
> γmin > 1, (74)

where ∇ = ∂/∂r.

At fixed energy both conditions give the famous MSW triangles, if plotted on the plane (log(sin2 2θ), log(∆m2)):

log
(
∆m2

)
< log

(
2
√

2GFNe(0)E

cos 2θ

)
(75)
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log
(
∆m2

)
> log

(
γmin2E∇ log Ne

cos 2θ

sin2 2θ

)
. (76)

For example, taking Ne(r) = Nc exp(−r/R0), R0 = R�/10.54, Nc = 1.6 × 1026 cm−3, E = 1 MeV,
these curves are shown in Fig. 20.

It should be stressed that neutrino oscillations are not responsible for the flavour transition of solar
neutrinos. The survival probability of the solar νe in the adiabatic approximation is the incoherent sum
of the contribution of each of the mass eigenstates:

P (νe → νe) =
∑

i

|〈νe|ν̃i(R�)〉|2|〈ν̃i(0)|νe〉|2, (77)

where ν̃i(r) is the i-th mass eigenstate for the electron number density, Ne(r), at a distance r from the
center of the sun. If the mass eigenstates contribute incoherently, how can we measure the neutrino mass
splitting ? The answer is that the resonance condition of eq. (73) depends on the neutrino energy. If we
define

Eres ≡ ∆m2 cos 2θ

2
√

2GF Ne(0)
, (78)

the MSW effect will affect neutrinos with E > Eres, while for E < Eres, the oscillation probability
is close to that in vacuum for averaged oscillations. The spectrum of the solar neutrino flux includes
energies both above and below Eres:

P (νe → νe) � 1 − 1
2 sin2 2θ, E � Eres

P (νe → νe) � sin2 θ, E � Eres (79)

The sensitivity to ∆m2 relies on the ability to locate the resonant energy. This behaviour is esquemati-
cally depicted in Fig. 21.

7 Evidence for neutrino oscillations
Nature has been kind enough to provide us with two natural sources of neutrinos (the sun and the atmo-
sphere) where neutrino flavour transitions have been observed in a series of ingenious experiments, that
started back in the 1960s with the pioneering experiment of R. Davies. This effort was rewarded with
the Nobel prize of 2002 to R. Davies and M. Koshiba for the detection of cosmic neutrinos.
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¿How many neutrinos from the Sun ? 

Bahcall (died 2005)�

Fig. 22: Spectrum of solar neutrinos [22]. The arrows indicate the threshold of the different detection techniques.

7.1 Solar neutrinos
The sun, like all stars, is an intense source of neutrinos produced in the chain of nuclear reactions that
burn hydrogen into helium:

4p −→ 4He + 2e+ + 2νe. (80)

The theory of stelar nucleosynthesis was stablished at the end of the 30’s by H. Bethe [21]. The spectrum
of the solar νe, for massless neutrinos, is shown in Fig. 22. The prediction of this flux, obtained by
J. Bahcall and collaborators [22], is the result of a detailed simulation of the solar interior and has been
improved over many years. It is the so-called standard solar model (SSM).

Neutrinos coming from the sun have been detected with several experimental techniques that have
a different neutrino energy threshold as indicated in Fig. 22. On the one hand, the radiochemical tech-
niques, used in the experiments Homestake (chlorine, 37Cl) [23], Gallex/GNO [24] and Sage [25] (using
gallium, 71Ga, and germanium, 71Ge, respectively), can count the total number of neutrinos with a rather
low threshold (Eν > 0.81 MeV in Homestake and Eν > 0.23 MeV in Gallex and Sage), but they cannot
get any information on the directionality, the energy of the neutrinos, nor the time of the event.

On the other hand, Kamiokande [26] pioneered a new technique to observe solar neutrinos using
water Cherenkov detectors that can measure the recoil electron in elastic neutrino scattering on electrons:
νe + e− → νe + e−. This is a real-time experiment that provides information on the directionality
and the energy of the neutrinos. The threshold on the other hand is much higher, ∼ 5 MeV. All these
experiments have consistently observed a number of solar neutrinos between 1/3 and 1/2 of the number
expected in the SSM and for a long time this was referred to as the solar neutrino problem or deficit.

The progress in this field over the last decade has been enormous culminating in a solution to this
puzzle that no longer relies on the predictions of the SSM. There have been three milestones.

1998: The experiment SuperKamiokande [27] measured the solar neutrino deficit with unprece-
dented precision, using the elastic reaction (ES):

(ES) νe + e− → νe + e− Ethres > 5 MeV. (81)

The measurement of the direction of the events demonstrated that the neutrinos measured definitely come
from the sun: the left plot of Fig. 23 shows the distribution of the events as a function of the zenith angle
of the sun. A seasonal variation of the flux is expected since the distance between the Earth and the sun

24

P. HERNÁNDEZ

108



21

Total 3.43 × 107

A. Noise reduction
(a) 2.66 × 107

(b) 2.51 × 107

(c) 2.50 × 107

(d) 2.50 × 107

(e) 2.48 × 107

(f) 1.81 × 107

B. Spallation cut
1.29 × 107

C. Ambient B.G. cut
(a) 3.61 × 106

(b) 2.72 × 106

(c) 1.86 × 106

D. Gamma cut
2.96 × 105

E. 16N cut
2.87 × 105

TABLE VII: The summary of number of events remaining
after each reduction step

E (signal events) and ui(cos θsun) is the background shape
in energy bin i. Each of the ni events in energy bin i is
assigned the background factor bij = ui(cos θij) and the
signal factor sij = p(cos θij , Ej).

The signal shape p(cos θsun, E) is obtained from the
known, strongly forward-peaked angular distribution of
neutrino-electron elastic scattering with smearing due to
multiple scattering and the detector’s angular resolution.
The background shape ui(cos θsun) has no directional cor-
relation with the neutrino direction, but deviates from a
flat shape due to the cylindrical shape of the SK de-
tector: the number of PMT’s per solid angle depends
on the SK zenith angle. In order to calculate the ex-
pected background shape, we use the angular distribu-
tion of data itself. The presence of solar neutrinos in the
sample biases mostly the azimuthal distribution, so at
first we fit only the zenith angle distribution and assume
the azimuthal distribution to be flat. We generate toy
Monte Carlo directions according to this fit and calcu-
late cos θsun. We also fit both zenith and azimuthal dis-
tributions, approximately subtracting the solar neutrino
events from the sample and repeat the toy Monte Carlo
calculation. We compare the obtained number of solar
neutrino events from both background shapes and as-
sign the difference as a systematic uncertainty. Since the
azimuthal distributions don’t deviate very significantly
from flat distributions, we quote the solar neutrino events
obtained from the first shape (assuming a flat azimuthal
distribution). The dotted area in Figure 40 shows this
background shape. The systematic uncertainty due to
the background shape is 0.1% for the entire data sample
(5.0-20.0 MeV). If the data sample is divided into a day
and a night sample, the systematic uncertainty is 0.4%.
The amount of background contamination is much less
above 10 MeV than it is near the SK–I energy thresh-
old (5.0 MeV), so small differences in background shape

between the two methods become important only in the
lowest energy bins: between 5.0 and 5.5 MeV, the sys-
tematic uncertainty is estimated to be 1.2%, between 5.5
and 6.0 MeV 0.4%, and above 6.0 MeV 0.15%.
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FIG. 40: Angular distribution of solar neutrino event candi-
dates. The shaded area indicates the elastic scattering peak.
The dotted area is the contribution from background events.

B. Observed solar neutrino flux

Figure 40 shows the cos θsun distribution for 1496 days
of SK–I data. The best fit value for the number of
signal events due to solar neutrinos between 5.0 MeV
and 20.0 MeV is calculated by the maximum likeli-
hood method in Eq. (8.1), and the result for SK–I is
22, 404 ± 226 (stat.)+784

−717 (sys.). The corresponding 8B
flux is:

2.35 ± 0.02 (stat.) ± 0.08 (sys.) × 106 cm−2s−1.

The systematic errors for the solar neutrino flux, sea-
sonal variation and day-night differences for the energy
range 5.0 MeV to 20.0 MeV are shown in Table VIII. The
detailed explanations are written in each topic’s section,
but the total systematic error for the solar neutrino flux
measurement is estimated to be +3.5%

−3.2%.

C. Time variations of solar neutrino flux

1. Day-Night difference

The day time flux and night time flux of solar neutrinos
in SK–I are calculated using events which occurred when
the solar zenith angle cosine was less than and greater
than zero, respectively. The observed flux are:

Φday = 2.32 ± 0.03 (stat.)+0.08
−0.07 (sys.) × 106 cm−2s−1

Φnight = 2.37 ± 0.03 (stat.)+0.08
−0.08 (sys.) × 106 cm−2s−1

22

Flux Seasonal day-night

Energy scale, resolution ±1.6 +1.2
−1.1

+1.2
−1.1

Theoretical uncertainty +1.1
−1.0

for 8B spectrum
Trigger efficiency +0.4

−0.3 ±0.1
Reduction +2.1

−1.6 ±0.5
Spallation dead time ±0.2 ±0.1 ±0.1
Gamma ray cut ±0.5 ±0.25
Vertex shift ±1.3
Background shape ±0.1 ±0.4

for signal extraction
Angular resolution ±1.2
Cross section of ν-e scattering ±0.5
Livetime calculation ±0.1 ±0.1 ±0.1

Total +3.5
−3.2 ±0.3 +1.3

−1.2

TABLE VIII: Systematic error of each item (in %).

Their difference leads to a day-night asymmetry, defined
as A = (Φday − Φnight)/(1

2 (Φday + Φnight)). We find:

A = −0.021 ± 0.020 (stat.)+0.013
−0.012 (sys.)

Including systematic errors, this is less than 1 − σ from
zero asymmetry. The largest sources of systematic error
in the asymmetry are energy scale and resolution (+0.012

−0.011)
and the non-flat background shape of the cos θsun distri-
bution (±0.004). As described in the neutrino oscillation
analysis section, we can reduce the statistical uncertainty
if we assume two-neutrino oscillations within the Large
Mixing Angle region. The day-night asymmetry in that
case is

A = −0.017 ± 0.016 (stat.)+0.013
−0.012 (sys.) ± 0.0004 (osc.)

with the final, tiny additional uncertainty due to the un-
certainty of the oscillation parameters themselves. Fig-
ure 41 shows the solar neutrino flux as a function of the
solar zenith angle cosine.

2. Seasonal variation

Figure 42 shows the monthly variation of the flux,
which each horizontal bin covers 1.5 months. The fig-
ure shows that the experimental operation is very stable.

Figure 43 shows the seasonal variation of solar neu-
trino flux. As in Figure 42, each horizontal time bin is
1.5 months wide, but in this figure data taken at simi-
lar times during the year over the entire course of SK–I’s
data taking has been combined into single bins. The 1.7%
orbital eccentricity of the Earth, which causes about a
7% flux variation simply due to the inverse square law,
is included in the flux prediction (solid line). The ob-
served flux variation is consistent with the predicted an-
nual modulation. Its χ2/d.o.f. is 4.7/7, which is equiva-
lent to 69% C.L.. If we fit the eccentricity to the Earth’s
orbit to the observed SK rate variation, the perihelion
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FIG. 41: The solar zenith angle dependence of the solar neu-
trino flux (error bars show statistical error). The width of
the night-time bins was chosen to separate solar neutrinos
that pass through the Earth’s dense core (the rightmost Night
bin) from those that pass through the mantle. The horizontal
line shows the flux for all data.
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FIG. 42: Solar neutrino flux as a function of time. The bin-
ning of the horizontal axis is 1.5 months.

shift is 13± 18 days (with respect to the true perihelion)
and the eccentricity is 2.1±0.3% [14]. This is the world’s
first observation of the eccentricity of the Earth’s orbit
made with neutrinos. The total systematic error on the
relative flux values in each seasonal bin is estimated to
±1.3%. The largest sources come from energy scale and
resolution (+1.2%

−1.1%) and reduction cut efficiency (±0.5%),
as shown in Table VIII.

D. Energy spectrum

Figure 44 shows the expected and measured recoil elec-
tron energy spectrum. The expected spectrum is calcu-

Fig. 23: Left: distribution of solar neutrino events as a function of the zenith angle of the sun. Right: seasonal
variation of the solar neutrino flux in SuperKamiokande (from Ref. ( [28])).
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Fig. 24: Flux of νµ and ντ versus the flux of νe in the solar neutrino flux as measured from the three reactions
observable in the SNO experiment. The dashed band shows the prediction of the SSM, which agrees perfectly with
the flux measured with the NC reaction (from Ref. [30]).

varies seasonally. The right plot of Fig. 23 shows that the measured variation is in perfect agreement
with that expectation.

2001: The SNO experiment [29, 30] measured the flux of solar neutrinos using also the two reac-
tions:

(CC) νe + d→ p+ p+ e− Ethres > 5 MeV (82)

(NC) νx + d→ p+ n+ νx x = e, µ, τ Ethres > 2.2 MeV (83)

Since the CC reaction is only sensitive to electron neutrinos, while the NC one is sensitive to all the types
that couple to the Z0 boson, the comparison of the fluxes measured with both reactions can establish if
there are νµ and ντ in the solar flux independently of the normalization given by the SSM. The result
is shown on the Nobel-prize-winning plot Fig. 24. These measurements demonstrate that the sun shines
(νµ, ντ ) about twice more than it shines νe, which constitutes the first direct demonstration of flavour
transitions in the solar flux! Furthermore the NC flux that measures all active species in the solar flux, is
compatible with the total νe flux expected according to the SSM.
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Fig. 25: Analysis of all solar data at SNO in terms of neutrino oscillations (from Ref. [29]).
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All solar neutrino data can be interpreted in terms of neutrino masses and mixings. The analysis
in terms of two neutrino families is shown in the left plot of Fig. 25. The solar νe deficit can be explained
for a ∆m2

solar ' 7–8× 10−5eV and a relatively large mixing angle. The fortunate circumstance that

∆m2
solar ∼ 〈Eν(1 MeV)〉/L(100 km) (84)

implies that one could look for this oscillation measuring reactor neutrinos at baselines of ∼ 100 km.
This was the third milestone.

2002: The solar oscillation is confirmed with reactor neutrinos in the KamLAND experiment [31].
This is 1kton of liquid scintillator which measures the flux of reactor neutrinos produced in a cluster of
nuclear plants around the Kamioka mine in Japan. The average distance is 〈L〉 = 175 km. Neutrinos are
detected via inverse β-decay which has a threshold energy of about 2.6 MeV:

ν̄e + p→ e+ + n Eth > 2.6 MeV . (85)

Figure 26 shows the KamLAND results [32] on the antineutrino spectrum, as well as the survival
probability as a function of the ratio Eν/L. The low-energy contribution of geoneutrinos is clearly
visible. This measuremet could have important implications in geophysics.

Concerning the sensitivity to the oscillation parameters, Fig. 27 shows the present determination
of the solar oscillation parameters from KamLAND and other solar experiments. The precision in the
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Fig. 27: Analysis of all solar and KamLAND data in terms of oscillations (from Ref. [32]).
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FIG. 84. Electron neutrino survival probability as a function
of neutrino energy according to MSW–LMA model. The band
is the same as in Fig. 83, calculated for the production region
of 8B solar neutrinos which represents well also other species
of solar neutrinos. The points represent the solar neutrino
experimental data for 7Be and pep mono–energetic neutrinos
(Borexino data), for 8B neutrinos detected above 5000 keV
of scattered-electron energy T (SNO and Super-Kamiokande
data) and for T > 3000 keV (SNO LETA + Borexino data),
and for pp neutrinos considering all solar neutrino data, in-
cluding radiochemical experiments.

including both the experimental and theoretical (solar
model) uncertainties and P 3⌫

ee (E⌫ = 1440 keV) = 0.62 ±
0.17. A combined analysis of the Borexino data together
with those of other solar experiments allows to obtain
also the values of survival probability for the pp and 8B
neutrinos. Figure 84 reports the results.

XXVIII. CONCLUSIONS AND PERSPECTIVES

The rich scientific harvest of the Borexino Phase-I was
made possible by the extreme radio–purity of the detec-
tor and of its liquid scintillator core in particular. Chal-
lenging design purity levels have been mostly met, and,

in some cases, surpassed by a few orders of magnitude.
The central physics goal was achieved with the 5%

measurement of the 7Be solar neutrino rate. Three more
measurements beyond the scope of the original proposal
were made as well: the first observation of the solar pep
neutrinos, the most stringent experimental constraint on
the flux of CNO neutrinos, and the low-threshold mea-
surement of the 8B solar neutrino interaction rate. The
latter measurement was possible thanks to the extremely
low background rate above natural radioactivity, while
the first two exploited the superior particle identifica-
tion capability of the scintillator and an ecient cosmo-
genic background subtraction. All measurements benefit
from an extensive calibration campaign with radioactive
sources that preserved scintillator radio–purity.

In this paper we have described the sources of back-
ground and the data analysis methods that led to the
published solar neutrinos results. We also reported, for
the first time, the detection of the annual modulation of
the 7Be solar neutrino rate, consistent with their solar
origin. The implications of Borexino solar neutrino re-
sults for neutrino and solar physics were also discussed,
both stand–alone and in combination with other solar
neutrino data.

Additional important scientific results (not discussed
in this paper) were the detection of geo–neutrinos [56]
and state-of-the art upper limits on many rare and exotic
processes [99].

Borexino has performed several purification cycles in
2010 and 2011 by means of water extraction [26] in batch
mode, reducing even further several background com-
ponents, among which 85Kr, 210Bi, and the 238U and
232Th chains. After these purification cycles, the Borex-
ino Phase-II has started at the beginning of 2012, with
the goal of improving all solar neutrino measurements.
Borexino is also an ideal apparatus to look for short base-
line neutrino oscillations into sterile species using strong
artificial neutrino and anti–neutrino sources [100]. An
experimental program, called SOX (Source Oscillation
eXperiment), was approved and it is now in progress.

The Borexino program is made possible by funding
from INFN (Italy), NSF (USA), BMBF, DFG and MPG
(Germany), NRC Kurchatov Institute (Russia) and NCN
(Poland). We acknowledge the generous support of the
Laboratory Nazionali del Gran Sasso (Italy).
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Fig. 28: Comparison of solar neutrino fluxes measured by the different solar neutrino experiments ( from Ref. [33]).

determination of ∆m2
solar is spectacular and shows that solar neutrino experiments are entering the era of

precision physics.

The last addition to this success story is the Borexino [33] experiment. This is the lowest-threshold
real-time solar neutrino experiment and the only one capable of measuring the flux of the monocromatic
7Be neutrinos and pep neutrinos. Their recent results are shown in Fig. 28. The result is in agreement
with the oscillation interpretation of other solar and reactor experiments and it adds further information
to disfavour alternative exotic interpretations of the data. In summary, solar neutrinos experiments have
made fundamental discoveries in particle physics and are now becoming useful for other applications,
such as a precise understanding of the sun and the Earth.
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E1!10 GeV and E2!1000 GeV for this work, HKKM95,
BARTOL, and FLUKA for !" and ! " fluxes. The median
energy is #100 GeV. We find a large difference in absolute
values as is expected from the left panel of Fig. 15. However,

the differences are small when they are normalized. The ratio
of the normalized weighted integral I2 is shown as a function
of zenith angle in the right panel of Fig. 15. The differences
in normalized fluxes are "3 %.

FIG. 15. $Color online% $a% Atmospheric neutrino fluxes averaged over all directions. $b% Flux ratios (!"#! ")/(!e#! e), !" /! " , and
!e /! e . Solid lines are for this work, dotted lines for HKKM95, dashed lines for FLUKA, and long dashed lines for BARTOL.

FIG. 16. $Color online% $a% Zenith angle variation of I1 defined by Eq. $2%. $b% The normalized ratio of I1 of each flux to this work as a
function of zenith angle. The solid lines are for this work, dotted lines for HKKM95, dashed lines for FLUKA, and long dashed lines for
BARTOL in both panels.

HONDA et al. PHYSICAL REVIEW D 70, 043008 $2004%

043008-12

Fig. 29: Comparison of the predictions of different Monte Carlo simulations of the atmospheric neutrino fluxes
averaged over all directions (left) and of the flux ratios (νµ + ν̄µ)/(νe + ν̄e), νµ/ν̄µ, and νe/ν̄e (right). The solid
line corresponds to a recent full 3D simulation. Taken from the last reference in Ref. [34].

7.2 Atmospheric neutrinos
Neutrinos are also produced in the atmosphere when primary cosmic rays impinge on it producing K,π
that subsequently decay. The fluxes of such neutrinos can be predicted within a 10–20% accuracy to be
those in the left plot of Fig. 29.

Clearly, atmospheric neutrinos are an ideal place to look for neutrino oscillation since the Eν/L
span several orders of magnitude, with neutrino energies ranging from a few hundred MeV to 103 GeV
and distances between production and detection varying from 10–104 km, as shown in Fig. 30 (right).

Many of the uncertainties in the predicted fluxes cancel when the ratio of muon to electron events
is considered. The first indication of a problem was found when a deficit was observed precisely in this
ratio by several experiments: Kamiokande, IMB, Soudan2 and Macro.

In 1998, SuperKamiokande clarified the origin of this anomaly [35]. This experiment can dis-
tinguish muon and electron events, measure the direction of the outgoing lepton (the zenith angle with
respect to the Earth’s axis) which is correlated to that of the neutrino ( the higher the energy the higher the
correlation), in such a way that they could measure the variation of the flux as a function of the distance
travelled by the neutrinos. Furthermore, they considered different samples of events: sub-GeV (lepton
with energy below 1 GeV) ), multi-GeV (lepton with energy above 1 GeV), together with stopping and
through-going muons that are produced on the rock surrounding Superkamiokande. The different sam-
ples correspond to different parent neutrino energies as can be seen in Fig. 30 (left). The number of
events for the different samples as a function of the zenith angle of the lepton are shown in the Nobel-
prize-winning plot Fig. 31.

While the electron events observed are in rough agreement with predictions, a large deficit of muon
events was found with a strong dependence on the zenith angle: the deficit was almost 50% for those
events corresponding to neutrinos coming from below cos θ = −1, while there is no deficit for those
coming from above. The perfect fit to the oscillation hypothesis is rather non-trivial given the sensitivity

28

P. HERNÁNDEZ

112



0

1

2

3

4

5

0

0.005

0.01

0.015

sub
GeV

multi
GeV

stopping
muons

through-going
muons

10 10 10 10 10 10 10-1 0 1 2 3 4 5

E   ,  GeV

d
N

/d
ln

E
, 

(K
t.

y
r)

-1

(m
  .y

r.s
te

r)
2

-1

ν

    
SK

π−θ

15km

13000km

Fig. 30: Left: Parent neutrino energies of the different samples considered in Superkamiokande: sub-GeV, multi-
GeV, stopping and through-going muons. Right: Distances travelled by atmospheric neutrinos as a function of the
zenith angle.

of this measurement to the Eν (different samples) and L (zenith angle) dependence. The significance of
the Eν/L dependence has also been measured by the SuperKamiokande Collaboration [37], as shown
in Fig. 32. The best fit value of the oscillation parameters indicate ∆m2 ' 3 × 10−3 eV2 and maximal
mixing.

Appropriate neutrino beams to search for the atmospheric oscillation can easily be produced at
accelerators if the detector is located at a long baseline of a few hundred kilometres, and also with
reactor neutrinos in a baseline of O(1)km, since

|∆m2
atmos| ∼

Eν(1− 10 GeV)

L(102 − 103 km)
∼ Eν(1− 10 MeV)

L(0.1− 1 km)
. (86)

A conventional accelerator neutrino beam, as the one used in the FSS experiment, is produced from
protons hitting a target and producing π and K:

p → Target→ π+,K+ → νµ(%νe, ν̄µ, ν̄e) (87)

νµ → νx. (88)

Those of a selected charge are focused and are left to decay in a long decay tunnel producing a neutrino
beam of mostly muon neutrinos (or antineutrinos) with a contamination of electron neutrinos of a few
per cent. The atmospheric oscillation can be established by studying, as a function of the energy, either
the disappearance of muon neutrinos, the appearance of electron neutrinos or, if the energy of the beam
is large enough, the appearance of τ neutrinos.

Three conventional beams confirmed the atmospheric oscillation from the measurement of the
disappearance of νµ neutrinos: K2K (L = 235 km), MINOS (L = 730 km) and from the appearance of
ντ OPERA (L = 730 km). Fig. 33 shows the measurement of the νµ survival probability as a function of
the reconstructed neutrino energy in the MINOS experiment.

Three reactor neutrino experiments, Daya Bay [39], RENO [40] and Double Chooz [41], have
discovered that the electron neutrino flavour also oscillates with the atmospheric wavelength: electron
antineutrinos from reactors disappear at distances of O(1 km), but with a small amplitude.

Finally the T2K experiment has measured for the first time the appearance of νe in an accelerator
νµ beam [42] in the atmospheric range.

The agreement of all these measurements with the original atmospheric oscillation signal was
excellent.
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ergy scale uncertainty leads to a +0.9
−1.1 % error in the stop-

ping muons due to the 1.6 GeV/c cut; the reduction effi-
ciency for stopping (through-going)muons has an uncertainty
of +0.34

−1.25 % (+0.32−0.54 %); and stopping/through-going separation
+0.29
−0.38 % (where “+” means through-going muons misidenti-
fied as stopping). As in the contained event analysis, com-
parison of data and expectations is done between observed
number of events and the live-time-scaled MC number of
events. However, to facilitate comparisons with other exper-

iments, these numbers are also presented in units of flux as
described in [3, 4]. The additional systematic uncertainty in
the observed through-going (stopping) flux comes from effec-
tive area of 0.3% and the live-time calculation (0.1%). The
absolute expected flux has theoretical uncertainties of at least
20% in the normalization for high energy (> 100 GeV) neu-
trinos and 5 to 10% from interaction model differences.

The zenith angle distributions of the upward through-going
and stopping muons are shown in Fig. 31. The shape of

Fig. 31: Zenith angle distribution for fully-contained single-ring e-like and µ-like events, multi-ring µ-like events,
partially contained events, and upward-going muons. The points show the data and the boxes show the Monte
Carlo events without neutrino oscillations. The solid lines show the best-fit expectations for νµ ↔ ντ oscillations
(from Ref. [36]).

8 The three-neutrino mixing scenario
As we have seen the evidence summarized in the previous section points to two distinct neutrino mass
square differences related to the solar and atmospheric oscillation frecuencies:

|∆m2
solar|︸ ︷︷ ︸

∼8·10−5 eV2

� |∆m2
atmos|︸ ︷︷ ︸

∼2.5·10−3 eV2

(89)

The mixing of the three standard neutrinos νe, νµ, ντ can accommodate both. The two independent
neutrino mass square differences are conventionally assigned to the solar and atmospheric ones in the
following way:

∆m2
13 = m2

3 −m2
1 = ∆m2

atmos, ∆m2
12 = m2

2 −m2
1 = ∆m2

solar . (90)
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Fig. 32: Ratio of the data to the non-oscillated Monte Carlo events (points) with the best-fit expectation for 2-
flavour νµ ↔ ντ oscillations (solid line) as a function of Eν/L (from Ref. [37]).

Fig. 33: Ratio of measured to expected (in absence of oscillations) neutrino events in MINOS as a functions of
neutrino energy compared to the best fit oscillation solution (from Ref. [38]).

The PMNS mixing matrix depends on three angles and one or more CP phases (see eq. (30) for the stan-
dard parametrization). Only one CP phase, the so-called Dirac phase δ, appears in neutrino oscillation
probabilities.

With this convention, the mixing angles θ23 and θ12 in the parametrization of Eq. (30) corre-
spond approximately to the ones measured in atmospheric and solar oscillations, respectively. This is
because solar and atmospheric anomalies approximately decouple as independent 2-by-2 mixing phe-
nomena thanks to the hierarchy between the two mass splittings, |∆m2

atmos| � |∆m2
solar| , on the one

hand, and the fact that the angle θ13, which measures the electron component of the third mass eigenstate
element sin θ13 = (UPMNS)e3, is small.

To see this, let us first consider the situation in which Eν/L ∼ |∆m2
atmos|. We can thus neglect
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the solar mass square difference in front of the atmospheric one and Eν/L. The oscillation probabilities
obtained in this limit are given by

P (νe → νµ) ' s2
23 sin2 2θ13 sin2

(
∆m2

13L

4Eν

)
, (91)

P (νe → ντ ) ' c2
23 sin2 2θ13 sin2

(
∆m2

13L

4Eν

)
, (92)

P (νµ → ντ ) ' c4
13 sin2 2θ23 sin2

(
∆m2

13L

4Eν

)
. (93)

The results for antineutrinos are the same. All flavours oscillate therefore with the atmospheric fre-
cuency, but only two angles enter these formulae: θ23 and θ13. The latter is the only one that enters the
disappearance probability for νe or ν̄e in this regime:

P (νe → νe) = P (ν̄e → ν̄e) = 1− P (νe → νµ)− P (νe → ντ ) ' sin2 2θ13 sin2

(
∆m2

13L

4Eν

)
. (94)

This is precisely the measurement of reactor neutrino experiments like Chooz, Daya Bay, RENO and
Double Chooz. Therefore the oscillation amplitude of these experiments is a direct measurement of the
angle θ13, which has been measured to be small.

Note that in the limit θ13 → 0, the only probability that survives in Eq. (93) is the νµ → ντ one,
which has the same form as a 2-family mixing formula Eq. (53) if we identify

(∆m2
atmos, θatmos)→ (∆m2

13, θ23) . (95)

Therefore the close-to-maximal mixing angle observed in atmospheric neutrinos and the accelerator
neutrino experiments like MINOS is identified with θ23.

Instead if we consider experiments in the solar range, Eν/L ∼ ∆m2
solar, the atmospheric oscil-

lation its too rapid and gets averaged out. The survival probability for electrons in this limit is given
by:

P (νe → νe) = P (ν̄e → ν̄e) ' c4
13

(
1− sin2 2θ12 sin2

(
∆m2

12L

4Eν

))
+ s4

13. (96)

Again it depends only on two angles, θ12 and θ13, and in the limit in which the latter is zero, the survival
probability measured in solar experiments has the form of two-family mixing if we identify

(∆m2
solar, θsolar)→ (∆m2

12, θ12) . (97)

The results that we have shown in the previous section of solar and atmospheric experiments have been
analysed in terms of 2-family mixing. The previous argument indicates that when fits are done in the
context of 3-family mixing nothing changes too much.

On the other hand, the fact that reactor experiments have already measured the disappearance of
reactor ν̄e in the atmospheric range implies that the effects of θ13 ' 9◦ are not negligible, and there-
fore a proper analysis of all the oscillation data requires performing global fits in the 3-family scenario.
Figure 34 shows the ∆χ2 as a function of each of the six parameters from a recent global analysis [43].
There are two parameters in which we observe to distinct minima, these corresponds to degeneracies that
cannot be resolved with present data. The first corresponds to the neutrino mass ordering or hierarchy:
present data cannot distinguish between the normal (NH or NO) and inverted ordering (IH or IO) rep-
resented in Fig. 35. Note that we denote by ∆m2

13 = ∆m2
atmos the atmospheric splitting for NO and

∆m2
23 = −∆m2

atmos. The second degeneracy corresponds to the octant choice of θ23. Present data are
mostly sensitive to sin2 2θ23. If this angle is not maximal, there are two possible choices that are roughly
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Planck Collaboration: Cosmological parameters
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Fig. 29. Samples from the Planck TT+lowP posterior in theP
m⌫–H0 plane, colour-coded by σ8. Higher
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m⌫ for various data combinations.

Adding the polarization spectra improves this constraint slightly
to
X

m⌫ < 0.59 eV (95%,Planck TT,TE,EE+lowP+lensing).
(56)

We take the combined constraint further including BAO, JLA,
and H0 (“ext”) as our best limit
X

m⌫ < 0.23 eV

⌦⌫h2 < 0.0025

9>>=>>; 95%, Planck TT+lowP+lensing+ext.

(57)
This is slightly weaker than the constraint from Planck
TT,TE,EE+lowP+lensing+BAO, (which is tighter in both the
CamSpec and Plik likelihoods) but is immune to low level sys-
tematics that might a↵ect the constraints from the Planck polar-
ization spectra. Equation (57

23

57
54b

5.1
Planck Collaboration XV 2015

5.5.2

Harnois-Déraps et al. 2014

Fig. 36: Constraints on the sum of neutrino masses (in the standard 3ν scenario from cosmology [44]).

equivalent θ23 ↔ π/4 − θ23. Due to this degeneracy, the largest angle is also the one less accurate. The
1σ limits for NO are:

θ23/
◦ = 42+3

−1.6, θ12/
◦ = 33.5+0.78

−0.75, θ13/
◦ = 8.5(2),

∆m2
12 = 7.5(2) × 10−5 eV2, ∆m2

13 = 2.46(5) × 10−3 eV2. . (98)

The CP phase δ remains completely unconstrained at 3σ. As we will see, the dependence on the phase
requires sensitivity to both frecuencies simultaneously. There is however at 2σ some hint of a preference
for δ > 180◦ . For more details see [43].

Neutrino oscillations cannot provide information on the absolute neutrino mass scale. The best
sensitivity to this scale is at present coming from cosmology. Indeed neutrinos properties are imprinted
in the history of the universe. In particular the features of the cosmic microwave background (CMB) and
the large scale galaxy distribution depends sizeably on the sum of neutrino masses. The last results from
Planck [44] are shown in Fig. 36. Their conservative limit at 95%CL is impressive:

∑

i

mi ≤ 0.23eV. (99)

9 Prospects in neutrino oscillation experiments
An ambitious experimental program is underway to pin down the remaining unknowns and reach a 1%
precision in the lepton flavour parameters. The neutrino ordering, the octant of θ23 and the CP violating
phase, δ, can be search for in neutrino oscillation experiments with improved capabilities.

Concerning the neutrino ordering, the best hope to identify the spectrum exploits the MSW effect
in the propagation of GeV neutrinos through the Earth matter. In the case of three neutrinos propagating
in matter, the ν mass eigenstates as a function of the electron density for vanishing θ12, θ13 are depicted
in Fig. 37 for NO and IO. For NO we see that there are two level crossings giving rise to two MSW
resonances. The first one is essentially the one relevant for solar neutrinos, as it affects the smallest mass
splitting, with the resonance condition:

E(1)
res =

∆m2
12 cos 2θ12

2
√

2GF Ne

. (100)
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the e↵ect of unknown �CP. In middle panel, the band shows the e↵ect of ± 5% uncertainty in the PREM

profile on Pµe. The combined e↵ect of unknown �CP and ± 5% uncertainty in the PREM profile is depicted
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priors on these parameters, with the corresponding 1� errors as mentioned in the second

column of Table I which are taken from [5]. Note that, in our study, we have imposed a

prior on sin2 ✓13(true) with the 1 � error of 13% based on the information from [5], but its

impact is marginal. The external information on the Earth matter density (⇢) is assumed

to come from the study of the tomography of the Earth [29, 30]. In the fit, we allow for

a 5% uncertainty in the PREM profile and take it into account by inserting a prior and

marginalizing over the density normalization. The CP phase �CP is completely free in the

marginalization.

In Fig. 2, we show the full three-flavor oscillation probability ⌫µ ! ⌫e using the PREM [28]

density profile for the CERN-Kamioka baseline as a function of neutrino energy. We allow

�CP to vary in its entire range of 0 to 2⇡ and the resultant probability is shown as a band

in left panel of Fig. 2, with the thickness of the band reflecting the e↵ect of �CP on Pµe.

Since this baseline is close to the magic baseline, the e↵ect of the CP phase is seen to be

almost negligible. This figure is drawn assuming the benchmark values of the oscillation

parameters given in Table I. We present the probability for both NH and IH. As expected

the probability for the NH is a bit lower than 1/2 but still close to this maximal value. The

7

Fig. 38: Pµe as a function of neutrino energy for L corresponding to the distance CERN-Kamioka for NH/IH. The
bands corresponds to the uncertainty in δ (from Ref. [45]).

The second one affects the largest mass splitting

E(2)
res =

∆m2
13 cos 2θ13

2
√

2GFNe

. (101)

For IO, only the first resonance appears in the ν channel.

For ν̄ the dependence on Ne of the first eigenstate has a negative slope and therefore only the
second resonance appears for IO.

The existence of the atmospheric resonance implies a large enhancement of the oscillation prob-
ability P (νe ↔ νµ) for NO for energies near the resonant energy and at sufficiently long baseline. For
IO the enhancement occurs in P (ν̄e ↔ ν̄µ) instead. For the typical matter densities of the Earth crust
and mantle and the value of the atmospheric mass splitting, the resonant energy for neutrinos travelling
through Earth is ' 6 GeV, an energy that can be reached in accelerator neutrino beams. The measure-
ment of the neutrino ordering becomes almost a digital measurement sending a conventional ν beam
sufficiently far as shown in Fig. 38, which shows the oscillation probability P (νµ → νe) as a function of
the neutrino energy at a distance corresponding to the baseline from CERN-Kamioka (8770 km).
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Figure 2-4: (left panel) The effective mass-squared difference shift ∆m2
φ [79] as a function of

baseline (y-axis) and visible prompt energy Evis ! Eν − 0.8MeV (x-axis). The legend of color
code is shown in the right bar, which represents the size of ∆m2

φ in eV2. The solid, dashed, and
dotted lines represent three choices of detector energy resolution with 2.8%, 5.0%, and 7.0% at 1
MeV, respectively. The purple solid line represents the approximate boundary of degenerate mass-
squared difference. (right panel) The relative shape difference [65, 66] of the reactor antineutrino
flux for different neutrino MHs.

explained in the models with the discrete or U(1) flavor symmetries. Therefore, MH is a
critical parameter to understand the origin of neutrino masses and mixing.

JUNO is designed to resolve the neutrino MH using precision spectral measurements of reactor
antineutrino oscillations. Before giving the quantitative calculation of the MH sensitivity, we shall
briefly review the principle of this method. The electron antineutrino survival probability in vacuum
can be written as [69,79,94]:

Pν̄e→ν̄e = 1 − sin2 2θ13(cos
2 θ12 sin2 ∆31 + sin2 θ12 sin2 ∆32) − cos4 θ13 sin2 2θ12 sin2 ∆21 (2.1)

= 1 − 1

2
sin2 2θ13

[
1 −

√
1 − sin2 2θ12 sin2 ∆21 cos(2|∆ee| ± φ)

]
− cos4 θ13 sin2 2θ12 sin2 ∆21,

where ∆ij ≡ ∆m2
ijL/4E, in which L is the baseline, E is the antineutrino energy,

sinφ =
c2
12 sin(2s2

12∆21) − s2
12 sin(2c2

12∆21)√
1 − sin2 2θ12 sin2 ∆21

, cosφ =
c2
12 cos(2s2

12∆21) + s2
12 cos(2c2

12∆21)√
1 − sin2 2θ12 sin2 ∆21

,

and [95,96]

∆m2
ee = cos2 θ12∆m2

31 + sin2 θ12∆m2
32 . (2.2)

The ± sign in the last term of Eq. (2.1) is decided by the MH with plus sign for the normal MH
and minus sign for the inverted MH.

In a medium-baseline reactor antineutrino experiment (e.g., JUNO), oscillation of the atmo-
spheric mass-squared difference manifests itself in the energy spectrum as the multiple cycles.
The spectral distortion contains the MH information, and can be understood with the left panel
of Fig. 2-4 which shows the energy and baseline dependence of the extra effective mass-squared
difference,

∆m2
φ = 4Eφ/L , (2.3)
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Fig. 39: Reactor neutrino spectrum in JUNO for NO/IO ( from Ref. [48]).

The first experiment that will be sensitive to this effect is the NOvA experiment, optimized like
T2K to see the νe appearance signal, with a baseline of 810km, which is however a bit short to see a
large enhancement. Nevertheless if lucky NOvA could discriminate the ordering at 3σ.

The atmospheric resonance must also affect atmospheric neutrinos at the appropriate energy and
baseline. Unfortunately the atmospheric flux contains both neutrinos and antineutrinos in similar num-
bers, and the corresponding events cannot be tell apart, because present atmospheric neutrino detectors
cannot measure the lepton charge. If we superimpose the neutrino and antineutrino signals, both order-
ings will give rise to an enhancement in the resonance region, since no matter what the ordering is, either
the neutrino or antineutrino channel will have a resonance. Nevertheless with sufficient statistics, there
is discrimination power and in fact the biggest neutrino telescopes, ICECUBE and KM3NeT have pro-
posed to instrument more finely some part of their detectors (PINGU and ORCA projects) to perform this
measurement. Also the next generation of atmospheric neutrino detectors, such as HyperKamiokande,
with a factor O(20) more mass than the present SuperKamiokande, or the INO detector that is designed
to measure the muon charge in atmospheric events, could discriminate between the two orderings.

A very different strategy has been proposed for reactor neutrino experiments (e.g JUNO project).
The idea is to measure very precisely the reactor neutrinos at a baseline of roughly 50 km, where the
depletion of the flux due to the solar oscillation is maximal. At this optimal distance, one can get a superb
measurement of the solar oscillation parameters, (θ12,∆m

2
12), and, with sufficient energy resolution, one

could detect the modulation of the signal due to the atmospheric oscillation [46, 47]. Fig. 39 shows how
this modulation is sensitive to the neutrino ordering. A leap ahead is needed to reach the required energy
resolution.

9.1 Leptonic CP violation
As we have seen, the CP phase, δ, in the mixing matrix induces CP violation in neutrino oscillations,
that is a difference between P (να → νβ) and P (ν̄α → ν̄β), for α 6= β. As we saw in the general
expression of Eq. (51), CP violation is possible if there are imaginary entries in the mixing matrix that
make Im[W jk

αβ] 6= 0. By CPT, disappearance probabilities cannot violate CP however, because under
CPT

P (να → νβ) = P (ν̄β → ν̄α) , (102)

so in order to observe a CP or T-odd asymmetry the initial and final flavour must be different, α 6= β:

ACPαβ ≡
P (να → νβ)− P (ν̄α → ν̄β)

P (να → νβ) + P (ν̄α → ν̄β)
, ATαβ ≡

P (να → νβ)− P (νβ → να)

P (να → νβ) + P (νβ → να)
. (103)
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In the case of 3-family mixing it is easy to see that the CP(T)-odd terms in the numerator are the same
for all transitions α 6= β:

ACP(T)-odd
νανβ

=
sin δc13 sin 2θ13

solar︷ ︸︸ ︷
sin 2θ12

∆m2
12L

4Eν

atmos︷ ︸︸ ︷
sin 2θ23 sin2 ∆m2

13L

4Eν
PCP-even
νανβ

. (104)

As expected, the numerator is GIM suppressed in all the ∆m2
ij and all the angles, because if any of

them is zero, the CP-odd phase becomes unphysical. Therefore an experiment which is sensitive to CP
violation must be sensitive to both mass splittings simultaneously. In this situation, it is not clear a priori
what the optimization of E/L should be.

It can be shown that including only statitistical errors, the signal-to-noise for this asymmetry is
maximized for 〈Eν〉/L ∼ |∆m2

atmos|. In this case, only two small parameters remain in the CP-odd
terms: the solar splitting, ∆m2

solar (i.e., small compared to the other scales, ∆m2
atmos and 〈Eν〉/L), and the

angle θ13. The asymmetry is then larger in the subleading transitions: νe → νµ(ντ ), because the CP-even
terms in the denominator are also suppressed by the same small parameters. A convenient approximation
for the νe ↔ νµ transitions is obtained expanding to second order in both small parameters [49]:

Pνeνµ(ν̄eν̄µ) = s2
23 sin2 2θ13 sin2

(
∆m2

13 L

4Eν

)
≡ P atmos

+ c2
23 sin2 2θ12 sin2

(
∆m2

12 L

4Eν

)
≡ P solar

+ J̃ cos

(
±δ − ∆m2

13 L

4Eν

)
∆m2

12 L

4Eν
sin

(
∆m2

13 L

4Eν

)
≡ P inter, (105)

where J̃ ≡ c13 sin 2θ13 sin 2θ12 sin 2θ23. The first term corresponds to the atmospheric oscillation, the
second one is the solar one and there is an interference term which has the information on the phase δ
and depends on both mass splittings.

These results correspond to vacuum propagation, but usually these experiments require the prop-
agation of neutrinos in the Earth matter. The oscillation probabilities in matter can also be approximated
by a similar series expansion [49]. The result has the same structure as in vacuum:

Pνeνµ(ν̄eν̄µ) = s2
23 sin2 2θ13

(
∆13

B±

)2

sin2

(
B±L

2

)

+c2
23 sin2 2θ12

(
∆12

A

)2

sin2

(
AL

2

)

+J̃
∆12

A
sin(

AL

2
)

∆13

B±
sin

(
B±L

2

)
cos

(
±δ − ∆13 L

2

)
, (106)

where

B± = |A±∆13| ∆ij =
∆m2

ij

2Eν
A =

√
2GFNe . (107)

The oscillation probability for neutrinos and antineutrinos now differ not just because of leptonic CP
violation, but also due to the matter effects, that as we have seen can be resonant. In particular, the
atmospheric term which is the dominant one, shows the expected resonant enhancement in the neutrino
or antineutrino oscillation probability (depending on the ordering).
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Fig. 40: Signal-to-noise for the discovery of CP violation at fixed E/L ∼ |∆m2
atm| as a function of the true value

of δ for L = 295km (long-dashed), L = 650km (short-dashed), L = 1300km (dotted), L = 2300km (solid). The
ordering is assumed to be unknown.

The sensitivity to the interference term requires very good knowledge of the leading atmospheric
term and the present degeneracies (the octant and the neutrino ordering) directly affect the leading term
compromising therefore the δ sensitivity. Either both uncertainties are solved before this measurement,
or there must be sufficient sensitivity from the energy dependence of the signal to resolve all unkowns
simultaneously.

A rough optimization ofL for fixedE/L for discovering CP violation is shown in Fig. 40. It shows
the signal-to-noise as a function of the true value of δ, assuming only statistical errors, but including
the expected dependence of the cross sections and fluxes. At very short baselines, the sensitivity is
compromised due to the lack of knowledge of the neutrino ordering. In a wide intermediate region
around O(1000)km the sensitivity is optimal, and at much larger baselines the sensitivity deteriorates
because the matter effects completely hide CP-violation.

Several projects have been proposed to search for leptonic CP violation, including conventional
beams, but also novel neutrino beams from muon decays (neutrino factories), from radioactive ion decays
(β-beams) or from spalation sources (ESS). The relatively large value of θ13 has refocussed the interest
in using the less challenging conventional beams and two projects are presently being developed: the
HyperKamiokande detector, an upscaled version of SuperKamiokande that will measure atmopheric
neutrinos with unprecedent precision, and also intercept a neutrino beam from JPARC at a relatively
short baseline L = 295km, and the DUNE project that involves a ∼ 30 kton liquid argon neutrino
detector and a neutrino beam from Fermilab to the Soudan mine at a baseline of L = 1500km. The
expected sensitivities to the neutrino ordering and to CP violation of both projects are shown in Figs. 41.,
42.

10 Outliers: the LSND anomaly
The long-standing puzzle brought by the LSND experiment is still unresolved. This experiment [52]
observed a surplus of electron events in a muon neutrino beam from π+ decaying in flight (DIF) and a
surplus of positron events in a neutrino beam from µ+ decaying at rest (DAR). The interpretation of this
data in terms of neutrino oscillations, that is a non-vanishing P (νµ → νe), gives the range shown by a
coloured band in Fig. 44.
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Fig. 25: Atmospheric neutrino sensitivities for a ten year exposure of Hyper-K assuming the

mass hierarchy is normal. Top: the ��2 discrimination of the wrong hierarchy hypothesis as a

function of the assumed true value of sin2✓23. Bottom: the discrimination between the wrong

octant for each value of sin2✓23. The uncertainty from �CP is represented by the thickness of

the band. Vertical dashed lines indicate 90% confidence intervals of sin2 ✓23 from the T2K

measurement in 2014 [38].
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Fig. 41: Prospects for determining the ordering (left) and discovering CP violation (right) in HyperKamiokande
(from Ref. [50]).
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Figure 3.9: The variation in the MH sensitivity due to di�erent values of ◊23 within the allowed range.
In this figure, the nominal value of sin2 ◊23 = 0.45 provides a significance of at least

Ò
�‰2 = 5 for all

values of ”CP. (See Figure 3.8 for the possible range of exposures to achieve this level of significance.)
The significance decreases for all values of ”CP as sin2 ◊23 gets smaller.
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Table 3.7: The minimum exposure required to determine CP violation with a significance of 3‡ for 75%
of ”CP values or 5‡ for 50% of ”CP values for the CDR reference beam design and the optimized beam
design.

Significance CDR Reference Design Optimized Design
3‡ for 75% of ”CP values 1320 kt · MW · year 850 kt · MW · year
5‡ for 50% of ”CP values 810 kt · MW · year 550 kt · MW · year
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Fig. 42: Prospects for determining the ordering (left) and discovering CP violation (right) in DUNE ( from Ref.
[51]).

π+ → µ+ νµ
νµ → νe DIF (28± 6/10± 2)

µ+ → e+νeν̄µ
ν̄µ → ν̄e DAR (64± 18/12± 3)

A significant fraction of this region was already excluded by the experiment KARMEN [53] that has
unsuccessfully searched for ν̄µ → ν̄e in a similar range.

The experiment MiniBOONE was designed to further investigate the LSND signal, with incon-
clusive results [54]. They did not confirm the anomaly, but found some anomaly at lower energies.

On the other hand, recently the results of various short baseline (tens of meters) reactor neutrino
experiments were revised, after an update on the reactor neutrino flux predictions [55–57], which in-
creased theses fluxes by a few per cent. While the measured neutrino flux was found to be in agreement
with predictions before, after this revision some reactor neutrinos seem to disappear before reaching near
detectors, L = O(10)m. This is the so-called reactor anomaly shown in Fig. 43. This result brought
some excitement because if this disappearance is due to oscillations, it might reinforce the oscillation
interpretation of the LSND anomaly.
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Fig. 43: Reactor neutrino flux measured by various near detectors compared with the recent flux predictions (from
Ref. [58]).

Fig. 44: Sterile neutrino search in the disappearance of νµ’s in MINOS (from Ref. [59]).

The required mass splitting to describe both anomalies is ∆m2
LSND � 1eV2, which is much

larger than the solar and atmospheric, and therefore requires the existence of at least a fourth neutrino
mass eigenstate, i. If such a state can explain the LSND anomaly, it must couple to both electrons and
muons. Unfortunately the smoking gun would require that also accelerator νµ disappear with the same
wavelength and this has not been observed:

P (νµ → νe) ∝ |UeiUµi|2 LSND

1 − P (νe → νe) ∝ |Uei|4 reactor

1 − P (νµ → νµ) ∝ |Uµi|4 not observed

The strongest constraint on the disappearance of νµ in the LSND range has been recently set by MINOS+
[59] and is shown in Fig. 44 together with the region favoured by the LSND anomaly. An improvement
of this sensitivity is expected also from the measurement of atmospheric neutrinos in ICECUBE.

A number of experiments are being constructed to clarify the reactor anomaly. Hopefully in the
near future they will settle this long-standing puzzle.
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11 Neutrinos and BSM Physics
The new lepton flavour sector of the SM has opened new perspectives into the flavour puzzle. As we
have seen neutrinos are massive but significantly lighter than the remaining charged fermions. Clearly
the gap of Fig. 11 calls for an explanation. The leptonic mixing matrix is also very different to that in the
quark sector. The neutrino mixing matrix is approximately given by [43]

|UPMNS|3σ '




0.80− 0.84 0.51− 0.58 0.137− 0.158
0.22− 0.52 0.44− 0.70 0.61− 0.79
0.25− 0.53 0.46− 0.71 0.59− 0.78


 . (108)

The CKM matrix is presently constrained [7] to be:

|VCKM| '




0.97427(14) 0.22536(61) 0.00355(15)
0.22522(61) 0.97343(15) 0.0414(12)
0.00886(33) 0.0405(12) 0.99914(5)


 . (109)

There is a striking difference between the two (and not only in the precision of the entries...). The CKM
matrix is close to the unit matrix:

VCKM '




1 O(λ) O(λ3)
O(λ) 1 O(λ2)
O(λ3) O(λ2) 1


 , λ ∼ 0.2, (110)

while the leptonic one has large off-diagonal entries. With a similar level of precision, it is close to the
tri-bimaximal mixing pattern [60]

UPMNS ' Vtri-bi '




√
2
3

√
1
3 0

−
√

1
6

√
1
3

√
1
2√

1
6 −

√
1
3

√
1
2


 .

Discrete flavour symmetries have been extensively studied as the possible origin of this pattern. For
recent review see [61].

While we do not have yet a compelling explanation of the different mixing patterns, we do have
one for the gap between neutrino and other fermion masses. We saw that if the light neutrinos are
Majorana particles and get their mass via the Weinberg interaction of Fig. 12, they are signalling BSM
physics. Neutrino masses are suppressed because they arise from a new scale of physics that could be
Λ� v. Generically such BSM would induce not only neutrino masses but also other effects represented
at low-energies by the d = 6 effective operators of eq. (23). Unfortunately the list of d = 6 operators is
too long to be of guidance: which one might be more relevant is to a large extent model dependent.

We could argue that there is not better motivated BSM physics than the one that gives rise to
the Weinberg operator. The simplest possibility is that Weinberg’s operator, like the Fermi one in Fig.2,
arises from the exchange of a massive particle at tree level. The classification of what particles can induce
the Weinberg operator at tree level has been done, and reproduces the three types of seesaw models, as
depicted in Fig. 45:

– type I see-saw: SM+ heavy singlet fermions [62–65],
– type II see-saw: SM + heavy triplet scalar [66–70],
– type III see-saw: SM + heavy triple fermions [71, 72],

or combinations. The masses of the extra states define the scale Λ.
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It is also possible that Weinberg’s interaction is generated by new physics at higher orders, such as
in the famous Zee model [73] and related ones [74, 75]. In this case, neutrino masses have an additional
suppression by loop factors 1/(16π2).

The d = 6 operators induced at tree level in see-saw models of Types I to III have been worked
out [76]. They give rise to a rich phenomenology that could help discriminate between the models. In
particular, they could induce beyond-the-standard-model signals in Z and W decays, deviations in the
ρ parameter or the W mass, and mediate rare lepton decays, as well as violations of universality and
unitarity of the neutrino mass matrix. It would therefore be extremely important to search for these
effects. Whether they are large enough to be observed or not depends strongly on how high the scale Λ
is, since all these effects are suppressed by two powers of Λ.

Fig. 45: Magnifying-glass view of Weinberg operator in see-saws Type I (top left), Type II (top right), Type III
(bottom left) and Zee–Babu model (bottom right).

Unfortunately, the measurement of Weinberg’s interaction leaves behind an unresolved λ ↔ Λ
degeneracy that makes it impossible to know what the scale of the new physics is, even if we were to
know the absolute value of neutrino masses.

The recent discovery of the Higgs field and in particular the value of its massmH = 125 GeV [77]
suggests that the SM is as healthy as ever. In spite of the Landau poles, the value of the SM couplings
surprisingly conspire to make the model consistent up to arbitrarily large scales [78].

The most popular choice for Λ has traditionally been a grand-unification scale, given the intriguing
fact that the seesaw-type ratio v2

MGUT
∼ 0.01–0.1 eV, in the right ballpark of the neutrino mass scale.

Howeer, in the absence of any stabilizing mechanism such as supersymmetry, however, the electroweak
scale needs to be fine-tunned [79, 80] since the Higgs mass receives quadratic loop corrections in Λ. A
naturalness argument would then imply that Λ < 107 GeV. The opposite is not true however, the scale
Λ would not get corrections from the electroweak scale: any value of Λ ≤ v is technically natural.

The possibility that the scale Λ might be of the order of the EW scale or lower has recently been
studied in more detail, with special emphasis on establishing the existing experimental constraints, and
the possibility that this new physics could explain other open problems in the SM such as: the LSND
and reactor anomalies, dark matter, leptogenesis, etc. The type I seesaw model is the case better studied
so we will concentrate on pinning down the scale Λ in this context.
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11.1 Type I seesaw model
It is arguably the minimal extension of the SM allowing for neutrino masses [62–65],. It involves the
addition of nR ≥ 2 singlet Weyl fermions, νR, to the SM. The most general renormalizable Lagrangian
which satisfies Lorentz and the gauge symmetries is given by:

LTypeI = LSM −
∑

α,i

L̄αY αi
ν Φ̃ νiR −

nR∑

i,j

1

2
ν̄icR M ij

N νjR + h.c. , (111)

where the new parameters involved are a 3 × nR neutrino Yukawa matrix and a nR × nR symmetric
Majorana mass matrix for the singlet fields. Upon spontaneous symmetry breaking these couplings
become mass terms, that can be writen in the Majorana basis (νcL, νR) as

LTypeI → LSM −
1

2

(
ν̄L ν̄cR

)( 0 mD

mT
D MN

)(
νcL
νR

)
+ h.c.+ ... (112)

where

mD = Yν
v√
2
. (113)

Note that Dirac neutrinos are a particular case of the model. If we invoke a global lepton number sym-
metry to force MN = 0, the singlets are exactly equivalent to the right-handed neutrinos in the Dirac
case described in sec. 3.1. In the opposite limit MN � v, the singlets can be integrated out and give rise
to the Weinberg interaction as well as others at d = 6, etc. For finite MN , the spectrum of this theory
contains in general 3 + nR Majorana neutrinos, which are admixtures of the active ones and the extra
singlets. It is easy to diagonalize the mass matrix in eq. (112) in an expansion in mD/MN . The result to
leading order in this expansion is

UT
(

0 mD

mT
D MN

)
U '

(−mD
1
MN

mT
D 0

0 MN

)
+O(θ2), U =

(
1 θ
−θ† 1

)
, (114)

where

θ = m∗D
1

MN
. (115)

To this order therefore the light neutrino and heavy neutrino masses are given by

ml = Diag

[
−mD

1

MN
mT
D

]
, Mh = Diag[MN ]. (116)

Fig. (46) depicts the spectrum for the case of nR = 3 as a function of a common MN . In the
limit MN → 0 the states degenerate in pairs to form Dirac fermions. As MN increases three states get
more massive proportional to MN , while three get lighter proportional to M−1

N . This is why the model is
called seesaw. The number of new free parameters is large. For the case nR = 3 there are 18 fundamental
parameters in the lepton sector: six of them are masses, six mixing angles and six phases. The counting
of parameters for general nR is shown in Table 4. Out of these 18 parameters we have determined only
5: two mass differences and three neutrino mixing angles.

A very convenient parametrization in this model is the so-called Casas-Ibarra [81] parametrization,
which allows to write in all generality (up to corrections of O(θ2)) the Lagrangian parameters in terms
of the parameters that can be measured at low energies: light neutrino masses and mixings, and others
that cannot. In particular the phenomenology of this model depends on the spectrum of neutrino mass
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Fig. 46: Spectrum of th type I seesaw model for nR = 3 as a function of a common MN .

Yukawas Field redefinitons No. m No. θ No. φ

see-saw Yl, Yν , MR = MT
R U(n)3

E ≥ Mi 5n2 + n 3(n2−n)
2 , 3(n2+n)

2 3n n2 − n n2 − n

see-saw Yl, α
T
ν = αν U(n)2

E � Mi 3n2 + n n2 − n, n2 + n 2n n2−n
2

n2−n
2

Table 4: Number of physical parameters in the see-saw model with n families and the same number of right-
handed Majorana neutrinos at high and low energies.

eigenstates, that we denote by (ν1, ν2, ν3, N1, N2, ...NnR), and their admixture in the flavour neutrino
states which is given by:




νe

νµ

ντ


 = Ull




ν1

ν2

ν3


 + Ulh




N1

N2

..
NnR


 . (117)

In the Casas-Ibarra parametrization we have

Ull = UPMNS + O(θ2),

Ulh = iUPMNS
√

mlR
1√
Mh

+ O(θ2). (118)

where R is a general complex orthogonal matrix, RT R = 1, which together with the heavy neutrino
masses, Mh, parametrizes the parameter space inaccessible to neutrino oscillation experiments. Note
that Ull is the mixing matrix that we measure in neutrino oscillation experiments, assuming the heavy
states are too heavy to play a role. This matrix is however no longer unitary, but the unitarity violations
are parametrically of O(θ2) ∼ ml/Mh.

The Casas-Ibarra parametrization needs to be modified in the presence of large unitarity violations.
A similar parametrization valid to all orders in θ is given in [82].
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Eqs. (118) indicate that in this model there is a strong correlation between flavour mixings of the
heavy states, Ulh, and the ratio of light-to-heavy neutrino masses. However the presence of the unknown
matrixR, which is not bounded, implies that the naive seesaw scaling, |Ulh|2 ∼ ml/Mh, that would hold
exactly for one neutrino family, is far too naive for nR > 1. In fact there are regions of parameter space
where these mixings can be much larger than suggested by the naive scaling, and these are precisely the
regions with more phenomenological interest, as we will see below.

In this model we can ask the question. What is the value of the MN scale to avoid the hierarchy
between neutrinos and the remaining fermions. If we plot the distribution of Yukawa couplings instead
of the masses, we find that neutrino masses can be explained with a scale MN ' GUT, if the neutrino
yukawa couplings are of O(1) like the top. However if the yukawas are of the order of the electron
yukawa, a scale MN ∼ TeV can also explain neutrino masses. Clearly, in both cases we have avoided
making neutrinos especial, and the flavour puzzle is no worse than in the charged fermion sector. Note
that this wide range of scales between TeV-GUT is the result of the quadratic dependence of the light
neutrino masses on the yukawas, as opposed to the linear dependence in the Dirac case.

Let us discuss some phenomenological implications of the different choices of the scale MN .

Neutrinoless double-beta decay
For MN ≥ 100 MeV, the model implies the presence of neutrinoless double beta decay at some

level. The amplitude for this process gets contribution from the light and heavy states:

mββ ≡
3∑

i=1

(UPMNS)2
eimi +

nR∑

j=1

(Ulh)2
ejMj

Mββ0ν(Mj)

Mββ0ν(0)
, (119)

where the ratio of matrix elementsMββ0ν for heavy and light mediators satisfy [83]:

Mββ0ν(Mj)

Mββ0ν(0)
∝
(

100MeV

Mj

)2

, Mj →∞. (120)

If all the heavy state masses� 100 MeV, the second term is suppressed and the amplitude contains only
the light neutrino masses and mixings:

mββ ' |c2
13(m1c

2
12 +m2e

iα1s2
12) +m3e

iα2s2
13| , (121)

and is quite well constrained from neutrino oscillation experiments. Figure 47 shows the present allowed
regions for mββ neglecting the heavy state contributions as a function of the sum of the light neutrino
masses, that can be constrained from cosmology:

Σ ≡ m1 +m2 +m3. (122)

It the neutrino ordering would be inverted or Σ not much smaller than 0.1 eV, there is a good chance
that the next generation of ββ0ν experiments will see a signal. A plethora of experiments using different
technologies have been proposed to reach a sensitivity in mββ in the range of 10−2 eV , which could be
sufficient to explore the full parameter space in the case of the IO. The importance of this measurement
can hardly be overstated. A non-zero mββ will imply that neutrinos are Majorana and therefore a new
physics scale must exist, that lepton number is violated, and might give very valuable information on the
lightest neutrino mass, and even help establishing the neutrino mass ordering. If the heavy states are not
too heavy, within 100 MeV-few GeV, they could also contribute to the process significantly and even
dominate over the light neutrino contribution for both orderings [85–87].

Mini-seesaw and oscillations
If the scale MN ≤ eV (mini-seesaw models [88]), the extra heavy states could affect neutrino os-

cillations significantly. Strong constraints can be derived therefore from neutrino oscillation experiments
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Fig. 9: Constraints induced by the global oscillation data analysis at 2� level, for either NH (blue curves) or IH (red
curves), in the planes charted by any two among the absolute neutrino mass observables m�, m�� and ⌃.

6. Conclusions

We have presented the results of a state-of-the-art global analysis of neutrino oscillation data, performed
within the standard 3⌫ framework. Relevant new inputs (as of January 2016) include the latest data from
the Super-Kamiokande and IceCube DeepCore atmospheric experiments, the long-baseline accelerator data
from T2K (antineutrino run) and NO⌫A (neutrino run) in both appearance and disappearance mode, the
far/near spectral ratios from the Daya Bay and RENO short-baseline reactor experiments, and a reanalysis
of KamLAND data in the light of the “bump” feature recently observed in reactor antineutrino spectra.

The five known oscillation parameters (�m2, sin2 ✓12, |�m2|, sin2 ✓13, sin2 ✓23) have been determined with
fractional accuracies as small as (2.4%, 5.8%, 1.8%, 4.7%, 9%), respectively. With respect to previous fits,
the new inputs induce small downward shifts of �m2 and sin2 ✓12, and a small increase of |�m2| (see Fig. 1
and Table 1).

The status of the three unknown oscillation parameters is as follows. The ✓23 octant ambiguity remains
essentially unresolved: The central value of sin2 ✓23 is somewhat fragile, and it can flip from the first to the
second octant by changing the data set or the hierarchy. Concerning the CP-violating phase �, we confirm
the previous trend favoring sin � < 0 (with a best fit at sin � ' �0.9), although all � values are allowed at 3�.
Finally, we find no statistically significant indication in favor of one mass hierarchy (either NH or IH).

Some di↵erences arise by changing the NO⌫A appearance data set, from the default (LID) sample to the
alternative (LEM) sample. A few known parameters are slightly altered, as described in Fig. 2 and Table 2.
There is no significant improvement on the octant ambiguity, while the indications on � are strengthened,
and some ranges with sin � > 0 can be excluded at 3� level. Concerning the mass hierarchy, the NH case
appears to be slightly favored (at ⇠90% C.L.).

We have discussed in detail the parameter covariances and the impact of di↵erent data sets through
Figs. 3–8, that allow to appreciate the interplay among the various (known and unknown) parameters, as well
as the synergy between oscillation searches in di↵erent kinds of experiments. Finally, we have analyzed the
implications of the previous results on the non-oscillation observables (m�, m��, ⌃) that can probe absolute
neutrino masses (Fig. 9). In this context, tight upper bounds on ⌃ from precision cosmology appear to favor
the NH case. Further and more accurate data are needed to probe the hierarchy and absolute mass scale of
neutrinos, their Dirac or Majorana nature and CP-violating properties, and the ✓23 octant ambiguity, which
remain as missing pieces of the 3⌫ puzzle.

Fig. 47: Allowed region for mββ for NO (blue contour) and IO (red contour) from a global analysis of neutrino
data (from Ref. [84]).

which essentially exclude the possibility that MN ∈ [10−9(10−11) eV, 1 eV] for NO(IO) [89–91]. The
possibility that MN ∼ 1 eV could explain the LSND and reactor anomalies has also been studied. It is
intriguing that the best fit to the LSND and reactor anomalies [92,93] point to mixings and masses of the
extra neutrino(s) that nicely match the naive seesaw scaling. In fact mini-seesaw models provide similar
fits to data [82], with much less parameters, than general phenomenological models with 3 +N neutrino
mixing. Both are affected however by the tension in data between the anomalies and the non-observation
of νµ disappearance.

Cosmology and the seesaw scale
For MN ≤ 100 MeV, the heavy states in seesaw models can sizeably modify the history of the

Universe: the abundance of light elements, the fluctuations in the CMB and the galaxy distribution at
large scales. This is the case because these extra states contribute to the expansion either as a significant
extra component of dark matter (Ωm) or radiation (∆Neff ).

The singlet states in this mass range are produced at T below the electroweak phase transition via
mixing. A simple estimate of their production rate is

Γsi(T ) '
∑

α

|(Ũlh)αi|2 × Γνα(T ), (123)

where Γνα is the interaction rate of the active neutrinos and the Ũlh is the light-heavy mixing at T ,
strongly modified by forward scattering on the plasma particles [94]. The state i will reach thermal
equilibrium if Γsi(T ) is larger than the Hubble parameter at some T . If this is the case, the extra species
will contribute like one extra neutrino for T > Mi or like an extra component of dark matter for T < Mi.
The latest results from Planck strongly constrain an extra radiation component at CMB:

Neff(CMB) = 3.2± 0.5. (124)

and also measures the dark matter component to be Ωm = 0.308 ± 0.012. Similar bounds are obtained
from the abundance of light elements, BBN. These bounds exclude the possibility of having essentially
any extra fully thermalized neutrino that is sufficiently long-lived to survive BBN. It can be shown that
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the ratio Γsi (T )

H(T ) reaches a maximum at Tmax [95, 96] and

Γsi(Tmax)

H(Tmax)
∼

∑
α |(Ulh)αi|2Mi√

g∗(Tmax)
. (125)

The naive seesaw scaling U2
lhMh ∼ ml, would seem to imply that the thermalization condition depends

only on the light neutrino masses and is independent on the seesaw scale. In fact a detailed study shows
that indeed this naive expectation holds.

For nR = 2, the heavy states must be Mi ≥ 100 MeV [97], so that they might decay before BBN.
For nR = 3 two things can happen [98]. If the lightest neutrino mass mlightest ≥ 3 × 10−3 eV, all the
three heavy states thermalize so Mi ≥ 100 MeV. If mlightest ≤ 3 × 10−3 eV two states must be above
this limit, but one of the states with mass M1 might not thermalize and therefore be sufficiently diluted.
M1 may take any value provided mlightest, which is presently unconstrained, is tuned accordingly.

The states that could explain the LSND and reactor anomalies will imply ∆Neff ≥ 1 which is
essentially excluded by cosmology. For a recent detailed analysis see [99]. Exotic extensions involving
hidden interactions of the extra singlet states would be needed to make them compatible.

Warm dark matter
For mlightest ≤ 10−5 eV, M1 might be O( keV), and a viable warm dark matter candidate [100,

101]. This scenario is the so-called νMSM model [101]. The most spectacular signal of this type of
Dark Matter is a monocromatic X-ray line. Two recent analyses [102, 103] have recently shown some
evidence for an unexplained X-ray line in galaxy clusters that might be compatible with a 7 keV neutrino.
These results are under intense debate. If interpreted in terms of a keV neutrino, the mixing however is
too small and some extra mechanism is needed to enhance the production so that it matches the required
dark matter density, such as the presence of large primordial lepton asymmetries [104].

Direct searches
In summary, cosmology and neutrino oscillations restrict a huge range of MN ∈ [10−17 −

102] MeV. Naturalness arguments on the other hand point to a scale MN ≤ 1010 MeV, suggesting
that maybe the scale of MN is not far from the electroweak scale. States with masses in this range could
be produced on the lab and searched for as peaks in meson decays, in beam dump experiments, collid-
ers, etc. [105]. The present experimental bounds on the e, µ mixings of these heavy states are shown in
Figs. 48. The shaded regions correspond to existing constraints and the unshaded ones to prospects of
various new experiments. For masses below a few GeV, the best constraints come from peak searches in
meson decays. In particular the new beam dump experiment SHiP [106] can improve considerably the
sensitivity in the region above kaon decays. For the lighter hadrons, improvements can be achieved with
the more intense beams expected in long-baseline accelerator neutrino projects such as DUNE [107]. For

Figure 4.10: Limits on the mixing between the electron neutrino and a single HNL in the mass
range 100 MeV - 500 GeV. The (gray, dotted) contour labeled ‘BBN’ corresponds to an HNL lifetime
> 1 sec, which is disfavored by BBN [395 414 528
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Figure 4.11: Limits on the mixing between the muon neutrino and a single HNL in the mass
range 100 MeV - 500 GeV. The (gray, dotted) contour labeled BBN corresponds to an HNL lifetime
> 1 sec, which is disfavored by BBN [395 414 528
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Fig. 48: Constraints from present and future experiments on a heavy neutrino with mixing to the electron (left)
and muon (right). Shaded regions are existing bounds and the empty ones are prospects (from Ref. [106]).
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masses above the W, Z masses the best constraints are presently coming from LHC searches. Processes
with three leptons in the final state as in Fig. 49 seem most promising [108], although other production
mechanisms like Wγ fusion can dominate at higher masses [109]. For a recent review and further ref-
erences see [106]. For masses below the W mass, it has been pointed out recently that LHC might also
improve the present constraints by looking for displaced vertices in the range 1mm-1m [110–112].

Fig. 49: Process to search for heavy Majoranas at LHC.

Note that present sensitivities are very far from the naive seesaw scaling |Ulh|2 ∼ ml/Mh, so they
are only exploring a relatively small corner of parameter space.

Lepton flavour violating processes
Massive neutrinos imply that lepton flavour violating processes, such as µ → eγ, eee or µ − e

conversion in atoms, must exist at some level. Heavy Majorana neutrinos around the EW scale can
significantly enhance these rates. The constraints on the mixing and mass coming from these searches
cannot be included in Figs. 48 without further assumptions, since they depend on the different combi-
nation, | ∑i UeiU

∗
µi|. They are shown in Fig. 50 and compared with other present constraints. Future

searches will significantly improve present constraints for MN ∈ [1, 100] GeV.

m Æ e e e
m Æ e HAlL
m Æ e HTiL

e e e

e (Al)

e (Ti)

Figure 4.14: Left pannel: Br(µ ! eγ)/Br(µ ! eee) and Rµ!e
µ!eee = RN

µ!e/Br(µ ! eee) as
a function of the right-handed neutrino mass scale mN , for µ ! e conversion in various nuclei,
from Ref. [392 612 392], present bounds and future sensitivity on

for scenarios characterized by one right-handed neutrino mass scale. The solid

lines are obtained from present experimental upper bounds: from 613
614 615]. The dashed lines are obtained from the

605 616 605 606
607 604]. Right panel: from [392

= 174 GeV) versus mass sensitivity regions for

µ
Al
!

peak searches,
SN1987A and LHC collider searches (dotted lines) are also indicated. Shaded areas signal the
regions already excluded experimentally. The right panel shows the nice future complementarity

304 610 611 392

387 612 612 392

4.14

392 612

Fig. 50: Present bounds and prospects from lepton µ → eγ, µ → eee and µ − e conversion searches (from
Ref. [106]).
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11.2 Approximate Lepton Number
Type I seesaw models with a scale around the electroweak scale are very hard to test unless |Ulh|2 �
ml/Mh. Although this is possible in some corners of parameter space for nR ≥ 2, being in such corners
might be enforced and technically natural by an approximate lepton number symmetry [113, 114].

Let us consider the simplest case nR = 2 [115]. If the two singlet states have opposite lepton
charges and we impose an exact U(1) global symmetry, the 3 × 2 Yukawa matrix, and the Majorana
mass matrix have the following structures:

Yν =



Ye1 0
Yµ1 0
Yτ1 0


 , MN =

(
0 M
M 0

)
. (126)

For this texture, the heavy states form a Dirac pair, while the light neutrino masses vanish identically.
The global symmetry can be only approximate if the zero entries in these matrices are small compared to
the non-zero ones, but non vanishing. For example if we lift the zero in the 22 element of the MN matrix
to be µ � M , we get the type of texture found in the so-called inverse seesaw models3 [116, 117]. In
this case the light neutrino mass satisfies ml ∝ µ

M2 . If we integrate out the scale M , the effective field
theory describing this type of models is of the form

L = LSM +
∑

i

αi
ΛLN
Od=5
i +

∑

i

βi
Λ2

LFV
Od=6
i + ..., (127)

where the operators that break lepton number (d = 5) and those that preserve this symmetry (d = 6) are
generically suppressed by different scales: ΛLN ' M2

µ � ΛLFV ' M . These models therefore have a
richer phenomenology if M is at the EW scale, since yukawa’s need not be suppressed. Future searches
such as those mentioned in the previous section will be particularly important to constraint this subclass
of seesaw models.

We have discussed the phenomenological implications of the minimal Type I seesaw model, which
will be the hardest to test. The other types of models leading to the Weinberg operator have a richer
phenomenology since the extra states couple to gauge fields (e.g the triplet scalar in type II or the fermion
in type III), and therefore can be more copiously produced at colliders. In particular lepton number
violation could give rise to spectacular signals at LHC, like same-sign lepton resonances in the type II
seesaw model [118]:

pp→ H++H−− → l+l+l−l−. (128)

Searches for triplet scalar and fermions are now standard LHC analyses.

12 Leptogenesis
The Universe is made of matter. The matter–antimatter asymmetry is measured to be

ηB ≡
Nb −Nb̄

Nγ
∼ 6.21(16)× 10−10 . (129)

One generic implication of neutrino mass models is that they provide a new mechanism to explain this
asymmetry dynamically.

3In order to get at least two non-zero light neutrino masses by lifting the zeros of MN only, it is necessary to have two pairs
of singlets, each pair with +1 or -1 lepton charge, ie. nR = 4. For nR = 2, the zero’s in the Yukawa matrix must be lifted
aswell.
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Figure 3: Artistic view of a sphaleron

3

Fig. 51: Artistic view of a sphaleron.

It has been known for a long time that all the ingredients to generate such an asymmetry from a
symmetric initial state are present in the laws of particle physics. These ingredients were first put forward
by Sakharov [119]:

Baryon number violation

B + L is anomalous in the SM [120] both with and without massive neutrinos. At high T in the
early Universe, B+L violating transitions are in thermal equilibrium [121] due to the thermal excitation
of configurations with topological charge called sphalerons, see Fig. 51.

These processes violate baryon and lepton numbers by the same amount:

∆B = ∆L. (130)

In seesaw models, there is generically an additional source of L violation (andB−L). If a lepton charge
is generated at temperatures where the sphalerons are still in thermal equilibrium, a baryon charge can
be generated.

C and CP violation

Any lepton or baryon asymmetry can only be generated if there is C and CP violation. Seesaw
models generically include new sources of CP violation. As we have seen in type I seesaw model with
nR = 3 there are six new CP phases in the lepton sector. They can be absorbed in the Yukawa matrix,
Yν of eq. (111). For example, in the Casas-Ibarra parametrization, this matrix is writen as

Yν = U∗PMNS

√
mlR

√
Mh

√
2

v
. (131)

Three phases can be chosen as those in the PMNS matrix, and therefore accessible via neutrino oscil-
lations and neutrinoless double-beta decay. The other three are the parameters of the general complex
matrix R, that we cannot access at low-energies. Note that the combination Y †ν Yν only depends on the
latter.

Departure from thermal equilibrium

In seesaw models, B − L violating processes can be out-of-equilibrium at T � TEW where
the sphalerons are still in thermal equilibrium. In the type I seesaw model two possibilities of non-
equilibrium L violation can be realised. In the high scale scenario Mi � v, the non-equilibrium con-
dition is met at freeze out. The heavy states are thermally produced and freeze out at a temperatures
similar to their masses [122]. A net lepton asymmetry can be produced if the decay rate is slower than
the expansion of the Universe close to the decoupling temperature, so that the distribution functions of
these states differ slightly from the thermal ones, as shown in Fig. 52. It is necessary however that CP
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Fig. 52: Abundance of the heavy Majorana singlets at the decoupling temperature and the lepton number generated
in the decay.
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Figure 2: Tree-level and one-loop diagrams contributing to heavy neutrino
decays
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Fig. 53: Tree-level and one-loop diagrams contributing to heavy neutrino decays.

and C be violated in the out-of-equilibrium decays:

ε1 =
Γ(N → Φl)− Γ(N → Φl̄)

Γ(N → Φl) + Γ(N → Φl̄)
6= 0 . (132)

The new CP phases in the Yukawa matrix induce an asymmetry, ε1, at the one-loop level (see Fig. 53).
The final asymmetry is given by

YB = 10−2

CP-asym︷︸︸︷
ε1

eff. factor︷︸︸︷
κ , (133)

where κ is an efficiency factor which depends on the non-equilibrium dynamics. Therefore a relation
between the baryon number of the Universe and the neutrino flavour parameters in ε1 exists.

In the low-scale scenario, for Mi < v, the out-of-equilibrium condition is met at freeze-in [123]
[101, 124]. It is possible that not all the massive states reach thermal equilibrium before TEW . A non-
vanishing lepton and baryon asymmetry can survive at TEW and, if this is the case, sphaleron transitions
that decouple at this point, can no longer wash it out. It turns out that these conditions can be met naturally
in type I seesaw model for masses in the range [0.1, 100] GeV. The relevant CP asymmetries arise in the
production of the heavy seesaw states via the interference of CP-odd phases from the Yukawa’s with CP-
even phases from propagation. A quantum treatment of the corresponding kinetic equations is mandatory
in this case.

An interesting question is whether the baryon asymmetry can be predicted quantitatively from the
measurements at low energies of the neutrino mass matrix. Unfortunately this is not the case generically,
because the asymmetry depends on more parameters than those that are observable at low energies.

For example, in the high-scale scenario, ε1 can be approximated by [125]

ε1 = − 3

16π

∑

i

Im[(Y †ν Yν)2
i1]

(Y †ν Yν)11

M1

Mi
, (134)

in the minimal model with M2,3 �M1. It depends only on the CP phases of R, but not those in UPMNS.
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If the prediction of the lepton asymmetry is not possible, it is possible to constrain the neutrino
mass matrix, assuming that the lepton asymmetry explains the measured baryon asymmetry. Indeed,
various upper bounds can be derived on the generated asymmetry. In particular ε1 has been shown [126]
to satisfy

|ε1| ≤ 8

16π

M1

v2
|∆m2

atm|1/2 , (135)

and therefore leptogenesis in this model requires that the lightest heavy neutrino is rather heavy:

M1 ≥ O(109 GeV) . (136)

For further details and references see Ref. [125].

Fig. 54: Points on the plane |Ue4|2 vs M1 for which the baryon asymmetry, YB , is in the range [1/5 − 1] × Y exp
B

(blue) and [1 − 5] × Y exp
B (green) for IO (from Ref. [127]). The red band are the present constraints [105], the

solid black line shows the reach of the SHiP experiment [106] and the solid red line is the reach of LBNE near
detector [107].

Interestingly, in the low-scale scenario, the states responsible for generating the baryon asymmetry
might be accessible experimentally. For example, Fig. 54 shows the values of the mixing |(Ulh)e1|2 and
mass M1 for which the baryon asymmetry can be explained within the type I seesaw model, compared
to the sensitivity of future experiments such as SHiP and DUNE.

13 Conclusions
The results of many beautiful experiments in the last decade have demonstrated beyond doubt that neu-
trinos are massive and mix. The standard 3ν scenario can explain all available data, except that of the
unconfirmed signal of LSND. The lepton flavour sector of the Standard Model is expected to be at least
as complex as the quark one, even though we know it only partially.

The structure of the neutrino spectrum and mixing is quite different from the one that has been
observed for the quarks: there are large leptonic mixing angles and the neutrino masses are much smaller
than those of the remaining leptons. These peculiar features of the lepton sector strongly suggest that
leptons and quarks constitute two complementary approaches to understanding the origin of flavour in
the Standard Model. In fact, the smallness of neutrino masses can be naturally understood if there is new
physics beyond the electroweak scale.

Many fundamental questions remain to be answered in future neutrino experiments, and these can
have very important implications for our understanding of the Standard Model and of what lies beyond:
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Are neutrinos Majorana particles? Are neutrino masses the result of a new physics scale? Is CP violated
in the lepton sector? Could neutrinos be the seed of the matter–antimatter asymmetry in the Universe?

A rich experimental programme lies ahead where fundamental physics discoveries are very likely
(almost warrantied). We can only hope that neutrinos will keep up with their old tradition and provide a
window to what lies beyond the Standard Model.
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Abstract
The cause of the screening of the weak interactions at long distances puzzled
the high-energy community for more nearly half a century. With the discovery
of the Higgs boson a new era started with direct experimental information on
the physics behind the breaking of the electroweak symmetry. This breaking
plays a fundamental role in our understanding of particle physics and sits at
the high-energy frontier beyond which we expect new physics that supersedes
the Standard Model. The Higgs boson (inclusive and differential) production
and decay rates offer a new way to probe this frontier.

Keywords
Higgs particle; large hadron collider; lectures; standard model; electroweak
symmetry breaking; new physics.

Exhaustive reviews on electroweak symmetry breaking (EWSB) and Higgs physics are easily ac-
cessible online [1–7] and the purpose of these notes is not to duplicate them but rather to serve as a
concise introduction to the topic and to present (a personalized hence biased selection of) recent devel-
opments in the field.

1 Introduction
The Standard Model (SM) is a triumph of the combination of the two pillars of twentieth-century physics,
namely quantum mechanics and special relativity. Particles are defined as representations of the Poincaré
group. Mathematically, these representations are labelled by two quantities: the spin that is quantized
and takes only discrete values, and the mass, which a priori is a continuous parameter. However, the
transformation laws for the various elementary particles under the gauge symmetries associated to the
fundamental interactions force the masses of these particles to vanish. This would be in flagrant contra-
diction with the experimental measurements.

The Brout–Englert–Higgs mechanism (BEH) [8–11] provides the solution to this mass conun-
drum. The discovery of a Higgs boson in July 2012 and the experimental confirmation of the BEH
mechanism by the ATLAS and CMS collaborations [12,13] has been a historical step in our understand-
ing of nature: the masses of the elementary particles are not fundamental parameters defined at very high
energy but rather emergent quantities appearing at low energy as a result of the particular structure of the
vacuum.

2 The HEP landscape after the Higgs discovery
During its first run, the LHC certainly fulfilled its commitments: The machine and its detectors were
mostly designed to find the Higgs boson and “[they] got it!" according to the words of R. Heuer, director
general of CERN, on 4 July 2012. It was an important step in the understanding of the mechanism of
electroweak symmetry breaking. But the journey is not over.
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One can ask how the Higgs discovery reshaped the High Energy Physics (HEP) landscape. The
days of theoretically guaranteed discoveries imposed on us by some no-lose theorems are over: indeed,
with the addition of a light Higgs boson with a mass around 125 GeV, the Standard Model is theoretically
consistent and can be extrapolated up to very high energy, maybe as high as 1014÷16 GeV or even the
Planck scale. But at the same time, the big questions of our field, or the ones that we have considered
so far as the big questions, remain wildly open: the hierarchy problem, the origin of flavor, the issue of
the neutrino masses and mixings, the question of the identity of Dark Matter, the source of dynamical
preponderance of matter over antimatter during the cosmological evolution of our Universe. . . are left
unanswered (see the BSM lectures [14] in these proceedings). In the next decades, future progress in
HEP is in the hands of experimentalists whose discoveries will reveal the way Nature has solved these
big questions, forcing the theorists to renounce/review/question deeply rooted bias/prejudice. The Higgs
discovery sets a large part of the agenda for the theoretical and experimental HEP programs over the next
couple of decades.

3 Open questions about the Higgs
The LHC accumulated striking evidence that the Higgs vacuum expectation value (vev) is the cause of
the screening of the weak interaction at long distances and the source of the gauge boson masses.

However, this evidence only addresses the question of how the symmetry of the weak interaction
is broken. It does not address the question of why the symmetry is broken or why the Higgs field acquires
an expectation value. The situation is simply summarized in the following tautology

Why is electroweak symmetry broken?
Because the Higgs potential is unstable at the origin.

Why is the Higgs potential unstable at the origin?
Because otherwise EW symmetry would not be broken.

The discovery of a Higgs boson allowed first glimpses into a new sector of the microscopic world.
Now comes the time of the detailed exploration of this new Higgs sector. And some key questions about
the Higgs boson emerge:

1. Is it the SM Higgs?
2. Is it an elementary or a composite particle?
3. Is it unique and solitary? Or are there additional states populating the Higgs sector?
4. Is it eternal or only temporarily living in a metastable vacuum?
5. Is its mass natural following the criteria of Dirac, Wilson or ’t Hoft?
6. Is it the first superparticle ever observed?
7. Is it really responsible for the masses of all the elementary particles?
8. Is it mainly produced by top quarks or by new heavy vector-like particles?
9. Is it a portal to a hidden world forming the dark matter component of the Universe?

10. Is it at the origin of the matter-antimatter asymmetry?
11. Has it driven the primordial inflationary expansion of the Universe?

The answers to these questions will have profound implications on our understanding of the fun-
damental laws of physics. Establishing that the Higgs boson is weakly coupled, elementary and solitary,
would surely be as shocking as unexpected, but it may well indicate the existence of a multiverse ruled
by anthropic selection rules. If instead deviations from the SM emerge in the dynamics of the Higgs, we
will have to use them as a diagnostic tool of the underlying dynamics. The pattern of these deviations
will carry indirect information about the nature of the completion of the SM at higher energies. In su-
persymmetric models, and more generally in models with an extended electroweak symmetry breaking
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sector, the largest deviations will be observed in the couplings to leptons and to the down-type quarks,
as well as in the decay amplitudes to photons and gluons. In models of strong interactions, in which the
Higgs boson is a bound state, the effects of compositeness uniformly suppress all the Higgs couplings
while the self-interactions of the particles inside the Higgs sector, namely the Higgs particle and the
longitudinal components of the W and Z bosons, will increase with the transferred energy. Moreover,
the measurements of the Higgs couplings will also reveal the symmetry properties of the “Higgs boson"
observed. For instance, it can be established whether the new scalar is indeed “a Higgs" fitting into a
SU(2) doublet together with the degrees of freedom associated with the longitudinal W and Z and not
some exotic impostor, like for instance a pseudo-dilaton. If the Higgs is found to have an internal struc-
ture, a detailed study of the Higgs couplings can also establish whether it is just an ordinary composite,
like a σ particle, or whether it is a pseudo-Nambu–Goldstone boson endowed with additional symmetry
properties, like the π’s of QCD.

4 What is the SM Higgs the name of?
4.1 The SM Higgs boson as a UV regulator
The SM Higgs boson ensures the proper decoupling of the longitudinal polarizations of the massive
EW gauge bosons at high energy. Indeed, these longitudinal modes of W± and Z can be described by
Nambu–Goldstone bosons associated to the coset SU(2)L × SU(2)R/SU(2)isospin. Their kinetic term
corresponds to the gauge boson mass terms,

1

2
m2
ZZµZ

µ +m2
WW

+
µ W

−µ =
v2

4
Tr(DµΣ†DµΣ) (1)

with Σ = eiσ
aπa/v, where σa (a = 1, 2, 3) are the usual Pauli matrices. Due to the Goldstone boson

equivalence theorem the non-trivial scattering of the longitudinal gauge bosons V (V = W±, Z) is
controlled by the contact interactions among four pions from the expansion of the Lagrangian of Eq. (1),
leading to amplitudes growing with the energy,

A(V a
LV

b
L → V c

LV
d
L ) = A(s)δabδcd +A(t)δacδbd +A(u)δadδbc with A(s) ≈ s

v2
. (2)

Here s, t, u denote the Mandelstam variables, and v represents the “Higgs vev", with v = 246 GeV. The
amplitude grows with the center-of-mass (c.m.) energy squared s, and therefore perturbative unitarity
will be lost around 4πv ∼ 3 TeV, unless there is a new weakly coupled elementary degree of freedom.
The simplest realization of new dynamics restoring perturbative unitarity is given by a single scalar field
h, which is singlet under SU(2)L × SU(2)R/SU(2)isospin and couples to the longitudinal gauge bosons
and fermions as [15, 16],

LEWSB =
1

2
(∂µh)2 − V (h) +

v2

4
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+ . . .
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V (h) =
1

2
m2
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2 +
d3

6

(
3m2

h

v

)
h3 +

d4

24

(
3m2

h

v2

)
h4 + ... (3)

For a = 1 the scalar exchange cancels the piece growing with the energy in the VLVL amplitude. If in
addition b2 = a2 then also in the inelastic amplitude VLVL → hh perturbative unitarity is maintained,
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while for ac = 1 the VLVL → ff ′ amplitude also remains finite. The SM Higgs boson is defined by the
point a = b2 = c = 1 and d3 = d4 = 1, cn≥2 = bn≥3 = 0. The scalar resonance and the pions then
combine to from a doublet which transforms linearly under SU(2)L × SU(2)R.

The requirement that the Higgs boson fully unitarizes the scattering amplitudes of massive parti-
cles therefore implies that the Higgs couplings to the various SM particles are directly proportional to
their masses. This fundamental property is in remarkable agreement with the state-of-the-art fit of the
current Higgs data collected at the LHC, see Fig. 1.

7.5 Test for the presence of BSM particles in loops 35

Parameter value
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+0.19 = 0.81tκ

- 0.16
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Figure 12: (Left) Results of likelihood scans for a model where the gluon and photon loop-
induced interactions with the Higgs boson are resolved in terms of the couplings of other SM
particles. The inner bars represent the 68% CL confidence intervals while the outer bars repre-
sent the 95% CL confidence intervals. When performing the scan for one parameter, the other
parameters in the model are profiled. (Right) The 2D likelihood scan for the M and e parame-
ters of the model detailed in the text. The cross indicates the best-fit values. The solid, dashed,
and dotted contours show the 68%, 95%, and 99.7% CL confidence regions, respectively. The
diamond represents the SM expectation, (M, e) = (v, 0), where v is the SM Higgs vacuum
expectation value, v = 246.22 GeV.
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Figure 13: Graphical representation of the results obtained for the models considered in Fig. 12.
The dashed line corresponds to the SM expectation. The points from the fit in Fig. 12 (left)
are placed at particle mass values chosen as explained in the text. The ordinates are differ-
ent for fermions and massive vector bosons to take into account the expected SM scaling of
the coupling with mass, depending on the type of particle. The result of the (M, e) fit from
Fig. 12 (right) is shown as the continuous line while the inner and outer bands represent the
68% and 95% CL confidence regions.

Fig. 1: Comparison of the SM predictions (black dashed line) and the fit of the LHC measurements of the Higgs
couplings to various SM particles. From Ref. [17].

The couplings to the heaviest particles, namely W and Z bosons, the top quark and the τ lepton,
are already established. The measurement of the couplings to other quarks and leptons, in particular the
lightest ones, will require considerably more statistics at the LHC. Nonetheless, it is already established
that the Higgs boson, contrary to all the gauge bosons, has non-universal couplings among the particles
of the three different generations of quarks and leptons. The Higgs particle is not a Z ′ gauge boson!
The Higgs boson mediates new fundamental forces different in nature than the electromagnetic, weak
and strong interactions. Are other forces of this type going to be discovered? Models of DM and
baryogenesis make use of new forces like the ones mediated by the Higgs boson.

4.2 The flavor preserving nature of the SM Higgs
In the SM, the Yukawa interactions are the only source of the fermion masses and they also generate
linear interaction with the physical Higgs boson

Yij ψ̄iHψj =
Yijv√

2
ψ̄iψj +

Yij√
2
h ψ̄iψj . (4)

Clearly both matrices can be diagonalized simultaneously and this ensures the absence of flavor changing
neutral currents induced by the Higgs boson exchange.
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This nice property is no longer true if the SM fermions mix with vector-like partners or in the
presence of generic higher dimension Yukawa interactions (see for instance Ref. [18] for a general phe-
nomenological discussion):

Yij

(
1 +

cij
f2
|H|2

)
ψ̄iHψj =

Yijv√
2

(
1 +

cijv
2

2f2

)
ψ̄iψj +

Yij√
2

(
1 +

3cijv
2

2f2

)
h ψ̄iψj . (5)

Therefore it is particularly important to probe the flavor structure of the Higgs interactions and to
look for flavor-violating decays, e.g. h→ µτ , or production, e.g. t→ hc. Limits from low-energy flavor-
changing interactions indirectly constrain these processes especially in the quark sector but leave the
possibility of sizeable effects in the lepton sector (see for instance Ref. [19] for an extensive discussion).
The slight 2.5σ excess in the h → µτ decay initially reported by CMS with the full run 1 dataset [20]
is confirmed neither by the CMS run 2 data [21], nor by the ATLAS run 1 analysis [22]. Nonetheless,
these analyses start probing the interesting region of parameter space where the off-diagonal Yukawa
couplings are set by the mass of the leptons, |YµτYτµ| ∼ mτmµ/v

2, one order of magnitude better than
the indirect bounds set by τ → µγ and τ → 3µ.

5 The SM Higgs boson at the LHC
The main production mechanisms at the LHC are gluon fusion, weak-boson fusion, associated produc-
tion with a gauge boson and associated production with a pair of top/antitop quarks. Figure 2 depicts
representative diagrams for these dominant Higgs production processes.

g

g

t

tW, Z

W, Z

q

q

g

g

q

q

q

q
(a) (b)

(c) (d)

H

HH

H

Fig. 2: Generic Feynman diagrams contributing to the Higgs production in (a) gluon fusion, (b) weak-boson fusion,
(c) Higgs-strahlung (or associated production with a gauge boson) and (d) associated production with top quarks.
From Ref. [6].

The cross sections for the production of a SM Higgs boson as a function of
√
s, the center of mass

energy, for pp collisions, are summarized in Figure 3(left). A detailed discussion, including uncertainties
in the theoretical calculations due to missing higher-order effects and experimental uncertainties on the
determination of SM parameters involved in the calculations can be found in Refs. [7, 23–25]. These
references also discuss the impact of PDF’s uncertainties, QCD scale uncertainties and uncertainties
due to different matching procedures when including higher-order corrections matched to parton shower
simulations as well as uncertainties due to hadronization and parton-shower events. Table 1 summarizes
state-of-the-art of the theoretical calculations in the main different production channels.

Among other subdominant production channels of the Higgs boson at the LHC, the production in
association with a single top quark, the production in association with a pair of bottom quarks and the
production in association with a pair of charm quarks are particularly interesting and may become visible
with the high statistics of the HL-LHC run.
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ggF VBF VH tt̄H

Fixed order: Fixed order: Fixed order: Fixed order:
NNLO QCD + NLO EW NNLO QCD NLO QCD+EW NLO QCD

(HIGLU, iHixs, FeHiPro, HNNLO) (VBF@NNLO) (V2HV and HAWK) (Powheg)
Resummed: Fixed order: Fixed order: (MG5_aMC@NLO)

NNLO + NNLL QCD NLO QCD + NLO EW NNLO QCD
(HRes) (HAWK) (VH@NNLO)

Higgs pT :
NNLO+NNLL
(HqT, HRes)

Jet Veto:
N3LO+NNLL

Table 1: State-of-the-art of the theoretical calculations in the main different Higgs production channels in the SM,
and main MC tools used in the simulations. From Ref. [6].

Figure 3 (right) reports the SM predictions for the decay fractions of the Higgs boson. A Higgs
mass of about 125 GeV provides an excellent opportunity to explore the Higgs couplings to many SM
particles. In particular the dominant decay modes are H → bb̄ and H → WW ∗, followed by H → gg,
H → τ+τ−, H → cc̄ and H → ZZ∗. With much smaller rates follow the Higgs decays into H → γγ,
H → γZ and H → µ+µ−. Since the decays into gluons, diphotons and Zγ are loop induced, they
provide indirect information on the Higgs couplings to WW , ZZ and tt̄ in different combinations.
The uncertainties in the branching ratios include the missing higher-order corrections in the theoretical
calculations as well as the errors in the SM input parameters, in particular fermion masses and the QCD
gauge coupling, involved in the decay. The state-of-the-art calculations of the theoretical uncertainties is
discussed in Ref. [7].
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Fig. 3: (Left) The SM Higgs boson production cross sections as a function of the center of mass energy,
√
s, for

pp collisions. (Right) The branching ratios for the main decays of the SM Higgs boson near mH = 125 GeV. For
both plots, the theoretical uncertainties are indicated as bands. From Ref. [6].
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6 The Higgs mass as a model-discriminator
As indicated in the previous section, the value of the Higgs boson mass opens many decay modes at a rate
accessible experimentally. Two channels are particularly accurate in accessing the Higgs mass: H → γγ
and H → ZZ∗ → 2`+2`−. Figure 4 summarizes the mass measurements in these two channels and
their combination [26]. The ATLAS and CMS combined mass measurement:

mH = 125.09± 0.21(stat.)± 0.11(syst.) GeV

reaches a precision of 0.2% and is dominated by statistical uncertainties.

 [GeV]Hm
123 124 125 126 127 128 129

Total Stat. Syst.CMS and ATLAS
 Run 1LHC       Total      Stat.    Syst.

l+4γγCMS+ATLAS  0.11) GeV± 0.21 ± 0.24 ( ±125.09

l 4CMS+ATLAS  0.15) GeV± 0.37 ± 0.40 ( ±125.15

γγCMS+ATLAS  0.14) GeV± 0.25 ± 0.29 ( ±125.07

l4→ZZ→HCMS  0.17) GeV± 0.42 ± 0.45 ( ±125.59

l4→ZZ→HATLAS  0.04) GeV± 0.52 ± 0.52 ( ±124.51

γγ→HCMS  0.15) GeV± 0.31 ± 0.34 ( ±124.70

γγ→HATLAS  0.27) GeV± 0.43 ± 0.51 ( ±126.02

Fig. 4: Compilation of the CMS and ATLAS mass measurements in the γγ and ZZ channels, the combined result
from each experiment and their combination. From Ref. [26].

Under the assumption that the SM laws govern Nature up to very high energy, the precise value
of the Higgs mass has thrilling implications on the stability of the EW vacuum and hence the fate of our
Universe (see for instance Ref. [27] for an extensive list of references).

The value of the Higgs mass also gives clues about the details of possible Ultra-Violet (UV)
completions of the SM itself. This can be exemplified in the leading scenarios, namely the Minimal
Supersymmetric Model (MSSM) and the Minimal Composite Higgs model (MCHM). In short, the Higgs
mass is larger than what is typically expected in the MSSM and smaller than what is expected in the
MCHM. At the classical/Born level, the mass of the lightest MSSM (SM-like) Higgs boson is bounded
to be lower than the Z-boson mass since supersymmetry dictates the Higgs quartic to be fixed in terms
of the gauge couplings. Some significant amount of radiative corrections, mostly from the top and stop
sectors, are therefore called to raise the value of the Higgs mass. At one-loop, the Higgs mass can be
approximated by

M2
h 'M2

Z cos2 2β +
3
√

2GFM
4
t

16π2

[
log

M2
t̃

M2
t

+
X2
t

M2
t̃

(
1− X2

t

12M2
t̃

)]
, (6)

where M2
t̃

= MQ3MU3 is the geometric mean of the stop masses and Xt is the mixing between the two
stops. Clearly, a Higgs boson as heavy as 125 GeV requires either heavy stops (Mt̃ > 800 GeV) and/or
maximally mixed stops (Xt '

√
6Mt̃), which brings back some amount of irreducible fine-tuning or call

for non-trivial boundary conditions like non-universal gaugino masses at high-energy. Going beyond the
minimal model, for instance by adding an extra gauge singlet, can easily help increasing the Higgs mass
with significantly less amount of tuning, see for instance Ref. [28] for a discussion.

In the Minimal Composite Higgs models, the Higgs boson emerges from the strong sector as a
pseudo-Nambu–Goldstone boson. Therefore, the strong interactions themselves are not responsible for
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generating a potential for the Higgs field, that is generated only at the one-loop level from the interac-
tions between the strong sector and the SM. Computing the details of the potential from first principles
remains out of reach but it is possible [29] to estimate the Higgs mass using general properties about the
asymptotic behavior of correlators, i.e. imposing the saturation of the Weinberg sum rules with the first
few light resonances, to obtain

M2
h '

3M2
tM

2
Q

π2f2
, (7)

where f is the scale of the strong interactions (the decay constant of the Higgs boson, the equivalent of
fπ for the QCD pions) andMQ is the typical mass scale of the fermion resonances (aka the top partners).
This estimate can read as

MQ ' 700 GeV
(

Mh

125 GeV

)(
160 GeV

Mt

)(
f

500 GeV

)
. (8)

For a natural set-up (v2/f2 ≤ 0.2), we therefore expect some light top partners below one TeV. The
discovery of such fermionic top-partners would be a first evidence of a strong dynamics at the origin of
the breaking of the electroweak symmetry.

7 The Higgs profile as a probe of new physics
A dedicated study of the Higgs boson properties and couplings offers a way to infer what the structure
of physics beyond the Standard Model can be. Natural models trying to give a rationale for why/how
the Higgs mass is screened from high energy corrections at the quantum level generically predict some
deviations in the Higgs couplings compared to the SM predictions of the order 1% to 100%. The current
Higgs data accumulated at the LHC by the ATLAS and CMS collaborations already constrain the Higgs
couplings to massive gauge bosons and to fermions not to deviate by more than 20–30% from the SM
predictions [30].

In general, new physics can deform the SM in many ways but most of these deformations are
already severely constrained by electroweak precision measurements or flavor data. Assuming flavor
universality among the couplings between the Higgs boson and the SM fermions, it was shown [4, 31]
that eight directions among the leading CP-conserving deformations of the SM can be probed, at tree-
level, only in processes with a physical Higgs boson. These deformation induce deviations in the Higgs
couplings that respect the Lorentz structure of the SM interactions, or generate simple new interactions of
the Higgs boson to the W and Z field strengths, or induce some contact interactions of the Higgs boson
to photons (and to a photon and a Z boson) and gluons that take the form of the ones that are generated
by integrating out the top quark. In other words, the Higgs couplings are described, in the unitary gauge,
by the following effective Lagrangian [25, 32]

L = κ3
m2
H

2v
H3 + κZ

m2
Z

v
ZµZ

µH + κW
2m2

W

v
W+
µ W

−µH + κg
αs

12πv
GaµνG

aµνH

+κγ
α

2πv
AµνA

µνH + κZγ
α

πv
AµνZ

µνH + κV V
α

2πv

(
cos2 θWZµνZ

µν + 2W+
µνW

−µν)H

−


κt

∑

f=u,c,t

mf

v
f̄LfR + κb

∑

f=d,s,b

mf

v
f̄LfR + κτ

∑

f=e,µ,τ

mf

v
f̄LfR + h.c.


H. (9)

In the SM, the Higgs boson does not couple to massless gauge bosons at tree level, hence κg = κγ =
κZγ = 0. Nonetheless, the contact operators are generated radiatively by loops of SM particles. In
particular, the top quark gives a contribution to the 3 coefficients κg, κγ , κZγ that does not decouple in
the infinite top mass limit. For instance, in that limit κγ = κg = 1 [33, 34].
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The coefficient for the contact interactions of the Higgs boson to the W and Z field strengths is
not independent but obeys the relation

(1− cos4 θW )κV V = sin 2θW κZγ + sin2 θW κγ . (10)

This relation is a general consequence of the so-called custodial symmetry [35]. When the Higgs boson
is part of an SU(2)L doublet, the custodial symmetry could only be broken by a single operator at the
level of dimension-6 operators and it is accidentally realized among the interactions with four derivatives,
like the contact interactions considered. Custodial symmetry also implies κZ = κW , leaving exactly 8
free couplings [4,31]. Out of these 8 coefficients, only κV can be indirectly constrained by EW precision
data at a level comparable from the direct constraints from LHC Higgs data [36].

Table 2 reports the best measurements of the production cross section times branching ratio for
the main Higgs channels. These measurements constitute a stress-test of the SM itself (any deviation
from µi = 1 being an indication of new physics) but they are also used as inputs to fit the κ coupling
modifiers. Under several assumptions, for instance on the total width of the Higgs boson, a global fit, as
the one reported on Fig. 5, can be performed.

γγ ZZ (4`) WW (`ν`ν) τ+τ− bb Comb.

ggF 1.10+0.22
−0.21

+0.07
−0.05 1.13+0.33

−0.30
+0.09
−0.07 0.84+0.12

−0.12
+0.12
−0.11 1.00+0.4

−0.4
+0.4
−0.4 — 1.03+0.16

−0.14

VBF 1.3± 0.5+0.2
−0.1 0.1+1.1

−0.6
+0.2
−0.2 1.2+0.4

−0.3
+0.2
−0.2 1.3+0.3

−0.3
+0.2
−0.2 — 1.18+0.25

−0.23

WH 0.5+1.3
−1.2

+0.2
−0.1 — 1.6+1.0

−0.9
+0.6
−0.5 −1.4+1.2

−1.1
+0.7
−0.8 1.0+0.4

−0.4
+0.3
−0.3 0.89+0.40

−0.38

ZH 0.53.0
−2.5

+0.5
−0.2 — 5.9+2.3

−2.1
+1.1
−0.8 2.2+2.2

−1.7
+0.8
−0.6 0.4+0.3

−0.3
+0.2
−0.2 0.79+0.38

−0.36

ttH 2.21.6
−1.3

+0.2
−0.1 — 5.0+1.5

−1.5
+1.0
−0.9 −1.9+3.2

−2.7
+1.9
−1.8 1.1+0.5

−0.5
+0.8
−0.8 2.3+0.7

−0.6

Comb. 1.14+0.19
−0.18 1.29+0.26

−0.23 1.09+0.18
−0.16 1.11+0.24

−0.22 0.70+0.29
−0.27 1.09+0.11

−0.10

Table 2: Summary of the combined measurements of the σ×BR for the five main production and five main decay
modes. When uncertainties are separated into two components, the first is the statistical uncertainty and the second
is the systematic uncertainty. When only one uncertainty is reported, it is the total uncertainty. From Ref. [6].

The effective Lagrangian of Eq. (9) can be amended by 6 extra Higgs couplings that break the CP
symmetry

L = κ̃g
αs

12πv
GaµνG̃

aµνH + κ̃γ
α

2πv
AµνÃ

µνH + κ̃Zγ
α

πv
AµνZ̃

µνH

−i


κ̃t

∑

f=u,c,t

mf

v
f̄LfR + κ̃b

∑

f=d,s,b

mf

v
f̄LfR + κ̃τ

∑

f=e,µ,τ

mf

v
f̄LfR + h.c.


H, (11)

where F̃µν = εµνρσF
ρσ is the dual field-strength of Fµν . It is certainly tempting to consider new sources

of CP violation in the Higgs sector, potentially bringing in one of the necessary ingredients for a suc-
cessful baryogenesis scenario. It should be noted [37] that these CP violating couplings would induce
quark and electron electric dipole moments at one- (for κ̃γ and κ̃Zγ) or two-loops (for κ̃f ). Unless the
Yukawa couplings of the Higgs to the electron and light quarks are significantly reduced compared to
their SM values, these constraints severely limit the possibility to observe any CP violating signal in the
Higgs sector at the LHC.

The coefficient κ3 can be accessed only through double Higgs production processes, hence it
will remain largely unconstrained at the LHC and a future machine like an ILC [38] or a future very

9

HIGGS PHYSICS

151



196 11. Status of Higgs boson physics

direct decays or the loops. It is a two parameters fit with κV and κF
as parameters of interest. The ATLAS-CMS combined results for each
channel independently, the combinations of all channels for the two
experiments separately and the results and the overall combination
are shown in Fig. 11.17.
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Figure 11.17: Likelihood contours in the (κF , κV ) plane for
the ATLAS-CMS combination for the main decay channels
separately (left) and for the individual combination of all
channels for ATLAS and CMS separately and the complete
combined contour (right) [141].

The global fit is only sensitive to the relative sign of κV and κF . By
convention negative values of κF can be considered. Such values are
not excluded a priori, but would imply the existence of new physics
at a light scale and would also raise questions about the stability
of such a vacuum [235]. Among the five low mass Higgs channels,
only the γγ is sensitive to the sign of κF through the interference of
the W and t loops as shown in Eq. (11.19). The current global fit
disfavors a negative value of κF at more than five standard deviations.
A specific analysis for the Higgs boson production in association with
a single top quark has been proposed [236, 237] in order to more
directly probe the sign of κF . All available experimental data show
a fair agreement of the SM prediction of the couplings of the Higgs
boson to fermions and gauge bosons. The results shown in Fig. 11.17
assume that κF ≥ 0, however in Ref. [141], a similar combination
is done without this assumption. The combined sensitivity to the
exclusion of a negative relative sign, is approximately 5σ in this model.
It is interesting to note that although none of the channels have a
significant sensitivity to resolve the sign ambiguity, the combination
can, mainly through the W − t interference in the H → γγ channel and
the H → W+W− channel. The observed exclusion is fully compatible
with the expectation [141]. The combined measurements of these
parameters:

κV = 1.04 ± 0.05

κF = 0.98+0.11
−0.10

Is already at the 5% level for the κV parameter with the Run 1
dataset.

(iv) Coupling measurements and probing new physics beyond
the SM in loops and in the decay

In the model described above in Section VI.2.1.iii the assumption is
that no new fields distort in a perceptible way the loop contributions in
the couplings of the H to gluons and photons and the total width, its
couplings to known SM particles are then probed. In a first approach
to simultaneously probe new physics beyond the SM in the loops and
not in the decay and the couplings of the Higgs boson to SM particles,
only one assumption is needed i.e. that BRBSM = 0. In this model
the coupling of the H to photons and gluons is effective and κZ , κW ,
κt, |κτ |, and |κb| are measured simultaneously. The absolute value of
certain coupling modifiers only indicates the complete degeneracy of
combined likelihood for the two signs. It can be noted that when the
coupling to gluons is not considered effective, there is some sensitivity
to the sign of κb through the interference between the top and bottom
quarks loops in the gluon fusion process. In this model it is interesting
to note that the constraints on the top quark Yukawa coupling comes
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Figure 11.18: ATLAS-CMS combined measurements of
coupling modifiers.

from the ttH direct search channels. The expected precision on κt is
approximately 40%. As discussed in Section III the excesses observed
in the ttH channel yield a large value of κt = 1.40+0.24

−0.21. The complete
set of results from this model is given in Fig. 11.18.

This model, which assumes that no new particles enter the decay
of the Higgs boson, also yields very interesting constraints on new
physics in the loops through the effective coupling modifiers κg and
κγ . The measured values of these parameters:

κg = 0.78+0.13
−0.10

κγ = 0.87+0.14
−0.09

are fully compatible with the expectation for the SM Higgs boson.

A more constrained model fully focussing on BSM scenarios with
new heavy particles contributing to the loops (and not directly in
the decays i.e. BRBSM = 0) and where all couplings to the SM
particles are assumed to be the same as in the Standard Model
(κW = κZ = κt = κb = κτ = 1) is also used to constrain the κg

and κγ parameters only. The contours of the combined likelihood in
the (κγ , κg) plane for the ATLAS and CMS experiments and their
combination are shown in Fig. 11.19.

This general model requires the strong assumption that the the
Higgs boson decays only to SM particles. This assumption is necessary
due to the degeneracy of solutions given that κH is a common factor
to all measured signals. The degeneracy can however be resolved
using a constraint on the width of the Higgs boson as the one from
the Off-Shell couplings measurements. This approach was used by the
ATLAS experiment [199], thus yielding a absolute measurement of the
couplings of the Higgs boson.

Another well motivated constraint to resolve the aforementioned
degeneracy is unitarity. Simply requiring that κV ≤ 1 allows to free
the BRBSM parameter and further probe new physics in the decay of
the Higgs boson. An intuitive understanding of how this constraint
works can be given by a simple example e.g. VBF H → W+W−
production where the number of signal events will be parametrized by
(1 − BRBSM)κ4

W /κ2
H , where for a number of signal events observed

close to the SM expectation, large values of BRBSM cannot be
compensated by a large value of κW and is thus limited. Or in other
terms, if κW ∼ 1 is preferred from other channels, a low signal in the
VBF H → W+W− channel would be a sign of the presence of new
physics beyond the SM in the Higgs decays. From this general model
all the above parameters can be measured in addition to BRBSM. The
results of this combination are shown in Fig. 11.18. The results for all
parameters do not change significantly with respect to the previous
model. A limit can however be set on the beyond the SM branching
fraction of the Higgs boson at the 95%CL:

BRBSM < 34%

Fig. 5: ATLAS-CMS combined measurements of coupling modifiers. From Ref. [6].

high-energy circular collider might be needed to pin down this coupling [39]. The LHC will also have
a limited sensitivity on the coefficient κτ since the lepton contribution to the Higgs production cross
section remains subdominant and the only way to access the Higgs coupling is via the H → τ+τ− and
possibly H → µ+µ− channels. Until the associated production of a Higgs with a pair of top quarks is
observed, the Higgs coupling to the top quark is only probed indirectly via the one-loop gluon fusion
production or the radiative decay into two photons. However, these two processes are only sensitive to
the two combinations (κt +κg) and (κt +κγ) and a deviation in the Higgs coupling to the top quark can
in principle always be masked by new contact interactions to photons and gluons (for a discussion, see
Ref. [40]). In the next section, we shall discuss how individual information on κγ,g,t can be obtained by
studying either the hard recoil of the Higgs boson against an extra jet or the off-shell Higgs production
in gg → h∗ → ZZ → 4`.

8 Beyond inclusive single Higgs measurements
So far the LHC has mostly produced Higgs bosons on-shell in processes with a characteristic scale around
the Higgs mass. This gives a rather good portrait of the Higgs couplings around the weak scale itself.
However to fully accomplish its role as a UV regulator of the scattering amplitudes, what matter are the
couplings of the Higgs at asymptotically large energy. To probe the Higgs couplings at large energy, one
can rely on the associated production with additional boosted particle(s) but the price to pay is to deal
with significantly lower production rates.

8.1 Boosted Higgs
The dominant production mode of the Higgs at the LHC is the gluon fusion channel. This is a purely
radiative process. The lightness of the Higgs boson plays a malicious role and makes it impossible
to disentangle short- and long-distance contribution to the total rate. This limitation is embodied in the
Higgs low energy theorem [33,34] that prevents one from resolving the loop contribution itself (the NLO
gluon fusion inclusive cross section for a finite and infinite top mass differ only by 1%, see Ref. [41]).
New Physics could modify the top Yukawa and also generate a contact interaction to the gluons without
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leaving any impact on the total rate, provided that κt + κg = 1. Concrete examples are top partners in
composite Higgs models or mixed stops in the MSSM. Still, extra radiation in the gg → h process will
allow one to explore the structure of the top loop. When the extra radiation carries away a large amount
of energy and boosts the Higgs boson, the process effectively probes the ultraviolet structure of the top
loop. Notice that the extra radiation cannot be in the form of a photon, as the amplitude for gg → h + γ
vanishes due to Furry’s theorem. One is therefore led to consider the production of h in association with
a jet.

Figure 6 gives the sensitivity on the boosted analysis to resolve the κt–κg degeneracy plaguing the
inclusive rate measurement [40]. Similar results have been obtained in Refs. [42,43] and a more realistic
analysis of h → 2� + jet via h → ττ and h → WW ∗ has been performed in Ref. [44].

-1.0 -0.5 0.0 0.5 1.0
-1.0

-0.5

0.0

0.5

1.0
HL-LHC

boosted

incl.
tth

hh

off-shell

1  t


gg

Fig. 6: 95% (solid) and 68% (dashed) exclusion contours in the (κt, κg) plane obtained from HL-LHC projec-
tions (assuming a 14 TeV pp run with 3 ab−1 of integrated luminosity): inclusive Higgs measurements (blue), tt̄h

(purple), off-shell (red), boosted (gray), and double Higgs production (orange). From Ref. [45].

It should be noted that the gg → h + jet process has been computed only at leading order with the
full mass dependence on the fermion running in the loops. The theoretical uncertainty can be estimated
by relying on the NNLO K-factors computed in the mt → ∞ limit. It is however clear that an exact
NLO computation of the SM Higgs pT spectrum would be very welcome.

8.2 Off-shell Higgs
As for any other quantum particle, the influence of the Higgs boson is not limited to its mass shell. In
2014, the CMS and ATLAS collaborations reported the differential cross-section measurement of pp →
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Z(∗)Z(∗) → 4`, 2`2ν (` = e, µ) at high invariant-mass of the ZZ system [46]. This process receives
a sizable contribution from a Higgs produced off-shell by gluon fusion [47]. As such, this process
potentially carries information relevant for probing the EFT at large momenta and could thus reveal
the energy-dependence of the Higgs couplings controlled by higher-dimensional operators with extra
derivatives. It has been proposed [48] to use the off-shell Higgs data to bound, in a model-independent
way, the Higgs width. However this bound actually holds under the assumption that the Higgs couplings
remain unaltered over a large range of energy scales and thus applies only to very specific models.
Instead, the off-shell measurement offers a rather unique access to the structure of the Higgs couplings
at high energy. Again this channel reveals itself to be particularly efficient to disentangle the long and
short distance contribution to the Higgs production by gluon fusion.

Figure 6 also shows the sensitivity on the off-shell analysis to resolve the κt–κg degeneracy plagu-
ing the inclusive rate measurement [49]. For a recent discussion of off-shell Higgs production within the
SM and beyond and an extensive list of references, see Ref. [50].

9 Conclusions
The first run of the LHC operations crowned the Standard Model as the successful description of the fun-
damental constituents of matter and their interactions to the tiniest details, from the QCD jet production
over many orders of magnitude, to the multiple productions of electroweak gauge bosons as well as the
production of top quarks. Undeniably, the Higgs boson discovery will remain the acme of the LHC run 1
and it has profound theoretical and phenomenological implications. The LHC run 2 at

√
s = 13 TeV has

already beautifully confirmed the pivotal role of the Higgs boson in the Standard Model and it is expected
that on its way towards its full high-luminosity run, the LHC will provide invaluable and crucial exper-
imental information on the physics behind the breaking of the electroweak symmetry and it carries the
hopes to finally reveal the first cracks in the SM grounds. If naturalness turned out to be a good guide, the
LHC should soon find new states and revolutionize the field. If we are not so lucky and such new states
are too heavy for the LHC reach, we might still detect indirectly their presence through the deviations
they can induce on the Higgs properties. Precise measurements of such properties are therefore crucial
and could be extremely useful to guide future direct searches at higher energies, either at the LHC itself
or at other future facilities.

The Higgs boson might also be a portal to a hidden sector whose existence is anticipated to account
for the total matter and energy budget of the Universe. The Higgs boson could also be one key agent in
driving the early exponentially growing phase of our Universe and thus allowing large scale structures to
emerge from original quantum fluctuating seeds.

The search for the Higgs boson has occupied the particle physics community for the last 50 years.
With the Higgs discovery in 2012, High Energy Physics experiences a profound change in paradigm:
What used to be the missing particle in the SM now quickly turns into a tool both to explore the mani-
festations of the SM and to possible venture into the physics landscape beyond. Whatever the LHC will
reveal next, the exploring of new territory is on-going and for sure we, as high-energy practitioners, are
living in exciting times!
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Abstract 
In these three lectures I review the need to go beyond the Standard Glashow- 
Weinberg-Salam Model and discuss some of the approaches that are explored 
in this direction. 
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1 Introduction 
In these lectures I took a somewhat different approach to introduce the possibility of new physics beyond 
the Standard Model (SM). Usually one finds in most lectures discussions about well motivated models 
proposed to solve the most pressing issue of the SM: the hierarchy problem. Hence one usually presents 
the three extensions that tackles this issue: supersymmetric models, composite models and models with 
compact extra dimensions. 

At the expense of being less motivated, I decided to not introduce these grand schemes and instead 
be more model-independent and making only minimal modifications to the SM, restricting myself to the 
scalar sector. These modifications already gives a rough idea of some the consequences of expanding the 
SM. 

In this manner after a discussion of the hierarchy problem I started with the assumption that 
no new particles will be directly found at accelerators, possibly due to the large mass scales involved. 
In this case new physics would manifest itself in the form of new higher dimensional operators 
induced by integrating out these heavy new degrees of freedom and suppressed by the scale of new 
physics. This is the spirit of the Effective Theory approach. Afterwards I introduce minimal 
modifications in the scalar sector, which already produces modified Higgs couplings and a dark matter 
candidate. In the final lecture the traditional models for physics beyond the SM, such as SUSY, 
Composite Higgs and Extra Dimensions are briefly touched upon. 

I must say right away that in my opinion a full-fledged write-up of these lectures, which still need 
much improvement, is not essential at this point. Hence these notes are intended as just a brief guide 
to what was discussed. The slides of my lectures, as well as for the other lectures of the School can be 
found at: 
http://physicschool.web.cern.ch/PhysicSchool/CLASHEP/CLASHEP2015/programme.html 
There is some overlap with the excellent lectures by Christophe Grojean on Higgs Physics in this School. 

In addition, there are several lectures on Physics Beyond the Standard Model, among which I list: 
 

– Lectures by Alex Pomarol at the 2010 CERN School [1]; 
– Lectures by Eduardo Pontón at the 2012 TASI School [2]; 
– Lectures by Joe Lykken at the 2009 CERN School [3]; 
– Lectures by Tony Gherghetta at the 2009 TASI School [4] 

Therefore in the following I will present a simple sketch of my lectures pointing to some references 
where more details can be found. 
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3 	

2 First lecture 
In this lecture I started by recalling the astounding success of the SM, exemplified by the muon and 
electron magnetic moments, the Z boson line shape and the number of neutrinos, precision electroweak 
measurements at LEP, measurements of cross sections for SM processes at the LHC and, finally, the 
historical discovery of a Higgs boson in 2012. I also briefly mentioned the recent measurements of 
Higgs couplings which are in agreement with SM predictions within experimental errors. 

Next the usual shortcomings of the SM were mentioned, noticing that it does not explain several 
issues: 

 
– the 19 free parameters necessary to explain the observed phenomena (flavor problem, absence of 

strong CP violation, etc); 
– origin of electroweak symmetry breaking; 
– neutrino masses; 
– dark matter; 
– origin of the matter-antimatter asymmetry; 
– dark energy; 
– inflation; 
– gravity. 

 
In addition, we discussed some of the more conceptual problems related to the scalar sector of 

the SM: perturbative unitarity, triviality, vacuum stability and, especially, the hierarchy or naturalness 
problem. I recommend the review of Giudice [5] for a very lucid explanation of the naturalness problem. 

In particular, the hierarchy problem arises from the absence of a symmetry that could protect 
the Higgs mass from receiving dangerous quadratic quantum corrections. It has played a major role 
in the development of models beyond the SM. Favorite models such as Supersymmetry, Composite 
Higgs and Compact Extra Dimensions have naturalness as their main motivation. All solutions to the 
naturalness/hierarchy problem lead to new physics at scales not much above the electroweak scale. The 
discovery of a light Higgs boson and the absence of any new particles or deviations of couplings at the 
LHC have put theories motivated by the naturalness principle under stress. It has been called “the LHC 
battle for naturalness" 1. 

If the mass scale of new physics is beyond the reach of the LHC their main effects can be param- 
eterized in an effective lagrangian that includes higher dimensional terms involving only SM fields that 
respect the known SM symmetries. This approach is very general and can be called agnostic in the sense 
that it does not depend on the details of the underlying model. The number of terms is finite but can be 
large. At dimension-6, there are 59 terms that can be added to the SM lagrangian [6]. 

Under certain assumptions, the absence of new physics results in constraints on the energy scale 
associate to it. However, one must keep in mind that a given observable may be sensitive to a combination 
of dimension-6 operators and on the other hand each dimension-6 operator may affect more than one 
observable. Typically, barring spurious cancellations among different operators one obtains bounds from 
LEP electroweak precision measurements from LEP1 alone that the scale of new physics Λ should be 
larger than O(10 TeV). LEP2 and LHC bounds are less restrictive, roughly Λ > 300 GeV. 

The least experimentally constrained operators are the ones involving the third generation, such 
as top quark dipole operators. These are also expected to receive contributions if new physics couples 
dominantly to the third generation, which is the case for several SM extensions. 

I also briefly mentioned that an Effective Lagrangian approach can also be used to parameterize 
the interaction of a dark matter sector to the SM [7] and this has been used in experimental searches [8]. 

 
 

1See https://indico.cern.ch/event/290373/ 
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I concluded the first lecture remarking that Effective Lagrangians are an indirect and agnostic way to 
study new physics. One might say it represents the lamp post approach – trying to find new phenomena 
hiding in error bars. It is difficult to derive firm conclusion in this approach: bounds usually depend 
on combinations of Wilson coefficients and energy scale(s) of new physics. In the end we will only be 
convinced of new physics by direct evidence! 

 
3 Second lecture 
The Higgs boson may be the first fundamental scalar particle found in Nature. It is conceivable that there 
are more scalar particles out there in a “hidden sector". They may communicate to us only via the Higgs: 
the Higgs acts like a portal between the SM and this new sector. 

In the second lecture I discuss the simplest extension of the SM: the addition of a singlet real 
scalar field which we denote by S interacting only with the Higgs doublet via a renormalizable term 
in the potential. This is not motivated by any grand principle such as naturalness but illustrates some 
phenomena common to some more complete extensions. 

Already in this simple extension one has 2 choices (with different phenomenology) in writing the 
potential: to allow or not for S to have a vacuum expectation value (vev). 

 
3.1   (S) I= 0 
If S has a nonzero vev it can mix with the Higgs boson, generating two mass eigenstates that we call 
H1 and H2, and identifying H1 with the 125 GeV scalar found at the LHC. There are three additional 
parameters with respect to the SM, related to the S mass, self-coupling and coupling to the Higgs doublet. 

In this model there are some phenomenological consequences: 

– all Higgs couplings are reduced by a common factor of cos θ, where θ is a mixing angle. Hence 
all Higgs partial widths are reduced by cos2 θ with respect to the SM value; 

– couplings of the second Higgs to gauge bosons and fermion are the same of a SM Higgs reduced 
by sin θ; 

– there are new processes (depending on the mass of H2): 
H2 → H1H1 if mH2  > 250 GeV and H1 → H2H2 if mH2  < 62.5 GeV. 

There are many bounds in this model coming from: 

– perturbativity of couplings; 
– vacuum stability (potential bounded from below); 
– EW precision measurements: modified couplings, new loop contributions from H2; 
– LEP direct searches (low mass H2); 
– LHC direct searches (high mass H2); 
– Higgs couplings at LHC (H1  → γγ,  4f ) (modification of widths due to mixing, possible new 

contribution to H1 width for light H2); 
– partial unitarization. 

 
The bounds on the parameters of this simple extension can be found in [9, 10]. 

The possibility of a resonant di-Higgs production through pp → H2 → H1H1 for a heavy H2 is 
interesting since the SM cross section for double Higgs production is very small. In particular, if H2 is 
very heavy the decays of H1 will be boosted and jet substructure techniques can be used to search for 
this process in the final state with 4 b quarks [11]. This has been searched for by CMS [12] and ATLAS 
[13]. There was also a search in the rarer bb̄γγ channel by CMS [14]. 
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3.2  (S) = 0 
It is possible that there is an unbroken Z2 symmetry in the scalar sector under which S ↔ −S. This 
symmetry forbids the field S to develop a vacuum expectation value. It also makes the S boson stable. 
Hence this model is arguably the simplest extension of the SM with a dark matter candidate [15]. In 
fact, since S has self-interactions this is a model of self-interacting dark matter. The Z2 symmetry also 
forbids a mixing between the new scalar field with the Higgs field. However, the Higgs boson can decay 
into two dark matter particles, H → SS leading to invisible Higgs decays [16, 17]. 

A term such as λHSS2H2 controls: 

– SS ↔ SMSM (annihilation to SM particles, that determine DM relic abundance); 
– SN → SN (elastic scattering off nucleons, that determine DM direct detection); 
– H → SS (invisible Higgs decay). 

A term such as S4 controls DM self-interactions. 
This model has few free parameters and is already severely constrained.  For a recent analysis 

see [18]. 
One comment about these models is that it introduces a new physical scale: the mass of the particle 

S. This in turn generates a hierarchy problem since the S particle induces a new contribution to the Higgs 
boson mass. Again, naturalness implies that the S particle can not be too heavy, typically: 
 

𝑀!
! <  

16𝜋!

𝜆!"
 𝑀!

!  

Many extensions of the SM build on this simple class of models, just adding more scalar fields: 
complex singlet, 2-Higgs doublets (inert or active, SUSY), Higgs triplets, etc. 

Although the vacuum stability issue at high energies can be ameliorated, the simple model dis- 
cussed here was not built to avoid the naturalness problem, which is arguably the guiding principle to 
BSM. The next lecture is about models that were motivated by the hierarchy/naturalness problem. 

 
4 Third lecture 
In this lecture I begin by discussing the naturalness problem for the electron mass when taking into 
account the electron self-energy due to its own electrical field. The self-energy contribution is actually 
divergent and this problem was eventually solved in Quantum Field Theory, where one knows that the 
electron mass is protected by chiral symmetry - the self-energy of the electron computed in QFT is 
proportional to the electron mass itself. 

This type of mechanism led ’t Hooft to conjecture the following “dogma" in 1980 that he called 
naturalness: “at any energy scale µ a physical parameter or set of physical parameters αi(µ) is allowed 
to be very small only if the replacement αi(µ) = 0 would increase the symmetry of the system". For 
example, setting the mass of the electron to zero restores chiral symmetry in QED. This dogma was 
promoted into a principle in later years. 

Setting the Higgs mass to zero in the SM does not increase any symmetry. There is no natural 
reason for why the Higgs boson should be light. In fact, there are quantum quadratic contributions to 
the Higgs boson mass that makes it sensitive to very high energy scales. Requiring that in the SM the 
contributions to the Higgs boson mass from a scale Λ is smaller that the Higgs boson mass itself requires 
Λ < 600 GeV. But LHC has ruled out New Physics at this scale. Thus the LHC has shown that SM is 
not natural. 

This is the “naturalness" motivation to go BSM: find a mechanism that can explain why MH << Λ 
for large values of the cut-off representing a physical scale where New Physics should show up.  
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This requires either a new symmetry to protect the Higgs mass or a mechanism to lower the cut-off. In 
the first category we may list: 
 

– Supersymmetry (cancellation of quadratic divergences); 
– Shift symmetry (Higgs as a pseudo-Nambu-Goldstone boson); 
– Conformal symmetry (Higgs as a dilaton); 

whereas the latter case includes 

– Flat extra-dimensions (Large Extra Dimensions, Universal Extra Dimensions); 
– Warped Extra Dimensions (Randall-Sundrum models) 

 
I cannot go into the details about these different alternatives in these Proceedings. There is a vast 

literature on these naturalness-motivated BSM. It suffices to say that even in the models mentioned above 
the absence of New Physics at the LHC is calling into question the naturalness principle. The second run 
of the LHC at 13 TeV that has just started should bring very important information in the coming years. 
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QCD under extreme conditions: an informal discussion
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Abstract
We present an informal discussion of some aspects of strong interactions un-
der extreme conditions of temperature and density at an elementary level. This
summarizes lectures delivered at the 2013 and 2015 CERN – Latin-American
Schools of High-Energy Physics and is aimed at students working in experi-
mental high-energy physics.
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1 Introduction and motivation: why, where and how
Quantum Chromodynamics (QCD) is an extremely successful theory of strong interactions that has
passed numerous tests in particle accelerators over more than 40 years [1]. This corresponds to the
behavior of hadrons in the vacuum, including not only the spectrum but also all sorts of dynamical pro-
cesses. More recently strong interactions, and therefore QCD, has also started being probed in a medium,
under conditions that become more and more extreme [2]. Although quite involved theoretically, this is
not just an academic problem. In order to make it clear, one should consider three very basic questions,
that should always be asked in the beginning: why? where? how?

1.1 Why?
It was realized since the very beginning that strong interactions exhibit two remarkable features that are
related but represent properties of complementary sectors of the energy scale. The first one is asymptotic
freedom [3], which can be perturbatively demonstrated by an explicit computation of the beta function
to a give loop order in QCD [4]. The second, which is consistent with the first but should be seen as
totally independent, since it is a property of the nonperturbative vacuum of strong interactions, is color
confinement [5]. Even though reality constantly shows that confinement is a property of strong interac-
tions, and therefore should somehow be built in QCD, this proof remains a theoretical open problem so
far. Even for the pure Yang-Mills theory, where the bound states correspond to glueballs, the existence
of a mass gap is still to be shown after more than half a century of the original paper on nonabelian gauge
theories [6]. For this reason, confinement is ranked in the Clay Mathematics Institute list of unsolved
Millennium problems [7].

Much more than a cute (and very tough) mathematical problem, this is certainly among the most
important theoretical and phenomenological problems in particle physics, since hidden there is the real
origin of mass, as we feel in our everyday lives and experience with ordinary (and not so ordinary) matter.
Although the Higgs mechanism provides a way to give mass to elementary particles in the Standard
Model [8], most of what constitutes the masses of hadrons come from interactions. For instance, more
than 90% of the proton mass originates in quark and gluon condensates [9]. So, in spite of the fantastic
success of the Standard Model [8], we do not understand a few essential mechanisms.

Extremely high temperatures and densities bring us to an energy scale that facilitates deconfine-
ment, and matter under such extreme conditions can behave in unexpected ways due to collective effects.
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This is, of course, a way to study the mechanism of confinement (by perturbing or modifying this state of
matter). This leads us also to a deeper yet childish motivation, that of understanding what happens if we
keep making things hotter and hotter, or keep squeezing things harder and harder [10]. These questions
can be reformulated in a more technical fashion as ’what is the inner structure of matter and the nature
of strong interactions under extreme conditions of temperature and density?’. In experiments, one needs
to “squeeze”, “heat” and “break”. From the theoretical point of view, one needs a good formulation of
in-medium quantum field theory, using QCD or effective theories.

It is clear that the challenge is enormous. Although confinement seems to be a key feature of
hadrons, and manifests also in relevant scales such as fπ or ΛQCD, it only seems to be present in QCD.
So far, controlled lattice simulations show strong evidence of confinement in the pure gauge theory
[11]. As hinted previously, however, the theory is nonperturbative at the relevant scales, so that analytic
methods are very constrained. And, although lattice simulations have developed to provide solid results
in several scenarios, they are not perfect. And, more important, they are not Nature. To make progress
in understanding, or at least collecting important facts, one needs it all: experiments and observations,
lattice simulations, the full theory in specific (solvable to some extent) limits and effective models. And
also combinations, whenever possible, to diminish the drawbacks of each approach.

Plasma
Quark-Gluon

Hadrons

µ
N

neutron stars
nuclei

Color
Superconductivity

early universe

RHIC

µ

T

Tc

cm  / 3

Fig. 1: Cartoon of a phase diagram for strong interactions. Extracted from Ref. [12]

Whichever the framework chosen, collective phenomena will play a major role. Although some-
what put aside in the so-called microscopic “fundamental” particle physics, collective effects can affect
dramatically the behavior of elementary particles in a medium under certain conditions. Besides the
well-known examples of BCS and BEC phases in condensed matter systems [13], and also in dense
quark matter [14], it was recently found that photons can form a Bose-Einstein condensate [15]. In fact,
the textbook case of water and its different phases is quite illustrative of the richness that comes from col-
lective phenomena that would hardly be guessed from the case of very few or non-interacting elementary
particles.

In terms of the thermodynamics, or many-body problem, the basic idea is to perturb the (confined)
vacuum to study confinement by heating (temperature), squeezing or unbalancing species (chemical
potentials for baryon number, isospin, strangeness, etc) and using classical external fields (magnetic,
electric, etc), so that the system is taken away from the confined phase and back. One can also relate
(or not) confinement to other key properties of strong interactions, such as chiral symmetry. And, from
the theorist standpoint, draw all possible phase diagrams of QCD and its “cousin theories” (realizations
of QCD with parameters, such as the number of colors or flavors, or the values of masses, that are not
realized in Nature) to learn basic facts. There are several examples, one well-known being the ‘Columbia
plot’, where one studies the nature of the phase transitions and critical lines on the (mu = md,ms)
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plane. Nevertheless, if one draws a cartoon of the phase diagram in the temperature vs. quark chemical
potential, for instance Fig. 1, and compares it to computations from effective models, lattice simulations
and freeze-out points extracted from high-energy heavy ion collision data, one sees that the points still
scatter in a large area [16]. So, there is still a long way ahead.

1.2 Where?
According to the Big Bang picture and the current description of the evolution of the early universe [17],
we expect that at about 10−5s after the Big Bang a soup of quark-gluon plasma (in the presence of
electrons, photons, etc) has undergone a phase transition to confined hadrons. This was, of course, the
first realization of a QCD transition. This process was thermally driven and happened at very low baryon
chemical potential.

It is quite remarkable that the scales of strong interactions allow for the experimental reproduction
of analogous conditions in high-energy ultra-relativistic heavy ion collisions in the laboratory [18]. In
a picture by T. D. Lee, these collisions are seen as heavy bulls that collide and generate new states of
matter [19]. Such experiments are under way at BNL-RHIC [20] and CERN-LHC [21], and will be part
of the future heavy ion programs at FAIR-GSI [22] and NICA [23].

For obvious reasons, it is common to refer to such experiments as “Little Bangs”. However, one
should be cautious with this point. In spite of the fact that the typical energy scales involved need to
be the same, as well as the state of matter created, the so-called quark-gluon plasma [24], the relevant
space-time scales differ by several orders of magnitude. Using a simple approximation for the equation
of state,

3p ≈ ǫ ≈ π2

30
N(T )T 4 , (1)

where p is the pressure, ǫ the energy density and N(T ) the number of relevant degrees of freedom, we
can easily estimate the typical sizes involved. The radius of the universe at the QCD phase transition
epoch, as given by the particle horizon in a Robertson-Walker space-time [25], where the scale factor
grows as a(t) ∼ tn, is given by (n = 1/2 and N(T ) ∼ 50 at this time for QCD)

Luniv(T ) ≈ 1

4π

(
1

1 − n

) (
45

πN(T )

)1/2 MPl

T 2
=

1.45 × 1018

(T/GeV)2
√
N(T )

fm . (2)

Here MPl is the Planck mass, and it is clear that the system is essentially in the thermodynamic limit.

Fig. 2: Cartoon representing non-central heavy ion collisions and how they affect the size of the system.

On the other hand, in heavy ion collisions the typical length scale of the system is LQGP .
10 − 15 fm, so that the system can be very small, especially if one considers non-central collisions [26]
(see Fig. 2). One can develop analogous arguments for the time scales given by the expansion rates,
finding that the whole process in the early universe happens adiabatically, whereas in heavy ions it is
not even clear whether the system can achieve thermal equilibrium, given the explosive nature of the
evolution in this case. So, there are certainly large differences (in time and length scales) between Big
and Little Bangs...
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Keeping this caveat in mind, heavy ion experiments have been investigating new phases of matter
at very high energies for more than a decade, producing an awesome amount of interesting data and a
richer picture of strong interactions (see Ref. [27] for a review).

In the realization of the Big and Little Bangs one is always in the high temperature and low
density (small baryon chemical potential) sector of the phase diagram of strong interactions. However,
high densities (at very low temperatures) can also probe new states of hadronic matter, and that is what
is expected to be found in the core of compact stars [28]. There, new phases, condensates and even color
superconductivity may be present. In particular, the deconfinement and chiral transitions might affect
significantly the explosion mechanism in supernovae [28] via modifications in the equation of state.

After a neutron (or hybrid) star is formed, densities in its core can in principle reach several times
the nuclear saturation density n0 = 0.16 fm−3 = 3 × 1014g/cm3, which corresponds to squeezing ∼ 2
solar masses into a sphere of ∼ 10 km of radius. To describe these objects, one needs General Relativity
besides in-medium quantum field theory.

1.3 How?
The reader is hopefully already convinced that, in order to describe the phenomenology of the phase
structure and dynamics of strong interactions under extreme conditions, one needs all possibilities at
disposal: theory, effective modeling, etc. We do not have one problem ahead, but a myriad of different
problems. So, one has to make a choice. Our focus here will be the equation of state, of which we will
discuss a few aspects.

At this point, we are lead again to the “why” question. And the answer is because, besides carry-
ing all the thermodynamic equilibrium information we may be interested in, it is also the basic crucial
ingredient for dynamics, structure, etc. In fact, the phase diagram topology is determined in every detail
by the full knowledge of the pressure p(T, µ,B, . . . ). This will determine all phases present as we dial
different knobs, or control parameters, such as temperature or chemical potentials.

The structure of a compact star, for instance, is given by the solution of the Tolman-Oppenheimer-
Volkov (TOV) equations [28], which encode Einstein’s General Relativity field equations in hydrostatic
equilibrium for a spherical geometry:

dp

dr
= − GM(r)ǫ(r)

r2
[
1 − 2GM(r)

r

]
[
1 +

p(r)

ǫ(r)

] [
1 +

4πr3p(r)

M(r)

]
, (3)

dM
dr

= 4πr2ǫ(r) ; M(R) = M . (4)

Given the equation of state p = p(ǫ), one can integrate the TOV equations from the origin until the
pressure vanishes, p(R) = 0. Different equations of state define different types of stars (white dwarfs,
neutron stars, strange stars, quark stars, etc) and curves on the mass-radius diagram for the families of
stars.

Furthermore, to describe the evolution of the hot plasma created in high-energy heavy ion colli-
sions, one need to make use of hydrodynamics, whose fundamental equations encode the conservation
of energy-momentum (∂µT

µν = 0) and of baryon number (or different charges) (∂µnBv
µ = 0, with

vµvµ = 1). These represent only five equations for six unknown functions, the additional constraint
provided by the equation of state. Hence, it is clear that we really need the equation of state to make any
progress.

In principle, we have all the building blocks to compute the equation of state. The Lagrangian of
QCD is given, so one would have “simply” to compute the thermodynamic potential, from which one can
extract all relevant thermodynamic functions. The fact that the vacuum of QCD is highly nonperturbative,
as discussed previously, makes it way more complicated from the outset. As we know, QCD matter
becomes simpler at very high temperatures and densities, T and µ playing the role of the momentum
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Equation of state - naïve field map!

Fig. 3: Cartoon of the naïve field map for the equation of state for strong interactions.

scale in a plasma, but very complicated in the opposite limit. On top of that, T and µ are, unfortunately,
not high enough in the interesting cases, so that the physically relevant region is way before asymptotic
freedom really kicks in. Perturbative calculations are still an option, but then one has to recall that finite-
temperature perturbative QCD is very sick in the infrared, and its naïve formulation breaks down at a
scale given by g2T [29]. This is known as Linde’s problem: at this scale, for a (ℓ+ 1)-loop diagram for
the pressure, for ℓ > 3 all loops contribute to the term of order g6 even for weak coupling [29].

The situation does not look very promising, as illustrated by the cartoon of Fig. 3 which shows
that there is no appropriate formalism to tackle with the problem in the physically relevant region for the
phase structure, namely the critical regions. However, there are several ways out. Some popular examples
being: very intelligent and sophisticated “brute force” (lattice QCD), intensive use of symmetries (ef-
fective field theory models), redefining degrees of freedom (quasiparticle models), “moving down” from
very high-energy perturbative QCD, “moving up” from hadronic low-energy (nuclear) models. And we
can and should also combine these possibilities, as discussed previously.

2 Symmetries of QCD and effective model building
2.1 The simplest approach: the bag model
Before discussing the building of effective models based on the symmetries, or rather approximate sym-
metries, of QCD, let us consider a very simple description: the MIT bag model [29] applied to describe
the thermodynamics of strong interactions.

The model incorporates two basic ingredients, asymptotic freedom and confinement, in the sim-
plest and crudest fashion: bubbles (bags) of perturbative vacuum in a confining medium, including even-
tual O(αs) corrections. Asymptotic freedom is implemented by considering free quarks and gluons
inside color singlet bags, whereas confinement is realized by imposing that the vector current vanishes
on the boundary.

Then, confinement is achieved by assuming a constant energy density for the vacuum (negative
pressure), encoded in the so-called bag constant B, a phenomenological parameter extracted from fits
to hadron masses. B can also be viewed as the difference in energy density between the QCD and the
perturbative vacua. A hadron energy (for a spherical bag) receives contributions from the vacuum and
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the kinetic energy, so that its minimum yields

Emin
h =

16

3
πR3

hB , (5)

and the hadron pressure (at equilibrium)

ph =
∂Eh

∂V
= −B +

const

4πR4
= 0 . (6)

Assuming the existence of a deconfining transition, the pressure in the quark-gluon plasma phase
within this model is given by

pQGP =

(
νb +

7

4
νf

)
π2T 4

90
−B , (7)

whereas the pressure in the hadronic phase (taking, for simplicity, a pion gas) is given by

pπ = νπ
π2T 4

90
, (8)

neglecting masses. Here, we have the following numbers of degrees of freedom: νπ = 3, νb = 2(N2
c −1)

and νf = 2NcNf for pions, gluons and quarks, respectively.

For instance, for Nc = 3 , Nf = 2 and B1/4 = 200 MeV, we obtain the following critical
temperature:

Tc =

(
45B

17π2

)
≈ 144 MeV (9)

and a first-order phase transition as is clear from Fig. 4. The value of the critical temperature is actually
very good as compared to recent lattice simulations [30], considering that this is a very crude model. On
the other hand the nature of the transition, a crossover, is almost by construction missed in this approach.
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1

2

3

4
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/ T
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1

2

3

4

QGP bag
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Fig. 4: Pressures in the bag model description.
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2.2 Basics of effective model building in QCD
To go beyond in the study of the phases of QCD, one needs to know its symmetries, and how they are
broken spontaneously or explicitly. But QCD is very involved. First, it is a non-abelian SU(Nc) gauge
theory, with gluons living in the adjoint representation. Then, there are Nf dynamical quarks who live in
the fundamental representation. On top of that, these quarks have masses which are all different, which
is very annoying from the point of view of symmetries. So, in studying the phases of QCD, we should
do it by parts, and consider many “cousin theories” which are very similar to QCD but simpler (more
symmetric). In so doing, we can also study the dependence of physics on parameters which are fixed in
Nature.

Fig. 5 illustrates the step-by-step process one can follow in assembling the symmetry features
present in QCD and learning from simpler theories, as well as cousin theories. Notice that the full
theory, whose parameters are given by comparison to the experimental measurements, has essentially no
symmetry left. Yet, some symmetries are mildly broken so that a “memory” of them remains. This fact
allows us to use “approximate order parameters”, for instance, a concept that is very useful in practice to
characterize the chiral and deconfinement transitions.

Fig. 5: Basic hierarchy in the step-by-step approach to QCD.

2.3 SU(Nc), Z(Nc) and the Polyakov loop
In the QCD Lagrangian with massless quarks,

L =
1

2
TrFµνF

µν + q̄iγµDµq , (10)

Dµ ≡ (∂µ − igAµ) , (11)

Fµν =
i

g
[Dµ(A), Dν(A)] , (12)

we have invariance under local SU(Nc). In particular, we have invariance under elements of the center
group Z(Nc) (for a review, see Ref. [31])

Ωc = ei
2nπ
Nc 1 . (13)

At finite temperature, one has also to impose the following boundary conditions:

Aµ(~x, β) = +Aµ(~x, 0) , (14)
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q(~x, β) = −q(~x, 0) . (15)

Any gauge transformation that is periodic in τ will do it. However, ‘t Hooft noticed that the class of
possible transformations is more general. They are such that

Ω(~x, β) = Ωc , Ω(~x, 0) = 1 , (16)

keeping the gauge fields invariant but not the quarks.

For pure glue this Z(Nc) symmetry is exact and we can define an order parameter - the Polyakov
loop:

L(~x) =
1

Nc
Tr P exp

[
ig

∫ β

0
dτ τaAa

0(~x, τ)

]
, (17)

with L transforming as

L(~x) 7→ Ωc L(~x) 1 = ei
2nπ
Nc L(~x) . (18)

At very high temperatures, g ∼ 0, and β 7→ 0, so that

〈ℓ〉 = ei
2nπ
Nc ℓ0 , ℓ0 ∼ 1 , (19)

and we have a N -fold degenerate vacuum, signaling spontaneous symmetry breaking of global Z(Nc).
At T = 0, confinement implies that ℓ0 = 0. Then, ℓ0 = 0 can be used as an order parameter for the
deconfining transition:

ℓ0 = 0 , T < Tc ; ℓ0 > 0 , T > Tc . (20)

Usually the Polyakov loop is related to the free energy of an infinitely heavy test quark via (confinement:
no free quark)

〈ℓ〉 = e−Ftest/T . (21)

See, however, the critical discussion in Ref. [31].

The analysis above is valid only for pure glue, i.e. with no dynamical quarks. However, we can still
ask whetherZ(3) is an approximate symmetry in QCD. On the lattice, in full QCD, one sees a remarkable
variation of ℓ around Tc, so that it plays the role of an approximate order parameter [33]. Notice, however,
that Z(3) is broken at high, not low T , just the opposite of what is found in the analogous description of
spin systems, such as Ising, Potts, etc [13]. The effective potential for the Polyakov loop is illustrated in
Fig. 6.

2.4 Adding quarks: chiral symmetry
In the limit of massless quarks, QCD is invariant under global chiral rotations U(Nf )L ×U(Nf )R of the
quark fields. One can rewrite this symmetry in terms of vector (V = R + L) and axial (A = R − L)
rotations

U(Nf )L × U(Nf )R ∼ U(Nf )V × U(Nf )A . (22)

As U(N) ∼ SU(N) × U(1), one finds

U(Nf )L × U(Nf )R ∼ SU(Nf )L × SU(Nf )R × U(1)V × U(1)A , (23)

where we see the U(1)V from quark number conservation and the U(1)A broken by instantons.
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Fig. 6: Effective potential for the Polyakov loop for T < Tc (upper) and T > Tc (lower). Extracted from Ref. [32].

In QCD, the remaining SU(Nf )L ×SU(Nf )R is explicitly broken by a nonzero mass term. Take,
for simplicity, Nf = 2. Then,

L =
1

4
F a

µνF
aµν + ψLγ

µDµψL + ψRγ
µDµψR −mu(uLuR + uRuL) −md(dLdR + dRdL) , (24)

so that, for non-vanishing mu = md, the only symmetry that remains is the vector isospin SU(2)V .
In the light quark sector of QCD, chiral symmetry is just approximate. Then, for massless QCD, one
should find parity doublets in the vacuum, which is not confirmed in the hadronic spectrum. Thus, chiral
symmetry must be broken in the vacuum by the presence of a quark chiral condensate, so that

SU(Nf )L × SU(Nf )R 7→ SU(Nf )V , (25)

and the broken generators allow for the existence of pions, kaons, etc.

Hence, for massless QCD, we can define an order parameter for the spontaneous breaking of chiral
symmetry in the vacuum - the chiral condensate:

〈0|ψψ|0〉 = 〈0|ψLψR|0〉 + 〈0|ψRψL|0〉 , (26)

so that this vacuum expectation value couples together the L andR sectors, unless in the case it vanishes.
For very high temperatures or densities (low αs), one expects to restore chiral symmetry, melting the
condensate that is a function of T and quark masses and plays the role of an order parameter for the
chiral transition in QCD.

Again, the analysis above is valid only for massless quarks. However, we can still ask whether
QCD is approximately chiral in the light quark sector. On the lattice (full massive QCD), one sees a
remarkable variation of the chiral condensate around Tc, so that the condensate plays the role of an
approximate order parameter [33].

In summary, there are two relevant phase transitions in QCD, associated with spontaneous symme-
try breaking mechanisms for different symmetries of the action: (i) an approximate Z(Nc) symmetry and
deconfinement, which is exact for pure gauge SU(Nc) with an order parameter given by the Polyakov
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loop; (ii) an approximate chiral symmetry and chiral transition, which is exact for massless quarks, with
an order parameter given by the chiral condensate.

One can try to investigate these phase transitions by building effective models based on such
symmetries of the QCD action. Then, the basic rules would be: (i) keeping all relevant symmetries
of the action; (ii) trying to include in the effective action all terms allowed by the chosen symmetries;
(iii) developing a mimic of QCD at low energy using a simpler field theory; (iv) providing, whenever
possible, analytic results at least for estimates and qualitative behavior. Well-known examples are the
linear sigma model, the Nambu-Jona-Lasinio model, Polyakov loop models and so on [24]. Although
they represent just part of the story, combined with lattice QCD they may provide good insight.

3 A final comment
Instead of conclusions, just a final comment on a point we have already made in the discussion above.
To make progress in understanding, or at least in collecting facts about, (de)confinement and chiral sym-
metry, we need it all: experiments and observations, lattice simulations, theory developments, effective
models, and also combinations whenever possible. In that vein, it is absolutely crucial to have theorists
and experimentalists working and discussing together.
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An introduction to cosmology
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Abstract
Cosmology is becoming an important tool to test particle physics models. We
provide an overview of the standard model of cosmology with an emphasis on
the observations relevant for testing fundamental physics.

Keywords
Cosmology; lectures; cosmological model; dark matter; dark energy.

1 Introduction
Cosmology is the only part of physics which has the whole universe as its area of research. As such it
covers a vast range of scales. Energy scales go from the present day temperature of 10−4 eV upto the
Planck scale 1019 GeV. It aims to describe the evolution of the universe from its very beginning upto
today where it has an estimated age of the order of 1010 years. Due to its very nature of understanding
the universe as a whole cosmology needs input from very different areas of physics. These naturally in-
clude astrophysics and theories of gravitation, but also plasma physics, particle physics and experimental
physics.

Over the last two decades cosmology has entered a data driven era. A turning point were the first
observations with upto then unprecedented precision of the cosmic microwave background (CMB) with
the COBE satellite in 1990 [1–3]. Since then there have been a variety of CMB experiments, ground
based such as the Atacama Cosmology telescope (ACT) [4] in Chile, the South Pole telescope (SPT) [5]
at the South Pole, with balloons such as Boomerang [6], two more satellites, namely the Wilkinson
Microwave Anisotropy Probe (WMAP) [7] and Planck [8] and more experiments are planned for the
future. The first systematic study of the structure in the local universe was the Center for Astrophysics
(CfA) survey of galaxies [9]. One of the most recent ones is the Sloan Digital Sky Survey III [10] with
SDSS IV [11] already underway. In 2019 the launch of the ESA mission EUCLID is planned. Its goal
is to measure shapes and redshifts of galaxies upto redshifts of z ∼ 2 thereby allowing to determine the
evolution of the recent universe since the time when dark energy became important [12].

In these lectures we will start with the evolution of the universe on very large scales where it is, to
a high degree, isotropic and homogeneous. This will be followed by a description of the thermal history
of the universe from very early times upto the present epoch including the key events. Observations
show that the universe is not perfectly isotropic. At the largest scales this manifests itself in the small
temperature anisotropies ∆T

T ∼ O(10−5) in the CMB. These are an imprint of the density perturbations
which provided the seeds from which all large scale structure such as galaxies have developed. Therefore
the second part of the lectures is dedicated to the inhomogeneous universe, the origin of the temperature
anisotropies and polarization of the CMB and large scale structure. The third and last part deals with the
two big unknowns in our universe. Different observations such as from the CMB, large scale structure
and high redshift supernovae pinpoint the cosmological parameters to around 4% baryonic matter, 25%
of cold dark matter and about 71% of dark energy. From the data the physical properties of these com-
ponents can be constrained. However, upto the present it is neither known what constitutes dark matter
nor dark energy. There are many proposals, some of which are rather exotic, but none stands out as a
”natural” model.

There are already a number of excellent text books which cover different aspects of these lectures,
e.g., [13] [14], [15], [16], [17], [18], [19], [20]. Also the review sections related to cosmology in [21]
provide a very good overview.
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2 The homogeneous universe
Observations such as the high degree of isotropy of the CMB indicate that globally the universe is well
described by a spatially homogeneous and isotropic model. These are the Friedmann-Robertson-Walker
solutions of general relativity to which a brief introduction can be found in appendix A. Spatial ho-
mogeneity and isotropy mean that physical conditions are the same everywhere and in each direction. It
allows to choose a coordinate system such that the four dimensional space time is described by a foliation
of spatial hypersurfaces at constant time and the metric is given by

ds2 = −dt2 + a2(t)

[
dr2

1− kr2
+ r2

(
dθ2 + sin2 θdφ2

)]
. (1)

The parameter k labels the different choices of spatial curvature. It takes the values k = 0 for a flat
universe, k = +1 for a closed universe and k = −1 for an open universe. The coordinates r, φ and
θ determine the spatial comoving coordinates on each constant time slice. These coordinates do not
change during the evolution of the universe or, in other words, from one constant time slice to the next
one. However, as the universe is not static this leads naturally to the notion of physical coordinates
as well as physical scales. As an example, consider two nearby observers (or galaxies or any other
astrophysical object) and assume that at some fixed time t1 they are separated by a distance `1. Because
of the expansion of the universe all physical scales are multiplied by the scale factor a(t) so that `1 =
a(t1)`com. Hence, at some later time t2 the physical distance between the two objects is given by `2 =
a(t2)`1/a(t1). Quite often the scale factor today is set to one, a(t0) = 1, in which case at present
comoving and physical scales coincide 1. Here we have introduced another common choice, i.e. to
denote the present epoch by an index "0". Choosing the coordinate system accordingly the physical
radial distance is given by

dp =

∫ r

0

adr′

(1− kr′ 2)
1
2

≡ a(t)f(r). (2)

Thus the physical distance between two objects changes locally at a rate vp = ȧf(r) = ȧ
adp(t) =

H(t)dp(t), where H ≡ ȧ
a is the Hubble parameter. In this section a dot indicates the derivative w.r.t.

cosmic time t. Applied to the present epoch vp = H0dp which is also known as Hubble’s law. In an
expanding universe this is a recession velocity which was first observed in galaxies by Edwin Hubble
in 1929. Present observations give a value of the Hubble constant close to 70 km s−1Mpc−1. There
are some variations in the value of H0 depending on which data are used resulting in a certain tension
between different data sets. For example, from observations of supernovae in combination with Cepheid
variablesH0 = (73.8±2.4) km s−1Mpc−1 [22] and from the Planck 15 temperature data combined with
the Planck 15 gravitational lensing reconstruction the Hubble parameter is found to beH0 = (67.8±0.9)
km s−1Mpc−1 [23].

An important question is how this recession velocity can actually be measured. The answer lies
with the observation of cosmological redshift. Consider a distant galaxy at radial coordinate r1 which
emits light at some time t1 at, say, wavelength λe which is observed by an observer at r = 0 at the
present time t0 at a wavelength λo. Light travels along null geodesics so that ds2 = 0 implying for radial
null geodesics

∫ t0

t1

dt

a(t)
=

∫ r1

0

dr

(1− kr2)
1
2

= f(r1). (3)

Light emitted at a time t1 + δt1 reaches the detector at a time t0 + δt0. Since f(r1) is a constant and it
is assumed that the source has no peculiar motion,

∫ t0

t1

dt

a(t)
=

∫ t0+δt0

t1+δt1

dt

a(t)
⇒
∫ t1+δt1

t1

dt

a(t)
=

∫ t0+δt0

t0

dt

a(t)
. (4)

1Note, however, that in this case the curvature parameter k has to be appropriately rescaled in the case of a non flat universe.
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Thus for small δti, i = 0, 1, (λcδti � cti) and approximating a(t) ∼ const. during the time interval of
integration it follows that δt1/a(t1) = δt0/a(t0) so that

1 + z ≡ λ0

λ1
=
a(t0)

a(t1)
(5)

where z is the redshift. This cosmological redshift is a direct consequence of the expansion of the
universe. In case, the scale factor is diminishing a blue shift is observed. In Fig. 1 an example of the
observation of cosmological redshift in the spectrum of a galaxy at redshift z = 0.1437 together with a
reference spectrum of a star at z = 0 is shown.

It is difficult to measure distances at very large scales even more so because of the expansion of the
universe. In cosmology there are two important distance measures which are the luminosity distance and
the angular diameter distance. These rely on the fact that the flux and the angular size of an object could in
principle be known. This means that if the observer has independent knowledge of its absolute luminosity
or its physical size its distance can be estimated. Objects whose absolute luminosity or physical size are
available define the classes of standard candles or standard rulers, respectively. Distances obtained for
these objects are the luminosity distance and angular diameter distance, respectively. The luminosity
distance DL is defined by

DL =

(
L

4π`

) 1
2

, (6)

where L is the absolute luminosity and ` is the visible luminosity which is received by the observer. To
determine its evolution with redshift consider a source located at a point P at a coordinate distance r and
emitting a signal at some time t, as illustrated in Fig. 2. An observer at a point P0 observes the signal at
a time t0. The absolute luminosity is the energy flux (=energy/time) and the visible luminosity ` is the
energy flux density (=energy/(time×surface)). The rates of emission and reception of photons are related
by (δt0)−1/(δte)

−1 = a(t)/a0. Thus the absolute luminosity L = Ee/δte = hc/λeδte and the visible
luminosity ` = E0/(4πa

2
0r

2δt0) = hc/(4πa2
0r

2λ0δt0) resulting in

DL = a0r(1 + z). (7)

Hubble’s law implies locally that an object moves away from the observer with a velocity proportional
to its physical distance. Expanding the scale factor beyond linear order leads to

DL ' H−1
0

[
z +

1

2
(1− q0)z2 + ...

]
(8)

where q0 is the deceleration parameter today which in general is defined by q ≡ −aä
ȧ2 . In order to

determine the luminosity distance it is necessary to find objects with a known absolute luminosity which
can be used as standard candles. Cepheids provide one example of standard candles which have been
used frequently in the past. These are variable stars with a regular change in their apparent magnitude
whose period is related to their absolute luminosity. Another class of standard candles are Type Ia
supernovae (SN Ia) which have a well known light profile (cf. e.g [25], [26]). They are found in binary
systems formed when one of the stars is accreting material from the other star. Reaching a critical mass
limit leads to a thermonuclear explosion and subsequently to a sudden increase in the observed light
curve. These light curves are well known and can be observed at cosmological distances as they can
reach luminosities upto 1010 times the luminosity of the sun. The observations of SN Ia have been
particularly important in establishing that the expansion of the universe is accelerating in the current
epoch.

The other important distance measure is the angular diameter distance DA which generalizes the
concept of the parallax. It is defined by requiring that the angle θ over which the object extends is
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Fig. 1: Observing the cosmological redshift. Upper panel: A reference spectrum of a star at redshift z = 0. Lower
panel: Spectrum of galaxy SDSS J094359.79+002108.7 at redshift z = 0.1437. Marked by a red circle is in both
spectra the Hα line of the Balmer series of hydrogen (λ = 6564.7Å at rest, i.e. at z = 0). The red arrow in
the lower panel indicates the shift of the Hα line (as well as the other spectral lines) towards the long wavelength
part of the spectrum due to the expansion of the universe, implying that in this case a cosmological redshift is
observed. Whereas in the case of the reference spectrum (upper panel) the line is an absorption line in the case
of the spectrum of the galaxy (lower panel) it is an emission line. The figures have been done using spectra taken
from Data Release 7 (DR7) of the Sloan Digital Sky Survey, SDSS-II [24]. The spectra have been obtained from
http://skyserver.sdss.org/dr7/en/tools/.
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Fig. 2: A point source situated at P is emitting radiation isotropically which is received by an observer at P0 at
a coordinate distance r. Knowing the absolute luminosity of the point source allows the observer to determine its
luminosity distance DL.

Fig. 3: The angular diameter distance DA is defined in such a way that θ = s/DA where s = a(t1)r1θ is the
physical extension of the object.

given, just as in Euclidean space, that is, by the ratio of the transverse size s over the distance DA to the
object (cf Fig. 3). Assuming that the extended source at a redshift z1 is emitting light at a time t1 and is
located at a comoving radial distance r1 then for small angles θ, the angular diameter distance is given
by DA = a(t1)r1. Comparing this with the expression of the luminosity distance DL (cf. Eq. (7)) it is
found that

DA

DL
= (1 + z)−2. (9)

The angular diameter distanceDA is only useful if the angular extension of the source is known which in
general is a difficult task to measure at cosmological distances. As such it relies on a standard ruler. As
will be seen in the next section such a standard ruler does exist in the early universe and is imprinted in the
observed angular power spectrum of the temperature fluctuations of the cosmic microwave background.

Due to the high degree of symmetry of the Friedmann-Robertson-Walker (FRW) solutions the
description of the evolution of the universe becomes particularly simple. The evolution of the background
geometry is encapsulated in one time dependent function which is the scale factor a(t). In the physically
relevant cases matter is described by a perfect fluid determined by its energy density ρ(t) and pressure
p(t). These are related by an equation of state which has a rather simple form, p = wρ, where w is a
constant. In this case the evolution of the background is described by the Friedmann equations

H2 +
k

a2
=

8πG

3
ρ (10)

ä

a
= −4πG

3
(ρ+ 3p) (11)
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where H = ȧ
a is the Hubble parameter. The evolution of matter is determined by

ρ̇+ 3H(ρ+ p) = 0. (12)

In the standard model of cosmology the universe is initially very hot and dense before cooling down as it
expands. Thus initially it is dominated by radiation, subsequently by non relativistic matter and at present
day by an effective cosmological constant, otherwise also called dark energy which will be discussed in
more detail in section 3. These different epochs are described by a perfect fluid with equation of state
with w = 1

3 for radiation, w = 0 for non relativistic matter and w = −1 for an effective cosmological
constant. The energy density scales as ρ ∼ a−4 for a radiation dominated universe and as ρ ∼ a−3 for a
matter dominated universe. In a flat universe (k = 0) it is found that the scale factor evolves as a ∼ t

1
2

in a radiation dominated universe and as a ∼ t
2
3 in a matter dominated universe. An important quantity

in cosmology is the dimensionless density parameter Ω which is defined by

Ω ≡ ρ

ρcrit
(13)

where ρcrit ≡ 3H2

8πG is the critical energy density which corresponds to the total energy density of a flat
FRW universe. Using this definition the Friedmann equation takes the form

k

H2a2
= Ω− 1. (14)

Moreover, including the different contributions to the total energy density explicitly, then

H2 =
8πG

3
ρR +

8πG

3
ρM −

k

a2
+

Λ

3
(15)

which, with the appropriate definitions, can be written as a constraint equation on the sum of the density
parameters,

Ωr + Ωm + ΩΛ − ΩK = 1. (16)

Here ΩR = Ωγ + Ων includes radiation (photons) Ωγ = ργ/ρcrit and relativistic matter such as light
neutrinos Ων = ρν/ρcrit. Non relativistic matter Ωm = Ωb + Ωc has contributions from baryons Ωb =
ρb/ρcrit and cold dark matter Ωc = ρc/ρcrit. The cosmological constant term or dark energy is ΩΛ =
Λ/3H2 and the curvature term ΩK = k/(a2H2). Best fit values of 68% confidence limits on the present
day values of the density parameters from observations of the cosmic microwave background give for the
standard 6-parameter ΛCDM model from the Planck 15 data [23]: H0 = (67.31± 0.96) km s−1Mpc−1,
Ωm = 0.315 ± 0.013, ΩΛ = 0.685 ± 0.013. Including spatial curvature as a free parameter gives the
95% limit ΩK = −0.052+0.049

−0.055. In Fig. 4 the distribution of the main contributions are shown for Planck
15. In section 3 we will discuss the nature of these contributions of which only the baryonic contribution
is understood which only makes up about 5% of the total energy density in the universe (cf Fig. 4).

The standard model of cosmology describes the evolution from its very early stages upto the
present. The underlying model is the rather simple flat Friedman-Robertson-Walker model which in a
sense is quite remarkable. The Friedman-Robertson-Walker solutions for a standard type of matter such
as relativistic or non relativistic particles or radiation generally have an initial curvature singularity which
is a consequence of the Penrose-Hawking singularity theorems. In the standard model of cosmology, also
known as the big bang model, the universe evolves from a very tiny, very hot initial state to the present
day very large and rather cold state as indicated by the observed temperature of the cosmic microwave
background of 2.73 K. In the following we will give a brief overview of the milestones in the evolution of
the universe (cf., e.g., [27]). Before times marked by the Planck time t ∼ 10−43s nothing is really known
since general relativity as a classical theory is not valid anymore. At later times, for temperatures below
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Fig. 4: Distribution of contributions to the total energy density at present from Planck 15 best fit parameter.

T < 1019 GeV all particles of the standard model of particle physics constitute the primordial, relativistic
plasma. At temperatures 100-300 MeV, at a time of the order of 10−5 s the quark-gluon phase transition
takes place and free quarks and gluons combine to form baryons and mesons. The next important epoch
is primordial nucleosynthesis when the universe has cooled down to temperatures between 10 and 0.1
MeV, corresponding to times between 10−2 to 102 s. During this time light elements are produced such
as hydrogen, helium-4, deuterium, lithium and other light elements. Observations of the primordial
abundances of these elements provide the possibility to test the standard model of cosmology very deep
into its very early evolution. As will be discussed below in more detail, during this epoch light, standard
model neutrinos decouple at around 1 MeV from the rest of the cosmic plasma. At around 1 eV, at a
time 1011 s, matter-radiation equality takes place when the energy densities in relativistic (“radiation”)
and non relativistic matter (“matter”) are equal. At this moment the evolution of the universe changes
from radiation dominated to matter dominated. Recombination takes place at around 1012 to 1013 s when
the plasma cooled down enough so that electrons and nuclei form neutral atoms. Shortly afterwards the
photons decouple from the cosmic plasma, the universe becomes transparent to radiation which today
is observed as the cosmic microwave background (CMB). The temperature of the CMB is not perfectly
isotropic but there are small deviations from the background isotropy. Moreover, the radiation is linearly
polarized (which one would not expect from Thomson scattering of a random, isotropic ensemble of
electrons). These CMB anisotropies can be used to test models of the very early universe as will be
discussed in the next section. The temperature fluctuations in the CMB are caused by perturbations
in the density field. At later times, under the influence of gravity, some of these fluctuations become
gravitationally unstable leading to the first generation of stars which marks the beginning of galaxy
and large scale structure formation. This first generation of stars are thought to be important in the
reionization of the intergalactic medium (IGM). The ionization state of the IGM can be determined
from the observation of light from distant quasars which are active galactic nuclei with extremely large
luminosities. The presence of neutral hydrogen in the IGM along the line of sight can be detected by the
observation of Lyα absorption at wavelengths shorter than (1 + z∗)λLyα in the spectrum of the quasar
assumed to be at a redshift z∗. Moreover, λLyα = 1216 Å is the laboratory wavelength corresponding
to the Lyα absorption line. Observations show that this absorption line is absent upto redshifts z ' 6
indicating that the IGM has been completely reionized below this redshift (c.f., more details in section
2).
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The description of physical processes in the early universe such as decoupling and recombination
requires to understand the thermodynamics of the early universe. Early on, during the radiation domi-
nated era the universe is dense and hot. Thermal equilibrium is established by interactions of particles
rapid in comparison with the typical time scale of expansion of the universe. In thermodynamical equi-
librium the number density n, the energy density ρ and the pressure p of a gas of particles without strong
interactions with g internal degrees of freedom is determined in terms of the distribution function f(~p)
in phase space by (cf. e.g., [19])

n =
q

(2π)3

∫
f(~p)d3p (17)

ρ =
g

(2π)3

∫
E(~p)f(~p)d3p (18)

p =
g

(2π)3

∫ |~p|
3E

f(~p)d3p, (19)

where E2 = |~p|2 +m2 with m and ~p the mass and 3-momentum of each particle, respectively. In kinetic
equilibrium the distribution function is given by either the Fermi-Dirac or Bose-Einstein statistics. Hence

f(~p) = [exp ((E − µ) /T )± 1]−1 (20)

where µ is the chemical potential, +1 refers to the Fermi-Dirac distribution and -1 to Bose-Einstein
distribution. If the particles are in chemical equilibrium and, say, species i interacts with species j, k, l
such that i + j ↔ k + l then µi + µj = µk + µl. The chemical potential of the photons is set to zero,
µγ = 0. Therefore since a particle (p) and its antiparticle (p̄) annihilate to photons the chemical potential
satisfy µp = −µp̄. In the relativistic limit T � m, T � µ the thermodynamical quantities are given by

ρ =
7

8

π2

30
gT 4 (21)

n =
3

4

ζ(3)

π2
gT 3 (22)

for fermions and

ρ =
π2

30
gT 4 (23)

n =
ζ(3)

π2
gT 3 (24)

for bosons and ζ(3) = 1.20206 is the value of the Riemann zeta function. In both cases p = 1
3ρ is

obtained. In the non relativistic limit m� T , for fermions as well as bosons it is found that

n = g

(
mT

2π

) 3
2

e−
m−µ
T (25)

ρ = nm (26)

p = nT, (27)

where the last relation implies p� ρ. Obviously, all N particle species in thermodynamical equilibrium
contribute to the total value of the corresponding thermodynamical quantities, so that, e.g., for the energy
density,

ρR = T 4
N∑

i=1

(
Ti
T

)4 gi
2π2

∫ ∞

xi

(u2 − x2
i )

1
2u2du

exp(u− yi)± 1
(28)
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where u ≡ E
Ti

, xi ≡ mi
Ti

and yi ≡ µi
Ti

. Moreover T is the photon temperature. The contributions from non
relativistic particle species are subleading in comparison to the contributions from the relativistic ones.
Therefore to a good approximation the total energy density is given by

ρR =
π2

30
g∗T 4 (29)

and similarly the total pressure pR = 1
3ρR = π2

90 g∗T
4 where g∗ counts the total number of relativistic

degrees of freedom, mi � T ,

g∗ =
∑

i=bosons

gi

(
Ti
T

)4

+
7

8

∑

i=fermions

gi

(
Ti
T

)4

. (30)

This is a function of temperature and hence of time as massive species are relativistic at high enough
temperatures, T � mi but become non relativistic once the temperature drops below their rest mass
T � mi at which point they stop contributing. At T � 1 MeV the only relativistic species are 3
species of light neutrinos and the photon. As will be discussed in detail below, at that time photons and

neutrinos do not have the same temperature, but rather satisfy Tν =
(

4
11

) 1
3 Tγ . Thus g∗(T � MeV) =

2× 7
8 × 3

(
4
11

) 4
3 + 2 = 3.36 assuming Dirac neutrinos which introduces the factor 2 since neutrinos and

antineutrinos contribute. For temperatures above 1 MeV also positrons and electrons, each contributing
two degree of freedom, are relativistic so that g∗ = 2 + 7

8(2 + 2 + 2× 3) = 43
4 = 10.75. At temperatures

above 300 GeV all species of the standard model are relativistic and g∗ is of the order of 100. During the
radiation dominated epoch ρ = ρR. Hence using Eqs. (10) and (29) yields to

H2 = 1.66g
1
2∗
T 2

MP
, (31)

where MP = 1.22 × 1019 GeV is the Planck mass. Primordial nucleosynthesis or big bang nucleosyn-
thesis (BBN) predicts the abundances of hydrogen and of light elements such as deuterium, helium-3,
helium-4, lithium-7 which were synthesized at the end of the first three minutes of the universe. These
predictions are in good agreement with observations. BBN provides important constraints on possi-
ble deviations from the standard model of cosmology and on new physics Beyond the Standard Model
(BSM). One of the key quantities is the ratio of number density of neutrons over the number density of
the protons, denoted n

p . In thermodynamical equilibrium it is given by

n

p
= e−

Q
T (32)

where Q is the difference in the rest masses of neutrons and protons, Q ≡ mn−mp = 1.293 MeV. Very
early on, at very high temperatures, T � 1MeV, weak interactions are very efficient so that np = 1. The
neutron-proton interconversion rate is given by Γn↔p ∼ G2

FT
5 where GF = 1.166× 10−5GeV−2 is the

Fermi constant. At around a temperature TD = 0.7 MeV this conversion rate drops below the expansion
rate determined by the Hubble parameter, H ∼ √g∗ T 2/MP . Using Eq. (32) it follows that the neutron
to proton ratio at freeze-out at around 0.7 MeV is, np = 1

6 . After freeze-out this ratio is only changed by
the decay of the free neutrons, n → p + e + νe. The life time of a free neutron is τ = (885.7 ± 0.8) s.
After some time t the number density of neutrons is given by nn(0)e−

t
τ . Assuming t to be of the order

of 102 s the final value of n
p is given by n

p = 1
7 . Using this together with the fact that nearly all neutrons

end up in helium-4 yields an estimate of the primordial mass fraction Yp,

Yp =
2np

1 + n
p

' 0.25. (33)
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The observed value is Yp = 0.2465 ± 0.0097. The nucleosynthesis chain begins with the forma-
tion of deuterium in the process p(n, γ)D. Because of the low density only 2-body reactions, such
as D(p, γ)He3, He3(D, p)He4 are important. The abundances of elements other than helium-4 pro-
duced in BBN are in comparison much smaller. Primordial abundances can be observed in metal low
regions where the abundances of light elements have not been changed by stellar nucleosynthesis (cf.
e.g., [28], [29], [30]).

As described above the Big Bang model fares well with observations. However, there are certain
short comings (e.g., [27, 31]). These include the flatness problem, that is the observation that at present
day the universe is flat. For example, Planck 15 found that |ΩK | < 0.005 [23]. A simple calculation
shows that this requires a severe fine tuning of the initial conditions at the beginning of standard cos-
mology. For the sake of argument assume the universe to be matter dominated throughout its evolution.
Then with Eq. (14)

|Ω− 1| = |k|
a2H2

∼ t 2
3 . (34)

Assuming that the total density parameter today Ω0 is in the range between 10−2 and 10 requires that at
the time of BBN at around 1s,

|Ω− 1|BBN = |Ω− 1|0
(

t0
tBBN

)− 2
3

⇒ |Ω− 1|BBN < 10−11. (35)

This indicates that a slight change in the initial conditions leads to a completely different universe. In
addition, the horizon problem encapsulates the fact that domains which have been in causal contact have
a limited size. The physical horizon distance is given by

dH(t) = a(t)

∫ t

ti

dt′

a(t′)
∼ H(t)−1 (36)

which determines the maximal separation of two points in causal contact. Going back to the time of
decoupling shows that at this moment the universe consisted of many causally disconnected domains.
This raises the question of how to explain that the amplitude of the fractional temperature fluctuations
of the CMB observed in different directions in the sky is of the order of ∆T

T ∼ 10−5. These small
fluctuations also pose a problem in itself for the Friedmann-Robertson-Walker models which are exactly
homogeneous and isotropic. However, for large scale structure formation initial density fluctuations are
a necessary ingredient. Therefore the observations of the CMB anisotropies provide a key piece in the
puzzle of how galaxies and other structures formed in our universe.

The inflationary paradigm solves these problems of the Big Bang model. Inflation is an era before
the beginning of standard cosmology. It is defined as a stage of accelerated expansion of the universe,
ä > 0. De Sitter space-time which is characterized by only a positive cosmological constant and no
additional energy density contribution is a typical example of an inflationary solution. In this case H =√

Λ
3 = const. and effectively, p = −ρ. Moreover, in this case the scale factor evolves from some initial

time ti, as

a(t) = a(ti)e
H(t−ti). (37)

The flatness problem is resolved by noticing that in this case the total density parameter is driven towards
unity,

|Ω− 1| = |k|
a2H2

∼ |k|e−2Ht → 0. (38)

The solution to the horizon problem is provided by the observation that the exponential behaviour of the
scale factor allows to enlarge one causal domain sufficiently within a finite amount of time. Thus the
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observable universe originates from one patch in causal contact in the very early universe. The origin
of the density fluctuations are assumed to be quantum fluctuations of a scalar field. One of the simplest
and most studied models of inflation is driven by the potential energy V (φ) of such a scalar field φ [31].
Assuming that the only matter in the universe is given by this scalar field implies that the energy density
and pressure are given by,

ρ =
φ̇2

2
+ V (φ) (39)

p =
φ̇2

2
− V (φ). (40)

Going back to Eq. (11) it can be checked that ä > 0 since ρ+ 3p < 0 in this case. The evolution of the
scalar field is determined by the Klein-Gordon equation,

φ̈+ 3Hφ̇ = −dV
dφ

. (41)

The Friedmann equation takes the form

H2 =
8π

3M2
P

(
φ̇2

2
+ V (φ)

)
. (42)

One important class of inflationary models uses the slow roll approximation which consists in neglecting
the φ̈ term in Eq. (41) as well as the kinetic energy term in the Friedmann equation, so that

3Hφ̇ = −dV
dφ

(43)

H2 =
8π

3M2
P

V (φ). (44)

This results in the expansion of the universe being driven by the potential energy of the scalar field
which is also called the inflaton. There is no clear candidate from particle physics as to what could be
the inflaton. It remains one of the challenges to connect inflation with fundamental particle physics.
The potential is typically chosen to be an even power of φ and the picture is that the scalar field is
slowly rolling down its potential. The possibility for slow roll inflation is determined by the shape of the
potential which is encoded in the slow roll parameters (cf. e.g. [13]),

ε(φ) =
M2
P

16π

(
V ′

V

)2

(45)

η(φ) =
M2
P

8π

V ′′

V
. (46)

The conditions for slow roll inflation are ε � 1 and |η| � 1. The field value at the end of inflation is
determined by the condition that the modulus of at least one of the slow parameters reaches unity. The
duration and hence the amount of inflation is measured by the number of e-folds,

N(t) = ln
a(tfin)

a(t)
(47)

where tfin denotes the end of inflation. In slow roll inflation this can be expressed as a function of φ,

N(φ) =
8π

M2
P

∫ φfin

φ
dφ

V

V ′
. (48)
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The requirement for successful resolution of the problems with standard cosmology puts a lower bound
on the total amount of e-folds which is typically in the range between 55 and 65. In the inflationary
paradigm the temperature fluctuations and polarization of the CMB as well as the seeds necessary for
large scale structure formation have their origin in the quantum fluctuations of the inflaton. During infla-
tion the physical horizon size determined by H−1 (cf. Eq. (36)) is approximately a constant. This means
that physical wavelengths which were within the horizon at some time are stretched beyond the horizon
at some later time (recall that all physical scales are comoving scales multiplied by the scale factor).
The horizon crossing takes place at λ = 1/(aH) where λ denotes the comoving wavelength. Once a
perturbation is outside the horizon its amplitude freezes and it becomes a classical perturbation. The
spectrum of fluctuations can be calculated by quantizing the inflaton on the homogeneous background.
Quantization of a scalar field on a de Sitter background is a well studied problem. Of course, slow roll
inflation is not exactly a de Sitter background but the spectrum can still be calculated approximately. It
is interesting to note that in the case of power law inflation for which the scale factor evolves as a ∼ tp

and the potential is an exponential potential the spectrum can be found exactly (for a detailed discussion
of this case see, e.g, [18]).

The scalar field can be separated into a homogeneous part φ(t) and a perturbative part δφ(t, ~x)
such that φ(t, ~x) = φ(t) + δφ(t, ~x). Considering the simplest case of a massless scalar field then the
perturbations satisfy in Fourier space for each comoving wave number ~k the mode equation,

δ̈φ~k + 3H ˙δφ~k +

(
k

a

)2

δφ~k = 0. (49)

Quantizing δφ leads to a 2-point function 〈δφ~kδφ~k′〉 =
(
H
2π

)2
δ~k~k′ . Therefore on super horizon scales

classical fluctuations in the scalar field with an amplitude |δφ| ' H
2π are induced. This in turn induces

curvature perturbations which are imprinted in the CMB. This will be discussed in more detail in the next
section. The phases of each wave are random. At each point in space the sum of all waves is described
by a Brownian motion in all directions implying Gaussian perturbations.

3 The inhomogeneous universe
The cosmic microwave background provides us with a unique window to the physics of the early uni-
verse. To understand its formation it is important to understand the thermal and ionization history of
the cosmic plasma. As the universe expands its temperature T corresponding to the photon temperature
cools down as T ∝ a−1. Very early on, deep inside the radiation dominated era, temperatures are high
enough so that all particles in the cosmic plasma are strongly coupled by interactions. In the best fit
ΛCDM model the initial conditions for the numerical evolution of the perturbations which are imprinted
in the CMB as temperature anisotropies and polarization are set after neutrino decoupling at around 1
MeV. At this time matter in the universe consists of a strongly coupled photon-baryon fluid and cold
dark matter. To complete the model which best fits the data a cosmological constant Λ has to be added.
However, dynamically Λ does not play a role until very close to the present epoch. Dark matter only
interacts gravitationally and its presence is required to provide the gravitational potential field to explain
the observed curvature fluctuations.

Once the temperature of the primordial plasma is low enough electrons and nuclei, mostly protons,
recombine to form neutral atoms, mostly hydrogen. Defining the epoch of recombination by requiring
that the ionization fraction is 0.1 determines the corresponding redshift to be z = 1360 and the temper-
ature is of the order of 4000K. This is much lower than what would be expected if it just depended on
the ionization energy of hydrogen 13.6 eV which corresponds to about 160000 K. This is due to sub-
tleties in the recombination process involving two-photon decay processes (cf., e.g., [32]). The epoch
of decoupling is described to be the moment after which (most) photons will not scatter again. Though
this is not true for all photons since there is a residual ionization fraction of about 10−4. To be more
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precise photon decoupling is defined to be the epoch when the time between scatterings equals the age of
the universe. This defines the surface of last scattering and is the origin of what is observed today as the
cosmic microwave background (CMB). As already mentioned the CMB is remarkably homogeneous and
isotropic. However, there are small temperature fluctuations ∆T/T ∼ 10−5 and it is linearly polarized.
It is precisely these temperature anisotropies and polarization which constrain the physics of the very
early universe and its evolution. As will be discussed later on in more detail at around a redshift z = 10
reionization takes place which generates additional CMB anisotropies and polarization.

Temperature fluctuations Θ(n̂) = δT/T in the direction n̂ on the sky are expanded in spherical
harmonics Y`m(n̂) such that (cf. e.g. [33])

Θ(η,x, n̂) =

∫
d3k

(2π)3

∑

`

2∑

m=−2

Θ
(m)
` Gm` (50)

which in general includes contributions from the scalar (m = 0), vector (m = ±1) and tensor (m = ±2)
modes which are uncoupled at linear order. These modes describe the linear perturbations of the metric
as well as the energy momentum tensor in Fourier space. They will be discussed below in more detail.
Moreover,

Gm` = (−i)`
√

4π

2`+ 1
Y m
` (n̂)eik·x. (51)

The two-point function is determined by the corresponding angular power spectrum CXY` such that [33]

(2`+ 1)CXY` =
2

π

∫
dk

k

2∑

m=−2

k3〈X(m)∗
` (η0, k)Y

(m)
` (η0, k)〉 (52)

where X and Y denote Θ, E, and B. For completeness, also the polarization modes E and B are
included here. The polarization of the CMB will be discussed in more detail below.

The cosmic microwave background has a nearly perfect Planck spectrum at a temperature T0 =
2.7255± 0.0006 K at 1-σ [34] which corresponds to the monopole, ` = 0. The dipole corresponding to
the multipole ` = 1 has the largest amplitude of the temperature fluctuations at 3.372 ± 0.014 mK (95
CL) [3]. It is due to the motion of the solar system with respect to the CMB. An observer moving with
a velocity β = v

c relative to an isotropic Planck radiation field of temperature T0 measures a Doppler
shifted temperature pattern,

T (θ) =
T0(1− β2)

1
2

1− β cos θ
' T0

(
1 + β cos θ +

β2

2
cos(2θ) +

β2

2
cos 2θ +O(β3)

)
(53)

observing at every point in the sky a black body spectrum with temperature T (θ). The observed Doppler
shift implies that the barycenter of the solar system is moving with a velocity 371 ± 1 km s−1 rela-
tive to the CMB rest frame in the direction determined by the galactic coordinates (l, b) = (264.14 ±
0.15, 48.26 ± 0.15) which is almost orthogonal to the direction of the Galactic center [3]. Since the
dipole is a frame-dependent quantity it is possible to define an "absolute rest frame" in which the CMB
dipole is zero. Higher order order multipoles, ` ≥ 2 carry the information about fluctuations in the matter
density and velocity fields as well as the gravitational field from before last scattering of the present day
CMB photons upto today. There are quite a large number of observations of the CMB: ground based
with radio telescopes, detectors mounted on balloons and satellites. To mention a few examples, the
Atacama Cosmology Telescope (ACT) is a 6m radio telescope situated in the Atacama Plateau in Chile.
It observes the CMB over a large area of the sky at three frequency channels, 148 GHz, 218 GHz and
277 GHz. Observations of the CMB anisotropies are for multipoles 540 < ` < 9500 [4]. Another exam-
ple is the South Pole Telescope (SPT) located at the south pole and observing similarly the temperature
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anisotropies for multipoles 2000 < ` < 9400 at three frequency bands, namely, 95 GHz , 150 GHz
and 220 GHz [5]. Boomerang was the first balloon experiment to observe the CMB. There were two
flights (1998, 2003) launched from McMurdo Station on a circular path around Antarctica lasting about
10 days [6]. The angular power spectrum of the CMB anisotropies was obtained for 75 < ` < 1025
in four 150 GHz channels. The first satellite to observe the CMB was COBE (Cosmic Background ex-
plorer) which was launched by NASA in 1989. Its measurement of the absolute spectrum of the CMB
revealed a nearly perfect black body spectrum. The tiny deviations from the Planck spectrum observed
by the COBE/FIRAS instrument constitute the first observational constraints on spectral distortion of the
CMB. There are proposals for future space missions, such as PIXIE (Primordial Inflation Explorer) [35],
to measure and tighten the constraints on spectral distortions of the CMB together with precise polariza-
tion measurements (B-mode). COBE observed the CMB temperature anisotropies at an effective angular
resolution of 10 degrees in three frequency channels (31.5 GHz, 53 GHz and 90 GHz) [36]. After COBE
the next satellite experiment to observe the CMB temperature anisotropies as well as polarization was
WMAP (Wilkinson Microwave Anisotropy Probe) operated by NASA between 2001 and 2010 observ-
ing in 5 frequency channels (23,33,41,61 and 94 GHz). Angular power spectra cover a multipole range
of 2 ≤ ` < 1000 [7]. The Planck mission was on board a satellite operated by ESA. It took data be-
tween 2009 and 2013. It observed the CMB temperature anisotropies and polarization. The temperature
anisotropy angular power spectrum covers the range 2 ≤ ` < 2500 observed in separate frequency
channels covering the range 30-857 GHz [8].

The observed CMB temperature perturbations are the result of perturbations of the perfectly
isotropic and spatially homogeneous Friedman-Robertson-Walker background and its matter distribu-
tion. The scales on which the CMB is observed are sufficiently large so that perturbations are still in
the linear regime. At linear order there are three types of perturbations of an FRW background, namely,
scalar, vector and tensor perturbations depending on their behaviour under general coordinate transfor-
mations. Starting with a flat FRW background determined by the line element,

ds2 = a2(η)(dη2 − δijdxidxj) (54)

the most general linear perturbation of the metric is given by

ds2 = a2(η)
[
(1− 2A) dη2 + 2Bidηdx

i − [(1 + 2D) δij + 2Eij) dx
idxj

]
, (55)

where the metric perturbation variables A, Bi, D and Eij are all functions of space and time and the
Einstein summation convention is used which corresponds to summing over repeated indices. More-
over, latin indices take values between 1 and 3. These functions are expanded in scalar, vector and
tensor harmonics. In the case of scalar and vector perturbations there is an inherent gauge freedom
associated with the metric perturbation variables. This is related to the fact that when perturbing the
metric gµν → gµν + δgµν this can be done using different ways of defining a coordinate system or
in other words, slicings, corresponding to the choice of equal time hypersurfaces. Therefore, two per-
turbations of the same FRW background, with metric tensor, say Gµν and Hµν , are related by a trans-
formation of the space-time coordinates, xµ → x̃µ and the corresponding transformation of the met-
ric tensors, Gµν(xα) → Hµν(x̃α). Since these are perturbations of the same background space-time
the change in the perturbed metric tensor has to be calculated at the same coordinate value, that is
∆Tµν(xα) ≡ Hµν(xα) − Gµν(xα). Calculating this to first order in the perturbations determines the
gauge transformations of the metric perturbation variables (cf. Eq. (55)) as well as the corresponding
linear perturbations of the energy-momentum tensor. Naturally, the physics must not depend on a gauge
choice so all relevant quantities have to be gauge-invariant. Whereas for scalar modes there exists a
number of gauge choices, for vector modes there exist only two gauge choices and the tensor modes are
described by only gauge-invariant quantities. In the following we focus on the scalar mode and choose
the so called conformal Newtonian gauge defined below, in Eq. (61), as well as the gauge-invariant
formulation. The perturbation equations are then derived by calculating the first order perturbation of
Einstein’s equations. For details see, e.g, [37] or [13], [14], [18], [38].
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Long before their decoupling photons are tightly coupled to the rest of the cosmic plasma by
Thomson scattering. This implies that they are in thermal equilibrium and have a Planck distribution.
However, as the universe cools down, Thomson scattering becomes less efficient and photons fall out of
equilibrium perturbing the Planck distribution. In order to calculate the CMB temperature anisotropies
and polarization of the CMB one has to follow the evolution of the photon phase-space distribution in
the perturbed FRW background f(η,x,n, q), given by

f(η,x,n, q) = f(q) + δf(η,x,n, q), (56)

where q = a(η)p(η,x) is the comoving photon energy and f(q) the black body distribution,

f(q) =
1

e
q
T0 − 1

. (57)

Moreover n points along the direction of propagation of the photons. The distribution function is deter-
mined by the Boltzmann equation including a collision term C[f ] (cf., e.g., [13])

∂f

∂η
+
∂f

∂xi
dxi

dη
+
∂f

∂q

dq

dη
+
∂f

∂ni
dni

dη
=
df

dη
≡ C[f ]. (58)

Defining the brightness function Θ ≡ δT
T yielding

f(η,x,n, q) =
1

e
q

T0(1+Θ) − 1
(59)

results at first order in

δf(η,x,n, q) = −q df(q)

dq
Θ(η,x,n). (60)

The photon trajectory in the perturbed FRW background can be expressed at first order in terms of
the functions characterizing the linear perturbations of the metric (cf., Eq. (55)). Since at linear order
the perturbation equations for the scalar, vector and tensor modes decouple so do the corresponding
Boltzmann equations. The scalar mode is the most important one to establish the (minimal) ΛCDM
model. Thus, as way of example, we will consider the Boltzmann equation derived for the scalar mode
perturbation of a flat FRW background. The scalar mode perturbation of the metric Eq. (55) in the
conformal Newtonian gauge is given by

ds2 = a2(η)
[
− (1 + 2Ψ) dη2 + (1− 2Φ) δijdx

idxj
]

(61)

where Φ and Ψ are called gravitational potentials. This is related to the fact that during the matter
dominated era Φ = Ψ and Newtonian gravity applies on scales well within the horizon with Φ being
the Newtonian gravitational potential. For the scalar mode perturbation, the Boltzmann equation for the
brightness perturbation at linear order in Fourier space, Θ(η,k,n), is given by

∂Θ

∂η
+ ikµΘ− ∂Φ

∂η
+ ikµΨ = C[Θ] (62)

where µ = k̂·n. Similarly, a Boltzmann equation for the vector as well as the tensor mode can be derived
(for details, see e.g., [37] or [13], [14], [18]). The next step is to expand the brightness perturbation
Θ(η,x,n) in terms of spherical harmonics (cf. equation (50)). This leads to the Boltzmann hierarchy
which determines the evolution of the multipole components Θ

(m)
` (η,k). For the scalar mode the first

three multipoles determine the energy density perturbation, Θ
(0)
0 =

δγ
4 , the velocity, Θ

(0)
1 =

Vγ
3 , and

the anisotropic stress of the photon fluid, Θ
(0)
2 =

πγ
12 . The latter one encodes one of the contributions to
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the deviation from a perfect fluid. There exist a variety of numerical programs to solve the Boltzmann
hierarchy and calculate the CMB anisotropies. These are all open source. The first one was the COSMOS
program [39] followed by CMBFAST [40], CAMB [41], CMBEASY [42] and CLASS [43–46] to mention just
a few. A good reference to find links to these and other programs as well as to published data of many
CMB observations is the NASA Legacy Archive for Microwave Background Data Analysis LAMBDA at
http://lambda.gsfc.nasa.gov/.

The minimal model used to fit the observations of the CMB is the 6-parameter ΛCDM model
in which case initial conditions for the numerical solutions are set after standard model (SM) neutrino
decoupling, thus at T < 1 MeV. At this moment, well within the radiation dominated era, in the universe
the matter is constituted by the already decoupled SM neutrinos, cold dark matter (CDM) and the tightly
coupled baryon-electron-photon fluid. In the latter matter component the Coulomb interaction between
electrons and baryons, that is nuclei, mostly protons (75%) and helium-4 nuclei (<25%) cause locally
equal number densities of electrons and baryons. Photons are tightly coupled to the electron-baryon fluid
via the (non relativistic) Thomson scattering off the (already non-relativistic) electrons and nuclei. The
minimal model is based on the scalar mode with adiabatic initial conditions which will be discussed
below. Extensions of the minimal ΛCDM model include a tensor mode which would be generated if the
relevant cosmological perturbations are generated during inflation. The tensor mode also has a particular
signature in the polarization of the CMB as it generates the B-mode of polarization (see below) which
is why the observation of a primordial B-mode is considered to be a strong indication that inflation took
place in the early universe. Other extensions include massive neutrinos (cf., e.g., [47]) and primordial
magnetic fields, e.g., [48–50]. Primordial magnetic fields source all three types of linear perturbation
modes. In particular, whereas vector modes decay in the standard ΛCDM model they do get sourced by
a primordial magnetic field present before decoupling.

Initial conditions for the cosmological perturbation equations are set well outside the horizon deep
inside the radiation dominated era. For scalar modes adiabatic initial conditions and isocurvature initial
conditions constitute two different classes of initial conditions. Taking as an example the radiation-
baryon fluid then its specific entropy of radiation normalized to the baryon number nb is given by Sγb =
Sγ
nb

. Hence the first order fractional perturbation is given by (cf. e.g. [51])

δSγb
Sγb

=
δSγ
Sγ
− δnb

nb
= 3

δTγ
Tγ
− δnb

nb
=

δργ
ργ + pγ

− δρb
ρb

=
3

4
δγ − δb. (63)

In this case imposing adiabaticity implies

δSγb
Sγb

= 0⇒ 3

4
δγ = δb. (64)

Eq. (63) can be generalized to any other fluid component with equation of state, pj = wjρj , where wj is
a constant, so that in general,

δSγj
Sγj

=
δγ

wγ + 1
− δj

1 + wj
. (65)

Thus for the ΛCDM model adiabatic initial conditions are determined by

1

4
δγ =

1

4
δν =

1

3
δb =

1

3
δcdm. (66)

The amplitude of adiabatic perturbations are characterized by a gauge-invariant quantity, namely, the
curvature perturbation on a uniform density hypersurface ζ. In the gauge invariant formalism it is given
by (cf., e.g., [14])

−ζ = −Φ +Hk−1V (67)
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which for the standard ΛCDM yields to

ζ =
∆γ

4
, (68)

were ∆γ is the gauge-invariant photon energy density contrast. On large scales, this is related to the
curvature perturbation on a comoving slicing byR ' −ζ (cf., e.g., [18]).

The minimal, 6-parameter ΛCDM model includes only the scalar, adiabatic mode to source the
density fluctuations necessary to explain the observed CMB temperature anisotropies and polarization.
One of the quests of cosmology is to determine the origin of the corresponding primordial curvature
fluctuations. A promising candidate is single field inflation as it naturally generates adiabatic initial
conditions. At the end of inflation the inflaton decays and the SM particles are created. Since their
overall ratios are fixed, this leads to δ(nA/nB) = 0 implying δSA,B/SA,B = 0 [52, 53]. The comoving
curvature perturbation from single field inflation is give by

R = −Hδρ

ρ̇
⇒ R = −Hδφ

φ̇
. (69)

Using the two point function of the inflaton fluctuations (cf. after Eq. (49)) the two-point function
〈RkRk′〉 = 2π2

k3 PRδk,k′ is then determined by the power spectrum

PR(k) =
1

4π

(
H2

φ̇

)2
∣∣∣∣∣
k

(70)

which in slow roll inflation can be expressed as [27]

PR(k) =
1

24π2M4
P

V

ε

∣∣∣∣
k=aH

(71)

where ε is one of the slow roll parameters defined in Eq. (46) calculated at horizon crossing. An effective
spectral index can be defined as

n− 1 ≡ d lnPR(k)

d ln k
(72)

which can be expressed in terms of the slow roll parameters as

n(k)− 1 = −6ε+ 2η. (73)

In addition often a running of the spectral index is considered,

dn

d ln k
= −16εη + 24ε2 + 2ξ (74)

where a third slow roll parameter ξ is defined by ξ ≡ M4
P

64π2
V ′V ′′′
V 2 . For example, Planck 15 constrains this

scale dependence of the spectral index as [23]

dn

d ln k
= −0.0084± 0.0082, P lanck TT + lowP (75)

dn

d ln k
= −0.0057± 0.0071, P lanck TT, TE,EE + lowP (76)

where TT denotes the Planck data determining the temperature autocorrelation function, TE the Planck
temperature and E-mode polarization cross correlation data,EE the Planck E-mode auto correlation data
and lowP the low ` E-mode polarization data.
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Isocurvature initial conditions have the defining property of a vanishing total curvature perturba-
tion, R = 0. They do, however, imply entropy perturbations between the photons and other types of
matter in the universe as discussed before. In general, these can be generated during multi-field infla-
tion since single-field inflation only excites adiabatic modes. Hence isocurvature initial conditions are
determined by

Sj ≡
δSγj
Sγj

6= 0 (77)

where the index j indicates the type of matter. Each of these defines an independent isocurvature mode.
In the minimal extension of the ΛCDM model isocurvature modes are induced by fluctuations of the
baryon number w.r.t to the photon number density, namely the baryon isocurvature mode (R = 0,
Scdm = 0 = Sν , Sb 6= 0), as well as the CDM isocurvature mode (R = 0, Sb = 0 = Scdm, Scdm 6= 0).
In principle there are also two additional isocurvature modes for the neutrinos. One is the neutrino
density isocurvature mode in which case the initial conditions are determined byR = 0, Sb = 0 = Scdm,
Sν 6= 0. It can be excited similarly to the baryon or CDM isocurvature modes. The other is the neutrino
velocity mode taking into account the evolution of the neutrino anisotropic stress. However, so far there
is no physical mechanism to excite this mode (cf., e.g., [54], [15]).

The resulting angular power spectrum of only isocurvature modes is not compatible with obser-
vations. Though, it is possible to have a relatively small contribution from isocurvature modes with the
total power spectrum clearly dominated by the adiabatic mode. In general, the different modes can have
non-vanishing correlations. Thus there are two parameters to characterize the isocurvature mode con-
tribution. Firstly, there is the primordial isocurvature fraction which in general depends on scale in the
parametrization used in [54],

βiso(k) =
PII(k)

PR(k) + PII(k)
(78)

where I denotes the isocurvature mode. Secondly, there is the correlation between the adiabatic mode
(R) and the isocurvature mode (I) which is encoded in the scale independent correlation fraction,

cos ∆ab =
Pab

(PaaPbb)
1
2

(79)

where a, b = R, I.

For example, the Planck collaboration finds from the analysis of the 2015 temperature data plus
polarization at low ` for the adiabatic mode plus a CDM isocurvature mode that the 95% CL upper
bounds on the scale dependent fractional primordial contribution of isocurvature modes are [54]

100βiso,k=0.002Mpc−1 = 4.1, 100βiso,k=0.050Mpc−1 = 35.4, 100βiso,k=0.100Mpc−1 = 56.9 (80)

and the scale independent primordial correlation fraction, cos ∆RI is in the intervall [-30:20].

The Boltzmann hierarchy is solved by a line-of-sight integral [40, 55] which for the brightness
perturbation of the scalar mode is given by

Θ`

2`+ 1
=

∫ η0

ηin

dηS(k, η)j` [k (η0 − η)] , (81)

where j`(x) denote the spherical Bessel functions and S(k, η) is the source function which can be written
in terms of different physical contributions Si as (e.g., [14, 56])

S =
∑

i

Si. (82)

18

K.E. KUNZE

194



10
-3

10
-2

10
-1

10
0

10
1

10
2

 1  10  100  1000

τ
(z

)

z

10
-10

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

 1  10  100  1000

g
[M

p
c

-1
]

z

 0.0001

 0.001

 0.01

 0.1

 1

 1  10  100  1000

x
e

z

Fig. 5: The optical depth (left), the visibility function (middle) and the ionization fraction (right) for the bestfit
parameters from Planck 15 (TT,TE,EE+lowP+lensing+ext(BAO+JLA+H0)).

The sum includes the Sachs-Wolfe term which is important at low `, corresponding to large angular
scales,

SSW =
g

4
∆γ , (83)

the integrated Sachs-Wolfe term,

SISW = g(Φ + Ψ)− e−τ (Φ̇ + Ψ̇), (84)

the Doppler term involving the gauge-invariant baryon velocity Vb

Sdop = k−1
(
gV̇b + ġVb

)
(85)

and a polarization term

Spol = gP (0) (86)

involving the quadrupole of the brightness perturbation as well as of the E-mode polarization. Moreover,
g ≡ τ̇ e−τ is the visibility function and τ(t) = σT

∫ t0
t ne(t)dt is the optical depth. The term e−τ(t)

gives the probability that a CMB photon observed today, that is, at t0, has not scattered since time t.
The optical depth and the visibility function are shown in figure 5. All figures in this section have
been done using the bestfit parameters of the ΛCDM base model derived from Planck 15 temperature,
polarization data, lensing likelihood and additional data from large scale structure and supernovae (BAO,
JLA and H0) at 68 %CL given by Ωbh

2 = 0.02230± 0.00014, Ωch
2 = 0.1188± 0.0010, zre = 8.8+1.2

−1.1,
As = (2.142 ± 0.049) × 10−9, ns = 0.9667 ± 0.0040 [23]. As can be seen it is strongly peaked
around decoupling at around z = 1089.90. Upto a redshift around z = 8.8 the visibility function decays
monotonously and then rises again due to the complete reionization of the universe at late times. This
will be discussed in more detail below. The different contributions to the total angular power spectrum of
the brightness perturbation induced by the adiabatic, scalar mode are shown in figure 6. Also shown are
the binned Planck 2015 data. As can be appreciated from figure 6 different contributions are important
on different scales. On large scales the Sachs-Wolfe plateau can be identified. The subsequent overall
peak structure are an imprint of the acoustic oscillations of the baryon-photon fluid in the tight coupling
regime, long before last scattering of the photons. This can be seen from the evolution equations of the
density contrast and velocities of baryons and photons in the tight-coupling limit for the scalar mode,
which are given in the gauge-invariant formalism (cf. [37]),

∆̇γ = −4

3
kVγ , (87)
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Fig. 6: The angular power spectrum of the temperature autocorrelation function calculated for the bestfit param-
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V̇γ = k(Ψ− Φ) +
k

4
∆γ −

k

6
πγ + τ−1

c (Vb − Vγ) (88)

and the baryons satisfy,

∆̇b = −kVb − 3c2
sH∆b, (89)

V̇b = (3c2
s − 1)HVb + k(Ψ− 3c2

sΦ) + kc2
s∆b +Rτ−1

c (Vγ − Vb), (90)

where τ−1
c = aneσT is the mean free path of photons between scatterings with σT the Thomson cross

section. Moreover, R ≡ 4
3
ργ
ρb

and the c2
s = ∂p

∂ρ is the adiabatic sound speed calculated in terms of the
background quantities. Here the dot denotes the time derivative w.r.t. to conformal time η and H = ȧ

a .
These equations can be combined to yield a second order differential equation for ∆γ which describes a
forced harmonic oscillator [58],

∆̈γ +
Ṙb

1 +Rb
∆̇γ + c2

sbγk
2∆γ '

4k2

3

2 +Rb
1 +Rb

Φ, (91)

where Rb ≡ 1
R and c2

sbγ ≡ 1
3

1
Rb+1 is the sound speed of the baryon-photon fluid. For adiabatic initial

conditions this is solved by

∆γ(η) =
1

(1 +Rb)
1
4

[
∆γ(0) cos(krs(η)) +

√
3

k

[
∆̇γ(0) +

1

4
Ṙb(0)∆γ(0)

]
sin(krs(η))

+

√
3

k

∫ η

0
dτ ′
(
1 +Rb(η

′)
) 3

4 sin
[
krs(η)− krs(η′)

]
F (η′)

]
(92)

where F (η) ≡ 4k2

3
2+Rb
1+Rb

Φ and the sound horizon is defined by

rs(η) ≡
∫ η

0
csbγdη

′. (93)
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After the first acoustic peak around ` = 220 a clear damping of the amplitude of the subsequent peaks
is observed. This is due to the photon diffusion damping. As the universe cools down the number
of free electrons drastically diminishes as they combine with the nuclei. This implies that the mean
free path of photons increases strongly and tight coupling between the baryon and photon fluids breaks
down. However, as this is not an instantaneous process photons diffuse and later on start free streaming
within the baryon fluid thereby moving baryons out of the potential wells of the CDM gravitational field.
This results in an attenuation of the baryon density perturbation which in turn results in a damping of
the corresponding brightness perturbations which manifests itself in the CMB temperature as well as
polarization angular power spectra. The resulting damping is clearly seen in the numerical solutions of
the Boltzmann hierarchy. However, by using a simple model of a random walk it can also be estimated
and understood physically. It is rather interesting that the effect of the damping is well approximated by
simply multiplying the amplitudes by a factor exp(−k2/k2

D(η)) as the comparison between analytical
approximations and numerical solutions shows [58]. Here, k−1

D , is the Silk scale or photon diffusion
scale. It is roughly the comoving distance a photon can travel since some initial time. It can be estimated
by modelling the movement of the photon in the local baryon rest frame as a random walk (e.g., [13]).
In this case the mean time between collisions (i.e. scattering off) with electrons is tc ∼ (σTne)

−1. The
average number of steps during a time interval t is thus N = t/tc. Therefore, during a time interval t the
photon diffuses a distance of the order d ∼

√
Ntc ∼ (ttc)

1
2 . This yields the physical photon diffusion

scale

ak−1
D '

(
t

σTne

) 1
2

. (94)

Therefore, the comoving photon diffusion scale evolves with the scale factor during radiation domination
as k−1

D ∼ a3/2 and during matter domination as k−1
D ∼ a5/4. Each scale k−1 starts out bigger than the

Silk scale at horizon entry. Once kD(η) = k is reached photon diffusion damping sets in.

The amplitude of the angular power spectra depends rather strongly on the cosmological param-
eters. For example, whereas increasing the baryon energy density parameter strongly increases the first
acoustic peak, increasing the total matter energy density lowers the first peak.

Another important observation of the CMB is its linear polarization. This polarization is due to
Thomson scattering of photons off free electrons at around last scattering. The polarization of a plane
electromagnetic wave is commonly determined by the behaviour of its electric field. The magnetic field
is obtained from Maxwell’s equations. The most general form of a homogeneous monochromatic plane
wave travelling in the direction k = kn̂ is given by (cf. e.g. [59]),

E = (ε1E1 + ε2E2) ei(k·x−ωt) (95)

where εi are the polarization vectors which together with n̂ can be chosen to form a right handed or-
thonormal basis. The amplitudes Ei can be conveniently written separating out the phase δi so that
Ei = sie

iδi , i = 1, 2. The wave is linearly polarized if there is no phase difference, i.e. δ1 = δ2.
In this case the electric field has a constant direction which makes an angle θ = tan−1

(
E2
E1

)
with the

direction ε1. Otherwise, in general, the wave is elliptically polarized with the particular case of circular
polarization for which the amplitudes satisfy |E1| = |E2| and the phase difference is |δ1 − δ2| = π

2 .
There is another choice of basis vectors instead of those spanning the plane transverse to the direction
of propagation, which is the helicity basis with the basis vectors ε± = 1√

2
(ε1 ± iε2). The description

of radiation requires in general four parameters, namely, its intensity, degree of polarization, plane of
polarization and the ellipticity of radiation. These distinct parameters are encoded in a compact way in
the four Stokes parameters (cf. e.g., [60]). The Stokes parameters in terms of the linear polarization basis
vectors ε1,2 are given by (e.g., [59])

I = |ε1 ·E|2 + |ε2 ·E|2 ⇒ I = s2
1 + s2

2 (96)
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Q = |ε1 ·E|2 − |ε2 ·E|2 ⇒ Q = s2
1 − s2

2 (97)

U = 2Re [(ε1 ·E)∗(ε2 ·E)]⇒ U = 2s1s2 cos(δ2 − δ1) (98)

V = 2Im [(ε1 ·E)∗(ε2 ·E)]⇒ V = 2s1s2 sin(δ2 − δ1) (99)

These satisfy,

I2 = Q2 + U2 + V 2. (100)

Moreover, going to the helicity basis it can be shown that V = s2
+ − s2

− giving the difference between
the intensities of positive and negative helicity states. From equations (96) to (99) it follows that for
linearly polarized radiation, Q 6= 0, U 6= 0 but V = 0. For circularly polarized light, Q=0=U and
V 6= 0. So far we have considered the case of one monochromatic plane wave. However, in general in
astrophysics and cosmology one would rather expect a diffuse, not monochromatic radiation which is not
100% polarized but rather partially polarized. This type of radiation can be described by the incoherent
sum of unpolarized and fully polarized contributions leading to Q2 + U2 + V 2 < I2. This leads to the
definition of the degree of polarization p,

p =

√
Q2 + U2 + V 2

I
(101)

This reduces to the definition of the degree of linear polarization for V = 0 [61].

Rotating the linear polarization vectors ε1,2 by an angle ψ around the normal n̂, namely, (cf.
e.g. [18])

ε′1 = cosψε1 + sinψε2,

ε′2 = − sinψε1 + cosψε2 (102)

leaves I and V invariant while the combination Q± iU behaves as a spin-2 variable, i.e.

(Q± iU)′ = e∓2iψ(Q± iU). (103)

This makes this combination to be the most useful one to describe the polarization of the CMB. Whereas
the temperature fluctuations or brightness perturbations are expanded in spin-0 spherical harmonics Y`m
(cf. equation (50)) the CMB polarization variables are expanded in terms of spin-2 spherical harmonics
±2Y`m such that [33]

(Q± iU)(η,x, n̂) =

∫
d3k

(2π)3

∑

`

2∑

m=−2

(E
(m)
` ± iB(m)

` )±2G
m
` , (104)

where ±2G
m
` = (−1)`

√
4π

2`+1 ±2Y
m
` (n̂)eik·x. As before, scalar modes correspond to m = 0, vector

modes to m = ±1 and tensor modes to m = ±2. E
(m)
` and B(m)

` are the E-mode and B-mode of
polarization. By using a representation of the spin-2 spherical harmonics in terms of derivative operators
it can be shown that these modes can be written in terms of a gradient and a curl of a field, respectively.
This gave rise to the notation in terms of E-mode (“electric”) and B-mode (“magnetic”).

Before photon decoupling the tight coupling of the baryon-photon fluid is achieved by Thomson
scattering. Its cross section is given by

dσ

dΩ

(
n, ε;n(0), ε(0)

)
=

3σT
8π

∣∣∣ε∗ · ε(0)
∣∣∣
2

(105)

where ε(0) and ε are the polarization vectors of the incoming and outgoing photons, respectively. The

Thomson cross section is given by σT ≡ 8π
3

(
e2

mec2

)2
. The incoming and outgoing propagation directions
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of the photons are n(0) and n, respectively. Thomson scattering does not source circular polarization.
Therefore in the ΛCDM model V = 0 and generally it is not considered in CMB physics though there
are some exceptions. The two polarization vectors of the incoming photons can be chosen in spherical
coordinates as (cf. e.g. [59])

ε
(0)
1 = cos θ (ex cosφ+ ey sinφ)− ez sin θ (106)

ε
(0)
2 = −ex sinφ+ ey cosφ. (107)

The polarization vectors of the outgoing (scattered) radiation will be chosen along the cartesian coordi-
nate x- and y-axes, respectively, so that

ε1 = ex (108)

ε2 = ey (109)

Moreover n(0) and n make an angle θ. The differential cross section by definition is the ratio of the
power radiated in the direction n with polarization ε per unit solid angle and the unit incident flux which
is the power per unit area in the direction n0 and polarization ε0. Thus for scattering of electromagnetic
waves off one electron at a distance r from the electron [59],

dσ

dΩ

(
n, ε;n(0), ε(0)

)
=

r2 1
2 |ε∗ ·E|

2

1
2

∣∣ε(0)∗ ·E(0)
∣∣2 (110)

where E(0) and E are the electric fields of the incoming and scattered radiation far away from the
scatterer, respectively. Therefore using equations (105) and (110) and defining partial intensities Im ≡
|ε∗m ·E|2 and equivalently for the incident radiation, then

Im = r−2
∑

n=1,2

(
dσ

dΩ

)(
n̂, εm; n̂(0), ε(0)

n

)
I(0)
n . (111)

Assuming that the incident radiation is unpolarized inplies that the intensity only depends on the prop-
agation direction n(0) and not on the polarization vectors thus I(0)

n = I
(0)
n (n̂(0)) (e.g. [62]). Moreover

I
(0)
1 = I(0)

2 = I
(0)
2 . Using the expressions (106)-(109) for the polarization vectors and integrating over

all incoming directions n(0) the Stokes parameter Q (cf. equation (97)) reads

Q = −3σT
16π

∫
dΩn(0)r−2I(0)(n(0)) cos(2φ) sin2 θ. (112)

The brightness perturbation Θ is determined by the fractional perturbation of the intensity I . Using the
expansion in terms of spin-0 spherical spherical harmonics Y m

` (n) (cf. equation (50)) it follows that
the polarization parameter Q is determined by the quadrupole moment of the brightness perturbation
since sin2 θ cos 2φ ∝

[
Y 2

2 (n̂(0)) + Y −2
2 (n̂(0))

]
. Moreover, since U(n̂(0)) can be obtained from Q(n̂(0))

by a coordinate transformation φ → φ − π
4 (cf. equation (103)) the corresponding expression for U is

simply given by equation (112) with cos(2φ) replaced by sin(2φ). Therefore, U is also sourced by the
quadrupole of the brightness perturbation since sin2 θ ∝

[
Y 2

2 (n̂(0))− Y −2
2 (n̂(0))

]
.

The evolution of the brightness perturbations indicate that only close to photon decoupling the
amplitude of the multipoles can grow significantly. Thus the primordial polarization is generated at last
scattering. Since it is sourced by the brightness perturbation it also shows the characteristic oscillating
structure imprinted by the oscillations of the baryon photon fluid (cf figure 7). Six acoustic peaks in the
E-mode autocorrelation functions have been observed by ACTPol [63] and SPTPol [64]. The feature
at low ` in the angular power spectrum of the auto- and temperature cross correlation function of the
E- mode (cf. figure 7) is due to reionization at low redshifts. In the reionized universe the number of
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Fig. 7: The angular power spectrum of the E-mode autocorrelation function (left) and the cross cor-
relation function of the temperature and E-mode (right) for the bestfit parameters from Planck 15
(TT,TE,EE+lowP+lensing+ext(BAO+JLA+H0)) together with the Planck 2015 [57], ACTPol [63] and SPTPol
[64] data.

free electrons is very large again. Some of the CMB radiation gets re-scattered thereby increasing the
polarization signal.

The first observations that the universe today is completely ionized came from observations of
quasar spectra. The intergalactic medium (IGM) which permeates the space between galaxies can be
probed by its emission and absorption spectra of light from distant background sources. Quasars are ideal
background sources since due to their immense power they can be observed upto very high redshifts.
Hydrogen is the most abundant element in the universe. If hydrogen is neutral in regions along the
line of sight then the Lyman α absorption at the corresponding rest frame wavelengths should lead to
the "Gunn-Peterson trough" in the quasar spectrum at wavelengths shorter than the terrestrial reference
wavelength at λLyα = 121.6 nm. For objects at redshifts beyond the reionization redshift a complete
Gunn-Peterson trough should be observed. Discrete absorption features are observed due to residual
regions of neutral hydrogen which give rise to the so-called Lyman α forrest seen in quasar spectra.
With surveys such as the Sloan Digital Sky Survey (SDSS) a number of quasars at redshifts z

∼
> 6 have

been observed. Their spectra show indications for a complete Gunn-Peterson trough and thus imply a
lower limit on the reizonation redshift at around z ' 6. Observations of the CMB are well fitted by
assuming instanteneous reionization at a redshift zreio. A typical evolution of the ionization fraction is
shown in figure 5. Planck 15 data are bestfit for a reionization redshift zreio = 8.8+1.2

−1.1 at 68%CL (using
the temperature and low ` polarization data and lensing reconstruction including external data from BAO
and supernovae observations) [23]. The origin of this reionization of the IGM lies with the formation
of first objects. The first generation of stars, the population III stars, are assumed to be very hot and
massive. Their radiation ionizes the intergalactic gas in their vicinity and thus play an important role in
the reionization of the universe.

The absolute spectrum of the CMB offers another possibility to gain insight into the physical
conditions of the universe during its evolution. The COBE/FIRAS instrument measured the absolute
spectrum of the CMB [36]. The data analysis showed that the CMB is very close to a perfect black
body spectrum. The deviations from a Planck spectrum are very small indeed. These spectral distortions
are classified in two types, namely, µ-type and y-type. They are generated at different times during the
evolution of the universe as the spectral properties depend on the interactions of photons with the cosmic
plasma. Deviations from the Planck spectrum result when energy is injected into the photon distribution
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or the photon occupation number density is changed. This could be caused, e.g., by particle-antiparticle
annihilation reactions XX → γγ or particle decay X → ...γ. Other interesting processes include the
damping of density perturbations (cf. the Silk damping discussed above) [65] or damping of primordial
magnetic fields [66, 67]. If this happens at very early times, at very high energies, corresponding to
redshifts z > 2× 106 then bremsstrahlung and double Compton scattering are very efficient [68]. Since
these interactions do not conserve photon numbers and redistribute photon frequencies a Planck spectrum
can always be re-established. At later times and thus lower temperatures these interactions are no longer
efficient. If the photon energy and/or occupation numbers are suddenly changed for redshifts between
2 × 106 and 4 × 104 photons interact with electrons by elastic Compton scattering. This changes the
photon frequency distribution but not the occupation numbers resulting in a deviation from the Planck
spectrum in the form of a Bose-Einstein spectrum, f = [exp (µ+ hν/kTe)− 1]−1. This gives rise to a
µ-type spectral distortion. For redshifts less than 5×104 elastic Compton scattering becomes inefficient.
Any energy injection at this later times result in a y-type spectral distortion encoded by expanding the
spectrum around the Planck spectrum Bν(T ) as

Bν(T ) + y
∂Sy
∂y

, y =

∫
k (Te − Tγ)

mec2
dτ (113)

where Te is the electron (matter) temperature and Tγ the photon temperature. τ is the optical depth
(as defined above). This separation into epochs when either µ-type or y−type spectral distortions are
generated has been re-fined by including an intermediate era generating an i−type spectral distortion
[69]. The observational limits of COBE/FIRAS are |µ| < 9 × 10−5 and |y| < 1.5 × 10−5 at 95%
CL. There are discussions about future missions, such as the Primordial Inflation Explorer PIXIE [35],
a potential NASA mission, to improve the COBE/FIRAS measurements of the absolute spectrum of the
CMB.

The matter power spectrum provides the initial conditions for large scale structure formation.
Linear density perturbations at some point reach a critical amplitude and enter the non-linear regime
resulting in gravitational collapse and giving rise on larger scales to the nontrivial network of voids,
sheets and filaments as observed in galaxy surveys as well as numerical simulations. The total matter
power perturbation ∆m has a contribution from the perturbation of the cold dark matter component ∆c

as well as in the baryons ∆b,

∆m ≡ Rc∆c +Rb∆b, (114)

where during the matter dominated era Ri ≡ ρi
ρmatter

, i = b, c. The corresponding matter spectrum is
given by

Pm(k) =
k3

2π2
|∆m|2. (115)

The total linear matter spectrum for the adiabatic mode is shown in figure 8. The evolution of the matter
perturbation is determined in general by the continuity equation, (cf., e.g., [70])

∂∆

∂t
+

1

a
∇ · (1 + ∆)u = 0 (116)

and the Euler equation

∂∆

∂t
+Hu +

1

a
[(u · ∇) u +∇φ] = 0 (117)

where u = v−Hx is the peculiar velocity. Moreover, the gravitational potential φ is determined by the
Poisson equation

∇2φ = 4πGρa2∆. (118)
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Fig. 8: The total linear matter power spectrum for the bestfit parameters from Planck 15
(TT,TE,EE+lowP+lensing+ext(BAO+JLA+H0)).

In the linear regime the equations of linear cosmological perturbation theory are recovered on sub horizon
scales. Beyond the linear regime there are approaches to treat the evolution in a semianalytical way such
as the Zeldovich approximation or the adhesion model. However, in order to obtain a complete picture of
the evolution of the gravitational instabilities and subsequently the distribution of mass in the universe it
is necessary to ressort to numerical simulations. One of the largest simulations done is the Millenium Run
of the Virgo Consortium [71] which uses the publicly available GADGET-2 code [72]. These gravitational
N-body simulations generally confirm the picture of how the complex web of cosmic voids and filaments
forms from the initial, linear density perturbations.

4 Dark matter and dark energy
Determining the velocity dispersions of galaxies in clusters Fritz Zwicky found the first evidence already
in 1933 that there is more matter in the universe than is visible. Typically in spiral galaxies and galaxy
clusters the member objects such as stars, gas clouds or galaxies follow a circular movement around the
center of the corresponding structure. Plotting this radial dependence of the velocities yield the rotation
curves. These show a flattening at large distances from the center which is an indication of the presence of
non luminous matter. The rotational velocities can be estimated from the Doppler shift of spectral line(s)
in the corresponding spectra. In particular, in galaxies the presence of neutral hydrogen gas clouds (HI
clouds) allows to use the Doppler shifts of their 21cm line emission to determine the rotation velocities.
The 21cm line or 1420 MHz radiation emission is due to the transition between the two hyperfine levels
of the 1s ground state of hydrogen. This transition is highly forbidden with a transition probability of
2.6 × 10−15 s−1. However, there is a significant signal due to the large amount of hydrogen in the
universe. Observations of the 21 cm line emission have been an important tool in galactic astronomy. It
is becoming now the future of cosmological observations to explore the universe at high redshifts before
reionization during the so called dark ages. These refer to the epoch after last scattering and before the
formation of the first luminous objects such as the first generation stars (cf. e.g. [73]).

The dynamics can be described by a rather simple model which allows to get an estimate of the
total mass of the structure (cf., e.g., the description in [16, 17]). The rotation curves determine the
rotational velocity vrot(r) as a function of radial distance r from the center. Thus applying Newtonian
dynamics yields to,

GMr

r2
=
v2
rot(r)

r
→Mr =

v2
rot(r)r

G
, (119)
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where Mr is the mass within a radius r. The luminous part of matter in spiral galaxies traces out a
central region which has spherical geometry and a disk where the spiral arms are located. For a star in
the central region one expects a linear evolution with radial distance of the rotational velocity. This uses
the observation that typically in the central region the matter density is constant, thus Mr ∝ r3 and

Gr3

r2
=
v2
rot

r
⇒ vrot ∼ r. (120)

Since the mass of the central region is dominant over the contribution from the disk to a good approx-
imation it can be assumed that on scales much beyond the central region the mass within a radius r
is constant. Thus for a star or gas cloud outside the central region the rotational velocity behaves as
vrot ∼ r−

1
2 . Therefore the velocity should increase close to the center and decrease at large distances

from the galactic center. However, the observed rotation curves show a distinct flattening reaching a
plateau at large values of r. This behaviour can be explained by the presence of a galactic halo. Since it
is not observed by electromagnetic radiation but only by its gravitational interaction it has to be made of
dark matter. Observations indicate that the halo mass constitutes 80-90% of the total mass of a galaxy.
This means that light traces only a small part of matter in galaxies and clusters of galaxies. Extrapo-
lating to even larger scales, only a small of the total energy density is visible. The necessity of dark
matter was already encountered in section 3 discussing the observations of the CMB. The bestfit mod-
els clearly require cold dark matter, e.g. the Planck 15 temperature and polarization data constrain
ΩCDMh

2 = 0.02225± 0.00016 at 68% CL [23]. Only including cold dark matter allows to generate the
corresponding density perturbations in the photon radiation field to fit the observed CMB temperature
and polarization anisotropies.

The big question now, of course, is what actually is dark matter. Primordial nucleosynthesis or
BBN (big bang nucleosynthesis) predicts that the baryonic matter density parameter is Ωb ' 0.05. How-
ever the luminous part of matter in galaxies and galaxy clusters is estimated to have a density parameter
of the order Ωlum ' 0.01. Therefore it is clear that part of dark matter is baryonic. Bayonic dark matter
could be made of Jupiter-like objects or brown dwarfs. The latter are stars with masses less than 10%
of the solar mass implying that their core temperatures are not high enough to start the nuclear reac-
tion chain which fuels the radiation emitted by stars. Other possible contributions to dark matter could
come from black holes. All these objects are called collectively MACHOs which stands for massive
astrophysical halo objects. There is observational evidence for MACHOs since they act as gravitational
lenses leading to the phenomenon of micro lensing. When a MACHO crosses the line-of-sight between
us and a distant star it causes the star to appear brighter. This is due to the gravitational lens effect of the
MACHO, namely, redirecting light into the direction of the observer and hence leading to a maximum in
brightness. Observing this characteristic local maximum in the time depend light curves of distant stars
could be evidence of a microlensing event. The MACHO project has identified several such microlensing
events observing stars in the Magellanic Clouds and the Galactic Bulge [74].

The dominant part of dark matter in the universe is non baryonic. The standard theory is that
these are particles created in the very early universe which are stable enough to survive at least until the
present day. Candidates are massive neutrinos, axions and in general weakly interacting massive particles
(WIMPs). These could be for example supersymmetric partners of the standard model of particle physics.

It is interesting to discuss the case of neutrinos in more detail. There are three families of light
neutrinos in the standard model of particle physics. Oscillations between different neutrino flavors indi-
cate limits on mass differences, e.g., measuring the flux of ν̄e from distant nuclear reactors the bestfit to
the KamLAND data is ∆m2 = 6.9× 10−5eV2 for a mixing angle θ determined by sin2 2θ = 0.91 [75].
A different bound on the masses of neutrinos can be obtained from cosmology as follows. Within stan-
dard big bang cosmology light neutrinos decouple at around 1 MeV as was described above. At this time
neutrinos are relativistic implying that their temperature after decoupling from the rest of the cosmic
plasma evolves as T ∝ 1/a. At the time of neutrino decoupling, photons, neutrinos and the rest of mat-
ter which was in thermal equilibrium have the same temperature. Upto temperatures Tme ' me ∼ 0.5
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MeV the temperatures of photons and neutrinos are the same. However, below these temperatures elec-
tron positron pair annihilate thereby reducing the number of relativistic degrees of freedom g∗. Before
electron-positron annihilation the number of relativistic degrees of freedom is determined by photons,
electrons and positrons, namely (cf. [17, 19])

g∗(γ, e+, e−) = 2 +
7

8
× 4 =

11

2
. (121)

At temperatures much below Tme only the photons contribute to g∗, i.e. g∗(γ) = 2. The entropy in a
comoving volume is conserved implying that

S = g∗(Ta)3 = const. (122)

This yields to

(Ta)3
T<Tme

(Ta)3
T>Tme

=
g∗,T>Tme
g∗,T<Tme

=
11

4
. (123)

As the temperature of the neutrinos evolves as 1/a it follows that (aTν)T>Tme = (aTν)T<Tme . Since
at temperatures T > Tme , neutrinos and photons have the same temperature, Tν = Tγ , equation (123)
implies that for T < Tme

Tγ
Tν

=

(
11

4

) 1
3

' 1.4. (124)

Therefore at present there is a background of (light) neutrinos at a temperature

Tν,0 =

(
11

4

)− 1
3

Tγ,0 ⇒ Tν,0 ' 1.95 K. (125)

However, so far there has been no direct detection due to the obvious experimental difficulties. The
number density of neutrinos and antineutrinos today is nν = 3

11nγ yielding nν = 113 cm−3. This leads
to a bound on the total mass assuming that the neutrino contribution does not overclose the universe,
namely satisfying the condition, Ω = ρ

ρc
≤ 1. This implies the upper bound

∑

e,µ,τ

mνc
2 ≤ 47 eV. (126)

Light neutrinos as dark matter constitute hot dark matter since they are relativistic at decoupling (T ∼ 1
MeV). However, as they stream freely under the influence of gravity they tend to damp out density
perturbations. Therefore the fraction of hot dark matter has to be subdominant w.r.t. cold dark matter.

The number of neutrino species Neff can be constrained with BBN and CMB data. For SM
neutrinos the relativistic energy density is given by

ρr = ργ

[
1 +

7

8

(
4

11

) 4
3

]
. (127)

A different value forNeff implies a change in the expansion rate and hence the temperature at freeze-out

of the conversion reaction between protons and neutrons, n ↔ p. This affects the ratio n
p = e

− Q
TD and

the primordial helium fraction (cf equation (33)). Recent measurements of the primordial deuterium as
well the helium fraction yield [21]

NBBN
eff = 2.88± 0.16. (128)
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Moreover, changes in the expansion rate at the time of photon decoupling tdec have implications
for the sound horizon rs which is determined by

rs =

∫ tdec

0
cs
dt

a
=

∫ adec

0

cs
a2H

da (129)

as well as the photon diffusion damping scale kD

k−2
D (z) =

∫ ∞

z

dz

6H(z)(1 +R)τ̇

(
16

15
+

R2

1 +R

)
(130)

with the differential optical depth τ̇ = neσT
a
a0

and the evolution of the baryon over photon fraction

R = 3
4

Ωb,0
Ωγ,0

(1 + z)−1. Thus increasing the effective number of relativistic degrees of freedom decreases
the damping scale leading to an increase of small scale anisotropies. Planck 2015 temperature and
polarization data only [23] constrain the contribution from light neutrinos and any other dark radiation
such that at 68% CL Neff = 2.99± 0.20. When combined with large scale structure data this constraint
becomes Neff = 3.04± 0.18.

The experimental evidence of neutrino oscillations implies that neutrinos are massive. The stan-
dard ΛCDM model assumes a mass hierarchy which is dominated by the heaviest neutrino mass eigen-
state implying effectively one massive and two massless neutrinos with

∑
mν = 0.06 eV. However, a

degenerate mass hierarchy is not excluded. The Planck 2015 temperature and polarization data only [23]
contrain the sum of the neutrino masses to be

∑
mν < 0.49 eV and including large scale structure data

leads to the upper bound
∑
mν < 0.17 eV at 95% CL. The absolute neutrino masses can be detected for

example using the induced β decay resulting in limits on m(νe). Tritium β decay experiments such as
KATRIN (e.g., [76]) and PTOLEMY [77] are expected to provide the strongest bounds.

The CMB clearly indicates the presence of a substantial amount of cold dark matter. The term
weakly interacting massive particles (WIMPs) has been introduced to describe hypothetical particles
which could constitute the cold dark matter in the universe. These are particles which are assumed to be
non relativistic at the time of their decoupling from the rest of the cosmic plasma. WIMP candidates are,
e.g., supersymmetric particles. The flat FRW model imposes the constraint on the density parameter of
any WIMP candidate χ that Ωχ < 1 (e.g. [17]). Since at present WIMPs are non relativistic, the density
parameter is determined by

Ωχ =
N(T0)m

ρc
(131)

assuming a WIMP candidate χ with mass m. Moreover, N(T0) = N(TD)
(
T0
TD

)3
is the number density

today and T0 and TD are the temperature today and at "freeze-out" of χχ̄ pair production, respectively.
Assuming that freeze-out takes place during the radiation-dominated era the Hubble parameter is given
by Eq. (31) and the expression for the number density of non relativistic especies, Eq. (25). Moreover at
freeze-out the temperature TD can be estimated by the condition N(TD)〈σv〉 = H(TD) where σ is the
χχ̄ annihilation cross section and v their relative velocity. Therefore the condition Ωχ < 1 can be used
to constrain model parameters.

There are direct as well as indirect experimental searches for WIMP detection within our galaxy.
The former one uses hypothetical WIMP-nucleon scattering within a detector. These signals might have
angular and time dependence due to the motion of the earth. There is a whole range of direct experi-
mental searches going on presently, such as XENON1T [78] or LUX [79]. Indirect searches use decay
products and/or excess radiation of potential WIMP decay or annihilation interactions. There have been
indications of excess γ ray radiation from the galactic center from the FERMI satellite (e.g., [80]) as
well as positron excess from data of the the AMS [81] as well as the HEAT [82] and PAMELA [83]
experiments.
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As was already discussed in section 2 observations show that at present the largest contribution
to the energy density in the universe is due to dark energy. A term which is has been coined to deal
with its unknown origins. Apart form the observations of supernovae and the CMB anisotropies there
is also evidence from large scale structure. Here we are going to focus on the evidence from baryon
acoustic oscillations (BAO) which have been observed in galaxy correlation functions. In section 3 the
acoustic oscillations in the tightly coupled baryon-photon fluid have been discussed. These give rise
to the observed acoustic peak structure in the angular power spectrum of the temperature and polariza-
tion anisotropies of the CMB radiation. Moreover, these also manifest themselves as wiggles in the
matter power spectrum (cf., Fig. 8). This has been observed, e.g., in the Sloan Digital Sky Survey
(SDSS) [84, 85]. In real space, in the two-point galaxy correlation function these acoustic oscillations in
the photon-fluid fluid lead to the already well-detected BAO peak determined by the size of the sound
horizon at decoupling (cf. Eq. (129)), e.g. in the SDSS [86] the BAO peak is detected at 100h−1 Mpc.
This is the largest scale upto which a sound wave can travel before the sound speed in the baryon fluid
decreases dramatically due to the decoupling of the photons. There are several factors which complicate
the detection of the BAO peak in galaxy redshift surveys due to their low redshift such as the nonlinearity
of the density matter field, bias and redshift distortions due to small scale velocities.

The preferred angular separation scale of galaxies marked by the BAO peak can be used as a
standard ruler since it is related to the known scale of of the sound horizon at decoupling, rs. This
provides a measurement across the line of sight determining rs/DA(z) and hence the angular diameter
distance DA as a function of z. There is also the possibility to measure the redshift separation along the
line of sight given by rsH(z). The uncertainty to convert redshifts into distances along and across the
line of sight has led to the definition of the parameter [86]

DV (z) =

[
(1 + z)2DA(z)

cz

H(z)

] 1
3

(132)

whose graph as a function of redshift results in the equivalent of BAO Hubble diagram indicating the
present day acceleration of the universe (eg., from the WiggleZ survey, [87, 88]).

Upto now it is an open problem of what actually causes the observed acceleration of the universe.
There are many possible explanations ranging from a cosmological constant, scalar fields, a gravity the-
ory different from Einstein general relativity, brane world models, etc. However, there is no compelling
candidate. In terms of interpreting the data the simplest approach is to assume a cosmological constant
adding just one parameter, ΩΛ which has an equation equation of state p = −ρ. Considering a more
general equation of state p = wρ where w is a constant the constraint from observations of the CMB
such as, e.g., Planck 15 plus astrophysical data gives w = −1.006± 0.045 [23].

If one were to try to connect the observed value of ΩΛ with the expectation value of a vacuum
energy density a simple estimate shows that there is a huge discrepancy between prediction and observa-
tion. Describing vacuum fluctuations in terms of a set of harmonic oscillators at zero point energy yields
the total energy per unit volume of all oscillators (e.g. [17])

ε =
~

4π2

∫
ωkk

2dk. (133)

Introducing an upper cut-off km corresponding to a maximal energy Em and considering the relativistic
limit leads to ε = E4

m
16π2(~c)3 . A natural energy scale in the problem is the Planck scale MP for which

ε ∼ 10121 GeV leading to

ρΛ

ε
' 10−121 (134)

for ρΛ = ΩΛρc and ΩΛ ∼ 0.7 and ρc ' 5GeV m−3. This encapsulates the cosmological constant
problem (cf., e.g. [89]).
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5 Conclusions
In these lectures we have provided an overview of the current cosmological model together with obser-
vational evidence. Roughly 95 % of the energy density of the universe is in the "dark" sector for which
there is observational evidence but no clear theoretical understanding. There is no shortage of proposals
of models ranging from modifying gravity "by hand", string theory inspired models to various exten-
sions of the standard model of particle physics. However, so far there is no obvious ("natural") model
which stands out. There will be more data and at higher precision from astrophysical and cosmological
observations in the near future. These can also provide useful additional constraints on particle physics
models.
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Appendices
A A brief introduction to the Friedmann-Robertson-Walker models
In the standard model of cosmology gravity is described by general relativity. As in special relativity
space and time are united to describe a space-time. The invariant line element of special relativity is
given by ds2 = ηµνdx

µdxν where

ηµν =




−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 (A.1)
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is the Minkowski metric. In general relativity this is determined by ds2 = gµνdx
µdxν for a general

metric gµν . Space-time is curved. The dynamics is determined by Einstein’s equations,

Rµν −
1

2
gµνR+ Λgµν = 8πGTµν (A.2)

where the Ricci tensor is defined by Rµν =
∂Γσµν
∂xσ −

∂Γσµσ
∂xν + ΓσρσΓρµν − ΓσρνΓρµσ, the Christoffel symbols

are defined by Γµνρ = gµσ

2

(
∂gσρ
∂xν + ∂gνσ

∂xρ −
∂gνρ
∂xσ

)
and R = gµνRµν is the Ricci scalar. Repeated indices

in pairs with one contravariant and one covariant are summed over. Greek indices take values between
0 and 3. Tµν is the energy-momentum tensor which is conserved, satisfying ∇νTµν = 0. Speaking
in an illustrative way, Einstein’s equations encapsulate that geometry determines matter distribution and
evolution and vice versa. Space-time is curved by the presence of matter. That is why, e.g., the trajectory
of light from distant sources is deviated by the sun. This deflection angle is one of the classical tests of
general relativity.

Einstein’s equations are very complex. There are no general solutions known. It is always neces-
sary to assume some degree of symmetry in order to find solutions. The Friedmann-Robertson-Walker
solutions are isotropic and homogeneous and are described by the metric

ds2 = −dt2 + a2(t)

[
dr2

1− kr2
+ r2

(
dθ2 + sin2 θdφ2

)]
. (A.3)

The parameter k has only three values: k = 0 for a flat universe, k = −1 for an open one and k = 1
for a closed universe. In many cases matter can be described by a perfect fluid with 4-velocity uµ whose
energy momentum tensor is given by

Tµν = [ρ(t) + P (t)]uµuν + p(t)gµν (A.4)

where ρ(t) and p(t) are the energy density and pressure, respectively, which are only functions of time
in a Friedmann-Robertson-Walker background.
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Abstract 
The main theme of the lectures covered the experimental work at hadron 
colliders, with a clear focus on the Large Hadron Collider (LHC) and on the 
roadmap that led finally to the discovery of the Higgs boson. The lectures 
were not a systematic course on machine and detector technologies, but 
rather tried to give a physics-motivated overview of many experimental 
aspects that were all relevant for making the discovery. The actual lectures 
covered a much broader scope than what is documented here in this write-
up. The successful concepts for the experiments at the LHC have benefitted 
from the experience gained with previous generations of detectors at lower-
energy machines. The lectures included also an outlook to the future 
experimental programme at the LHC, with its machine and experiments 
upgrades, as well as a short discussion of possible facilities at the high 
energy frontier beyond LHC. 

Keywords 
Large hadron collider; detector; trigger; particle physics; Higgs particle; 
physics beyond the Standard Model. 

1 Introduction  
Experimental facilities at the High Energy Frontier (HEF) is a very broad topic, impossible to cover in 
even four lectures. Already during the lectures, but even much more so in this write-up, the main 
theme will be the long journey to the Higgs boson discovery and beyond at the Large Hadron Collider 
(LHC).  

The HEF is only one of the three main pillars of experimental particle physics. It complements 
experiments that study the physics at the intensity frontier and at the cosmic frontier. The three areas 
have considerable overlap that provide for exciting synergies. Without exaggeration one can claim that 
particle physics has never been such an exciting research field with great promises for new 
fundamental discoveries as we live through these years. The HEF in itself is a broad and lively field 
with complementary approaches using either proton-proton (pp), electron-positron (e+e-) or eventually 
electron-proton (ep) collisions. For these lectures, however, the LHC will be in the focus, given the 
topical discovery of the Higgs boson and LHC’s unique status of being the only running high energy 
collider for many years to come.  

The discovery of a scalar boson, which shows within the present statistical precision achieved 
all the expected properties for the famous Higgs boson, announced by the ATLAS and CMS 
Collaborations on 4th July 2012 [1,2], was the culminating experimental triumph for the Standard 
Model [3-11]. The Standard Model (SM) of particle physics is one of the most remarkable 
achievements of physics over the past 50 years. Its descriptive and predictive power has been 
experimentally demonstrated with unprecedented accuracy in many generations of experiments 
ranging from low to high energies. The SM comprises the fundamental building blocks of all visible 
matter, with the three fermion families of quarks and leptons, and their interactions via three out of the 
four fundamental interactions mediated by bosons, namely the massless photon for the 
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electromagnetism, the heavy W and Z bosons for the weak force, these two interactions unified in the 
electroweak theory, and the massless gluons for the strong interaction.  

In order to solve the mystery of generation of mass, a spontaneous symmetry-breaking 
mechanism was proposed introducing a complex scalar field that permeates the entire Universe. This 
mechanism, known as Brout-Englert-Higgs (BEH) mechanism [6-9], gives the W and Z their large 
masses and leaves the photon massless. Interaction with the scalar field generates masses to the quarks 
and leptons in proportion to the strength of their couplings to it. This field leads to an additional 
massive scalar boson as its quantum, called the Higgs boson. After the discovery of the W and Z 
bosons in the early 1980s, the hunt for the Higgs boson, considered to be the keystone of the SM, 
became a central theme in particle physics, and also a primary motivation for the LHC. Finding the 
Higgs boson would establish the existence of the postulated BEH field, and thereby marking a crucial 
step in the understanding of Nature.  

There is a vast body of literature available for ‘telling the story’ of the Higgs discovery at the 
LHC. Somehow unjustified and selectively, the following accounts are heavily based on a few didactic 
articles co-authored by the lecturer with longtime colleagues since the early years of the LHC 
adventure [12,13] and hadron collider experiments even before [14]. For scientifically rigorous 
accounts and full references the reader is referred to the original publications [1,2] and the full 
references therein, as well as to the updated public reference lists of publications by ATLAS [15] and 
CMS [16]. 

2 Hadron Collider Experiments Preceding the LHC 
The history of hadron colliders started almost 45 years ago. A dedicated account of the evolution of 
hadron collider experimentation is given in [14], containing also detailed references, where the very 
impressive growth and sophistication, both for the detector concepts as well as for the analysis 
methods, is discussed.  

The first hadron collider was the about 1 km circumference CERN Intersecting Storage Rings 
(ISR), commissioned in 1971 with proton-proton (pp) collision energies E between 23 and 63 GeV. 
Experiments were located at eight beam crossing points of the two separate magnet rings. The CERN 
SPS Collider (SppbarS), colliding p and antiprotons (pbar) with E = 546 and 630 GeV, followed in 
1981. The pbars were produced using intense proton beams hitting a target, and collected in a 
dedicated accumulator ring, and their phase space was reduced to dense bunches by an 
electromagnetic feedback system derived from sensing energy fluctuations in the beam itself 
(stochastic cooling).  The 1.3 Tesla conventional bending magnets were housed in the 6.9 km SPS 
tunnel.  The two general-purpose detectors, UA1 and UA2, where the W and Z were discovered, 
shared the collider with a few smaller experiments. The Fermilab ppbar Tevatron Collider with E = 2 
TeV used 4.2 Tesla superconducting magnets in a 6.3 km ring. It began operation in 1987, serving two 
major detectors, CDF (Collider Detector Facility) and DØ (named after its location on the ring), which 
provided the top quark discovery, and also a few small specialized experiments.  Finally, the pp 
Superconducting Super Collider (SSC) in Texas would have had E = 40 TeV, but was cancelled by the 
U.S. Congress in 1993 well before its construction completion.  

Hadron collider detectors have evolved in size and complexity as physics questions have 
changed, and as the technology advanced.  Each generation of detectors built on the previous 
experience.  The growth in size stemmed in part from the increase in typical particle energies, but also 
in response to the need for higher precision and hence more sophisticated detectors.  

The early ISR experiments, as customary from previous fixed target experiments, had rather 
specific physics goals that were addressed with detectors covering limited solid angles using the 
detector technologies from the fixed target era. Toward the end of the ISR period, new discoveries 
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stimulated a new detector paradigm. The requirement to study new massive particles, such as the W 
and Z that transmit the weak force, and the search for the top quark, in which several decay particles 
emerge over a large angular region and at large momenta transverse to the beam axis (pT), stimulated 
experiments to become more inclusive in their coverage. Thus, starting with the UA1 and UA2 
experiments, the general purpose detectors followed a more hermetic design with cylindrical shells of 
subdetectors surrounding the beam vacuum pipe and covering nearly the full 4π solid angle. The 
innermost ‘tracker’ layer records the ionization tracks of charged particles moving in a magnetic field 
to allow the measurement of their momenta, followed by ‘calorimeters’ to measure the energies of 
hadrons, electrons and photons, and an outer layer that measures and identifies the muons which 
penetrate the calorimeter. Implementation in specific experiments varied, depending on the physics 
emphasis and the available technology. Figure 1 illustrates with some examples this detector 
evolution.  

 
Fig. 1: Clockwise from top left the R702 experiment at the ISR, the UA1 experiment at the SppbarS, the CDF 
experiment at the Tevatron, and the ATLAS experiment at the LHC, whose approximate diameters are 6, 10, 12 
and 24 m respectively. 

The trackers evolved from multiwire proportional chambers and drift chambers that measured 
the location of charged particle ionizations with precisions of hundreds of µm, to higher resolution 
scintillating fibers and ultimately silicon microstrip and pixel detectors with few µm resolutions. To 
allow track momentum measurement, solenoids with magnetic field along the beam axis were 
favoured as this optimized the transverse momentum resolution needed by the high pT physics 
programme. The fields increased from about 1 Tesla in earlier detectors to 4 Tesla in the LHC CMS 
solenoid. The resolution improvement from silicon detectors brought the new capability to sense the 
short distance between the production and decay of hadrons containing a b-quark, a signature of many 
kinds of new physics.  
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The calorimeters were designed to fully contain the energy deposits of electrons, photons and 
hadrons through a cascade of collisions, each producing several lower energy particles until the 
shower multiplication dies. The shower containment distance is a function of the radiation length for 
electrons and photons and of the nuclear interaction length for hadrons. In sampling calorimeters, as 
used in all hadron collider experiments before the LHC, layers of absorber are interleaved with active 
detectors that measure the ionization signal which is proportional to the incident particle energy. The 
two length scales dictate different design choices for the electromagnetic (em) and hadronic (had) 
calorimeter sections. The energy resolution of the calorimeters is controlled by statistical fluctuations 
in the shower process and in the number of particles traversing the active layer, as well as by 
calibration variations and inhomogeneity due to, for example, cables and supports. The 4π calorimeter 
coverage allowed measurement of almost all produced particles so as to determine the total pT of 
visible particles. Since the initial colliding hadrons have zero pT, large ‘missing’ transverse energy 
(ET

miss) can be ascribed to non-interacting particles such as neutrinos.  

Muons, the only observable charged particles that can penetrate the calorimeter and magnet, are 
identified in large-area position detectors in the outer detector shell. The muon detectors were 
typically embedded in the iron return yokes of the magnet and relied on a precise momentum 
measurement in the tracker, but in the LHC ATLAS detector with its open air-core toroids outside the 
calorimeter a second precise momentum measurement can be made.  

With the increased luminosity, the total collision rate grew from 3x105 Hz at the SppbarS, to 
3x107 Hz at the Tevatron and now to 109 Hz at the LHC. Although the ability to record data for offline 
analysis has grown with modern computing technology, the number of bytes of data describing an 
event has also grown and it remained until recently impractical to record collisions at more than a few 
100 Hz. Complex ‘trigger’ systems have evolved to select the few potentially interesting events from 
the flood of all collisions.  Reliable triggering is key for the success of hadron collider experiments, as 
a rejected event is lost forever. The SppbarS triggers used fast indications of single particles like 
electrons and muons to signal an interesting event, although a smaller stream was selected by more 
elaborate analyses in microprocessors.  At the Tevatron, three-level triggers were introduced in which 
the first deadtime-less decisions were made in single chip processors based on tracker, calorimeter or 
muon information, followed by microprocessor decisions combining several subdetectors, and finally 
a farm of processors running a simplified version of offline processing. The multiple level triggering 
gave data logging at 50 Hz with a dead time loss of about 5%. The LHC experiments retained the 
multi-level triggering with much more power at each stage to achieve fully efficient logging rates of a 
few 100 Hz. The growing luminosity also gives an increase in the number of events besides the one of 
interest occurring in the same bunch crossing.  At the LHC, such ‘pileup’ gives dozens of extra events 
superimposed on the one of interest, and is a major challenge for physics analyses. 

3 The LHC Project 
The LHC project must be seen as a global scientific adventure, combining the accelerator complex, the 
experiment collaborations with their detectors, a worldwide computing grid, and a motivating theory 
community, that started more than 30 years ago. Obviously the main issue is the fundamental physics 
it addresses, but the project itself is truly ‘a marvel of technology’, a detailed account of which can be 
found in [17], and specific technological highlights are featured in [18], from which some of the 
technical discussion is reproduced here. 

3.1 Historical Setting and Time Line 

A comprehensive history of the years leading to the LHC can be found in [19]. The great success in 
making the experimentally “clean” W and Z boson discoveries, despite the huge hadronic 
backgrounds, at the CERN SppbarS Collider in the early 1980s was crucial for the community to dare 
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to even dream of a future powerful high-energy hadron collider in order to make a decisive search for 
the Higgs boson. The idea that the tunnel for the, at that time, still future Large Electron-Positron 
(LEP) machine should be able to house, at some distant time, the LHC, was already in the air in the 
late 1970s [20]. Thankfully, those leading CERN at the time had the vision to plan for a tunnel with 
dimensions that could accommodate it. Enthusiasm for an LHC surfaced strongly in 1984 at a CERN-
ECFA workshop in Lausanne entitled “LHC in the LEP Tunnel”, which brought together working 
groups that comprised machine experts, theorists and experimentalists.  

With the promise of great physics at the LHC, several motivating workshops and conferences 
followed, where the formidable experimental challenges started to appear manageable, provided that 
enough R&D work on detectors would be carried out. Highlights of these “LHC experiment 
preliminaries” were the 1987 Workshop in La Thuile of the so-called “Rubbia Long-Range Planning 
Committee” and the large Aachen ECFA LHC Workshop in 1990. Finally, in March 1992, the famous 
conference entitled “Towards the LHC Experimental Programme”, took place in Evian-les-Bains, 
where several proto-collaborations presented their designs in “Expressions of Interest”. This was also 
the time when CERN created an international peer review committee for the LHC experiments 
(LHCC). Moreover, from the early 1990s, CERN’s LHC Detector R&D Committee (DRDC), which 
reviewed and steered R&D collaborations, greatly stimulated innovative developments in detector 
technology. 

It cannot be stressed enough how important the many years of R&D were that preceded the final 
detector construction for the LHC experiments. Technologies had to be taken far beyond their state-of-
the-art of the late 1980s in terms of performance criteria in the anticipated harsh LHC environment, 
like granularity and speed of readout, radiation resistance, reliability, but also considering buildable 
sizes of the detector components and number of units, and very importantly at an affordable cost. For 
many detector subsystems there were initially a few parallel developments pursued as options, because 
it was not guaranteed from the onset that a given proposed technology would finally fulfil all the 
necessary requirements. Increasingly more realistic prototypes were developed, in a learning process 
for both the detector communities and the industries involved.  

Some of the major technology decisions were taken by the Collaborations before the submission 
of the Technical Proposals to the LHCC end of 1994, which were finally approved early in 1996. For 
other choices the R&D needed more time, and they could only be made in the subsequent years from 
1996 to the early 2000s, thereby defining the timing for the final Technical Design Reports of the 
various detector components. 

The long duration of the LHC project until the Higgs discovery is illustrated in Table 1, with a 
few selected milestones concerning the LHC and the general-purpose experiments.  

3.2 The Collider 

In the LHC the two counter-rotating beams travel in separate channels in the arcs around the ring and 
consist of many particle bunches separated by a small distance. They are made to collide at the centre 
of the detectors with a small crossing angle. In the case of the LHC, the nominal number of bunches is 
2808, the distance between bunches is 7.5 m and the crossing angle 285 µrad. The layout of the 
collider is shown in Fig.2. There are eight arcs (bending radius of 2804 m), where the beams are bent, 
and eight straight-sections used for utilities or collision insertions. Four insertions are equipped with 
experimental detectors, where the two counter-rotating beams can be brought to collision. 
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Table 1: The LHC Timeline 

1984 Workshop on a Large Hadron Collider in the LEP tunnel, Lausanne, Switzerland. 

1987 Workshop on the Physics at Future Accelerators, La Thuile, Italy. 
The Rubbia “Long-Range Planning Committee” recommends the Large Hadron Collider 
as the right choice for CERN’s future.  

1990 LHC Workshop, Aachen, Germany (discussion of physics, technologies and detector 
design concepts). 

1992 General Meeting on LHC Physics and Detectors, Evian-les-Bains, France (with four 
general-purpose experiment designs presented). 

1993 Three Letters of Intent evaluated by the CERN peer review committee LHCC. ATLAS 
and CMS selected to proceed to a detailed technical proposal. 

1994 The LHC accelerator approved for construction, initially in two stages.  

1996 ATLAS and CMS Technical Proposals approved. 

1997 Formal approval for ATLAS and CMS to move to construction (materials cost ceiling of 
475 MCHF). 

1997 Construction commences (after approval of detailed Technical Design Reports of 
detector subsystems). 

2000 Assembly of experiments commences, LEP accelerator is closed down to make way for 
the LHC. 

2008 LHC experiments ready for pp collisions. LHC starts operation. An incident stops LHC 
operation. 

2009 LHC restarts operation, pp collisions recorded by LHC detectors. 

2010 LHC collides protons at high energy (centre of mass energy of 7 TeV). 

2012 LHC operates at 8 TeV: discovery of a Higgs boson. 
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Fig. 2: Layout of the Large Hadron Collider 

Just to recall, the two most important parameters of a proton-proton collider are the energy of 
the collisions and the luminosity, a parameter proportional to the number of collision events per 
second. The energy is related to the discovery potential of new particles of higher mass and the 
luminosity to the production of a relevant number of the desired events in a reasonable running time. 
The luminosity is a measure of the quality of the beams and their collisions, which is the result of 
careful design and mastering of several phenomena. 

The beam energy is proportional to the product of B (the magnetic field of the main dipole 
magnets) and ρ (the bending radius of the arcs). Obviously, since ρ was fixed by the dimensions of the 
LEP tunnel, it was important to aim at the highest possible field B. Prior to the LHC, three large 
accelerators are/were based on superconducting magnets: the Tevatron (Fermilab, Chicago), HERA 
(DESY, Hamburg) and RHIC (BNL, Brookhaven). All of these make/made use of classical NbTi 
cables cooled by helium at a temperature slightly above 4.2 K (He-I). In each case the fields are below 
or around 5 Tesla. The choice for LHC was to use NbTi superconductors cooled at a lower 
temperature, namely 1.9 K provided by superfluid helium (He-II). The gain due to the lower 
temperature is about 1.5 Tesla or an additional 1.3 TeV in energy. It is interesting to note that the 
solution adopted for the LHC reconciled two requirements, namely the quest for the highest possible 
magnetic field and a design such that the magnets could be constructed in existing industry. This 
design with 8.3 Tesla magnetic field in the dipoles resulted in a nominal beam energy of 7 TeV. Out of 
the almost ten thousands magnets forming the collider, the 1232 main dipole magnets (length 16 m, 
mass 27 tons) represented a major design and constructional effort. 

The solution of NbTi conductors at 1.9 K offers another important advantage at the expense of a 
more complex cryogenic system. It is due to the peculiar transport properties of pressurized superfluid 
helium, such as high heat capacity, low viscosity, and good effective thermal conductivity: it permits 
to keep the very large total helium mass static by cooling the long string of magnets with only a very 
small flow of liquid. The total cold mass of about 35000 tonnes operating at 1.9 K is the coldest spot 
in the Universe. 

The considerable beam power (362 MJ) and the large electromagnetic energy stored in the 
magnets (11 GJ for the complete system) require a very sophisticated protection system to prevent 
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damage in case of beam guiding problems or resistive transition (quench). In fact each of the two 
beams have an energy sufficient to melt 500 kg of copper and the electromagnetic energy of the 
magnets, if not properly discharged, can provoke large damages.  

Another important element is the beam vacuum. The requirements for the beam vacuum are 
imposed by the beam lifetime and the background to the experiments. The interactions between the 
protons and rest gas are driven by two processes, i.e. single proton-nuclear collisions in which a proton 
is lost, and multiple small-angle Coulomb collisions, which provoke an increase of the size of the 
beam and a decrease of the luminosity. To insure a beam lifetime of a few hours, the residual pressure 
in the vacuum chamber should not exceed 10-10 – 10-11 mbar. The vacuum chamber in the LHC 
consists basically two types: i) chambers made from stainless steel at 1.9 K in the arcs; ii) chambers 
made from copper at ambient temperature in the straight sections covering about 6 km of the 
circumference.    

The luminosity L is related to the properties of the colliding beams at the collision point and it 
is measured in cm -2 s -1. It is proportional to the square of number of particle per bunch (N), the 
number of bunches around the ring (nb) and inversely proportional to the transverse dimensions of the 
beams at the collision point. A small correction factor F takes into account the small angle of the 
beams at crossing. The product of L with the cross-section σ of the process to be investigated gives the 
average number of events produced per second. L varies with time, since the stored beams degrade 
during the collision run. The integrated luminosity is the integral L(t)dt over a certain time period. The 
luminosity can be considered as a figure of merit of the global quality of the machine. During the 2012 
run, with beam energy of 4 TeV, the highest initial luminosity was 7.7 1033 cm -2 s -1. The integrated 
luminosity collected by ATLAS and CMS in 2012 was 21.5 fb-1 (delivered 23 fb-1). 

3.3 Overview and Motivation for the LHC Detectors 

The enthusiasm for the great physics potential of an LHC arose in the community at the Lausanne 
ECFA-CERN workshop in 1984 already mentioned before. Finding the Higgs boson, the direct 
experimental manifestation of the Brout-Englert-Higgs mechanism, was clearly a priority for the 
future of particle physics, but was also expected to be very challenging. Its mass is not predicted by 
the Standard Model and could have been as high as 1 TeV. This required a search over a broad range 
of mass, hence ideally suited at a high-energy pp collider where the energy spectrum of the 
constituents of the protons (quarks and gluons) allow all possible Higgs masses to be looked for at the 
same time. Because of the predicted low detectable cross-sections a very high-luminosity collider was 
mandatory.   

But the Higgs search was by far not the only reason to stimulate great interest for the LHC. 
Already in the 1980s there were clear motivations from speculative theories predicting physics 
Beyond the Standard Model (BSM), the most popular one being Supersymmetry (SUSY) with its 
characteristic missing transverse energy signatures due to the escaping lightest neutral SUSY particle 
(LSP). Other hypothetical models predicted new heavy resonances, or leptoquarks (particles 
containing both quarks and leptons), or even substructure to quarks, and many other exotic ideas were 
around. It was also realized early on that the LHC would produce huge numbers of heavy flavour 
particles, opening a new frontier in precision flavour physics. Furthermore, unprecedented exploratory 
steps could be made in studying the quark-gluon plasma at high density and temperatures when 
colliding heavy ions, like fully ionized lead nuclei. Motivated by these physics prospects, CERN opted 
ultimately for an experimental programme with two very large general-purpose detectors (ATLAS and 
CMS), two large apparatus optimized respectively for flavour physics (LHCb) and for heavy ion 
collisions (ALICE), complemented later by three much smaller specialized experiments (TOTEM, 
total cross-section and forward physics; LHCf, measuring forward neutral particle production; 
MoEDAL, monopole search).    
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The detection of the Higgs boson played a particularly important role in the design of the 
general-purpose experiments ATLAS and CMS. In the region of low mass (114 < mH < 150 GeV), 
the two channels considered mostly suited for unambiguous discovery were the decay to two photons 
and the decay to two Z bosons, each decaying in turn into e+e- or µ+µ-, where one or both of the Z 
bosons could be virtual. As the natural width of the low-mass Higgs boson is < 10 MeV, the width of 
any observed peak would be entirely dominated by the instrumental mass-resolution. This meant that 
in designing the general-purpose detectors, considerable care was placed on the value of the magnetic 
field strength, on the precision tracking systems and on high-resolution em calorimeters. The high-
mass region, as well as the signatures from supersymmetry, drove the need for good resolution for jets 
and missing transverse energy (ET

miss), implying also almost full 4π hadronic calorimetry coverage. 

The choice of the field configuration determined the overall design for these experiments. It was 
also well understood that to stand the best chance of making discoveries at the new energy scale of the 
LHC - and in the harsh conditions generated by about a billion pairs of protons interacting every 
second, several tens every bunch crossing - would require the invention of new technologies while at 
the same time pushing existing ones to their limits. In fact, a prevalent saying was “We think we know 
how to build a high-energy, high-luminosity hadron collider – but we don’t have the technology to 
build a detector for it”. In reality of course both turned out to be difficult and demanded technological 
breakthroughs. Early on it was realized that detectors will have to face eventually even luminosities 
beyond the initial LHC design to reach some of the ultimate physics goals. That the general-purpose 
experiments have worked so marvellously well since the start-up of the LHC is a testament to the 
difficult technology-choices made by the conceivers and the critical decisions made during the 
construction of these experiments. It is noteworthy that indeed the very same elements mentioned 
above were crucial in the discovery of a Higgs boson.  

Very different challenges were faced for the two special-purpose experiments LHCb and 
ALICE, which are reflected in their very different specific designs. The only aspects they have in 
common is their operation at lower luminosity, typically at 2 1032 cm -2 s -1 or lower, avoiding basically 
multiple events per bunch crossing, and their specific optimizations for particle identifications, as will 
be discussed later.  

It is far beyond the scope of this lecture note to give a comprehensive description of these four 
sophisticated instruments that have been developed with very considerable R&D efforts, culminating 
in many large-scale prototype measurement campaigns in particle beams at CERN and other 
accelerator laboratories, over the 1990s and early 2000s. The construction of the various components 
took place over about 10 years, starting in the second half of the 1990s, in universities, national 
laboratories, and industries. Typically, after local initial testing, the components were sent to CERN, 
where after reception tests they were assembled and installed in the experimental caverns, followed by 
commissioning tests. During all this time, from the first Letters of Intent in 1992 to the operation 
phase, CERN’s LHCC played an important role closely guiding and monitoring the experiments. 
Figure 3 shows photographs of the four detectors during their late installation phase, before the 
detectors were completely closed for operation.  
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Fig. 3: The four LHC detectors during the installation phase. Upper row left (a) ATLAS, right (b) CMS, lower 
row left (c) LHCb, and right (d) ALICE. 

In the following the four detectors are very briefly introduced separately. The four 
collaborations have published very detailed and comprehensive technical descriptions of their 
detectors as finally built and operated during the first years of LHC in [21-24]. The interested reader is 
invited to consult these major documentations for detailed information.  

3.3.1 ATLAS [21] 

The design of the ATLAS detector is based on a large toroid magnet system for the muon 
spectrometer complemented with a small superconducting solenoid around the inner tracking cylinder, 
centred at the interaction point. The novel and challenging superconducting air-core toroid magnet 
system, contains about 80 km of superconductor cable in eight separate barrel coils (each 25 × 5 m2 in 
a ‘racetrack’ shape) and two matching end-cap toroids. A field of ~0.5 Tesla is generated over a large 
volume. The toroids are complemented with a thin solenoid (2.4 m diameter, 5.3 m length), which 
provides an axial magnetic field of 2 Tesla.The momentum of the muons can be precisely measured as 
they travel unperturbed by material for more than 5 m in the air-core toroid field. About 1200 large 
muon drift tube chambers of various shapes, with a total area of 5000 m2, measure the impact 
positions with an accuracy of better than 0.1 mm. Another set of about 4200 fast chambers are used to 
provide a muon trigger (resistive plate chambers in the barrel, thin gap chambers in the end-caps). 

In the field-free region between solenoid and toroids there is a highly granular em calorimeter 
using a novel Lead - liquid Argon (LAr) sampling calorimeter complemented by full-coverage 
hadronic sampling calorimeters. For the latter a plastic scintillator – iron sampling technique, also with 
a novel geometry, is used in the barrel part of the experiment, whereas LAr calorimeters cover the 
end-cap regions near the beam axis where particle fluxes, and thereby radiation exposures, are highest. 
The em and hadronic calorimeters have 200000 and 10000 cells respectively.  
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The reconstruction of all charged particles, including those of displaced secondary vertices, is 
done in the inner tracking detector, which combines highly granular pixel (50 µm x 400 µm, total 80 
million channels) and microstrip (13 cm x 80 µm, total 6 million channels) silicon semiconductor 
sensors close to the beam axis, and a ‘straw tube’ gaseous detector (4 mm diameter, 350000 channels) 
that provides about 35 signal hits per track. The latter also helps in the identification of electrons using 
information from the effect of transition radiation. 

Figure 3a shows one end of the cylindrical barrel detector after about 4 years of in-situ 
installation work in the underground cavern, 1.5 years before completion. The ends of four of the 
barrel toroid coils are visible, illustrating the eightfold symmetry of the structure. The relatively 
lightweight overall structure of the detector adds up to 7000 tonnes, spanning over a large volume of 
22 m diameter with a length of 46 m. 

3.3.2  CMS [22] 

The CMS detector features prominently a state-of-the-art superconducting high-field solenoid of 
4 Tesla. This single magnet solution serves both the high precision inner tracking chambers as well as 
the external muon detector, which is instrumented with large gaseous drift chambers in the barrel and 
cathode strip chambers in the end-caps complemented by resistive plate trigger chambers, embedded 
in the return yoke. This configuration allowed one to achieve a compact overall design, limiting the 
diameter to 15 m. The magnet yoke makes up for most of the total detector weight of 12500 tonnes.  

Muon detection, and their most accurate measurement, was a priority criterion for the CMS 
design, followed by precision measurements for photons and electrons, achieved with a new type of 
radiation hard em crystal calorimeter, the largest ever built. The challenging, but very successful 
development and manufacture of the 75848 lead tungstate scintillating crystals, in the final set-up 
pointing to the interaction point, took more than a decade.  

The solution to charged particle tracking was to opt for a small number of precise position 
measurements for each charged particle trajectory (13 layers with a position resolution of ~15 µm per 
measurement) leading to a large number of cells distributed inside a cylindrical volume 5.8 m long and 
2.5 m in diameter: 66 million 100 × 150 µm2 silicon pixels and 9.3 million silicon microstrips ranging 
from about 10 cm × 80 µm to 20 cm × 180 µm. With 198 m2 of silicon detector area the CMS tracker 
is by far the largest silicon tracker ever built.  

Finally the hadron calorimeter, comprising ~3000 small solid angle projective towers covering 
almost the full solid angle, is built from alternate plates of ~5 cm brass absorber and ~4 mm thick 
scintillator plates that sample the shower energy. The scintillation light is detected by photodetectors 
(hybrid photodiodes) that can operate in the strong magnetic field, as the calorimeters are placed 
inside the solenoid coil.  

The iron yoke of the CMS detector is sectioned into five barrel wheels and three endcap disks at 
each end. The sectioning enabled the detector to be assembled and tested in a large surface hall while 
the underground cavern was being prepared. The sections, weighing between 350 and 2000 tonnes, 
were then lowered into the cavern (Fig. 3b) between October 2006 and January 2008, using a 
dedicated gantry crane system equipped with strand jacks: a pioneering use of this technology to 
simplify the underground assembly of large experiments. 

3.3.3 LHCb [23] 

The LHCb detector concept exploits the dominant rate of beauty production towards the beam 
directions, and for practical reasons concentrates just on one of the two sides. Away from the LHC 
collision region the layout therefore resembles a fixed target spectrometer, but with very unique 
features.  
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A silicon strip vertex locator (VELO) detector can be positioned during stable beams very close 
to the interaction region and beam line in order to measure accurately primary and secondary vertices, 
selecting events with b-quarks. Particle identification to cleanly identify the various final states is 
achieved by two ring image Cerenkov detectors (RICH), whereas the momentum measurements are 
based on a large-aperture warm dipole magnet generating an integrated field path of 4 Tesla-meters for 
trajectories going through all tracking stations (silicon strips and straw tube drift chambers) of the 
spectrometer. Calorimetry is provided for by sampling scintillator lead (em) and coarser scintillator 
iron devices. The muon detector behind the calorimeters, an absorber with iron plates of a total of 20 
interaction lengths, sampled by four chamber layers, completes the LHCb spectrometer. Figure 3c 
shows a picture of the fully installed LHCb detector in LHC Point-8.    

3.3.4 ALICE [24] 

The ALICE detector has to cope with extremely high multiplicity events, characteristic of heavy ion 
collisions, including charged particle measurements at an as low as possible momentum threshold. 
Furthermore, particle identification is needed for many of the specific heavy ion physics signatures. 

The ALICE Collaboration has reused the former huge L3 warm solenoid magnet providing a 
field of 0.5 Tesla over a large central volume. Within the magnet, with its 10000 tonnes heavy iron 
yoke, is located, as central tracking detector, the world’s largest Time Projection Chamber (TPC) with 
a field cage of 5.6 m diameter and 5.4 m length, which provides precision tracking as well as particle 
identification by dE/dx ionization information. The innermost region, inside the TPC, facing the most 
extreme particle density region around the collision point, is covered by an optimized inner tracking 
system with silicon pixel and silicon drift detectors followed by double-sided silicon strip detectors. 
Several detector systems dedicated to particle identification over various limited solid angles cover the 
outside radius of the TPC: transition radiation and Cherenkov radiation detectors, and a state-of-the-art 
time-of-flight system (TOF). High resolution em calorimetry for photon measurements is implemented 
with lead tungstate scintillating crystals (similar characteristics as for CMS).  

A muon spectrometer starting with a massive 4 m long sophisticated hadron absorber cone, and 
featuring a classical dipole magnet, covers on one side the solid angle from 2 to 9 degrees with respect 
to the beam direction. A front view of the ALICE detector nearing installation completion is shown in 
Fig. 3d. 

3.4 Triggering and Computing 

A particular challenge for ATLAS and CMS are the very high collision rates in the LHC, necessary 
for the Higgs search and studies, given the small production cross section combined with the need to 
investigate final states with very small branching fractions. In the first three years of operation the 
LHC reached a peak instantaneous luminosity of 7x1033 cm-2s-1 with a 50 ns bunch spacing, which 
meant that the detectors had to simultaneously cope with up to ~ 50 overlapping (pile-up) events in a 
given bunch crossing. In the years ahead, the instantaneous luminosity is still expected to rise two- to 
three-fold.  

It is technically not possible to store all data for all events, therefore a trigger system is used to 
reject large numbers of events and retain only the interesting ones from crossings with potential 
physics processes of interest. This is done in real time by sophisticated integrated trigger and data 
acquisition systems, involving custom-made fast electronics in a first stage and large computing farms 
in subsequent stages before the data is transferred to mass storage for further analyses. The initial data 
rate from up to 40 MHz bunch crossings with multiple pile-up events is thereby reduced to a few 
hundreds of Hz for offline analysis. A description of these systems is far beyond the scope of these 
lectures, see [21,22] for details, as well as [23,24] for the specific data selection and data flow 
challenges for LHCb and ALICE. 
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The LHC experiments generate huge amounts of data (tens of petabytes of data per year) 
requiring a fully distributed computing model. The worldwide LHC Computing Grid (wLCG) was 
developed to deal with this task [17,25]. With its hierarchical architecture of tiered centres it allows 
any user anywhere access to any data recorded or produced in the analyses steps during the lifetime of 
the experiments. The centre at CERN receives the raw data, carries out prompt reconstruction, almost 
in real time, and exports the raw and reconstructed data to the Tier-1 centres and also to Tier-2 centres 
for physics analysis. The Tier-0 must keep pace with the event rate of several hundred Hz of typically 
1 MB of raw data per event from each experiment. The large Tier-1 centres provide also long-term 
storage of raw data and reconstructed data outside of CERN (as a second copy). They carry out, for 
example, second-pass reconstruction, when better calibration constants are available. The large 
number of events simulated by Monte Carlo methods and necessary for quantifying the expectations 
are produced mainly in Tier-2 centres. 

3.5 Comment on Testing and Commissioning 

The Individual detector components (e.g. chambers) were built and assembled in a distributed way all 
around the globe in the numerous participating institutes and were typically first tested at their 
production sites, then after delivered to CERN, and finally again after their installation in the 
underground caverns. The collaborations also invested enormous efforts in testing representative 
samples of the detectors in test beams at CERN and other accelerator laboratories around the world. 
These test beam campaigns not only verified that performance criteria were met over the several years 
of production of detector components, but were also used to prepare the calibration and alignment data 
for LHC operation. Very important were the so-called large combined test beam set-ups, which 
represented whole ‘slices’ of the different detector layers of the final detectors.  

During the progressing installation the experiments made extensive use of the constant flow of 
cosmic rays impinging on Earth providing a reasonable flux of muons even at a depth of 100 m 
underground, typically a few hundred per second traversing the detectors. These muons were used to 
check the whole chain from hardware to analysis programs of the experiments, and to align the 
detector elements and calibrate their response prior to the pp collisions. In particular, after the LHC 
incident on 19th September 2008 the experiments used the 15 months LHC down time, before the first 
collisions on 23rd November 2009, to run the full detectors in very extensive cosmic ray campaigns, 
collecting many hundreds of millions of muon events. These runs allowed the experiments to be ready 
for physics operation, with already accurately pre-calibrated and pre-aligned detectors, by the time of 
the first pp collisions. 

An excellent account of this huge and essential commissioning work has been given in previous 
lectures to this school series by A. Hoecker, and the reader is highly recommended to consult [26].  

4 The Discovery of the Higgs Boson 

4.1 Standard Model Measurements to Demonstrate the Performance 

Observing, and measuring accurately, at the LHC collision energies, the production of known particles 
of the SM, was always considered to be a necessary stepping stone towards exploring the full potential 
of the LHC with its  promise of new physics, firstly of the discovery of the Higgs boson. The SM 
processes, such as W and Z production, are often referred to as ‘standard candles’ for the experiments. 
However, there is much more value to measuring SM processes than this: never before could the SM 
physics be studied at a hadron collider with such sophisticated and highly accurate detectors, 
ultimately allowing tests of detailed predictions of the SM with unprecedented precision and minimal 
instrumental systematic errors.  
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An example of a very early measurement is shown in Fig. 4, produced only after a month or so 
after first high-energy collisions in spring 2010. ATLAS and CMS observed in such di-muon invariant 
mass distributions a ‘summary’ of decades of particle physics, with remarkable mass resolution. 

 
Fig. 4: The distribution of the invariant mass for di-muon events, shown here from CMS, displays the various 
well-known resonant states of the SM. The inset illustrates the excellent mass resolution for the three states of 
the Y family. 

In the following paragraphs a few examples will be shown from a very extensive body of 
publications and publically released conference contributions, which are all available at [15] for 
ATLAS and [16] for CMS, where detailed specific references can be found. 

The charged and neutral Intermediate Vector Bosons (IVB) W and Z are the major benchmark 
measurements at the LHC for demonstrating the excellent detector performance, as well as for testing 
model predictions to a high degree of accuracy. The Z decays into electron and muon pairs can be 
extracted almost free of any backgrounds, as shown in Fig. 5.  

               
Fig. 5: The CMS electron-pair mass distribution on a linear (left) and the ATLAS muon-pair mass distribution 
on a logarithmic (right) vertical scale, in the Z mass region. The estimated small background contributions are 
indicated, as well as the expected signal shape from MC simulations. 
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The classical W decay signatures into an electron or muon and the associated neutrino are an 
excellent test for the ET

miss performance of the detector due to the undetected neutrino. ET
miss is 

inferred from the measured energy imbalance in the transverse projection of all observed signals w.r.t. 
the beam axis. The ET

miss spectrum for events with a well-identified muon candidate is shown in Fig. 
6a, and shows a clear W signal over the expected SM background sources. After applying a selection 
of events with ET

miss > 25 GeV only a small residual background remains present under the W signal, 
as indicated in the transverse mass distribution given in Fig. 6b.     

                          
Fig. 6: (a, left) Missing transverse energy distribution for events with a muon candidate. (b, right) Transverse 
mass distribution for W to muon decays. The expected background contributions are indicated as well (examples 
from ATLAS). 

The good agreement between the measured and expected cross-sections times the leptonic 
decay branching ratios (which is the expected rate for W and Z bosons to be produced and then decay 
to leptons) is illustrated in Fig. 7. With the presently available data samples the measurements are 
expected to already strongly constrain the theoretical model parameters. Figure 7a shows the cross-
section measurements and predictions as a function of the collision energy, whereas in (b) the W and 
Z cross-section results are displayed in a 2-dimensional plot including their correlated error ellipse, 
and compared to predictions with various parton distribution functions (describing the quark and gluon 
momentum distributions inside the protons). Detailed measurements of properties for IVB production 
and decay at the LHC have been published already and are being refined now with the full Run-1 data 
samples. They include, for example, the lepton charge asymmetry measurements for W decays, which 
were an important signature of the electro-weak nature of the W at the time of their discovery some 30 
years ago.      

             
Fig. 7: (a, left) CMS W and Z production cross-sections times leptonic branching ratio as a function of the 
collision energy, showing also previous measurements at lower energy colliders. (b, right) Correlation of the 
measured (solid dot) leptonic W and Z cross-section from ATLAS, compared to theoretical expectations with 
various choices for the parton distribution functions (open symbols).   

Hard collisions (characterized by having final state particles with significant transverse energy) 
at the LHC are dominated by the production of high transverse momentum jets, which are the 
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collimated sprays of particles from the hadronization of the initially scattered partons (quarks, gluons) 
in the colliding protons. At work is the strong interaction described by Quantum Chromo Dynamics 
(QCD). Most commonly two jets emerge at opposite azimuth with balanced transverse momenta, from 
an initially lowest order parton-parton scattering process. However, higher order QCD corrections 
alter this picture significantly, and detailed measurements of multi-jet configurations are very 
important to constrain the QCD descriptions of hadronic processes.  

The most impressive results at this stage are the inclusive jet and the di-jet cross-section 
measurements; an example from ATLAS for them is shown in Fig. 8a. These measurements cover 
unprecedented kinematical ranges spanning typically over jet transverse momenta from 20 GeV to 
2 TeV, in many angular (pseudorapidity) bins up to |η| < 4.4 (i.e. very close to the beam axis). The 
cross-sections vary over these ranges by up to 12 orders of magnitude. In general the agreement with 
perturbative QCD calculations, including next to leading order (NLO) corrections, is well within the 
systematic uncertainties. This cannot be seen in Fig. 8a directly, only in ratio plots 
measurement/theory for a given η-interval as shown for CMS data in Fig. 8b. The systematic 
uncertainties in the ratios are typically less than 20%, which is a great achievement compared to 
previous such measurements. The systematic uncertainties on the measurements are dominated by the 
jet energy scale uncertainty (calibration of the detectors for the energy of jets), which, thanks to a 
considerable effort, has been determined to typically better than 3%.   

Jets can also be produced together with W and Z bosons, so-called QCD corrections to the 
Intermediate Vector Boson production. Many results of these processes have been published.  A good 
understanding of them is particularly important as they are, in many cases, a dominant source of 
backgrounds to the search for new particles, as well as to the measurements of top quark production 
discussed next.  

                     
Fig. 8: ATLAS measurements of inclusive jet (a, left) cross-sections, and (b, right) CMS jet measurements 
compared to NLO perturbative QCD predictions plotted as ratio data/calculation. 

The heaviest known particle in the SM is the top quark with its roughly 175 GeV mass. It 
decays almost exclusively into a W and a bottom quark. The measurement of top quark pair 
production typically requests that at least one of the W decays leptonically (also needed to trigger the 
events), and therefore the final states require one or two leptons (electrons or muons), ET

miss, and jets, 
some of which, coming from the b-quarks, can be tagged by the displaced secondary vertices due to 
the finite life times of b-hadrons. Whilst it is beyond the scope of these notes to describe the 
sophisticated analyses employed, the message is that there are clear top pair signals in ATLAS and 
CMS, both in the single and two-lepton channels, when considering the correct jet topologies. The 
resulting cross-sections are shown in Fig. 9 which also illustrates the expected large rise of the cross-
section with the collision energy increase from 2 TeV at the Tevatron to 7 TeV and 8 TeV at the LHC. 
Good agreement with NLO QCD calculations is seen within the present few % measurement errors. It 
can be mentioned that both ATLAS and CMS have also reported first single top measurements (events 

P. JENNI

228



with just one top quark) at a rate in good agreement with QCD expectations, as well as detailed studies 
of top properties like its mass. 

 
Fig. 9: Top pair production cross-section as a function of the collision energy, showing the Tevatron and LHC 
measurements. 

In summary one can note that the data collected in the first three years of high-energy LHC 
operation have allowed ATLAS and CMS to make numerous precise measurements of SM processes, 
including production of bottom and top quarks, W and Z bosons, singly and in pairs. In particular very 
detailed measurements of QCD processes have been made. A collection of examples of such studies is 
shown in Fig. 10 where measurements of cross-sections for various selected electroweak and QCD 
processes are compared with the SM predictions. These very diverse measurements, probing cross-
sections over a range of many orders of magnitude, confirm the predictions of the SM within the 
errors in all cases. Establishing this agreement is essential before any claims for discoveries can be 
made, i.e. to demonstrate on the one hand that the detector performance is well understood, and on the 
other hand that known SM processes are correctly observed in the experiments as they often constitute 
large backgrounds to signatures of new physics, such as those expected for the Higgs boson. The 
speed with which the wide range of measurements have shown that SM predictions for known physics 
have been essentially spot-on is a tribute to a large amount of work done by many particle physics 
theorists along with the results from the other collider experiments at LEP, Tevatron, HERA, and b-
factories. 
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Fig. 10: A comparison of cross-section measurements for electroweak and QCD processes with theoretical 
predictions from the SM, shown here as example from the ATLAS experiment. 

4.2 Discovery and Measurements of the Higgs boson 

The discovery of a heavy scalar boson was announced jointly by the ATLAS and CMS Collaborations 
[1,2] on 4th July 2012 with a partial data sample corresponding to about 10 fb-1 coming to about equal 
parts from running at 7 TeV collision energy in 2011 and 8 TeV in 2012 until June. The fantastic 
performance of the LHC during the second half of 2012 allowed the experiments to more than double 
their data sets. By the end of 2012 (LHC Run-1) the total amount of data that had been examined 
corresponded to ~5 fb-1 at √s = 7 TeV and ~20 fb-1 at √s = 8 TeV, equating to the examination of some 
2000 trillion proton-proton collisions. Using these data first measurements of the properties of the new 
boson were also made. The accumulated luminosity evolution over Run-1 is illustrated in Fig. 11 for 
ATLAS, showing also that the experiment was very efficient in recording stably delivered luminosity 
as well as maintaining a high fraction (~90%) of data quality ‘good for physics’. 
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Fig. 11: Integrated luminosity over the high-energy running periods of Run-1 in 2011 and 2012, showing the 
stably delivered, recorded and finally used data sets for physics (shown is the example for ATAS, CMS is very 
similar). 

4.2.1 Decays to bosons: the H→γγ, the H→ZZ→4l and H→WW→2l2ν decay modes 

As examples for the full data sets, the results from the ATLAS experiment are shown for the H→γγ 
decay mode (Fig. 12a) and those from the CMS experiment for the H→ZZ→4l mode (Fig. 12b). The 
signal is unmistakable and the significances are summarized in Table 2. The data show a clear excess 
of events above the expected background around 125 GeV. As for all the Higgs analysis figures shown 
in the following, the complementary data plots and results from the two experiments can be found in 
the detailed list of publications available from ATLAS [15] and CMS [16]. 

          

Fig. 12a: Invariant mass distribution of di-photon 
candidates. The result of a fit to the background 
described by a polynomial and the sum of signal 
components is superimposed. The bottom inset 
displays the residuals of the data with respect to the 
fitted background component. 

Fig. 12b: The four-lepton invariant mass 
distribution in the CMS experiment for selected 
candidates relative to the background expectation. 
The expected signal contribution is also shown. 

The search for H → WW is primarily based on the study of the final state in which both W 
bosons decay leptonically, resulting in a signature with two isolated, oppositely charged, high pT 
leptons (electrons or muons) and large ET

miss due to the undetected neutrinos. The signal sensitivity is 
improved by separating events according to lepton flavour; into e+e−, μ+μ−, and eμ samples, and 
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according to jet multiplicity into 0-jet and 1-jet samples. The dominant background arises from 
irreducible non-resonant WW production. Any background arising from Z bosons, with same flavour 
but opposite sign leptons, is removed by a di-lepton mass cut (mZ – 15) < mll < (mZ + 15) GeV. 

The mll distribution in the 0-jet and eμ final state is shown for CMS in Fig. 13a.  The expected 
contribution from a SM Higgs boson with mH = 125 GeV is also indicated. The transverse mass, mT, 
distribution is shown in Fig. 13b from ATLAS, as well as the background-subtracted distribution. 
Both show a clear excess of events compatible with a Higgs boson with mass ~125 GeV. The 
observed (expected) significances of the excess with respect to the background-only hypothesis are 
shown in Table 2. 

 

 

Fig. 13a: Distribution of dilepton mass in the 0-jet, eμ 
final state in CMS for a mH = 125 GeV SM Higgs 
boson decaying via H→WW→lνlν and for the main 
backgrounds 

Fig. 13b: The transverse mass distributions for 
events passing the full selection of the 
H→WW→lνlν analysis in ATLAS summed 
over all lepton flavours for final states with 
Njet≤1. In the lower part the residuals of the data 
with respect to the estimated background are 
shown, compared to the expected mT 
distribution for a SM Higgs boson.  

4.2.2 Decays to fermions: the H → ττ and the H→ bb decay modes 

It is important to establish whether this new particle also couples to fermions, and in particular to 
down-type fermions, since the measurements above mainly constrain the couplings to the up-type top 
quark. Determination of the couplings to down-type fermions requires direct measurement of the 
Higgs boson decays to bottom quarks and τ leptons. 

The H → ττ search is typically performed using the final-state signatures eµ, µµ, eτh, µτh, τhτh, 
where electrons and muons arise from leptonic τ-decays and τh denotes a τ lepton decaying 
hadronically. Each of these categories is further divided into two exclusive sub-categories based on the 
number and the type of the jets in the event: (i) events with one forward and one backward jet, 
consistent with the Vector-Boson-Fusion (VBF) topology, (ii) events with at least one high pT 
hadronic jet but not selected in the previous category.  In each of these categories, a search is made for 
an excess in the reconstructed ττ mass distribution. The main irreducible background, Z → ττ 
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production, and the largest reducible backgrounds (W + jets, multijet production, Z → ee) are 
evaluated from various control samples in data.  

The H→bb decay mode has by far the largest branching ratio (~54%). However since σbb 

(QCD) ~ 107 × σ(H→ bb) the search concentrates on Higgs boson production in association with a W 
or Z boson using the following decay modes: W → eν/µν and Z → ee/µµ/νν. The Z → νν decay is 
identified by the requirement of a large missing transverse energy. The Higgs boson candidate is 
reconstructed by requiring two b-tagged jets.  

Evidence for a Higgs boson decaying to a ττ lepton pair is reported by the CMS and ATLAS 
Collaborations. The results are given in Table 2. The CMS results reported in Table 2 include both the 
H → ττ and H → WW contributions, considered as signal in the ττ decay-tag analysis. This treatment 
leads to an increased sensitivity to the presence of a Higgs boson that decays into both ττ and WW. 

The CMS measurements in the H → ττ and VH with H → bb searches are mutually consistent, 
within the precision of the present data, and with the expectation for the production and decay of the 
SM Higgs boson. CMS has combined these two results, requiring the simultaneous analysis of the data 
selected by the two individual measurements. Figure 14 shows the scan of the profile likelihood as a 
function of the signal strength relative to the expectation for the production and decay to fermions (bb 
and ττ) of a standard model Higgs boson for mH = 125 GeV. The evidence against the background-
only hypothesis is found to have a maximum of 3.8σ for mH = 125 GeV. 

 

 
 

Fig. 14: Scan of the profile likelihood as a function of 
the signal strength relative to the expectation for the 
production and decay of a standard model Higgs 
boson, for mH = 125 GeV 
 

Fig. 15:  Observed and expected weighted di-tau 
mass distributions in ATLAS. The bottom panel 
shows the difference between weighted data events 
and weighted background events (points) compared 
to signal events yields for various masses, with 
signal strengths set to their best-fit values. 

Figure 15 shows the observed and expected ττ  mass distributions from the ATLAS experiment, 
weighing all sub-distributions in each category of each channel by the ratio between the expected 
signal and background yields for the respective category in a di-tau mass interval containing 68% of 
the signal. The plot also shows the difference between the observed data and expected background 
distributions, together with the expected distribution for a SM Higgs boson signal with mH = 125 GeV. 
The observed (expected) significance of the excess with respect to the background-only hypothesis at 
this mass is 4.5 (3.4) standard deviations in the ATLAS experiment.  
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The Tevatron experiments, CDF and D0, have also reported a combined observed significance 
of 3.0σ [27], where the H→ bb mode is the dominant one. All these results establish the existence of 
the fermionic decays of the new boson, consistent with the expectation from the SM. 

4.2.3 Higgs Boson Properties 

4.2.3.1 The mass of the Higgs boson 

Both ATLAS and CMS experiments have separately combined their measurements of the mass of the 
Higgs bosons from the two channels that have the best mass resolution, namely H→γγ and 
H→ZZ→4l. The signal in all channels is assumed to be due to a state with a unique mass.  The 
obtained values are from ATLAS mH = 125.36 ± 0.37(stat) ± 0.18(syst) GeV and from CMS mH = 
125.02 ± 0.27(stat) ± 0.14 (syst) GeV, in excellent agreement. 

4.2.3.2 Significance of the observed excess 

Table 2 summarises the median expected and observed local significances for a SM Higgs boson mass 
hypothesis of 125 GeV from the individual decay modes in ATLAS and CMS. Both experiments 
confirm independently the discovery of a new particle with a mass near 125 GeV.  

Table 2: The expected and observed local p-values in ATLAS and CMS expressed as the corresponding number 
of standard deviations of the observed excess from the background-only hypothesis, for mH = 125 GeV, for 
various decay modes. 

Experiment  ATLAS CMS 

Decay mode/combination  Expected  
(σ) 

Observed 
(σ) 

Expected  
(σ) 

Observed 
(σ) 

γγ  4.6 5.2 5.3 5.6 
ZZ  6.2 8.1 6.3 6.5 
WW  5.8 6.1 5.4 4.7 
bb  2.6 1.4 2.6 2.0 
ττ 3.4 4.5 3.9 3.8 
ττ +bb  combined - - 4.4 3.8 

4.2.3.3 Signal strength 

To establish whether or not the newly found state is the Higgs boson of the SM, one needs to precisely 
measure its other properties and attributes. Several tests of compatibility of the observed excesses with 
those expected from a standard model Higgs boson have been made. In one comparison labelled as the 
signal strength µ = σ/σSM, the measured production × decay rate of the signal is compared with the SM 
expectation, determined for each decay mode individually and for the overall combination of all 
channels. A signal strength of one would be indicative of a SM Higgs boson.  

Both the ATLAS and CMS experiments have measured µ values, by decay mode and by 
additional tags used to select preferentially events from a particular production mechanism. The best-
fit value for the common signal strength µ, obtained in the different sub-combinations and the overall 
combination of all search channels in the ATLAS and CMS experiments is shown in Fig. 16. The 
observed µ value is 1.00 ± 0.09 (stat) ± 0.08 (theory) for CMS for a Higgs boson mass of 125.0 GeV 
and 1.30 ± 0.18 in ATLAS for a Higgs boson mass of 125.5 GeV. In both the experiments the µ-
values are consistent with the value expected for the SM Higgs boson (µ = 1). The Tevatron has also 
measured the value of this signal strength, primarily using the bb channel and find it to be 
1.44±0.59 [27].  
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Fig. 16: Values of µ for sub-combinations by decay mode in (left) ATLAS and (right) in CMS 

4.2.3.4 Couplings of the Higgs boson 

Figure 17 illustrates the dependence of the Higgs boson couplings on the mass of the decay particles 
(τ, b-quark, W, Z and t-quark). The couplings are plotted in terms of λ or √(g/2v). The line is the 
expectation from the SM. For the fermions, the values, λ, of the fitted Yukawa couplings Hff are 
shown, while for vector bosons the square-root of the coupling for the HVV vertex divided by twice 
the vacuum expectation value of the Higgs boson field (√(g/2v). For a Higgs boson with a mass of 125 
GeV decaying to µµ CMS has found that the observed (expected) upper limit on the production rate is 
7.4 (6.5 +2.8, -1.9). This corresponds to an upper limit on the branching fraction of 0.0016. The 
couplings are indeed proportional to mass, as expected for a SM Higgs boson, over a broad mass 
range, from the τ-lepton mass (about 1.8 GeV) to that of the top quark (mass about one hundred times 
larger).  

4.2.3.5 Spin and parity  

Another key to the identity of the new boson is its quantum numbers amongst which is the spin-parity 
(JP). The angular distributions of the decay particles can be used to test various spin hypotheses.  

 
Fig. 17: Summary of the fits from the CMS 
experiment for deviations in the couplings λ or 
√(g/2v) as function of particle mass for a Higgs 
boson with a mass of 125 GeV (see text) 

Fig. 18: Distribution of q=-2ln(LJP/LSM) for two 
signal types, 0+ (yellow histogram) and 0- 
hypothesis (blue histogram) for mH = 126 GeV for a 
large number of generated experiments. The arrow 
indicates the observed value.  
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In the decay mode H → ZZ → 4l the full final state is reconstructed, including the angular 
variables sensitive to the spin-parity. The information from the five angles and the two di-lepton pair 
masses are combined to form boosted decision tree (BDT) discriminants. A decision tree is a set of 
cuts employed to classify events as “signal-like” or “background-like”.  

In the decay mode H → WW → lνlν, for example, in the ATLAS experiment the discriminants 
used in the fit are outputs of two different BDTs, trained separately against all backgrounds to identify 
0+ and 2+ events, respectively. For the BDT the kinematic variables used are the transverse mass mT, 
the azimuthal separation of the two leptons, ∆φll, mll and dilepton pT

ll.  

A first study has been presented by CMS in the ZZ → 4l channel with the data already 
disfavouring the pure pseudo-scalar hypothesis (Fig. 18). The CMS experiment has combined the ZZ 
→ 4l and WW → lνlν spin analyses. Under the assumption that the observed boson has JP=0+, the data 
disfavour the hypothesis of a graviton-like boson with minimal couplings produced in gluon fusion, 
JP = 2+, with a CLs value of 0.60%.  

ATLAS has also presented a combined study of the spin of the Higgs boson candidate using the 
H → γγ, H → WW → lνlν and H → ZZ → 4l decays to discriminate between the SM assignment of 
JP=0+ and a specific model of JP = 2+. The data strongly favour the JP=0+ hypothesis (see Fig. 19). The 
specific JP=2+ hypothesis is excluded with a confidence level above 99.9%, independently of the 
assumed contributions of gluon fusion and quark-antiquark annihilation processes in the production of 
the spin-2 particle. 

The above-mentioned example analyses show that the spin-parity JP=0+ hypothesis is strongly 
favoured by both experiment, with the alternatives JP = 0-, 1+, 1-, 2+ hypotheses rejected with 
confidence levels larger than 97.8%. 

 
Fig. 19: Expected (blue triangles/dashed lines) and observed (black circles/solid lines) confidence level CLS for 
alternative spin–parity hypotheses assuming a J P =0+signal. The green band represents the 68% CLS(Jalt

P) 
expected exclusion range for a signal with assumed JP=0 +. 

5 Beyond the Standard Model at the LHC 
Besides the quest to elucidate the mechanism of the electro-weak symmetry breaking by searching for 
the Higgs boson, the major excitement for LHC comes from the great potential to explore uncharted 
territory of physics Beyond the Standard Model (BSM), thanks to its highest collision energy ever 
available in a laboratory so far. Since the beginning of the project, the search for Supersymmetry 
(SUSY) was a strong motivation, and besides the H boson it has been the other main benchmark 
physics that was guiding the detector designs. However, many other hypothetical new processes can 
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be searched for, and indeed ATLAS and CMS have already reported in many publications a very 
broad spectrum of searches for BSM signatures (mass peaks for new particles or kinematical 
distributions with deviations from the expectations of known physics processes). No such new effect 
has yet been found, and all of these searches result in highly-improved, stringent exclusion limits, 
often well beyond the one TeV scale already. Only a few examples are mentioned below. 

The most popular searches concern SUSY, which predicts additional fundamental particles. The 
search for SUSY is motivated in part by the prospect that the lightest stable neutral SUSY particle 
(LSP) could be an excellent candidate for explaining the Dark Matter (DM) in the Universe. The 
mysterious existence of DM was postulated by Fritz Zwicky, and rather convincingly evidenced by 
Vera Rubin, both astronomers, in the 1930s and 1970s respectively.  

The SUSY searches at LHC are very complex as they must be sensitive to many (model-
dependent) decay chains, implying a large variety of possible final state topologies. A common feature 
for most of them is the existence of significant missing transverse energy, ET

miss, due to the escaping 
LSPs (an experimental signature similar to that of the neutrinos in the W decays). Furthermore, the 
SUSY signatures often include high transverse momentum jets, some tagged as b-jets for third-
generation squarks as particularly motivated by naturalness arguments developed in other lectures, and 
leptons. The expected topologies depend not only on the model parameters, but also on the mass 
relations between various squarks and gluinos (the SUSY partners of the SM quarks and the gluons). 
A summary of 95% CL mass exclusion regions from many SUSY searches is shown in Fig. 20 from 
ATLAS. Very similar results are available from CMS. 

 
Fig. 20: A summary of 95% CL mass exclusion limits from many SUSY searches as obtained by ATLAS (very 
similar results are available from CMS as well). 
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Many other searches aimed at exploring BSM physics have been conducted, at this stage all 
without finding anywhere an excess of observed event rates over the expected backgrounds from the 
known SM processes. However, much more stringent limits and constraints could be established than 
what were available up to now. A non-exhaustive summary of 95% CL limits is displayed in Fig. 21 
from CMS, with very similar results being reported by ATLAS. 

Outlook 

In spring 2015 the LHC will start operation again with Run-2 at the collision energy of 13 TeV and 
eventually 14 TeV in the coming years. Together with the increase in energy there will be also an 
increase in the luminosity, bringing the LHC to its full design performance (14 TeV, 2x1034 cm-2s-1). 
The projected integrated luminosity by 2022 is about 300 fb-1.  

The increased energy means larger cross-sections, particularly striking for heavy objects, as can 
be seen in Fig. 22. It is therefore with great expectations that the experiments are looking forward to 
collect data in the forthcoming Run-2 and Run-3 periods, covering the initial LHC project planning. 

 
Fig. 21: A summary of 95% CL exclusion limits from many BSM searches other than SUSY as obtained by 
CMS (very similar results are available from ATLAS as well). 
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Fig. 22: Examples of inclusive production cross-section ratios for 13 TeV / 8 TeV 

5.1 Prospects with the High Luminosity Upgrades (HL-LHC) 

The roadmap of physics at the LHC beyond its initial design phase, with typically 300 fb-1 integrated 
luminosity until the early 2020s, has dramatically changed with the discovery of the Higgs-like boson. 
Not only will there be the unchallenged window for directly observable hypothetical heavy mass 
particles, messengers of new physics beyond the Standard Model, but also a clear task to investigate in 
greatest details the properties of the new boson. Needless to say, this basic scenario could well be 
strongly enriched further if the forthcoming 14 TeV data of the current decade would reveal any new 
BSM physics, which would then be of course exploited best with the highest available integrated 
luminosity.  

These prospects have strongly motivated to launch a very mayor high luminosity upgrade 
project planning both for the experiments and the LHC machine, called the HL-LHC, with the goal to 
integrate a tenfold luminosity (3000 fb-1) by the early 2030s. The importance of this future direction 
for particle physics has been fully recognized in the Update of the European Strategy for Particle 
Physics [28] where HL-LHC is singled out as first-priority in the European road map for the decades 
to come. A few examples are given here based on the studies in this context. The Fig. 23 illustrates the 
updated anticipated road map for the LHC operation for the coming decades. 

 
Fig. 23: Updated anticipated road-map for the LHC operation, with the HL-LHC starting after the Long Shut-
Down number 3 (LS3) around 2025 
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The LHC potential for detailed studies of the electroweak symmetry breaking mechanism will 
be discussed first, namely the precision measurements of the Higgs couplings, the Higgs self-coupling, 
and vector boson scattering at high energy. In a second part a few examples of extending the reach 
into exploratory BSM physics will be given, including SUSY and searches for massive heavy 
resonances. The ATLAS and CMS Collaborations have presented a wealth of evaluations for the 
physics reach with the anticipated luminosity of 3000 fb-1 for the HL-LHC era [29,30]. These 
estimates, given here per single experiment, are based on a very substantial simulation effort taking 
into account realistic pile-up conditions. Both Collaborations work on very substantial detector 
upgrade projects that will maintain similar detector performances as at present, and which are needed 
in any case for critical components to allow operation beyond the initial LHC design era. Note that 
similarly LHCb and ALICE have engaged into very major upgrade projects as well. 

5.1.1 Measurements of Higgs boson couplings 

While measurements of the Higgs boson couplings have already begun by ATLAS and CMS, these 
will remain a central topic within the approved LHC programme. The luminosity of the HL-LHC will 
provide further substantially improved statistical precision for all established channels. However, most 
importantly, it will also allow one to study crucial rare Higgs boson production and decay modes. 

Two examples for families of channels that will only become accessible in a quantitative way 
with the HL-LHC are mentioned here for illustration: 

- WH / ZH, H  γγ and ttH, H  γγ. These channels have a low signal rate at the LHC, but one 
can expect to observe more than 100 events at the HL-LHC. The ttH initial state gives the 
cleanest signal with a signal-to-background ratio (S/B) of ~ 20%. It also provides a 
measurement of the top-Yukawa coupling, which is not easily accessible elsewhere. Figure 
24a shows the expected signal. 

- H  µµ. The S/B of this low-rate channel is only ~ 0.2% but the narrow peak allows one to 
extract a more than 6 σ significant signal for an inclusive measurement, see Fig. 24b. The 
exclusive ttH, H  µµ would yield a clean (S/B > 1) sample of 30 events providing 
information on both top- and µ-Yukawa couplings.   
An overview of the expected measurement precisions on the signal rate in each channel is 

given in Fig. 25 from ATLAS, but very similar results are available from CMS as well, comparing 300 
and 3000 fb-1. It should be stressed that only a limited selection of channels (initial and final states) 
were studied so far, and further improvements can be expected with future studies.  

    
Fig. 24: Examples of expected invariant mass distributions for 3000 fb-1, (a) for ttH, H  γγ selected with 1 
lepton, and (b) inclusive H  µµ. 

P. JENNI

240



                             
Fig. 25: (a) Expected precisions on ratios of Higgs boson partial widths. The bars give the expected relative 
uncertainty for a SM Higgs with mass 125 GeV (dashed are current theory uncertainty from QCD scale and 
PDFs). The thin bar for ττ show extrapolations from current analysis to 300 fb-1, instead of the dedicated studies 
for VBF channels. (b) Expected precisions for the couplings (see also Fig. 17). 

5.1.2 Observation of the Higgs self-coupling 

In order to fully determine the parameters of the SM and to establish the EW symmetry breaking 
mechanism, the measurement of the Higgs self-coupling is important. A direct analysis of the Higgs 
trilinear self-coupling λHHH can be done via the detection of Higgs boson pair production, through 
interference effects with the dominant pair production at LHC by gluon-gluon fusion. Initial 
sensitivity studies have been performed only on two channels so far, HH  bbγγ and bbWW, for their 
clean signature and high branching ratio, respectively. Only the bbγγ final state has been found to be 
accessible for 3000 fb-1, yielding a 3 σ observation per experiment. Additionally, promising channels 
like bbττ in the final state are under investigation. The expectation is that a 30% measurement on λHHH 

can be achieved by combining the HL-LHC measurements. 

5.1.3 Vector boson scattering 

If the new boson discovered at LHC is fully confirmed to be the SM Higgs, then unitarity of scattering 
amplitudes in longitudinal Vector Boson Scattering (VBS) should be preserved at high energy. It is 
important to confirm this prediction experimentally. It would also be important to look for new 
physics contributing to the regularization of the cross section or else enhancing it. For example, 
Technicolour or little Higgs models, postulate TeV scale resonances to become observable. 

At the LHC the VBS are tagged with two forward jets on either side, the remnants of the quarks 
that have emitted the vector bosons involved in the scattering process. Studies of several channels 
have been reported for different VB decay final states for WW+2jets, WZ+2jets, and ZZ+2jets events. 
As an example the clean channel ZZ+2jets  4 charged leptons + 2jets, which would allow one to 
fully reconstruct a hypothetical 1 TeV mass ZZ resonance peak over the SM VBS events and non-
VBS di-boson background has been reported in [29].  
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5.1.4 Exploratory Beyond Standard Model physics at HL-LHC 

Exploratory physics reach for BSM has always been a great motivation for the LHC, and that remains 
true more than ever also for the HL-LHC. Many quantitative studies exist, and have been refined now 
with sophisticated simulations by ATLAS and CMS with their realistic detector understanding, gained 
by the current LHC running in already very challenging pile-up conditions. 

Considering first Supersymmetry (SUSY) searches, the new studies have confirmed that the 
mass reach in the generic searches for gluinos and squarks of the first two generations will be 
extended from typically 2.6 TeV to 3.2 TeV when adding the HL-LHC data. These results remain 
essentially unchanged for lightest supersymmetry particle (LSP) masses up to 1/3 of the mass of the 
strongly produced sparticles.  

Naturalness arguments suggest the top squark to be light, preferably below 1 TeV. At 14 TeV 
the direct stop pair production cross section for 600 GeV (1 TeV) stops is 240 fb (10 fb). An increase 
in the luminosity from 300 to 3000 fb-1 increases therefore the sensitivity significantly for heavy stop 
in the interesting region or, if stop candidates are found, will enable to measure their properties. As an 
illustrative example of a new detailed study the Fig. 26 summarizes the results in the stop-LSP plane 
for two decay chains. Both the 5σ discovery range and the 95 % CL exclusion limits are shown. The 
cross sections for electroweak gaugino searches are small at the LHC, and the discovery potential will 
get strongly enhanced by the ten-fold luminosity increase. For example, the discovery potential for 
associated production of charginos and neutralinos extends to scenarios with chargino masses of about 
800 GeV for neutralino masses below 300 GeV. 

 
Fig. 26: 5σ discovery reach and 95% CL exclusion limits in the stop-LSP mass plane for two decay channels, as 
indicated, for direct stop pair production. 

A broad variety of resonances and other exotic signatures are sought for at the LHC. The reach 
for direct observations extends deep into the TeV mass scale, as a typical example one can quote the 
straight-forward searches for new sequential standard model like Z’ decaying into charged lepton 
pairs. The mass reach of typically 6.5 TeV with 300 fb-1 will increase to 7.8 TeV with 3000 fb-1. This 
improved reach of about 20% is very typical for many other searches.  

A notable area of exotic physics that will benefit particularly from an HL-LHC phase is the 
sector of final states with top quarks. Strongly and weakly produced top-antitop resonances have been 
studied as an interesting benchmark. For example, strongly-produced Kaluza-Klein gluons in 
extradimension models could result in broad top-antitop resonance signals. The mass reach for them 
will increase very significantly from 4.3 TeV at 300 fb-1 to 6.7 TeV with 3000 fb-1.  
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5.2 Prospects beyond the LHC 

In the lectures an outlook for ambitious, future facilities beyond the LHC project was given. A rich 
variety of ambitious project dreams are pursed in the community to explore further the High Energy 
Frontier for many decades to come. They include hadron colliders as well as e+e- colliders (linear 
colliders and circular storage rings), a field too vast to describe here in this limited write-up. Studies 
are evolving fast, and the students are encouraged to consult the updated web information available for 
the CERN Future Circular Collider (FCC) studies [31], the CERN Compact Linear Collider (CLIC) 
studies [32], the International Linear Collider (ILC) studies [33] and the Chinese collider ring complex 
(CEPC-SPPC) studies [34]. 

With the LHC the journey into new physics territory at the high energy frontier has only just 
begun, and rarely before have we enjoyed such an exciting time in particle physics with great promises 
for discoveries. But the long LHC story, still only at the beginning of its exploitation, has also told us 
that timely plans and courageous decisions on a global scale have to be made by the world community 
of particle physicists, in order to ‘plant the right seed’ for the future of our field.  
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Practical Statistics

L. Lyons
Blackett Lab., Imperial College, London, UK and Particle Physics, Oxford, UK

Abstract
Accelerators and detectors are expensive, both in terms of money and human
effort. It is thus important to invest effort in performing a good statistical anal-
ysis of the data, in order to extract the best information from it. This series of
five lectures deals with practical aspects of statistical issues that arise in typical
High Energy Physics analyses.

Keywords
Statistics; lectures ; data analysis method; statistical analysis; frequentist; Bayesian.

1 Outline
This series of five lectures deals with practical aspects of statistical issues that arise in typical High
Energy Physics analyses. The topics are:

– Introduction. This is largely a reminder of topics which you should have encountered as under-
graduates. Some of them are looked at in novel ways, and will hopefully provide new insights.

– Least Squares and Likelihoods. We deal with two different methods for parameter determination.
Least Squares is also useful for Goodness of Fit testing, while likelihood ratios play a crucial role
in choosing between two hypotheses.

– Bayes and Frequentism. These are two fundamental and very different approaches to statistical
searches. They disagree even in their views on ‘What is probability?’

– Searches for New Physics. Many statistical issues arise in searches for New Physics. These may
result in discovery claims, or alternatively in exclusion of theoretical models in some region of
their parameter space (e.g. mass ranges).

– Learning to love the covariance matrix. This is relevant for dealing with the possible correla-
tions between uncertainties on two or more quantities. The covariance matrix takes care of all
these correlations, so that you do not have to worry about each situation separately. This was an
unscheduled lecture which was included at the request of several students.

Lectures 3 to 5 are not included in these proceedings but can be found elsewhere [1–3].

The material in these lectures follows loosely that in my book [4], together with some significant
updates (see ref. [5]).

2 Introduction to Lecture 1
The first lecture, covered in Sections 2 to 11, is a recapitulation of material that should already be fa-
miliar, but hopefully with some new emphases. We start with a a discusssion of ‘What is Statistics?’
and a comparison of ‘Statistics’ and ’Probability’. Next the importance of calculating uncertainties is
emphasised, as well as the difference between random and systematic uncertainties.

The following sections are about combinations. The first is about how to combine different in-
dividual contributions to a particlar experimental result; the second is the combination of two or more
separate experimental determinaions of the same physical quantity.

The final topics are the Binomial, Poisson and Gaussian probability distributions. Undertanding
of these is important for many statistical analyses.

Published by CERN in the Proceedings of the 2015 CERN–Latin-American School of High-Energy Physics, Ibarra,
Ecuador, 4 – 17 March 2015, edited by M. Mulders and G. Zanderighi, CERN-2016-005 (CERN, Geneva, 2016)

0531-4283 – c© CERN, 2016. Published under the Creative Common Attribution CC BY 4.0 Licence.
https://doi.org/10.5170/CERN-2016-005.245

245

https://doi.org/10.5170/CERN-2016-005.245


3 What is Statistics?
Statistics is used to provide quantitative results that give summaries of available data. In High Energy
Physics, there are several different types of statistical activities that are used:

– Parameter Determination:
We analyse the data in order to extract the best value(s) of one or more parameters in a model.
This could be, for example, the gradient and intercept of a straight line fit to the data; or the mass
of the Higgs boson, as deduced using its decay products. In all cases, as well as obtaining the best
values of the parameter(s), their uncertainties and possible correlations must be specified.

– Goodness of Fit:
We are comparing a single theory with the data, in order to see if they are compatible. If the theory
contains free parameters, their best values need to be used to check the Goodness of Fit. If the
quality of the fit is unsatisfactory, the best values of the parameters are probably meaningless.

– Hypothesis Testing:
Here we are comparing the data with two different theories, to see which provides a better de-
scription. For example, we may be very interested in knowing whether a model involving the
production of a supersymmetric particle is better than one without it.

– Decision Making:
As the result of the information we have available, we want to decide what further action to take.
For example, we may have some evidence that our data shows hints of an exciting discovery, and
need to decide whether we should collect more data. This was the situation faced by the CERN
management in 2000, when there were perhaps hints of a Higgs boson in data collected at the LEP
Collider.
Such decisions usually require a ‘cost function’ for the various possible outcomes, as well as
assessments of their relative probabilities. In the example just quoted, numerical values were
needed for the cost of missing an important discovery if the experiment was not continued; and on
the other hand of running the LEP Collider for another year and for delaying the start of building
the Large Hadron Collider.
Decision Making is not considered further in these lectures.

4 Probability and Statistics
Probability theory involves starting with a model, and using it to make predictions about possible out-
comes of an experiment where randomness plays a role; it involves precise mathematics, and in general
there is only one correct solution about the probabilities of the different outcomes. Statistics involves the
opposite procedure of using the observed data in order to make statements about the relevant theory or
model. This is usually not a precise process and there may be different approaches which yield different
answers, none of which being necessarily invalid.

The example of throwing dice (see Table 1) illustrates the relationship of Probability Theory and
Statistics for some of the statistical procedures.

5 Why uncertainties?
Without an estimate of the uncertainty of a parameter, its central value is essentially useless. This is
illustrated by Table 2. The three lines of the Table refer to different possible results; all have the same
central value of the ratio of the experimental result divided by the theoretical prediction, but each has a
different uncertainty on this ratio. The conclusions about whether the data supports the theory are very
different, depending on the magnitude of the uncertainty, even though the central values are the same for
each of the three situations. It is thus crucial to estimate uncertainties accurately, and also correlations
when measuring two or more parameters.

2
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Table 1: Probability and Statistics: Throwing dice

Probability Statistics Procedure
Given p(5) =1/6, Given 20 5s in 100 trials,

what is prob(20 5s in 100 trials)? what is p(5)?
and its uncertainty? Parameter Determination

If unbiassed, Given 60 evens in 100 trials,
what is prob(n evens in 100 trials)? is it unbiassed? Goodness of Fit

Or is prob(evens) = 2/3? Hypothesis Testing
THEORY→ DATA DATA→ THEORY

Table 2: Experiment testing General Relativity.

Experiment/Theory Uncertainty Conclusion
0.970 ± 0.05 Consistent with 1.0
0.970 ± 0.006 Inconsistent with 1.0
0.970 ± 0.7 Do a better experiment

6 Random and systematic uncertainties
Random or statistical uncertainties result from the limited accuracy of measurements, or from the fluc-
tuations that arise in counting experiments where the Poisson distribution is relevant (see Section 10). If
the experiment is repeated, the results will vary somewhat, and the spread of the answers provides (not
necessarily the best) estimate of the statistical uncertainty.

Systematic uncertainties can also arise in the measuring process. The quantities we measure may
be shifted from the true values. For example, our measuring device may be miscalibrated, or the number
of events we count may be not only from the desired signal, but also from various background sources.
Such effects would bias our result, and we should correct for them, for example by performing some
calibration measurement. The systematic uncertainty arises from the remaining uncertainty in our cor-
rections. Systematics can cause a similar shift in a repeated series of experiments, and so, in contrast to
statistical uncertainties, they may not be detectable by looking for a spread in the results.

For example consider a pendulum experiment designed to measure the acceleration due to gravity
g at sea level in a given location:

g = 4π2L/τ2 (1)

where L is the length of the pendulum, τ = T/N is its period, and T is the time for N oscillations. The
uncertainties we have mentioned so far are the statistical ones on L and T 1. There may also be systematic
uncertainties on these variables.

Unfortunately there are further possible systematics not associated with the measured quantities,
and which thus require more careful consideration. For example, the derivation of eqn. (1) assumes that:

– our pendulum is simple i.e. the string is massless, and has a massive bob of infinitesimal size;
– the support of the pendulum is rigid;
– the oscillations are of very small amplitude (so that sin θ ≈ θ); and
– they are undamped.

1Note that althoughN involves counting the number of swings, we do not have to allow for Poisson fluctuations, since there
are no random fluctuations involved.
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None of these will be exact in practice, and so corrections must be estimated for them. The uncertainties
in these corrections are systematics.

Furthermore, there may be theoretical uncertainties. For example, we may want the value of
g at sea level, but the measurements were performed on top of a mountain. We thus need to apply
a correction, which depends on our elevation and on the local geology. There might be two or more
different theoretical correction factors, and again this will contribute a systematic uncertainty.

6.1 Presenting the results
A common way of presenting the result of a measurement y is as y ± σstat ± σsyst, where the statistical
and systematic uncertainties are shown separately. Alternatively, it may be presented as y±σ, where the
total uncertainty is usually given by σ2 = σ2

stat + σ2
syst.

The other extreme is to give a list of all the individual systematics separately (usually in a Table,
rather than in the Abstract or Conclusions). The motivations for this are that:

– systematics are sometimes caused by uncertainties in other people’s measurements of some rel-
evant quantity. If subsequently this measurement is updated, it will be possible to reduce the
systematic uncertainty appropriately; and

– our measurement may be combined with others to produce a ‘World average’, or it may be used
together with another result to calculate something else. In both these cases, correlations between
the different experimental measurements are needed, and so the individual sources are required.

For example, it may be interesting to compare the sea-level values of g at the same location several
years apart. In that case, although there might be significant uncertainties from the correction of the
measurements to sea-level, they are a fully correlated, and so will cancel in their difference

7 Combining uncertainties
In this section, we consider how to estimate the uncertainty σz in a quantity of interest z, which is
defined in terms of measured quantities x, y, .... by a known function z(x, y, .....). The uncertainties on
the measured quantities are known and assumed to be uncorrelated. The recipe for σz depends on the
functional form of z.

7.1 Linear forms
As a very simple example, consider

z = x− y (2)

From this, we obtain
δz = δx− δy (3)

where δz is the change in z that would be produced by specific changes in x and y. But eqn. 3 refers
to specific offsets, rather than the uncertainties σz , etc, which are the RMS values of the offsets i.e. δz2,
etc. Thus we need to square eqn. 3, which yields

δz2 = δx2 + δy2 − 2δxδy, (4)

and to average over a whole series of measurements. We then obtain the correct formula for combining
the uncertainties:

σ2
z = σ2

x + σ2
y , (5)
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provided we ignore the last term in eqn 4. The justification for this is that the average value of δxδy is
zero, provided the uncertainties on x and on y are uncorrelated.2

For the general linear form
z = k1x+ k2y + ....... (6)

where k1, k2, .... are constants, the uncertainty on z is given by

σz = k1σx & k2σy & ....... , (7)

where the symbol & is used to mean “combine using Pythagoras’ Theorem". For the special case of
z = x− y, as is expected this gives the result of eqn. 5 for σz .

For this case of z being a linear function of the measurements, it is the absolute uncertainties that
are relevant for determining σz . It is important not to use fractional uncertainties. Thus if you want to
determine your height by making independent measurements of the distances of the top of your head and
the bottom of your feet from the centre of the earth, each with an accuracy of 1 part in 1000, you will not
determine your height to anything like 1 part in 1000.

7.2 Products and quotients
The general form here is

z = xαyβ......, (8)

where the powers α, β, etc. are constants. This includes forms such as x2, y3/x,
√
x/y, etc. The formula

for combining the uncertainties is

σz/z = ασx/x & βσy/y & .... (9)

That is, the fractional uncertainty on z is derived from the fractional uncertainties on the measurements.

Because this result was derived by taking the first term of a Taylor expansion for δz, it will be
a good approximation only for small uncertainties. If the uncertainties are large, more sophisticated
approaches are required for determining the uncertainty in z. This also applies to the next section, but is
irrelevant for the linear cases discussed above, as all terms in the Taylor series beyond those involving
first derivatives are zero.

7.3 All other functions
Finally we deal with any functional form z = z(x1, x2, x3, .....). Our prescription of writing down the
first term in the Taylor series expansion for δz, squaring and averaging gives

σz =
∂z

∂x1
σ1 &

∂z

∂x2
σ2 & .... (10)

where the σi are the uncertainties on xi, again assumed uncorrelated.

A slightly easier method to apply is to use a numerical approach for calculating the partial deriva-
tives. We evaluate

z0 = z(x1, x2, x3, ....)

z1 = z(x1 + σ1, x2, x3, ....)

z2 = z(x1, x2 + σ2, x3, ....)

z3 = z(x1, x2, x3 + σ3, ....)

etc.

(11)

and then
σ2
z = Σ(zi − z0)2 (12)

2Note that it is the uncertainties which are required to be uncorrelated. Thus for a simple pendulum, L and τ are correlated
by eqn 1, but the uncertainties on the measured length and period are uncorrelated.
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8 Combining experiments
Sometimes different experiments will measure the same physical quantity. It is then reasonable to ask
what is our best information available when these experiments are combined. It is a general rule that
it is better to use the DATA for the experiments and then perform a combined analysis, rather than
simply combine the RESULTS. However, combining the results is a simpler procedure, and access to
the original data is not always possible.

For a series of unbiassed, uncorrelated measurements xi of the same physical quantity, the com-
bined value x̂ ± σ̂ is given by weighting each measurement by wi, which is proportional to the inverse
of the square of its uncertainty i.e.

x̂ = Σwixi, wi = (1/σ2
i )/Σ(1/σ2

j ) (13)

with the uncertainty σ̂ on the combined value being given by

1/σ̂2 = Σ1/σ2
i (14)

This ensures that the uncertainty on the combination is at least as small as the smallest uncertainty of the
individual measurements. It should be remembered that the combined uncertainty takes no account of
whether or not the individual measurements are consistent with each other.

In an informal sense, 1/σ2
i is the information content of a measurement. Then each xi is weighted

proportionally to its information content. Also the equation for σ̂2 says that the information content of
the combination is the sum of the information contents of the individual measurements.

An example demonstrates that care is needed in applying the formulae. Consider counting the
number of high energy cosmic rays being recorded by a large counter system for two consecutive one-
week periods, with the number of counts being 100 ± 10 and 1 ± 1 3. (See section 10 for the choice of
uncertainties). Unthinking application of the formulae for the combined result give the ridiculous 2± 1.
What has gone wrong?

The answer is that we are supposed to use the true accuracies of the individual measurements
to assign the weights. Here we have used the estimated accuracies. Because the estimated uncertainty
depends on the estimated rate, a downward fluctuation in the measurement results in an underestimated
uncertainty, an overestimated weight, and a downward bias in the combination. In our example, the
combination should assume that the true rate was the same in the two measurements which used the
same detector and which lasted the same time as each other, and hence their true accuracies are (unknown
but) equal. So the two measurements should each be given a weight of 0.5, which yields the sensible
combined result of 50.5± 5 counts.

8.1 BLUE
A method of combining correlated results is the ‘Best Linear Unbiassed Estimate’ (BLUE). We look for
the best linear unbiassed combination

xBLUE = Σwixi, (15)

where the weights are chosen to give the smallest uncertainty σBLUE on xBLUE . Also for the com-
bination to be unbiassed, the weights must add up to unity. They are thus determined by minimising
ΣΣwiwjE

−1
ij , subject to the constraint Σwi = 1; here E is the covariance matrix for the correlated

measurements.
3It is vital to be aware that it is a crime (punishable by a forcible transfer to doing a doctorate on Astrology) to combine

such discrepant measurements. It seems likely that someone turned off the detector between the two runs; or there was a large
background in the first measurement which was eliminated for the second; etc. The only reason for my using such discrepant
numbers is to produce a dramatically stupid result. The effect would have been present with measurements like 100 ± 10 and
81± 9.
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The BLUE procedure just described is equivalent to the χ2 approach for checking whether a
correlated set of measurements are consistent with a common value. The advantage of BLUE is that
it provides the weights for each measurement in the combination. It thus enables us to calculate the
contribution of various sources of uncertainty in the individual measurements to the uncertainty on the
combined result.

8.2 Why weighted averaging can be better than simple averaging
Consider a remote island whose inhabitants are very conservative, and no-one leaves or arrives except for
some anthropologists who wish to determine the number of married people there. Because the islanders
are very traditional, it is necessary to send two teams of anthropologists, one consisting of males to
interview the men, and the other of females for the women. There are too many islanders to interview
them all, so each team interviews a sample and then extrapolates. The first team estimates the number of
married men as 10, 000 ± 300. The second, who unfortunately have less funding and so can interview
only a smaller sample, have a larger statistical uncertainty; they estimate 9, 000 ± 900 married women.
Then how many married people are there on the island?

The simple approach is to add the numbers of married men and women, to give 19, 000±950 mar-
ried people. But if we use some theoretical input, maybe we can improve the accuracy of our estimate.
So if we assume that the islanders are monogamous, the numbers of married men and women should be
equal, as they are both estimates of the number of married couples. The weighted average is 9, 900±285
married couples and hence 19, 800± 570 married people.

The contrast in these results is not so much the difference in the estimates, but that incorporating
the assumption of monogamy and hence using the weighted average gives a smaller uncertainty on the
answer. Of course, if our assumption is incorrect, this answer will be biassed.

A Particle Physics example incorporating the same idea of theoretical input reducing the uncer-
tainty of a measurement can be found in the ‘Kinematic Fitting’ section of Lecture 2.

9 Binomial distribution
This and the next sections on the Poisson and Gaussian distributions are probability theory, in that they
make statements about the probabilities of different outcomes, assuming that the thoretical distribution is
known. However, the results are important for Statistics, where we use data in order to make statements
about theory.

The binomial distribution applies when we have a set of N independent trials, in each of which
a ‘success’ occurs with probability p. Then the probability P (s;N, p) of s successes in the N trials is
obviously

P (s;N, p) =
N !

s! (N − s)! p
s (1− p)N−s. (16)

An example of a Binomial distribution would be the number of times we have a 6 in 20 throws of
a die; or the distribution of the number of successfully reconstructed tracks in a sample of 100, when the
probability for reconstructing each of them is 0.98

The expected number of successes <s> is Σs×P (s;N, p), which after some algebra turns out to
be (not surprisingly) Np. The variance σ2

s of the distribution in s is obviously given by Np(1− p). Note
that, while for the Poisson distribution the mean and variance are equal, this is not so in general for the
Binomial - it is approximately so at small p.

As an example several Binomial distributions with fixed number of trials N but varying probabil-
ities of success p are shown in Fig. 1.
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Fig. 1: The probabilities P (r) according to the binomial distribution, for r successes out of 12 independent trials,
when the probability p of success in an individual trial is as specified. As the expected number of successes is
12p, the peak of the distribution moves to the right as p increases. The variance of the distribution is 12p(1 − p)
and hence is largest for p = 1/2. Since the chance of success when p = 1/6 is the same as that for failure when
p = 5/6, diagrams (a) and (d) are mirror images of each other. Similarly for p = 1/2 (see (c)) the distribution is
symmetric about r = 6 successes.

10 Poisson distribution
The Poisson distribution (see Fig. 2) applies to situations where we are counting a series of observations
which are occuring randomly and independently during a fixed time interval t, where the underlying rate
r is constant. The observed number nwill fluctuate when the experiment is repeated, and can in principle
take any integer value from zero to infinity. The Poisson probabilty of observing n decays is given by

Pn = e−rt(rt)n/n! (17)

It applies to the number of decays observed from a large number N of radioactive nuclei, when the
observation time t is small compared to the lifetime τ . It will not apply if t is much larger than τ , or if
the detection system has a dead time, so that after observing a decay the detector cannot observe another
decay for a period Tdead.

Another example is the number of counts in any specific bin of a histogram when the data is
accumulated over a fixed time.

The average number of observations is given by

< n >= ΣnPn = rt (18)

If we write the expected number as µ, the Poisson probability becomes

Pn = e−µµn/n! (19)
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Fig. 2: Poisson distributions for various values of the Poisson parameter λ: (a) λ = 1.2 (b) λ = 5.0 (c) λ = 20.0.
Pr is the probability for observing r events. For each λ, the mean value of r is λ and the RMS width is

√
λ. As λ

increases above about 10, the distribution becomes more like a Gaussian.

It is also relatively easy to show that the variance

σ2 = Σ(n− µ)2Pn = µ (20)

This leads to the well-known n ± √n approximation for the value of the Poisson parameter when we
have n counts. This approximation is, however, particularly bad when there are zero observed events;
then 0± 0 incorrectly suggests that the Poisson parameter can be only zero.

Poisson probabilities can be regarded as the limit of Binomial ones as the number of trialsN tends
to infinity and the Binomial probability of success p tends to zero, but the product Np remains constant
at µ.

When the Poisson mean becomes large, the distribution of observed counts approximates to a
Gaussian (although the Gaussian is a continuous distribution extending down to −∞, while a Poisson
observable can only take on non-negative integral values). This approximation is useful for the χ2 method
for parameter estimation and goodness of fit (see Lecture 2).

10.1 Relation of Poisson and Binomial Distributions
An interesting example of the relationship between the Poisson and Binomial distributions is exhibited
by the following example.
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Fig. 3: Gaussian distributions. Both are centred at x = µ, but the dashed curve is twice as wide as the solid one.
Because they have the same normalisation the maximum of the solid curve curve is twice as high as that of the
dashed one. The scale on the horizontal axis refers to the solid curve.

Imagine that the number of people attending a series of lectures is Poisson distributed with a
constant mean ν, and that the fraction of them who are male is p. Then the overall probability P of
having N people of whom M are male and F = N − M are female is given by the product of the
Poisson probability Ppois for N and the binomial probability Pbin for M of the N people being male.
i.e.

P = PpoisPbin =
e−ννN

N !
× N !

M !F !
pM (1− p)F (21)

This can be rearranged as

P =
e−νp(νp)M

M !
× e−ν(1−p)(ν(1− p))F

F !
(22)

This is the product of two Poissons, one with Poisson parameter νp, the expected number of males,
and the other with parameter ν(1 − p), the expected number of females. Thus with a Poisson-varying
total number of observations, divided into two categories (here male and female), we can regard this as
Poissonian in the total number and Binomial in the separate categories, or as two independent Poissons,
one for each category. Other situations to which this applies could be radioactive nuclei, with decays
detected in the forward or backward hemispheres; cosmic ray showers, initiated by protons or by heavier
nuclei; patients arriving at a hospital emergency centre, who survive or who die; etc.

10.2 For your thought
The first few Poisson probabilities P (n;µ) are

P (0) = e−µ, P (1) = µe−µ, P (2) = (µ2/2!) e−µ, etc. (23)

Thus for small µ, P (1) and P (2) are approximately µ and µ2/2 respectively. But if the probability of
one rare event happening is µ, why is the probability for 2 independent rare events not equal to µ2?

11 Gaussian distribution
The Gaussian or normal distribution (shown in Fig. 3) is of widespread usage in data analysis. Under
suitable conditions, in a repeated series of measurements x with accuracy σ when the true value of the
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quantity is µ, the distribution of x is given by a Gaussian4. A mathematical motivation is given by
the Central Limit Theorem, which states that the sum of a large number of variables with (almost) any
distributions is approximately Gaussian.

For the Gaussian, the probability density y(x) of an observation x is given by

y(x) =
1√
2πσ

e−
(x−µ)2

2σ2 (24)

where the parameters µ and σ are respectively the centre and width of the distribution. The factor
1/(
√

2πσ) is required to normalise the area under the curve, so that y(x) can be directly interpreted as a
probability density.

There are several properties of σ:

– The mean value of x is µ, and the standard deviation of its distribution is σ. Since the usual symbol
for standard deviation is σ, this leads to the formula σ = σ (which is not so trivial as it seems,
since the two σs have different meanings). This explains the curious factor of 2 in the denominator
of the exponential, since without it, the two types of σ would not be equal.

– The value of y at the µ ± σ is equal to the peak height multiplied by e−0.5 = 0.61. If we are
prepared to overlook the difference between 0.61 and 0.5, σ is the half-width of the distribution at
‘half’ the peak height.

– The fractional area in the range x = µ − σ to µ + σ is 0.68. Thus for a series of unbiassed,
independent Gaussian distributed measurements, about 2/3 are expected to lie within σ of the true
value.

– The peak height of y at x = µ is 1/(
√

2πσ). It is reasonable that this is proportional to 1/σ as the
width is proportional to σ, so σ cancels out in the product of the height and width, as is required
for a distribution normalised to unity.

For deciding whether an experimental measurement is consistent with a theory, more useful than
the Gaussian distribution itself is its tail area beyond r, a number of standard deviations from the central
value (see Fig. 4). This gives the probability of obtaining a result as extreme as ours or more so as a
consequence of statistical fluctuations, assuming that the theory is correct (and that our measurement is
unbiassed, it is Gaussian distributed, etc.). If this probability is small, the measurement and the theory
may be inconsistent.

Figure 4 has two different vertical scales, the left one for the probability of a fluctuation in a
specific direction, and the right side for a fluctuation in either direction. Which to use depends on the
particular situation. For example if we were performing a neutrino oscillation disappearance experiment,
we would be looking for a reduction in the number of events as compared with the no-oscillation scenario,
and hence would be interested in just the single-sided tail. In contrast searching for any deviation from
the Standard Model expectation, maybe the two-sided tails would be more relevant.

12 Introduction to Lecture 2
This lecture deals with two different methods for determining parameters, least squares and likelihood,
when a functional form is fitted to our data. A simple example would be straight line fitting, where
the parameters are the intercept and gradient of the line. However the methods are much more general
than this. Also there are other methods of extracting parameters; these include the more fundamental
Bayesian and Frequentist methods, which are dealt with in Lecture 3 .

The least squares method also provides a measure of Goodness of Fit for the agreement between
the theory with the best values of the parameters, and the data; this is dealt with in section 14. The

4However, it is often the case that such a distribution has heavier tails than the Gaussian.
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Fig. 4: The fractional area in the tail(s) of a Gaussian distribution i.e. the area with f above some specified value
r, where f is the distance from the mean, measured in units of the standard deviation σ. The scale on the left refers
to the one-sided tail, while that on the right is for both tails. Thus for r = 0, the fractional areas are 1/2 and 1
respectively.

likelihood technique plays an important role in the Bayes approach, and likelihood ratios are relevant for
choosing between two hypotheses; this is covered in Lecture 4.

13 Least squares: Basic idea
As a specific example, we will consider fitting a straight line y = a+ bx to some data, which consist of a
series on n data points, each of which specifies (xi, yi± σi) i.e. at precisely known xi, the y co-ordinate
is measured with an uncertainty σi. The σi are assumed to be uncorrelated. The more general case could
involve

– a more complicated functional form than linear;
– multidimensional x and/or y;
– correlations among the σi; and
– uncertainties on the xi values.
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In Particle Physics, we often deal with a histogram of some physical quantity x (e.g. mass, angle,
transverse momentum, etc.), in which case y is simply the number of counts for that x bin. Another
possiblity is that y and x are both physical quantities e.g. we have a two-dimensional plot showing the
recession velocities of galaxies as a function their distance.

There are two statistical issues: Are our data consistent with the theory i.e. a straight line? And
what are the best estimates of the parameters, the intercept and the gradient? The former is a Goodness
of Fit issue, while the latter is Parameter Determination. The Goodness of Fit is more fundamental, in
that if the data are not consistent with the hypothesis, the parameter values are meaningless. However,
we will first consider Parameter Detemination, since checking the quality of the fit requires us to use the
best straight line.

The data statistic used for both questions is S, the weighted sum of squared discrepancies5

S = Σ(ythi − yobsi )2/σ2
i = Σ(a+ bxi − yobsi )2/σ2

i (25)

where ythi = a + bxi is the predicted value of y at xi, and yobsi is the observed value. In the expression
for S, we regard the data (xi, yi ± σi) as being fixed, and the parameters a and b as being variable. If for
specific values of a and b the predicted values of y and the corresponding observed ones are all close (as
measured in terms of the uncertainties σ), then S will be ‘small’, while significant discrepancies result
in large S. Thus, according to the least squares method, the best values of the parameters are those that
minimise S, and the width of the S distribution determines their uncertainties. For a good fit, the value
of Smin should be ‘small’. A more quantative discussion of ‘small’ appears below.

To determine the best values of a and b, we need to set the first derivatives of S with respect to a
and b both equal to zero. This leads to two simultaneous linear equations for a and b 6 which are readily
solved, to yield

a =
< x2 >< y > − < xy >< x >

< x2 > − < x >2

b =
< xy > − < x >< y >

< x2 > − < x >2

(26)

where < f > = Σ(fi/σ
2
i )/Σ(1/σ2

i ) i.e it is the weighted average of the quantity inside the brackets. If
the positions of the data points are such that < x > = 0, then a = < y >, i.e. the height of the best fit
line at the weighted centre of gravity of the data points is just the weighted average of the y values.

It is also essential to calculate the uncertainties σa and σb on the parameters and their correlation
coefficient ρ = cov/(σxσy), where cov is their covariance. The elements of the inverse covariance
matrix M are given by

Maa =
1

2

∂2S

∂a2
= Σ(1/σ2

i )

Mab =
1

2

∂2S

∂a ∂b
= Σ(xi/σ

2
i )

Mbb =
1

2

∂2S

∂b2
= Σ(x2

i /σ
2
i )

(27)

The covariance matrix is obtained by inverting M . Since the covariance is proportional to − < x >, if
the data are centred around x = 0, the uncertainties on a and b will be uncorrelated. That is one reason
why track parameters are usually specified at the centre of the track, rather than at its starting point.

5Many people refer to this as χ2. I prefer S, because otherwise a discussion about whether or not χ2 follows the mathemat-
ical χ2 distribution sounds confusing.

6The derivatives are linear in the parameters, because the functional form is linear in them. This would also be true for
more complicated situations such as a higher order polynomial (Yes, with respect to the coefficients, a 10th order polynomial
is linear), a series of inverse powers, Fourier series, etc.
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13.1 Correlated uncertainties on data
So far we have considered that the uncertainties on the data are uncorrelated, but this is not always the
case; correlations can arise from some common systematic. Then instead of the first equation of (25),
we use

S = ΣΣ(ythi − yobsi )Eij(y
th
j − yobsj ) (28)

where the double summation is over i and j, and E is the inverse covariance matrix7 for the uncertainties
on the yi. For the special case of uncorrelated uncertainties, the only non-zero elements of E are the
diagonal ones Eii = 1/σ2

i and then eqn. (28) reduces to (25).

This new equation for S can then be minimised to give the best values of the parameters, and Smin
can be used in a Goodness of Fit test. As before, if yth is linear in the parameters, their best estimates can
be obtained by solving simultaneous linear equations, without the need for a minimisation programme.

14 Least squares for Goodness of Fit
14.1 The chi-squared distribution
It turns out that, if we repeated our experiment a large number of times, and certain conditions are
satisfied, then Smin will follow a χ2 distribution with ν = n − p degrees of freedom, where n is the
number of data points, p is the number of free parameters in the fit, and Smin is the value of S for the
best values of the free parameters. For example, a straight line with free intercept and gradient fitted to
12 data points would have ν = 10.

The conditions for this to be true include:

– the theory is correct:
– the data are unbiassed and asymptotic;
– the yi are Gaussian distributed about their true values;
– the estimates for σi are correct; etc.

Useful properties to know about the mathematical χ2 distribution are that their mean is ν and their
variance is 2ν. Thus if a global fit to a lot of data has Smin = 2200 and there are 2000 degrees of freedom,
we can immediately estimate that this is equivalent to a fluctuation of 3.2σ.

More useful than plots of χ2 distributions are those of the fractional tail area beyond a particular
value of χ2 (see figs. 5 and 6 respectively). The χ2 goodness of fit test consists of

– For the given theoretical form, find the best values of its free parameters, and hence Smin;
– Determine ν from n and p; and
– Use Smin and ν to obtain the tail probability p 8.

Then p is the probability that, if the theory is correct, by random fluctuations we would have
obtained a value of Smin at least as large as the observed one. If this probability is smaller than some
pre-defined level α, we reject the hypothesis that the model provides a good description of the data.

14.2 When ν 6= n− p
If we add an extra parameter into our theoretical description, even if it is not really needed, we expect the
value of Smin to decrease slightly. (This contrasts with including a parameter which is really relevant,

7We use the symbolE for the inverse covariance matrix of the measured variables y, andM for that of the output parameters
(e.g. a and b for the straight line fit).

8If the conditions for Smin to follow a χ2 distribution are satisfied, this simply involves using the tail probability of a χ2

distribution. In other cases, it may be necessary to use Monte Carlo simulation to obtain the distribution of Smin; this could be
tedious.
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Fig. 5: Mathematical distributions of χ2, for different numbers of degrees of freedom ν (shown beside each curve).
As ν increases, so do the mean and variance of the distribution.

Fig. 6: The percentage area in the upper tails of χ2 distributions, for various numbers of degrees of freedom,
shown by each curve. Both scales are logarithmic. These curves bear the same relationship to those of figure 5 as
does fig. 4 to the Gaussian of fig. 3, both in Lecture 1.
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which can result in a dramatic reduction in Smin.) In determining p-values, this is allowed for by the
reduction of ν. On average, a parameter which is not needed reduces Smin by 1. But consider the
following examples.

14.2.1 Small oscillatory term
Imaging we are fitting a histogram of a variable φ by a distribution of the form

dy

dφ
= N [1 + 10−6cos(φ− φ0)], (29)

where the two parameters are the normaisation N and the phase φ0. Because of the factor 10−6 in front
of the cosine term, φ0 will have a miniscule effect on the prediction, and so including this as a parameter
has negligible effect on Smin; φ0 is effectively not a free parameter.

14.2.2 Neutrino oscillations
For a scenario of two oscillating neutrino flavours, the probability P of a neutrino of energy E to remain
the same flavour after a flight length L is

P = 1−Asin2(δm2L/E) (30)

where the two parameters are δm2, the difference in the mass-squareds of the two neutrino flavours, and
A = sin22θ with θ being the mixing angle. However, since for small angles α, sinα ≈ α, for small
δm2L/E the probability P of eqn 30 is approximately 1 − A(δm2L/E)2. Thus the two parameters
occur only as the product A(δm2)2, and cannot be determined separately. Thus in that regime we have
effectively just a single parameter.

In both the above examples, an enormous amount of data would enable us to distinguish the small
effects produced by the second parameter; hence the requirement for asymptotic conditions.

14.3 Errors of First and Second Kind
In deciding in a Goodness of Fit test whether or not to reject the null hypothesis H0 (e.g. that the data
points lie on a straight line), there are two sorts of mistake we might make:

– Error of the First Kind. This is when we reject H0 when it is in fact true. The fraction of cases in
which this happens should equal α, the cut on the p-value.

– Error of the Second Kind. This is when we do not reject H0, even though some other hypothesis
is true. The rate at which this happens depends on how similar H0 and the alternative hypothesis
are, the relative frequencies of the two hypotheses being true, etc.

As α increases the rates of Errors of the First and Second kinds go up and down respectively. These
Errors correspond to a loss of efficiency and to an increase of contamination respectively.

14.4 Other Goodness of Fit tests
The χ2 method is by no means the only one for testing Goodness of Fit. Indeed whole books have
been written on the subject [6]. Here we mention just one other, the Kolmogorov-Smirnov method (K-
S), which has the advantage of working with individual observations. It thus can be used with fewer
observations than are required for the binned histograms in the χ2 approach.

A cumulative plot is produced of the fraction of events as a function of the variable of interest x.
An example is shown in Fig. 7. This shows the fraction of data events with x smaller than any particular
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Fig. 7: Cumulative distributions for the Kolmogorov-Smirnov goodness of fit method. The stepped distribution
shows the fraction of events in a data sample, while the continuous curve is that expected for a Gaussian with mean
zero and unit variance. The method uses the maximum vertical separation d between the two distributions, and the
number of observations, to obtain the probability of obtaining a value of d at least as large as the observed one. A
small probability implies that it is unlikely that the data sample comes from the assumed distribution.

value. It is thus a stepped plot, with the fraction going from zero at the extreme left, to unity on the
right hand side. Also on the plot is a curve showing the expected cumulative fraction for some theory.
The K-S method makes use of the largest (as a function of x) vertical discrepancy d between the data
plot and the theoretical curve. Assuming the theory is true and given the number of observations N , the
probability pKS of obtaining d at least as large as the observed value can be calculated. The beauty of
the K-S method is that this probability is independent of the details of the theory. As in the χ2 approach,
the K-S probability gives a numerical way of checking the compatibility of theory and data. If pKS is
small, we are likely to reject the theory as being a good description of the data.

Some features of the K-S method are:

– The main advantage is that it can use a small number of observations.
– The calculation of the K-S probability depends on there being no adjustable parameters in the

theory. If there are, it will be necessary for you to determine the expected distribution for d,
presumably by Monte Carlo simulation.

– It does not extend naturally to data of more than one dimension, because of there being no unique
way of producing an ordering in several dimensions.

– It is not very sensitive to deviations in the tails of distributions, which is where searches for new
physics are often concentrated e.g. high mass or transverse momentum. Fortunately variants of
K-S exist, which put more emphasis on discrepancies in the tails.

– Instead of comparing a data cumulative distribution with a theoretical curve, it can alternatively
be compared with another distribution. This can be from a simulation of a theory, or with another
data set. The latter could be to check that two data sets are compatible. The calculation of the K-S
probability now requires the maximum discrepancy d, and the numbers of events N1 and N2 in
each of the two distributions being compared.

15 Kinematic Fitting
Earlier we had the example of estimating the number of married people on an island, and saw that
introducing theoretical information could improve the accuracy of our answer. Here we use the same idea
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in the context of estimating the momenta and directions of objects produced in a high energy interaction.
The theory we use is that energy and momentum are conserved between the inital state collison and the
observed objects in the reaction.

The reaction can be either at a collider or with a stationary target. We denote it by a+b→ c+d+e,
but the number of final state objects can be arbitrary. We assume for the time being the energy and
momenta of all the objects are measured9.

The technique is to consider all possible configurations of the particles’ kinematic variables that
conserve momentum and energy, and to choose that configuration that is closest to the measured vari-
ables. The degree of closeness is defined by the weighted sum of squares of the discrepancies S, taking
the uncertainties and correlations into account. If the uncertainties on the kinematic quantities mi were
uncorrelated,

S = Σ(fi −mi)
2/σ2

i (31)

where the summation is over the 4 components for all the objects in the reaction, mi are the measured
values and fi are the corresponding fitting quantities. Because of correlations, however, this becomes

S = ΣΣ(fi −mi)Eij(fj −mj) (32)

where there is now a double summation over the components, and Eij is the (i, j)th component of the
inverse covariance matrix for the measured quantities10. The procedure then consists in varying f in
order to minimise S, subject to the energy and momentum constraints. This usually involves Lagrange
Multipliers. The result of this procedure is to produce a set of fitted values of all the kinematic quantities,
which will have smaller uncertainties than the measured ones. This is an example of incorporating theory
to improve the results. Thus if the objects are jets, their directions are usually quite well determined, but
their energies less so. The fitting procedure enables the accurately determined jet directions to help
reduce the uncertainties on the jet energies.

The fitting procedure also provides Smin, which is a measure of how well the best fi agree with
the mi. In the case described, the distribution of Smin is approximately χ2 with 4 degrees of freedom
(because of the 4 constraints).

If Smin is too large, then our assumed hypothesis for the reaction may be incorrect; for example,
there might have been an extra object produced in the collision that was undetected (e.g. a neutrino, or a
charged particle which passed through an uninstrumented region of our detector).

Since we have 4 constraint equations, we can also allow for up to 4 missing kinematic quantities.
Examples include an undetected neutrino in the final state (3 unmeasured momentum components), a
wide-band neutrino beam of known direction (1 missing variable), etc. With m missing variables in an
interaction involving a single vertex, Smin should have a χ2 distribution with 4−m degrees of freedom.

Kinematic fitting can be extended to more complicated event topologies including production and
decay vertices, reactions involving particles of well known mass which decay promptly (e.g. ψ →
µ+µ−), etc.

15.1 Example of a simplified kinematic fit
Consider a non-relativistic elastic scattering of two equal mass objects, for example a slow anti-proton
hitting a stationary proton. For simplicity, the measured angles θm1 ± σ and θm2 ± σ that the outgoing
particles make with the direction of travel of the incident anti-proton are assumed to have the same
uncorrelated uncertainties σ. As a result of energy and momentum conservation, the angles must satisfy
the constraint

θt1 + θt2 = π/2 (33)
9For objects like charged particles whose momenta are determined from their trajectories in a magnetic field, the energy is

determined from the momentum by using the relevant particle mass.
10The main correlations are among the 4 components of a single object, rather than between different objects.
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where the superscipt t denotes the true value. There are 3 further constraints but for simplicity we shall
ignore them.

To find our best estimates of θt1 and θt2, we must minimise

S = (θt1 − θm1 )2/σ2 + (θt2 − θm2 )2/σ2 (34)

subject to the constraint 33. By using Lagrange Multipliers or by eliminating θt2 and then minimising S,
this yields

θt1 = θm1 + 0.5 ∗ (π/2− θm1 − θm2 )

θt2 = θm2 + 0.5 ∗ (π/2− θm1 − θm2 )
(35)

That is, the best estimate of each true value is obtained by adding to the corresponding measured value
half the amount by which the measured values fail to satisfy the constraint 33.

The uncertainties on the fitted estimates of the angles are easily obtained by propagation of the
uncertainties σ on the measured angles vias eqns. 35, and are both equal to σ/

√
2.

We thus have an example of the promised outcome that kinematic fitting improves the accuracy
of our measurements. The factor of

√
2 improvement can easily be understood in that we have two

independent estimates of θt1, the first being the original measurement θm1 , and the other coming from the
measurement θm2 via the constraint 33. However, even with uncorrelated uncertainties on the measured
angles, the fitted ones would be anti-correlated.

16 THE paradox
I refer to this as ‘THE’ paradox as, in various forms, it is the basis of the most frequently asked question.

You have a histogram of 100 bins containing some data, and use this to determine the best value
µ0 of a parameter µ by the χ2 method. It turns out that Smin = 87, which is reasonable as the expected
value for a χ2 with 99 degrees of freedom is 99± 14. A theorist asks whether his predicted value µth is
consistent with your data, so you calculate S(µth) = 112. The theorist is happy because this is within the
expected range. But you point out that the uncertainty in µ is calculated by finding where S increases by
1 unit from its minimum. Since 112 is 25 units larger than 87, this is equivalent to a 5 standard deviation
discrepancy, and so you rule out the theorist’s value of µ.

Deciding which viewpoint is correct is left as an excercise for the reader.

17 Likelihood
The likelihood function is very widely used in many statistics applications. In this Section, we consider
it just for Parameter Determination. An important feature of the likelihood approach is that it can be
used with unbinned data, and hence can be applied in situations where there are not enough individual
observations to construct a histogram for the χ2 approach.

We start by assuming that we wish to fit our data x, using a model f(x;µ) which has one or more
free parameters µ, whose value(s) we need to determine. The function f is known as the ‘probability
distribution’ (pdf ) and specifies the probability (or probability density, for the data having continuous as
opposed to discrete values) for obtaining different values of the data, when the parameter(s) are specified.
Without this it is impossible to apply the likelihood (or many other) approaches. For example x could be
observations of a variable of interest within some range, and f could be any function such as a straight
line, with gradient and intercept as parameters. But we will start with an angular distribution

y(cos θ;β) =
d p

d cos θ
= N(1 + β cos2 θ) (36)

Here θ is the angle at which a particle is observed, dp/d cos θ is the pdf specifying the probability
density for observing a decay at any cos θ, β is the parameter we want to determine, and N is the crucial
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nomalisation factor which ensures that the probability of observing a given decay at any cos θ in the
whole range from −1 to +1 is unity. In this case N = 1/(2(1 + β/3)). The data consists of N decays,
with their individual observations cos θi.

Assuming temporarily that the value of the parameter β is specified, the probability density y1 of
observing the first decay at cos θ1 is

y1 = N(1 + β cos2 θ1) = 0.5(1 + β cos2 θ1)/(1 + β/3), (37)

and similarly for the rest of the N observations. Since the individual observations are independent, the
overall probability P (β) of observing the complete data set of N events is given by the product of the
individual probabilities

P (β) = Πyi = Π 0.5(1 + β cos2 θi)/(1 + β/3) (38)

We imagine that this is computed for all values of the parameter β; then this is known as the likelihood
function L(β).

The likelihood method then takes as the estimate of β that value which maximises the likelihood.
That is, it is the value which maximises (with respect to β) the probability density of observing the given
data set. Conversely we rule out values of β for which L(β) is very small. The uncertainty on β is related
to the width of the L(β) distribution (see later).

It is often convenient to consider the logarithm of the likelihood

l = lnL = Σ ln yi (39)

One reason for this is that, for a large number of observations some fraction could have small yi. Then
the likelihood, involving the product of the yi, could be very small and may underflow the computer’s
range for real numbers. In contrast, l involves a sum rather than a product, and ln yi rather than yi, and
so produces a gentler number.

17.1 Likelihood and pdf
The procedure for constructing the likelihood is first to write down the pdf , and then to insert into that
expression the observed data values in order to evaluate their product, which is the likelihood. Thus both
the pdf and the likelihood involve the data x and the parameter(s) µ. The difference is that the pdf is a
function of x for fixed values of µ, while the likelihood is a function of µ given the fixed observed data
xobs.

Thus for a Poisson distribution, the probability of observing n events when the rate µ is specified
is

P (n;µ) = e−µµn/n! (40)

and is a function of n, while the likelihood is

L(µ;n) = e−µµn/n! (41)

and is a function of µ for the fixed observed number n.

17.2 Intuitive example: Location and width of peak
We consider a situation where we are studying a resonant state which would result in a bump in the mass
distribution of its decay particles. We assume that the bump can be parametrised as a simple Breit-Wigner

y(m;M0,Γ) =
Γ/(2π)

(m−M0)2 + (Γ/2)2
(42)
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Fig. 8: A visual demonstration of how the maximum likelihood method gives sensible values for the parameters,
the position and width of a resonance. The bars along the m-axis represent the experimental measurements of a
set of mass values mi, which are to be fitted by a simple Breit-Wigner resonance shape. In (a), the width Γ of the
resonance is kept fixed, and the mass parameter M0 is varied. This has the effect of sliding the curve to the left
or right along the m-axis, without changing its shape or height. To calculate the likelihood for a given position of
the curve we multiply all the y(mi) values; i.e. the height of the curve at each observed mass. The best value of
M0 is thus equivalent to finding the best location of the curve in order to maximise this product. Clearly we need
to locate the peak near where most of the data values are. In (b), we regard M0 as constant, but vary the width.
The effect of the normalisation condition then means that the wider curve will have lower peak height and vice
versa. The narrow curve suffers becase of the very small y values for the extreme observed mass values, while
wide curves do not benefit so much from the concentration of masses around the central value. The best value of
Γ is the result of a compromise between these two effects.

where y is the probability density of obtaining a massm if the location and width the state areM0 and Γ,
the parameters we want to determine. It is essential that y is normalised, i.e. its integral over all physical
values of m is unity; hence the normalisation factor of Γ/(2π). The data consists of n observations of
m, as shown in fig. 8.

Assume for the moment that we know M0 and Γ. Then the probability density for observing the
ith event with mass mi is

yi(M0,Γ) =
Γ/(2π)

(mi −M0)2 + (Γ/2)2
(43)

Since the events are independent, the probability density for observing the whole data sample is

yall(M0,Γ) = Π
Γ/(2π)

(mi −M0)2 + (Γ/2)2
(44)

and this is known as the likelihood L(M0,Γ). Then the best values for the parameters are taken as the
combination that maximises the probability density for the whole data sample i.e. L(M0,Γ). Parameter
values for which L is very small compared to its maximum value are rejected, and the uncertainties on
the parameters are related to the width of the distribution of L; we will be more specific later.

The curve in fig. 8(left) shows the expected probability distribution for fixed parameter values.
The way L is calculated involves multiplying the heights of the curve at all the observed mi values. If
we now consider varying M0, this moves the curve bodily to the left or right without changing its shape
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or normalisation. So to determine the best value of M0, we need to find where to locate the curve so that
the product of the heights is a maximum; it is plausibe that the peak will be located where the majority
of events are to be found.

Now we will consider how the optimum value of Γ is obtained. A small Γ results in a narrow
curve, so the masses in the tail will make an even smaller contribution to the product in eqn. 44, and
hence reduce the likelihood. But a large Γ is not good, because not only is the width larger, but because
of the normalisation condition, the peak height is reduced, and so the observations in the peak region
make a smaller contribution to the likelihood. The optimal Γ involves a trade-off between these two
effects.

Of course, in finding the optimal of values of the two parameters, in general it is necessary to find
the maximum of the likelihood as a function of the two parameters, rather than maximising with respect
to just one, and then with respect to the other and then stopping (see section 17.5).

17.3 Uncertainty on parameter
With a large amount of data, the likelihood as a function of a parameter µ is often approximately Gaus-
sian. In that case, l is an upturned parabola. Then the following definitions of σµ, the uncertainty on
µbest, yield identical answers:

– The RMS of the likelihood distribution.
– [− d2l

dµ2 ]−1/2. If you remember that the second derivative of the log likelihood function is involved
because it controls the width of the l distribution, a mneumonic helps you remember the formula
for σµ: Since σµ must have the same units as µ, the second derivative must appear to the power
−1/2. But because the log of the likelihood has a maximum, the second derivative is negative, so
the minus sign is necessary before we take the square root.

– It is the distance in µ from the maximum in order to decrease l by half a unit from its maximum
value. i.e.

l(µbest + σµ) = lmax − 0.5 (45)

In situations where the likelihood is not Gaussian in shape, these three definitions no longer agree.
The third one is most commonly used in that case. Now the upper and lower ends of the intervals can be
asymmetric with respect to the central value. It is a mistake to believe that this method provides intervals
which have a 68% chance of containing the true value of the parameter11.

Symmetric uncertainties are easier to work with than asymmetric ones. It is thus sometimes better
to quote the uncertainty on a function of the first variable you think of. For example, for a charged particle
in a magnetic field, the reciprocal of the momentum has a nearly symmetric uncertainty. Especially for
high momentum tracks, the upper uncertainty on the momentum can be much larger than the lower one
e.g. 1.0 +1.5

−0.4 TeV.

17.4 Coverage
An important feature of any statistical method for estimating a range for some parameter µ at a specified
confidence level α is its coverage C. If the procedure is applied many times, these ranges will vary
because of statistical fluctuations in the observed data. Then C is defined as the fraction of ranges which
contain the true value µtrue; it can vary with µtrue.

It is very important to realise that coverage is a property of the statistical procedure and does
not apply to your particular measurement. An ideal plot of coverage as a function of µ would have C
constant at its nominal value α. For a Poisson counting experiment, figure 9 shows C as a function of
the Poisson parameter µ, when the observed number of counts n is used to determine a range for µ via

11Unfortunately, this incorrect statement occurs in my book [4]. It is corrected in a separate update [5].
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Fig. 9: Coverage C for Poisson parameter intervals, as determined by the ∆(log(L)) = 0.5 rule. Repeated trials
(all using the same Poisson parameter µ) yield different values of n, each resulting in its own range µl to µu for
µ; then C is the fraction of trials that give ranges which include the chosen value of µ for the trials. The coverage
C varies with µ, and has discontinuities because the data n can take on only discrete integer values. For large µ, C
seems to approach the expected 0.68, shown by the arrow, but for small µ, the coverage takes on values between
30% and 100%.

the change in log-likelihood being 0.5. The coverage is far from constant at small µ. If C is smaller
than α, this is known as undercoverage. Certainly frequentists would regard this as unfortunate; it means
that people reading an article containing parameters determined this way are likely to place more than
justified reliance on the quoted range. Methods using the Neyman construction to determine parameter
ranges by construction do not have undercoverage.

Coverage involves a statement about Prob[µl ≤ µtrue ≤ µu]. This is to be interpreted as a
probability statement about how often the ranges µl to µu contain the (unknown but constant) true value
µtrue. This is a frequentist statement; Bayesians do not want to consider the ensemble of possible results
if the measurement procedure were to be repeated. Thus Bayesians would regard the statement about
Prob[µl ≤ µtrue ≤ µu] as describing what fraction of their estimated posterior probability density for
µtrue would be between the fixed values µl and µu, derived from their actual measurement.

17.5 More than one parameter
For the case of just one parameter µ, the likelihood best estimate µ̂ is given by the value of µ which
maximises L. Its uncertainty σµ is determined either from

1/σ2
µ = −d2 lnL/dµ2; (46)

of by finding how far µ̂ would have to be changed in order to reduce lnL by 0.5.

When we have two or more parameters βi the rule for finding the best estimates β̂i is still to
maximise L. For the uncertainties and their correlations, the generalisation of equation 46 is to construct
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the inverse covariance matrix M, whose elements are given by

Mij = − ∂2 lnL

∂βi ∂βj
(47)

Then the inverse of M is the covariance matrix, whose diagonal elements are the variances of βi, and
whose off-diagonal ones are the covariances.

Alternatively (and more common in practice), the uncertainty on a specific βj can be obtained by
using the profile likelihood Lprof (βj). This is the likelihood as a function of the specific βj , where for
each value of βj , L has been remaximised with respect to all the other β. Then Lprof (βj) is used with
the ‘reduce lnLprof = 0.5’ rule to obtain the uncertainty on βj . This is equivalent to determining the
contour in β-space where lnL = lnLmax−0.5, and finding the values βj,1 and βj,2 on the contour which
are furthest from β̂j . Then the (probably asymmetric) upper and lower uncertainties on βj are given by
βj,2 − β̂j and β̂j − βj,1 respectively.

Because these are likelihood methods of obtaining the intervals, these estimates of uncertainities
provide only nominal regions of 68% coverage for each parameter; the actual coverage can differ from
this. Furthermore, the region within the contour described in the previous paragraph for the multidi-
mensional β space will have less than 68% nominal overage. To achieve that, the ‘0.5′ in the rule for
how much lnL has to be reduced from its maximum must be replaced by a larger number, whose value
depends on the dimensionality of β.

18 Worked example: Lifetime determination
Here we consider an experiment which has resulted in N observed decay times ti of a particle whose
lifetime τ we want to determine. The probability density for observing a decay at time t is

p(t; τ) = (1/τ) e−t/τ (48)

Note the essential normalisation factor 1/τ ; without this the likelihood method does not work.

It should be realised that realistic situations are more complicated than this. For example, we
ignore the possibility of backgrounds, time resolution which smears the expected values of t, acceptance
or efficiency effects which vary with t, etc., but this enables us to estimate τ and its uncertainty στ
analytically. In real practical cases, it is almost always necessary to calculate the likelihood as a function
of τ numerically.

From equation 48 we calculate the log-likelihood as

lnL(τ) = ln[Π (1/τ)e−ti/τ ] = Σ(− ln τ − ti/τ) (49)

Differentiating lnL(τ) with respect to τ and setting the derivative to zero then yields

τ = Σti/N (50)

This equation has an appealing feature, as it can be read as “The mean lifetime is equal to the mean
lifetime", which sounds as if it must be true. However, what it really says is not quite so trivial: “Our
best estimate of the lifetime parameter τ is equal to the mean of the N observed decay times in our
experiment."

We next calculate στ from the second derivative of lnL, and obtain

στ = τ/
√
N (51)

This exhibits a common feature that the uncertainty of our parameter estimate decreases as 1/
√
N as

we collect more and more data. However, a potential problem arises from the fact that our estimated
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uncertainty is proportional to our estimate of the parameter. This is relevant if we are trying to combine
different experimental results on the lifetime of a particle. For combining procedures which weight each
result by 1/σ2, a measurement where the fluctuations in the observed times result in a low estimate of
τ will tend to be over-weighted (compare the section on ‘Combining Experiments’ in Lecture 1), and
so the weighted average would be biassed downwards. This shows that it is better to combine different
experiments at the data level, rather than simply trying to use their results.

One final point to note about our simplified example is that the likelihood L(τ) depends on the
observations only via the sum of the times Σti i.e. their distribution is irrelevant. Thus the likelihood
distributions for two experiments having the same number of events and the same sum of observed decay
times, but with one having the decay times consistent with an exponential distribution and the other
having something completely different (e.g. all decays occur at the same time), would have identical
likelihood functions. This provides an example of the fact that the unbinned likelihood function does not
in general provide useful information on Goodness of Fit.

19 Conclusions
Jut as it is impossible to learn to play the violin without ever picking it up and spending hours actually
using it, it is important to realise that one does not learn how to apply Statistics merely by listening to
lectures. It is really important to work through examples and actual analyses, and to discover more about
the topics.

There are many resources that are available to help you. First there are textbooks written by
Particle Physicists [8], which address the statistical problems that occur in Particle Physics, and which
use a language which is easier for other Particle Physicists to understand.

The large experimental collaborations have Statistics Committees, whose web-sites contain lots of
useful statistical information. That of CDF [9] is most accessible to Physicists from other experiments.

The Particle Data Book [10] contains short sections on Probability, Statistics and Monte Carlo
simulation. These are concise, and are useful reminders of things you already know. It is harder to use
them instead of lengthier articles and textbooks in order to understand a new topic.

If in the course of an analysis you come upon some interesting statistical problem that you do not
immediately know how to solve, you might be tempted to invent your own method of how to overcome
the problem. This can amount to reinventing the wheel. It is a good idea to try to see if statisticians
(or even Particle Physicists) have already dealt with this topic, as it is far preferable to use their circular
wheels, rather than your own hexagonal one.

Finally I wish you the best of luck with the statistical analyses of your data.
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