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We study 3d OðNÞ symmetric scalar field theories using Polchinski’s renormalization group. In the
infinite N limit the model is solved exactly including at strong coupling. At short distances the theory is
described by a line of asymptotically safe ultraviolet fixed points bounded by asymptotic freedom at weak,
and the Bardeen-Moshe-Bander phenomenon at strong sextic coupling. The Wilson-Fisher fixed point
arises as an isolated low-energy fixed point. Further results include the conformal window for asymptotic
safety, convergence-limiting poles in the complex field plane, and the phase diagram with regions of first
and second order phase transitions. We substantiate a duality between Polchinski’s andWetterich’s versions
of the functional renormalization group, also showing that eigenperturbations are identical at any fixed
point. At a critical sextic coupling, the duality is worked out in detail to explain the spontaneous breaking of
scale symmetry responsible for the generation of a light dilaton. Implications for asymptotic safety in other
theories are indicated.
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I. INTRODUCTION

Fixed points of the renormalization group (RG) play
a fundamental role in quantum field theory and statistical
physics [1]. Infrared fixed points control the long distance
and low momentum behavior of theories and are often
associated with continuous phase transitions [2]. Ultraviolet
(UV) fixed points serve as a definition of quantum field
theory, such as in asymptotic freedom [3,4] or in asymptotic
safety [5–8]. Interacting UV fixed points also ensure
that the renormalization group evolution of couplings
remains finite even at shortest distances, opening new
opportunities to define fundamental theories including
quantum gravity [5,6].
Much progress has been made in the understanding of

asymptotic safety for particle theories involving gauge
fields, fermions, and scalars. At weak coupling, necessary
and sufficient conditions for asymptotic safety [8,9] and
strict no-go theorems [10] are known, with examples
including simple [7,11,12], semisimple [13–15], and super-
symmetric gauge theories [16]. It has also been conjectured
that asymptotic safety may exist at strong coupling [17–19],
In 3d, the interest in fixed points of relativistic quantum
fields ismotivated by thermal and quantumphase transitions

of spin liquids and quantum magnets, superconductors,
topological insulators, and models for newmaterials such as
graphene. These can often be described by scalar, fermionic,
and Yukawa models, and gauged or supersymmetric ver-
sions thereof [20–32]. Some of the recent interest in 3d
models is further fueled by a conjecture for novel types of
dualities [33,34], much in the spirit of Seiberg duality, or
particle-vortex duality [35] between Oð2Þ magnets and the
Abelian-Higgs model for superconductivity [36,37].
In this paper, we study interacting fixed points and

asymptotic safety of 3d OðNÞ symmetric field theories in
the large-N limit. There are several reasons for doing
so. First, in the limit of infinite N, the model is exactly
solvable which makes it an ideal testing ground for the
phenomenon of asymptotic safety in a purely scalar
quantum field theory [38–42]. Second, the model is known
to display a variety of low- and high-energy fixed points,
first and second order phase transitions, and the sponta-
neous breaking of (scale) symmetry. Previous work has
covered aspects of symmetry breaking and 1=N corrections
[41–45], stability of the ground state and UV fixed points
[41,42,45–49], and extensions with supersymmetry or
Chern-Simons interactions [23,24,50–53].
Methodologies thus far have included perturbation

theory, variational methods [38,49,54–57], functional
renormalization [41,42,45,58,59], and the conformal
bootstrap [60]. The main technical novelty of this work
is the use of Polchinski’s renormalization group, origi-
nally employed for proofs of renormalizability [61]. It is
based on a Wilsonian UV cutoff, and allows a complete
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understanding of conformal fixed points, convergence-
limiting poles, universality of eigenperturbations, and the
full phase diagram including at strong coupling. Findings
are then compared with earlier works [42,59], in particular
with results from Wetterich’s functional renormalization
group [62] based on an IR momentum cutoff. A duality
between Polchinski’s and Wetterich’s equation [63,64] is
exploited to explain the spontaneous breaking of scale
invariance and the origin of mass. We also highlight
qualitative links with asymptotically safe 4d models in
large-N limits.
The outline of the paper is as follows. In Sec. II, we recall

Polchinski’s and Wetterich’s renormalization group, their
duality, and the basic equations of this paper. The beta
functions for all couplings are solved locally and globally
in Sec. III. Section IV investigates infrared fixed points and
convergence-limiting singularities in the complex field
plane. Asymptotically safe ultraviolet fixed points and
strong coupling effects are studied in Sec. V. The sponta-
neous breaking of scale symmetry and the Polchinski-
Wetterich duality are analyzed in Sec. VI. Section VII
investigates the universal eigenperturbations, and the phase
diagram including the conformal window with asymptotic
safety and regions with first order phase transitions.
Section VIII contains a summary of results and implica-
tions for asymptotic safety of particle theories in four
dimensions.

II. RENORMALIZATION GROUP

In this section we introduce two closely related exact
functional renormalization group equations, the Polchinski
flow equation and the Wetterich flow equation. We also
provide the relevant expressions in the local potential
approximation and explain an exact duality between both
setups.

A. Polchinski equation

The Polchinski flow equation [61] for a Wilsonian action
Sk½φa� is an exact, functional equation based on a UV
momentum cutoff k. It has initially been introduced to
facilitate proofs of perturbative renormalizability [61,65]
solely using Wilson’s renormalization group [66]. It is
given by

∂tSk½φa� ¼
1

2
Tr∂tPkðqÞ½Sð1Þk ðqÞSð1Þk ð−qÞ − Sð2Þk ðq;−qÞ

− 2ðPkðqÞÞ−1φðqÞSð1Þk ðqÞ�; ð1Þ

where the n-point functions are defined as SðnÞk ðqÞ ¼
δnSk½φa�=δnφaðqÞ, and

PkðqÞ ¼
Kðq2=k2Þ

q2
ð2Þ

denotes the massless cutoff propagator.1 Also, t ¼ lnðk=ΛÞ
with Λ is a suitable reference energy scale, and the
trace relates to a momentum integration. The function
Kðq2=k2Þ suppresses high momentum modes with
Kðq2=k2 → ∞Þ → 0, and allows low momentum modes
to propagate freely through Kðq2=k2 → 0Þ → 1. As such,
the Wilsonian momentum scale k takes the role of a UV
cutoff. The exact scale dependence (1) of the interaction
functional Sk½φa� is strictly induced by the scale depend-
ence of Kðq2=k2Þ [67]. We also note that Polchinski’s
equation (1) is related to Wilson’s original flow [66] by an
appropriate rescaling.
The Polchinski flow has been used in many studies

previously (e.g., [63,65,68–79] and references therein).
Here, we examine an OðNÞ symmetric scalar field φa in
d Euclidean dimensions, the ðϕ2Þ3d theory for short. The
model has previously been examined via the Polchinski
equation within the derivative expansion [71,72,75,78,80],
and using Wetterich’s renormalization group in the opti-
mized form of Litim [63,81–83]. The model becomes
exactly solvable in the infinite N limit [39,40,42,63,84].
We will formulate an exact solution to the Polchinski flow
at infinite N in three dimensions and apply some of the
techniques developed earlier to inspect fixed points in the
Legendre formalism, presenting our analysis in analogy
to [41,42,45,63], and to aid comparison of Polchinski and
Wetterich flow equations.
We work in the local potential approximation (LPA),

considering only a uniform field configuration and do not
renormalize the kinetic term [68], which is well justified in
the large-N limit. The Wilsonian interaction action
becomes Sk ¼

R
x VkðφaÞ, and the Polchinski flow equa-

tion (1) reduces to

∂tVk ¼
1

k2

�
γ

�∂Vk

∂φa

�
2

− α
∂2Vk

∂φ2
a

�
: ð3Þ

The coefficients

γ ¼ −K0ð0Þ; α ¼ −
Z

ddq
ð2πÞd K

0ðq2=k2Þ ð4Þ

in (3) are nonuniversal and depend on the choice of the
Wilsonian regulator function K [63,69]. Monotonically
decreasing cutoff functions Kðq2=k2Þ imply nonvanishing
and positive coefficients (4). Vanishing or negative RG
coefficients α and γ may arise for nonmonotonically
decreasing (e.g., oscillating) regulator functions K. For
the sake of this work, and also to avoid regulator-induced
artifacts [79], we limit ourselves to RG schemes with

1In the Polchinski RG literature, the RG momentum scale k is
often denoted as Λ. In this paper, we use Λ to denote a reference
energy scale, typically a “high scale” in the UV.
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positive coefficients α and γ.2 A particularly useful
“optimized” choice for K is given by

KoptðyÞ ¼ ð1 − yÞθð1 − yÞ; ð5Þ

where y ¼ q2=k2. Evidently, the scale k acts as a UV cutoff
with Kopt ≡ 0 for y > 1 and Kopt ¼ 1 − y for y < 1. The
choice (5) leads to the positive parameters

γopt ¼ 1; αopt ¼
2

dLd
kd ð6Þ

with Ld ¼ ð4πÞd=2Γðd=2Þ the d-dimensional loop factor
[41]. Provided that α and γ in (4) are positive numbers such
as in (6), we rescale the potential Vk → αv=γ and field
φa →

ffiffiffiffiffiffiffiffiffiffi
α=kd

p
φa, and introduce the dimensionless variables

vðφ̃Þ ¼ k−dVkðφÞ and φ̃a ¼ k1−d=2φa. This leads to the
manifestly scheme-independent Polchinski flow

∂tv ¼ −dvþ 1

2
ðd − 2Þφ̃a

∂v
∂φ̃a

þ
� ∂v
∂φ̃a

�
2

−
∂2v
∂φ̃2

a
: ð7Þ

It is convenient to introduce the variable ρ ¼ 1
2
φ̃aφ̃a which

is invariant under reflection in field space. The symmetry of
our OðNÞ model allows us to make the choice φ̃a ¼ φ̃δ1a,
meaning that φ̃a points into the 1-direction in field space.
We then make the transformation to a ρ dependent potential
uðρÞ ¼ vðφ̃aÞ such that the second derivative term perform-
ing the trace becomes

∂2v
∂φ̃2

a
¼ δaau0 þ φ̃aφ̃au00 ¼ Nu0 þ 2ρu00: ð8Þ

Primes denote derivatives with respect to ρ. Making the
change of variables in (7) we find

∂tu ¼ −duþ ðd − 2Þρu0 þ 2ρðu0Þ2 − Nu0 − 2ρu00: ð9Þ

We then rescale the terms ρ → ρ=N and v → v=N and see
that the second derivative term vanishes for N → ∞.
Finally we fix our theory to three dimensions to obtain

∂tu ¼ −3uþ ðρ − 1Þu0 þ 2ρðu0Þ2: ð10Þ

Taking the derivative of (10) with respect to ρ we
obtain

∂tu0 ¼ −2u0 þ ðρ − 1Þu00 þ 2ðu0Þ2 þ 4ρu0u00: ð11Þ

This is the central equation of our study. Below, we
investigate its global fixed point solutions for all fields
and all couplings.

B. Wetterich equation

The Wetterich equation is an exact, functional flow
equation based on a IR momentum cutoff for the effective
average action Γk. It has first been given in [62,87,88] and
reads

∂tΓk ¼
1

2
Tr

1

Γð2Þ
k þ Rk

∂tRk: ð12Þ

It expresses the change of Γk with renormalization
group scale k in terms of an operator trace over the full
propagator times the scale derivative of the cutoff itself
ðt ¼ ln k=ΛÞ. The flow derives from a path-integral repre-
sentation of the theory with partition function Zk½J� ¼R
Dφ expð−S½φ� − ΔSk½φ� − φ · JÞ where S denotes the

classical action, J an external current, and the Wilsonian
cutoff term at momentum scale k is given by

ΔSk½φ� ¼
1

2

Z
ddq
ð2πÞd φð−qÞRkðq2ÞφðqÞ: ð13Þ

The function Rk obeys the limits Rkðq2Þ > 0 for q2=k2 → 0

and Rkðq2Þ → 0 for k2=q2 → 0 to make sure it acts as an IR
momentum cutoff [81,89,90]. Optimized choices for the
regulator term [81,83,89,90] allow for analytic flows and an
improved convergence of systematic approximations [63].
The partition function falls back onto the full physical
theory in the limit k → 0. As such, the flow (12) inter-
polates between a microscopic (classical) theory ðk → ∞Þ
and the full quantum effective action Γ (k → 0),

lim
k→0

Γk ¼ Γ: ð14Þ

At weak coupling, iterative solutions generate the perturba-
tive loop expansion [91,92]. Also, the flow (12) relates to the
Polchinski flow (1) by means of a Legendre transformation.
In the sequel, we are interested inOðNÞ symmetric scalar

field theory in d Euclidean dimensions to leading order in
the derivative expansion [58], with the effective potential
WkðϕaϕaÞ. The anomalous dimension of the field vanishes,
the wave function does not get renormalized and the
approximation becomes exact [93], and exactly soluble
[39,40,93,94]. Within the local potential approximation,
the massless cutoff propagator is given by

PkðqÞ ¼
1

q2 þ Rkðq2Þ
: ð15Þ

Here, and unlike in (2), the Wilsonian scale k takes the
role of an IR cutoff. Introducing dimensionless variables

2The possibility that interacting fixed points slip into an
unphysical regime due to the nonmonotonicity of cutoff functions
has previously been observed in large-N studies [51,85], and in
the context of lattice regularizations [86].
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wðzÞ ¼ W=kd together with z ¼ 1
2
ϕ2k2−d one finds the flow

equation for the dimensionless potential

∂tw ¼ −dwþ ðd − 2Þzw0 þ ðN − 1ÞI½w0�
þ I½w0 þ 2zw00� ð16Þ

in d Euclidean dimensions. The functions I½x�, also known
as “threshold functions” [62], relate to the loop integral in
(12) and are given by

I½x� ¼ 1

2
k−d

Z
ddq
ð2πÞd

∂tRkðq2Þ
q2 þ Rk þ xk2

: ð17Þ

In given approximations, the RG flows, their fixed points,
and universal observables genuinely depend on the regu-
lator (13) and (17). It is well known that suitably adapted,
optimized choices can improve convergence and stability of
approximations [73,82,83,90,95]. An important regulator
function is the “optimized” one given by [81,82,89]

Roptðq2Þ ¼ q2ð1þ roptðq2=k2ÞÞ;

roptðyÞ ¼
�
1

y
− 1

�
θð1 − yÞ; ð18Þ

which obeys a simple criterion for stability [89]. In the local
potential approximation, the function (18) can be under-
stood as the “convex hull” of generic regulators [81,89]. As
such, it leads to very good convergence and stable results
for physical observables [96]. The choice (18) also ensures
exact equivalence with findings from the Polchinski flow
[63,64,82,96–98]. The integration in (17) with (18) gives

Iopt½x� ¼
2

dLd

1

1þ x
: ð19Þ

The numerical factor Ld ¼ ð4πÞd=2Γðd=2Þ denotes the
d-dimensional loop factor [41]. After a straightforward
rescaling we obtain Litim’s version for the optimized
functional flow [81,82]

∂tw ¼ −dwþ ðd − 2Þzw0 þ ðN − 1Þ 1

1þ w0

þ 1

1þ w0 þ 2zw00 ; ð20Þ

modulo an irrelevant constant term. We have rescaled the
field and the potential as u → u=A and ρ → ρ=A with
A ¼ 2=ðdLdÞ. Apart from the factor 2=d (which originates
due to the cutoff profile function), all couplings are now
measured in units of perturbative loop factors consistent
with naive dimensional analysis.

C. Duality

Polchinski’s and Wetterich’s equations are both exact
renormalization group flows, though different on a con-
ceptual and practical level [6,58,63]. Specifically, the
former is based on a UV, while the latter uses an IR cutoff.
Also, both flows have inequivalent derivative expansions
and scheme dependencies, and the relevant nonlinerarities
appear in substantially different manners [63]. Interestingly
though, it has been established that the RG flow equations
can be mapped onto each other, both on the level of the full
flows and on the level of specific approximations such as
the leading order of the derivative expansion adopted here.
In particular, both flows give identical scaling exponents
within a local potential approximation (LPA) if and only if
the optimized cutoff (18) is adopted for the Wetterich
flow [63,81,82,82,95,96,98]. By now, their equivalence
[63,95] is additionally supported by an explicit map in
LPA [64,98,99].
For later convenience we summarize the main steps. For

an OðNÞ symmetric scalar field theory to leading order in
the derivative expansion, the Polchinski flow (9) and
Litim’s version of the Wetterich flow (20) take the form

∂tu¼−duþðd−2Þρu0 þ2ρðu0Þ2− ðN−1Þu0− ðu0 þ2ρu00Þ

∂tw¼−dwþðd−2Þzw0 þðN−1Þ
�

1

1þw0−1

�

þ
�

1

1þw0 þ2zw00−1

�
; ð21Þ

respectively, where we have used u ¼ uðρ; tÞ and
w ¼ wðz; tÞ, with ρ ¼ 1

2
φaφa and z ¼ 1

2
ϕaϕa. Both flows

are normalized to vanish for vanishing potentials u or w. In
the local potential approximation, the fields are space-time
independent and both of (21) are related by a Legendre
“duality” transformation [64]

uðρ; tÞ ¼ wðz; tÞ þ 1

2
ðϕa − φaÞ2: ð22Þ

It follows that the flows on the lhs of (21) are the same,
∂tu ¼ ∂tw as the fields φa and ϕa are t-independent.
Moreover, the relations

ϕa − φa ¼ −φau0 ¼ −ϕaw0 ð23Þ

imply that φa and ϕa point into the same direction,
therefore

ffiffiffi
z
ρ

r
¼ 1 − u0 ¼ 1

1þ w0 : ð24Þ

The result is pivotal for linking the two equations, giving
the key relation
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w0 ¼ u0

1 − u0
: ð25Þ

Moreover, squaring (24) gives us the substitutions for the
field variables

z ¼ ρð1 − u0Þ2: ð26Þ

We also learn from (23) that u0
ffiffiffi
ρ

p ¼ w0 ffiffiffi
z

p
, which, with

(24), leads to zw0 − ρu0 ¼ −ρðu0Þ2, while the square of (23)
implies u − w ¼ ρðu0Þ2. Taken together, this provides us
with the important relation

−dwþ ðd − 2Þzw0 ¼ −duþ ðd − 2Þρu0 − 2ρðu0Þ2: ð27Þ

Notice that (27) appears to map the terms with canonical
scaling of the Wetterich flow into the corresponding
canonical terms for the Polchinski flow, plus the nonlinear
term −2ρðu0Þ2. Finally by differentiating (24) with respect
to ρ and differentiating the inverse by z we find the relation

1 − u0 − 2ρu00 ¼ 1

1þ w0 þ 2zw00 : ð28Þ

In combination, (24) and (26)–(28) show the exact term-by-
term equivalence of the two flow equations in (21)
including the irrelevant and field-independent vacuum term
−N [64,99].
Some aspects of the duality (21) can be appreciated with

the help of a sum rule [99]. For an optimized pair of UVand
IR regulators (5) and (18), the free massless propagator
PLPA ¼ 1=q2 can be decomposed uniquely into a UV part
PUVðq; kÞ ¼ Kopt=q2, where k takes the role of a UV cutoff
(5), and an IR part PIRðq; kÞ ¼ 1=ðq2 þ RoptÞ for which k

takes the role of an IR cutoff, (18). The former arises in the
Polchinski flow, while the latter is employed in the
optimized Wetterich flow. Irrespective of the value for k,
we observe the exact sum rule PLPA ¼ PUV þ PIR between
either of these, i.e.,

PUV þ PIR ≡ Kopt

q2
þ 1

q2 þ Ropt
¼ 1

q2
: ð29Þ

At infinite N, the anomalous dimension of the scalar field
vanishes identically. Thereby the local potential approxi-
mation of the Wetterich flow becomes exact and the duality
(29) holds true nonperturbatively. In principle, a unique
Polchinski regulator K could be defined for any Wetterich
regulator R by imposing the sum rule PLPAðq2Þ ¼
PUVðq2;KÞ þ PIRðq2;RÞ, leading to

Kðq2=k2Þ ¼ Rkðq2Þ
q2 þ Rkðq2Þ

: ð30Þ

In this spirit, the seminal sharp cutoff limit Rsharp ¼
lima→∞a · θðk2 − q2Þ for the Wetterich flow would corre-
spond to a simple step function cutoff KðyÞ ¼ θð1 − yÞ for
the Polchinski flow. However, it is only for the optimized
regulators R ¼ Ropt (18) and K ¼ Kopt (5) that the sum rule
decomposition (30) falls back onto (29), with the respective
Polchinski and Wetterich flows (21) becoming exact duals
of each other under the Legendre transformation (22), for
any RG scale. These results are further illustrated in Fig. 1,
which displays the massless propagator PLPAðq2Þ ¼ 1=q2

in units of k and its decompositions into Polchinski and
Wetterich propagators for, exemplarily, the sharp and
the optimized cutoff. Only the latter entails an exact
Polchinski-Wetterich duality.

FIG. 1. Polchinski-Wetterich duality and propagator sum rule. Shown are different UV-IR decompositions of the massless propagator
into a Polchinski part PUV where k takes the role of a UV cutoff (blue), and a Wetterich part PIR where k acts as an IR cutoff (red). Only
for the decomposition (29), the respective Polchinski and Wetterich flows (21) are exact duals of each other (right panel). Dualities
cannot be found for any other decomposition (30) including the sharp momentum cutoff (left panel).
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III. RUNNING COUPLINGS

In this section, we provide the local and global beta
functions for all couplings within the Polchinski interaction
potential and their solutions for all RG scales.

A. Local flows

We expand the Polchinski flow around the potential
minimum by making a polynomial approximation of the
potential

u ¼
X∞
n¼2

λnðtÞ
n!

ðρ − κðtÞÞn; ð31Þ

where we have defined κ as the potential minimum with
u0ðκÞ ¼ 0 [100]. The flow for all couplings λn obtains from
(11) by suitable derivatives. We find

∂tλn ¼ ðn − 3Þλn þ fnðκ; λi≤nÞ: ð32Þ

The first term arises from the canonical mass dimension of
the coupling λn. The second term, fn, arises due to quantum
fluctuations. Here, the functions fn are polynomials of their
arguments. The flow for the vacuum expectation value κ is
found by exploiting du0ðκ; tÞ=dt ¼ 0 with (11). Using the
techniques of [41,45], all polynomial fixed points can be
found recursively from (32) by solving ∂tλn ¼ 0 for the
highest coupling, which is λn.
As an aside, we note that exact RG flows ∂tλn depend,

ordinarily, on couplings up to including λnþ2 due to the
second order nature of the underlying functional RG flow
(1) and (12). Here, this dependence is reduced to λnþ1 due
to the large-N limit, (21). An additional reduction to λn
arises in (32) due to the specific expansion point in (31), the
running potential minimum.
Using the notation λ≡ λ2 and τ≡ λ3, we find the first

few flow equations from (32) as

∂tκ ¼ 1 − κ

∂tλ ¼ −λð1 − 4κλÞ
∂tτ ¼ 12λðλþ κτÞ
∂tλ4 ¼ λ4 þ 12κτ2 þ 16λð3τ þ κλ4Þ

..

. ð33Þ

and similarly for the higher order couplings. Notice that the
flow of the vacuum expectation value “factorizes” as it is
entirely independent from all other couplings. The flow of
the quartic coupling λ only depends on the quartic itself,
and on κ. This pattern extends to higher order: the flow for
λn depends on κ and couplings λm with m ≤ n. The fixed
point solution for the dimensionless vacuum expectation
value (VEV) κ when ∂tκ ¼ 0 is

κ� ¼ 1: ð34Þ

Let us introduce κΛ, λΛ and τΛ to denote the initial values of
couplings at k ¼ Λ. The analytical solution for the flow of
the potential minimum is

κðtÞ ¼ κ� þ cκe−t ð35Þ

with integration constant cκ ¼ κΛ − 1. We observe that κ ¼
κ� is a UVattractive fixed point. Consequently, the VEV is a
relevant operator. Now considering the quartic coupling the
fixed point solutions are

λ� ¼ 0 or λ� ¼
1

4
: ð36Þ

The analytical solution for the running of the quartic
coupling is

λðtÞ ¼ et

4et þ 2cκ þ cλe2t
ð37Þ

with integration constant cλ ¼ 1=λΛ − 2cκ − 4. We see that
the fixed point λ� ¼ 0 corresponds to a UV attractive fixed
point. Conversely, λ� ¼ 1=4 corresponds to an IR attractive
fixed point, the seminal Wilson-Fisher fixed point. Finally,
for the sextic coupling we find the fixed point values
corresponding to λ� ¼ 0 and λ� ¼ 1=4 respectively as

τ� ¼ τ or τ� ¼ −
1

4
: ð38Þ

We note that the flow for τ vanishes identically for
vanishing quartic coupling, implying that τ becomes an
exactly marginal coupling which characterizes a line of
interacting fixed points. The analytical solution for the
running of τ is

τðtÞ ¼ e2tð−6cκ þ etð−16 − 6etcλ þ e3tcτÞÞ
ð2cκ þ etð4þ etcλÞÞ3

ð39Þ

with integration constant

cτ ¼ 16þ 64τΛ þ 8c2λτΛ þ c3λτΛ þ 12c2κð4þ cλÞτΛ
þ 6cλð1þ 8τΛÞ þ 6cκð1þ ð4þ cλÞ2τΛÞ: ð40Þ

All further couplings λn for n > 3 can be obtained
recursively in terms of κ�, λ� and τ�.
We conclude that two types of interacting fixed points

arise. First, when the quartic coupling vanishes we have the
line of fixed points

ðκ�λ�; τ�Þ ¼ ð1; 0; τÞ; ð41Þ

where τ serves as a free parameter which remains unrenor-
malized nonperturbatively. This line of UV fixed points
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displays asymptotic freedom at the Gaussian fixed point.
Once τ ≠ 0, the theory displays asymptotic safety. Second,
we also find a unique isolated fixed point—the Wilson-
Fisher fixed point—with

ðκ�; λ�; τ�Þ ¼
�
1;
1

4
;−

1

4

�
: ð42Þ

The negative sign of the sextic coupling for the IR fixed
point is an interesting consequence of the Polchinski
equation and suggests that the potential might be
unbounded from below. However, we will see that this
is not the case, owing to the higher order couplings λn.

B. Global flows

Returning to the Polchinski flow (11) we now obtain its
general, global solutions via the method of characteristics
[39,40]. The procedure leads to a full, nonperturbative
solution for all fields without making any assumptions
about the form of the solution. We will find, however, that
physical fixed point solutions genuinely fall back onto the
local flows under suitable polynomial approximations.

Starting from (11), we are lead to a set of ordinary
differential equations for the characteristics,

du0

dt
¼ −2u0ð1 − u0Þ ð43Þ

dρ
du0

¼ ρ

2u0
1þ 4u0

1 − u0
−

1

2u0ð1 − u0Þ : ð44Þ

The first characteristic curve is integrated to give
e2tu0=ð1−u0Þ¼const. For the second one we must consider
the cases u0 ≥ 0 and u0 < 0 separately. In combination, we
find the general solution as

ρ − 1ffiffiffiffiffiffiffiju0jp ð1 − u0Þ5=2 − Fðu0Þ ¼ G

�
e2t

u0

1 − u0

�
: ð45Þ

The function G is unspecified, and solely determined
through initial conditions for the derivative of the inter-
action potential u0 at some reference energy scale k ¼ Λ.
The function F arises from the second characteristic curve
and is given by

Fðu0Þ ¼
( ffiffiffiffiffiffiffiffiffiffiffiffi

1 − u0
p ffiffiffiffi

u0
p ð5

2
− u0Þ þ 3

2
arcsin

ffiffiffiffi
u0

p
for 1 > u0 > 0

−
ffiffiffiffiffiffiffiffiffiffiffiffi
1 − u0

p ffiffiffiffiffiffiffi
−u0

p ð5
2
− u0Þ − 3

2
arcsinh

ffiffiffiffiffiffiffi
−u0

p
for u0 < 0

ð46Þ

which is monotonous in x with FðxÞ ≥ 0 for x ∈ ½0; 1�,
FðxÞ<0 for x∈ ½−∞;0Þ, Fð0Þ¼0 and Fð1Þ¼ 3π

4
. Analytic

continuity of F follows from arcsinz¼−ilnðizþ
ffiffiffiffiffiffiffiffiffiffiffi
1−z2

p
Þ

and arcsinhz ¼ lnðzþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z2

p
Þ in the complex z plane,

together with i
ffiffiffi
z

p ¼ ffiffiffiffiffiffi
−z

p
when z changes sign. We

also observe that u0 takes values within the range
ð−∞; 1Þ. An analytic continuation beyond u0 ¼ 1 is not
available in general except for specific choices for G.
This structure is consistent with the mapping onto the
dual flow (21), also using (25) for w0 in the range
w0 ∈ ð−1;∞Þ. We also note that using the Legendre
transform relation for the first derivative of the potential
(24), the field transform relation (26) and the trigonometric
identity arcsinðxÞ ¼ arctanðx=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − x2

p
Þ the global solution

(45) and (46) maps exactly onto the global solutions
given in [39,42] for the optimized Wetterich flow at
infinite N [81,82].

C. Interacting fixed points

Fixed point solutions u0�ðρÞ are scale independent. In
view of (45) scale independence implies that the functionG
reduces to a t-independent constant. We define the constant
such that we always have a real parameter c. We then find
that all continuous and differentiable fixed point solutions
must obey the relation

���� ρ − 1ffiffiffiffiffiffiffiju0jp ð1 − u0Þ5=2 − Fðu0Þ
���� ¼

�
c ðu0 ≥ 0Þ
−c ðu0 < 0Þ ð47Þ

where the parameter c can take any positive (for u0 > 0) or
negative (for u0 < 0) real value, and F is given in (46). Note
that the absolute value in (47) is essential to ensure
analyticity around the saddle point

ðρ; u0Þ ¼ ð1; 0Þ: ð48Þ

For any c, any integral curve will pass through (48), which
arises from the solution of (11) at the fixed point. Integral
curves with u0 > 1 exist as well. None of these (bar one, see
Sec. VI) can be written as (47) because u0 ¼ 0 cannot be
reached. Under the duality map to the effective potential
(21), (25) and (26), stable interaction potentials with u0 > 1
and ρ > 0 are mapped onto unstable effective potentials
with w0 < 0 and z > 0, which is why these solutions are
considered unphysical and are not investigated any further.
In Fig. 2 we show the global fixed point solutions in the

form ρ ¼ ρðu0Þ as given in (47) and as a function of the
free parameter c ∈ ð−∞;∞Þ. Axes have been rescaled as
ρ → ρ=ð1þ jρjÞ and u0 → u0=ð2 − u0Þ for better display.
All curves with constant c are color coded according to the
legend. Thin black curves with constant c have been added
to guide the eye.
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Of particular interest are those fixed point solutions
which are unique (single valued), and which exist for all
physical fields ρ ≥ 0. A few distinct cases are worth being
highlighted, see Fig. 2. First, the limit

jcj → ∞ ð49Þ

entails that u0 vanishes identically for all fields. This
corresponds to the Gaussian fixed point (full black line),
which trivially exists for all fields. The noninteracting fixed
point is a UV fixed point of the theory, corresponding to
“asymptotic freedom.” Second, the case

c ¼ 0 ð50Þ

also leads to a unique fixed point solution u0ðρÞ for all
ρ ≥ 0. We note that u0 changes sign at ρ ¼ 1 implying that
it relates to the minimum of the fixed point potential. As we
will establish shortly, this case corresponds to an IR fixed
point, the unique Wilson-Fisher fixed point (full white line)
of the theory. Third, within the range

ccrit < c < ∞ ð51Þ

with ccrit given in (52) below, we observe from Fig. 2 a
family of integral curves which exist for all ρ ≥ 0.

However, and much unlike the Wilson-Fisher fixed point,
we find that u0 ≥ 0 for all of these, for all fields. For this
reason, ρ ¼ 1 corresponds to a saddle point rather than a
minimum of the fixed point potential. As we will show in
more detail below, these fixed points are UV fixed points
where the theory remains interacting at shortest distances.
This phenomenon is also known as “asymptotic safety.”
Finally, the limiting case where c ¼ ccrit with

ccrit ≡ 3π

4
ð52Þ

is of particular interest. For any c < ccrit, the integral curves
do not cover the entire range of physical fields ρ ≥ 0. For this
reason, they are discarded as physical fixed point candidates.
Intriguingly though, the borderline case (52) (full gray line)
still offers a physical limit with novel features related to the
spontaneous breaking of scale invariance first discovered
by Bardeen, Moshe and Bander. Below, we refer to models
with c > ccrit ðc ¼ ccritÞ [c < ccrit] as weakly (critically)
[strongly] coupled.
In the remaining parts of the paper we concentrate on

each of these settings (47), for all c, including the phase
diagram of the full theory.

IV. INFRARED FIXED POINT

In this section, we discuss the Wilson-Fisher fixed point
solution of the Polchinski equation for all fields including
in the complex plane. We also investigate radii of con-
vergence for expansions, singularities in field space, and
universal critical exponents.

A. Wilson-Fisher fixed point

The isolated Wilson-Fisher fixed point arises for the
parameter choice (50). In this case, the relation (47) takes
the form

ρWFðu0Þ ¼ 1þHðu0Þ; ð53Þ

where we have introduced the auxiliary function

HðxÞ ¼
ffiffiffiffiffijxjp

FðxÞ
ð1 − xÞ5=2 ð54Þ

with FðxÞ given in (46). The function HðxÞ contains all the
relevant information. It is analytical in x and so is the
expression (53) in u0 across u0 ¼ 0. It obeys HðxÞ > 0 for
1 > x > 0 andHðxÞ < 0 for x < 0. From Fig. 2 we observe
that u0 takes values up to u0 → 1, corresponding to the
regime where fields are large. For this reason we are
interested in HðxÞ in the small and large field regions,
where it has the following expansions:

HðxÞ ¼ 4xþ 8x2 þ 64

5
x3 þOðx4Þ; ð55Þ

FIG. 2. Global fixed points ρðu0Þ of the Polchinski equation in
the large-N limit for all fields −∞ ≤ ρ ≤ ∞ and potentials
−∞ ≤ u0 ≤ 1, in dependence on the free parameter c and
color-coded according to the legend. Axes are rescaled as ρ →
ρ=ð1þ jρjÞ and u0 → u0=ð2 − u0Þ for better display. Thick lines
indicate the Gaussian fixed point (black, jcj ¼ ∞), the Wilson-
Fisher fixed point (white, c ¼ 0), and the Bardeen-Moshe-Bander
(BMB) fixed point (grey, c ¼ 3π=4), thin black lines for constant
c are added to guide the eye.
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Hð1 − xÞ ¼ 3π

4

�
1

x5=2
−

1

2x3=2
−

1

8x1=2
−

16

15π

�
þOð ffiffiffi

x
p Þ ð56Þ

for small x ≪ 1. The Taylor expansion of (53) for small
argument can be read off from (55). Inverting the Taylor
expansion order by order, the corresponding expansion
around (48) in field space takes the form

u0 ¼ 1

4
ðρ − 1Þ − 1

8
ðρ − 1Þ2 þ 3

40
ðρ − 1Þ3 þ � � � ð57Þ

up to terms of order O½ðρ − 1Þ4� in the fields. The quartic
and sextic couplings at the minimum agree with the local
solution for the IR attractive fixed point (42), which
identifies it as the Wilson-Fisher fixed point. Taylor
expanding the solution (53) around u0 ≤ 1 with the help
of (56) we find that

ρ ¼ 3π

4ð1 − u0Þ5=2 −
3π

8ð1 − u0Þ3=2 −
3π

32ð1 − u0Þ1=2

þ 1

5
þOð

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − u0

p
Þ; ð58Þ

showing that ρ grows large algebraically in 1=ð1 − u0Þ in
the limit u0 → 1, with the index 5

2
. Inverting the large-field

expansion we find that the derivative of the fixed point
potential asymptotes as

u0ðρÞ ¼ 1 −
�
3π

4ρ

�
2=5

þ subleading ð59Þ

towards unity with increasing ρ.
In Fig. 3 we show the Wilson-Fisher fixed point in the

entire complexified field space. The left (right) panel

displays the real (imaginary) part of ρ as a function of
u0 in the entire complex u0 plane. Along the real ρ axis the
fixed point (full red line) cannot be extended beyond the
singularity at u0 ¼ 1 without acquiring an imaginary part
(dashed red line). For asymptotically large ju0j, we always
find that ρ → 0.

B. Bootstrap for scaling exponents

Next, we compute the scaling exponents at the Wilson-
Fisher fixed point.Within a polynomial approximation (31),
the fixed point search strategy has the form of a bootstrap
[101]. A finite order polynomial expansion is based on the
tacit assumption that interaction termswith higher canonical
mass dimension correspond to less relevant operators at an
interacting fixed point, meaning that universal eigenvalues
must increase with increasing canonical mass dimension of
the highest retained invariant ∝ λn

R
ddxρn in the action.

This assertion, however, must be checked a posteriori,
which turns this procedure into a bootstrap [101].3

Following [101], we calculate universal scaling exponents
describing the behavior of physical observables close to a
fixed point. We calculate this via the stability matrix

∂tv⃗i ¼ Mv⃗i ¼ θiv⃗i: ð60Þ

where Mij ¼ dβi=dλjjλ⃗¼λ⃗�
, and λj are the coupling con-

stants and λj� their fixed point values. The universal scaling
exponents θi of (small) eigenperturbation v⃗i with compo-
nents vi ¼ λi − λi� are then given by the eigenvalues of the
stability matrix M. We also introduce ν ¼ −1=θ− as the
scaling exponent for the correlation length defined as

FIG. 3. Global Wilson-Fisher fixed point from the Polchinski flow in the entire complex field plane, showing the real (left panel) and
imaginary (right panel) part of the field variable ρ ¼ 1

2
ϕaϕa=k as a function of u0 in the entire complex u0 plane. Axes are rescaled as

X → X=ð1þ jXjÞ for better display. We observe a pole at u0 ¼ 1. Along the real ρ axis, we observe that the Wilson-Fisher fixed point
(full red line) cannot be extended beyond the pole at u0 ¼ 1 without acquiring an imaginary part (dashed red line).

3For applications of the bootstrap in 4d quantum gravity,
see [102,103].
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(minus) the inverse of the lowest (negative) eigenvalue of the
stability matrix.
It is convenient to reformulate the flow equations (33) in

terms of the mass coupling in place of the flow of the
potential minimum. We define u0jρ¼1 ¼ m2. We find

∂tm2 ¼ −2m2 þ 2ðm2Þ2 þ 4λm2;

∂tλ ¼ −λþ 4λ2 þ 8λm2

∂tτ ¼ 12λτ þ 12λ2 þ 12m2τ; ð61Þ

and similarly to higher order. Using the above at the
Wilson-Fisher fixed point (42) we find the exact scaling
exponents from the local polynomial expansion as

θ ¼ −1; 1; 3; 5; 7…: ð62Þ

This is thewell-known large-N result for the scaling exponent
ν, given byminus the inverse of the sole negative eigenvalue,
meaning ν ¼ 1. We observe that the bootstrap hypothesis is
confirmed from order to order in the expansion (31).
For completeness we also compute scaling exponents at

the Gaussian and tricritical fixed points. At the Gaussian
fixed point we observe that the local flows display the
canonical eigenvalues

θ ¼ −2;−1; 0; 1; 2;…: ð63Þ

In particular, this leads to the mean field exponent ν ¼ 1=2.
Considering the tricritical fixed points with (41) we once
more find classical eigenvalues (63), independently of the
free parameter τ. The scaling exponents are the same as for
the Gaussian which is interesting in so far as these
correspond to interacting UV fixed points.4 We also note
that the local expansion cannot differentiate between the
regions c > 3π

4
and c < 3π

4
as in the case of the Legendre

flow. We obtain scaling exponents for all values of positive
sextic coupling but require the global solution to rule our
the strong coupling region.

C. Singularities and convergence

Next, we investigate convergence-limiting singularities
of the global Wilson-Fisher fixed point in the complex
plane, following [41]. It is well known that nearby
singularities away from the physical regime ðρ ≥ 0Þ impact
on the physical regime and constrain the radius of con-
vergence for local expansions [41,104,105]. It has been
observed previously that polynomial approximations of the
Polchinski equation at finite N show notoriously poor
convergence [106]. Here, we investigate this aspect at

infinite N. To that end, we evaluate the polynomial
expansion (31) and (57) to high order. We find that the
fixed point equations for all polynomial couplings can be
solved iteratively, and exactly, to each and every order. We
find that the set of couplings at the Wilson-Fisher fixed
point come out with alternating sign. The ratio test can then
be applied to estimate the radius of convergence which is
found, approximately, to be

R ¼ 1.157: ð64Þ

To obtain this estimate we have used the first 30 coefficients
in the expansion (31) at the fixed point together with
extrapolation to infinite order. The twofold periodicity
pattern indicates that the radius of convergence is limited
by a singularity (pole or cut) on the negative real ρ-axis.
This behavior is qualitatively similar to polynomial expan-
sions of the closely related Wetterich equation where a pair
of complex poles dictates the radius of convergence
[41,45]. The important new result here is the finiteness
of the radius (64), which is in stark contrast to models with
finite N, [106]. We conclude that the presence of Goldstone
mode fluctuations is responsible for the poor convergence
behavior of polynomial approximations of Polchinski’s
flow, summarized in [106].
Some analytical understanding about the singularity can

be deduced from the analytical solution (53). As can be
seen in Fig. 2, along the Wilson-Fisher solution (thick
white curve) we observe that dρ=du0 ¼ 1=u00 vanishes in
the regime ρ < 0, hence corresponding to a singularity in
the quartic coupling u00. This happens as soon as

H0ðu0Þ ¼ 0; ð65Þ

with H as in (54). In the entire complex plane the
transcendental equation (65) has a unique finite solution
located on the real axis where ρ < 0,

u0s ¼ −1.84638…

ρs ¼ −0.156604… ð66Þ

The nature of the singularity is determined by expanding
the exact solution (53) in the vicinity of (65) and (66),
leading to

ρ − ρs ¼
1

2
H00

s · ðu0 − u0sÞ2 þ subleading; ð67Þ

where H00
s ≡H00ðu0sÞ ≠ 0. The linear term in ðu0 − u0sÞ is

absent at the singularity due to (65). We then find that
u0ðρÞ − u0s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðρ − ρsÞ=H00

s

p
close to the singularity and

modulo subleading corrections, meaning that the singu-
larity is of a square-root type

4In models of 4d quantum gravity, it has been observed that
higher order polynomial invariants of the metric field lead to
an interacting UV fixed point with near-Gaussian exponents
[101–103].
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u00ðρÞ ¼ 1ffiffiffiffiffiffiffiffiffi
2H00

s

p 1ffiffiffiffiffiffiffiffiffiffiffiffi
ρ − ρs

p : ð68Þ

Since the singularity at (66) is the unique solution to (65)
for finite fields, we expect that it dictates the radius of
convergence R for expansions of u0ðρÞ. Specifically, the
exact radius of convergence for an expansion of u0ðρÞ about
the potential minimum, such as (31) at the Wilson-Fisher
fixed point, is

R ¼ jκ� − ρsj ¼ 1.156604…: ð69Þ

This result is in excellent agreement with the numerical
estimate (64).

V. ULTRAVIOLET FIXED POINTS

In this section, we investigate the set of weakly and
strongly interacting ultraviolet fixed points of the theory,
their vacuum stability and the UV conformal window.

A. Asymptotic safety

The OðNÞ symmetric scalar theory in 3d is super-
renormalizable in perturbation theory. At short distances,
it is characterized either by a free or by an interacting UV
fixed point corresponding to asymptotic freedom or asymp-
totic safety, respectively. The Gaussian UV fixed point for
asymptotic freedom corresponds to the limit where c → ∞
in (47), while settings with asymptotic safety correspond to
some cases where c ≠ 0.
Next, we identify the fixed point solutions (47) with

asymptotic safety. For general parameter c ≠ 0, the relation
(47) can be resolved explicitly for ρ ¼ ρðu0Þ leading to two
separate branches. To that end, we introduce the functions

ρ�ðu0Þ ¼ ρWFðu0Þ � c

ffiffiffiffiffiffiffiju0jp
ð1 − u0Þ5=2 ð70Þ

with ρWFðu0Þ defined in (53). For fixed c, the fixed point
solution is then given by either ρ ¼ ρþðu0Þ or ρ ¼ ρ−ðu0Þ,
depending on the size of u0. Let us first show that (70) leads
to continuously differentiable fixed point potential u0ðρÞ.
Owing to the definitions, differentiability is automatically
guaranteed for all fields except at the point (48). We
compute the Taylor expansion in u0 around (48) to find

ρ� ¼ 1� c
ffiffiffiffiffiffiffi
ju0j

p
þ 4u0 þO½ðu0Þ3=2�: ð71Þ

Inverting the series we obtain explicit expressions for the
function u0ðρÞ. Let us consider first the case where u0 > 0.
We find

u0 ¼ 1

c2
ðρ − 1Þ2 þO½ðρ − 1Þ3�;

u00 ¼ 2

c2
ðρ − 1Þ þO½ðρ − 1Þ2�;

u000 ¼ 2

c2
þO½ρ − 1�: ð72Þ

The results hold true for either sign of c, and thereby
establishes that u0 cannot change sign across (48) for any
integral curve as soon as c ≠ 0. All higher order derivatives
continue to be functions of c2 and so the sign of c does not
alter the continuity of polynomial couplings across ρ ¼ 1.
The result also establishes that the quartic coupling λ at
u0 ¼ 0 vanishes identically, for any c ≠ 0. This confirms
that the solutions correspond to the line of tricritical fixed
point detected earlier. Moreover, the exactly marginal sextic
coupling τ is given by

τ ¼ 2

c2
ð73Þ

in terms of the parameter c. Next, we consider the large-
field asymptotics for either of the branches (70), also
recalling u0 > 0. We find

ρ

ccrit � c
¼

ffiffiffiffi
u0

p

ð1 − u0Þ5=2 þ subleading; ð74Þ

with ccrit given in (52). This result states that the asymptotic
behavior is dictated by the sign of ðccrit � cÞ. Resolving for
u0 we find

u0ðρÞ ¼ 1 −
�
ccrit � c

ρ

�
2=5

þ subleading: ð75Þ

For ccrit � c > 0, (75) corresponds to the large-field limit
1=ρ → 0þ whereby u0 → 1. This behavior holds true for all
branches ρþðu0Þ including in the limit c ¼ 0, see (59). For
ccrit � c < 0, (75) corresponds to the large negative field
limit 1=ρ → 0−. The case ccrit − c ¼ 0 will be treated
separately in Sec. VI. Examples for fixed point solutions
with ccrit − c > 0 and ccrit − c < 0 are shown in Fig. 4.
We now turn to the case where u0 < 0. Following the

same steps as before, we conclude from (71) that the
solutions (72) turn into

u0 ¼ −
1

c2
ðρ − 1Þ2

u00 ¼ −
2

c2
ðρ − 1Þ

u000 ¼ −
2

c2
ð76Þ

modulo subleading corrections in powers of (ρ − 1). We
observe that the potential and its derivatives are continuous
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across (48). Moreover, continuity implies that u0 cannot
change sign across the line u0 ¼ 0. Evaluating the cou-
plings at ρ ¼ κ� ¼ 1 we see that once again the quartic
coupling vanishes identically. The sextic coupling, this
time, becomes negative,

τ ¼ −
2

c2
: ð77Þ

Combining this solution with (73) we see that for λ� ¼ 0,
τ� ¼ τ is a solution for the entire real line consistent with
(41). The change in sign of τ� between positive and
negative u0� is an important feature of our solution. It
means that it is not possible to connect the positive and
negative branches of our solution as the sextic coupling
contains a discontinuity. Hence we find that the Wilson-
Fisher solution c ¼ 0 is the only fixed point solution for
which u0 changes sign as a function of the fields.

B. From weak to strong coupling

Tricritical (UV) fixed points are termed “weakly
coupled” provided the parameter c > ccrit, corresponding
to values for the exactly marginal sextic coupling in the
range

0 ≤ τ ≤ τcrit ¼
32

9π2
: ð78Þ

In the weakly coupled regime, the potential remains finite
and well defined for all fields. We find that the unique fixed
point solution given by

ρ ¼
�

ρþðu0Þ if ρ ≥ 1

ρ−ðu0Þ if ρ ≤ 1.
ð79Þ

An example for this is shown in Fig. 4.
On the other hand, “strongly coupled” fixed points relate

to c < ccrit, corresponding to values for the exactly mar-
ginal sextic coupling in the range

τcrit < τ: ð80Þ

The regime of strong coupling is characterized by a turning
point in ρðu0Þ such that ρ becomes multivalued in u0 (see
Fig. 4, right panel). This turning point occurs when
dρ=du0 ¼ 0 leading to a Landau-type pole 1=u00ðρsÞ → 0
at some point ρs.
As an aside, we note that singularities and branching

points such as this one cannot arise at any finite order in
perturbation theory. It is a virtue of the renormalization
group used here that these features are made visible.
Previously, this type of behavior was observed in super-
symmetric OðNÞ models at finite and infinite N, where it
leads to cusps for the integrated flow and the effective
potential [23,24]. It implies a characteristic momentum
scale associated to the cusp, similar to the “Larkin scale”
observed in random field Ising models [107]. In ordinary
OðNÞ models, singularities and cusplike patterns have also
been observed [41,42,45]. For further studies of cusps in
OðNÞ models and the interplay of finite and infinite N
approximations, see [41,42,45,108,109].
Coming back to our setting, we introduce the shorthand

notation u0s ¼ u0ðρsÞ together with (44) to find

ρs ¼
1

1þ 4u0s
: ð81Þ

FIG. 4. Shown are the Polchinski mass functions u0ðρÞ (black lines) for a weakly coupled UV fixed point (left panel), and a strongly
coupled UV fixed point (right panel) with c� ¼ ccrit � 10−2. The strong-coupling solution exhibits a turning point at ρs where
1=u�00ðρsÞ ¼ 0, and a secondary solution where the fixed point has become multivalued (dashed line). In either case, it is observed that
the weak and strongly interacting fixed points follow from the Wilson-Fisher solution (red line) by a constant shift into either direction
(70), with Δ ¼ cðu0Þ1=2ð1 − u0Þ−5=2.
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Inserting this into the branch ρ−ðu0Þ of (70) we find that a
turning point at ðρs; u0sÞ arises for theories with c ¼ cs,
where

cs ¼ Fðu0sÞ − 4
ðu0sÞ1=2ð1 − u0sÞ5=2

1þ 4u0s
; ð82Þ

with Fðu0Þ previously defined in (46). This expression
is monotonous in u0 for 0 ≤ u0 ≤ 1 and reaching its
maximum as

lim
u0s→1

cs ¼
3π

4
: ð83Þ

We conclude that the running quartic coupling develops a
Landau-type singularity for any 0 < c < ccrit in the strong
coupling regime. Moreover, the divergence arises in the
physical regime 0 < ρs. It also entails that the potential is
no longer well defined for small fields 0 ≤ ρ < ρs.

5

Consequently, we find two inequivalent fixed point sol-
utions for every 0 < c < ccrit. The first one is given by

ρ ¼
�
ρþðu0Þ if ρ ≥ 1

ρ−ðu0Þ if ρs ≤ ρ ≤ 1 and u0 ≤ u0s;
ð84Þ

while a second solution is given through

ρ ¼ ρ−ðu0Þ if ρs ≤ ρ and u0 > u0s: ð85Þ

In general, if more than one solution is found, the one with
the smaller effective potential is the dominant saddle point

solution. Notice also that u0 > 0 for the entire solution (85)
whereas (84) runs through (48). Our results (79), (84) and
(85) for the various independent fixed point solutions are
summarized in Table I. Finally, we note that fixed point
solutions with c ≠ 0 and u0 < 0 display a turning point (81)
at u0 ¼ u0s, with

cs ¼ −
����Fðu0sÞ − ð1 − u0sÞ5=2ffiffiffiffiffiffiffiffi

−u0s
p

ð1þ 4u0sÞ

����: ð86Þ

Notice that even the Wilson-Fisher fixed point (c ¼ 0)
displays a turning point at finite ρs < 0, meaning that the
fixed point solution cannot be defined for arbitrarily large
negative fields. Our results are illustrated in Fig. 5.

C. Conformal window

With these results at hand, we are now in a position
to discuss the “conformal window” for UV complete
quantum field theories (Fig. 6). The conformal window

FIG. 5. Global fixed point solutions (47) for the Polchinski mass function u0�ðρÞ (left panel) and the interaction potential u�ðρÞ (right
panel) for different values of the free parameter c. The red (purple) [black] line corresponds to the Wilson-Fisher (Bardeen-Moshe-
Bander) [Gaussian] fixed point. The blue region and blue lines correspond to a family of (tricritical) UV fixed points, and dashed curves
denote unphysical multivalued solutions at strong coupling which do not extend over all physical fields. The BMB fixed point sticks out,
indicating the border between strongly and weakly coupled domains.

TABLE I. Domains of validity and branches of the fixed point
solutions with u0 ≥ 0. At weak and critical coupling, the junction
of ρþ with ρ− provides the unique global fixed point solution
ρðu0Þ. At strong coupling, two independent global solutions exist
for all fields ρ ≥ ρs.

Field range
Weak

ðc>ccritÞ
Critical

ðc ¼ ccritÞ
Strong coupling
ð0 < c < ccritÞ

1 ≤ ρ ≤ ∞ ρþðu0Þ ρþðu0Þ ρþðu0Þ
ρ ≤ 1 ρ−ðu0Þ
0 ≤ ρ < 1 ρ−ðu0Þ
0 < ρs ≤ ρ < 1 ρ−ðu0Þðu0<u0sÞ
ρs ≤ ρ ≤ ∞ ρ−ðu0Þðu0>u0sÞ
# of independent solutions 1 1 2

5This phenomenon has previously been observed using the
Wetterich effective action for the same theory [41,42,45], and for
3d supersymmetric OðNÞ models in the large N limit [23,24].
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is characterized by the sextic coupling τ. Once λ ¼ 0, the
coupling τ is exactly marginal and serves as a fundamen-
tally free parameter of the theory. For negative τ, the global
fixed points have u0 < 0 throughout. In consequence, the
vacuum is unstable and a meaningful ground state cannot
be identified. For τ ¼ 0, the UV fixed point is the well-
known Gaussian, corresponding to asymptotic freedom.
For 0 < τ < τcrit where the fixed point remains weakly
interacting, the theory displays a well-defined interacting
UV fixed point corresponding to asymptotic safety.
For τ ¼ τcrit, the UV fixed point additionally displays
the spontaneous breaking of scale invariance (Sec. VI).
Within the range

τ ∈ ½0; τcrit�; c ∈ ½ccrit;∞� ð87Þ

the short-distance theory is described by an interacting
conformal field theory. At even stronger coupling
(τ > τcrit), the fixed point solutions are incomplete in that
they do not extend over the entire domain of physical fields.
These solutions are considered unphysical.

VI. BARDEEN-MOSHE-BANDER FIXED POINT

Wenow turn to the specific value of the parameter c ¼ ccrit,
(52), where the fixed point (47) displays the spontaneous
breaking of scale invariance, also known as the Bardeen-
Moshe-Bander phenomenon [38,42,49,54,55,110]. Most
notably, the breaking of scale symmetry entails the genera-
tion of a light “dilaton” or “scalon” [111] in the spectrum.
It has been speculated that these types of mechanisms
may offer a scenario for the origin of the Higgs in certain
extensions of the StandardModel [112–114]. The breakingof
scale symmetry has also been studied in extensions with

supersymmetry or Chern-Simons interactions [23,24,50–53].
Here, we explain how this phenomenon comes about
within Polchinski’s flow equation and in terms of the
Polchinski interaction potential [39,40,42,59]. We also
investigate the Polchinski-Wetterich duality in depth, par-
ticularly in view of the breaking of scale symmetry at an RG
fixed point.

A. Spontaneous breaking of scale invariance

By their very definition, fixed points of the renormal-
ization group imply that dimensionless couplings remain
unchanged under a change of RG scale, which entails scale
invariance. Within the RG, and on the level of the
dimensionless effective potential wðzÞ in (21), the sponta-
neous breaking of scale invariance can be understood as
follows [42]. In the limit k → 0, the physical mass m of the
scalar field in the symmetric phase relates to the derivative
of the quantum effective potential, which itself is related to
the fixed point solution as W0ðz · kÞ ¼ w0�ðzÞk2,

m2 ≡W0ð0Þ ¼ w0�ð0Þk2: ð88Þ

Notice that the mass squared m2 is nonzero for any fixed
point solution with w0�ð0Þ ≠ 0 and k ≠ 0. This is in accord
with the requirements of scale invariance because the mass
parameter itself scales proportionally to the RG scale,
m ∼ k. Moreover, as long as w0�ðz ¼ 0Þ at vanishing field
remains finite, the mass vanishes in the limit k → 0. In our
case, this applies for all weakly coupled fixed points where
c > ccrit. However, this conclusion may be upset provided
that w0�ð0Þ diverges [42],

w0�ð0Þ → ∞; ð89Þ

in which case the physical mass (88) may take any finite
value for k → 0, and remains undetermined otherwise.
Specifically, in the physical limit the relation between
the classical field z̄ ¼ z · k and the derivative of the
effective potential W0ðz̄Þ for any fixed point solution is
given by

z̄ ¼ ðccrit − cÞ
ffiffiffiffiffiffi
W0p

ð90Þ

for any RG scheme [42], and up to terms subleading in
k2=W0 ≪ 1. The result establishes that the physical mass at
vanishing field must vanish for any fixed point solution
with c ≠ ccrit, in accord with exact scale invariance. On the
other hand, for c ¼ ccrit the mass (88) becomes a free
dimensionful parameter which is not determined by the
fundamental parameters of the theory, thereby breaking
scale invariance. In other words, the mass is discontinuous
as a function of c, and we conclude that theories with a
diverging w0�ð0Þ at a fixed point lead to the spontaneous
breaking of scale invariance (90) due to the dynamical
generation of a mass [42].

FIG. 6. Shown is the exact conformal window with asymptotic
safety of large-N scalar field theories, characterized by the bare
sextic coupling τ. The regime with asymptotic safety (yellow
band) is limited by the Gaussian fixed point (τ ¼ 0, green line)
and the Bardeen-Moshe-Bander fixed point (τ ¼ τcrit, red line).
Regions with incomplete fixed points (light red band) and
unstable vacua (gray band) are also indicated.
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B. Polchinski interaction potential

One might wonder if the behavior (89) or (90) may arise
from the Polchinski BMB solution (47), and whether the
breaking of scale invariance will again correspond to a
small-field divergence on the level of the dimensionless
Polchinski mass function,

u0�ð0Þ → ∞: ð91Þ
As has been observed in (75) (see also Fig. 2), fixed point
solutions u0�ðρÞ are bound from above by u0�ðρÞ ≤ 1 for
asymptotically large fields ρ, provided that ccrit þ c > 0.
For the Wilson-Fisher fixed point (c ¼ 0), this bound is
related to a pole in field space (Fig. 3). Interestingly though,
for the BMB case where c ¼ ccrit, we find that the limit
u0 → 1 is achieved for finite field ρ → 1

5
(see Fig. 5).

Moreover, the fixed point solution has an analytical
expansion in u0 beyond u0 ¼ 1. We observe that

ρ¼ Gðu0Þ

≡ 1

5
−

4

35
ðu0 − 1Þ þ 8

105
ðu0 − 1Þ2 − 64

1155
ðu0 − 1Þ3 þ � � � ;

ð92Þ

where the analytic function GðxÞ can be expressed in terms
of a hypergeometric series

GðxÞ ¼ 1

5
−
4ðx − 1Þ

35 2F1

�
1; 3;

9

2
; 1 − x

�
: ð93Þ

It is now evident that the BMB solution can be analytically
continued towards u0 > 1, and the full expression for the
critical mass function (92) and (93) then takes the piecewise
closed form

ρBMBðu0Þ ¼
1þ 1

2
u0

ð1 − u0Þ2 þ

8>>>>><
>>>>>:

− 3
2

ffiffiffi
u0

p
lnð

ffiffiffiffiffiffiffi
u0−1

p
þ

ffiffiffi
u0

p
Þ

ðu0−1Þ5=2 for 1 < u0 ðwhere 0 < ρ < 1
5
Þ

3
2

ffiffiffi
u0

p
ðarcsin

ffiffiffi
u0

p
−π
2
Þ

ð1−u0Þ5=2 for 0 ≤ u0 ≤ 1 ðwhere 1
5
< ρ < 1Þ

3
2

ffiffiffi
u0

p
ðarcsin

ffiffiffi
u0

p
þπ

2
Þ

ð1−u0Þ5=2 for 0 ≤ u0 ≤ 1 ðwhere 1 < ρÞ:

ð94Þ

The expression is analytic except at ρ ¼ 0. In Fig. 7 (left
panel), the Polchinski BMB solution (94) is shown for
all fields. The three segments of (94) correspond to the
dotted (blue) line, the full (red) line, and the dashed
(magenta) line, respectively. From the explicit result,
we deduce that ρ → 0 in the limit u0 → ∞, which is
the fingerprint for the spontaneous breaking of scale

invariance, (91). For small fields, the Polchinski mass
function u0 can be expanded as

u0BMB ¼
X∞
n¼−1

Xnþ1

m¼0

λn;mρ
nðln ρÞm: ð95Þ

FIG. 7. Polchinski-Wetterich duality. Shown are the mass functions at the BMB fixed point for the Polchinski interaction potential (left
panel) and for the dual quantum effective potential (right panel); axes are rescaled as x → x=ð1þ jxjÞ. Both mass functions show a
nonanalytic singularity at vanishing field. The dotted (blue), dashed (magenta) and full (red) segments in both plots are mapped onto
each other under the duality (22). The physical and unphysical branches of the Wetterich flow are connected via analytical continuation
(103). We notice that the divergence in the small-field region of the Polchinski flow originates from the large-field behavior in the
unphysical branch of the Wetterich flow. Conversely, the small field BMB singularity of the Wetterich mass function—the fingerprint for
the spontaneous breaking of scale invariance—does not correspond to a singularity in the Polchinski mass function.
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For the first few leading terms, we find

u0BMB ¼ 1

2ρ
þ 3

2
ln ρþ 4 −

3

2
ln 2 −

9

2
ρðln ρÞ2

− ð21 − 9 ln 2Þρ ln ρ

−
�
57

2
− 21 ln 2þ 9

2
ðln 2Þ2

�
ρ: ð96Þ

The critical mass function (94), (96) and the potential
uBMBðρÞ are shown in Fig. 5 (magenta lines). They arise as
the limit c → ccrit from the finite potentials at the tricritical
fixed points. We conclude that c ¼ ccrit is the only case
where the Polchinski mass function diverges at vanishing
field, meaning that (91) is a fingerprint for the spontaneous
breaking of scale invariance.
Let us now discuss the spontaneous breaking of scale

symmetry in terms of the interaction mass. We consider the
dimensionful Polchinski mass function U0ðρ̄Þ at vanishing
field. For general fixed point solution (47) and (70) with
c > ccrit, and for ρ̄ < k, we have

ρ̄ ¼ k

�
1þ k4

ffiffiffiffiffi
U0p FðU0=k2Þ − c

ðk2 −U0Þ5=2
�

ð97Þ

with F given in (46). We recall that 0 < FðxÞ < ccrit for
0 < x < 1. For c > ccrit, the second term is negative and
U0ð0Þ has a real solution for any k. Using (92) it is
convenient to isolate the analytic from the nonanalytic
contributions in (97),

ρ̄ ¼ k

�
G

�
U0

k2

�
þ k4

ffiffiffiffiffi
U0p ccrit − c

ðk2 −U0Þ5=2
�
; ð98Þ

where the analytic function G is given in (93). For c > ccrit
the nonanalytic term ∝ ðk2 −U0Þ−5=2 then dictates that U0

must remain smaller than k2 for all scales. It follows that
U0ð0Þ ¼ a · k2 with 0 < a < 1. Hence, the only admissible
limit for the mass at vanishing field and for k → 0 is that of
a vanishing interaction mass, U0 → 0, as one might have
expected for a scale-invariant theory. On the other hand, at
the BMB fixed point (94) where c ¼ ccrit, the nonanaly-
ticity in the denominator in the second term of (97) and (98)
is exactly canceled by the numerator. In this case, the
square of the interaction massU0 is no longer constrained to
be smaller than the square of the RG scale, and it follows
that

ρ̄ ¼ k3

2U0 ð99Þ

in the limit where k → 0, up to terms subleading in
k2=U0 ≪ 1. We conclude that the interaction mass at
vanishing field has become a free dimensionful parameter
of the critical theory whereby scale invariance is broken

spontaneously. Hence, the mass is discontinuous as a
function of the parameter c, and the result (98) for the
interaction potential can be seen as the analogue of the
result (90) for the effective potential.

C. Polchinski-Wetterich duality

In order to appreciate similarities and differences with
the fixed point for the dual effective potential [42], we
compare the main features of the Polchinski interaction
potential and the optimized Wetterich effective potential at
the BMB fixed point in some detail:
(a) Unbounded interaction potential.—From (96), owing

to the leading term, we conclude that the Polchinski
interaction potential is logarithmically unbounded
from below,

u� ∝ ln ρ: ð100Þ

Moreover, since the Polchinski interaction potential is
scheme independent to leading order in the derivative
expansion, (3) and (7), it follows that the logarithmic
unboundedness cannot be removed through a change
of RG scheme. This is in marked contrast to the dual
effective potential where the shape of the potential is
scheme dependent. Most importantly, the effective
potential remains bounded for generic regularization
[42], except for the sharp cutoff limit where it becomes
logarithmically unbounded [42,49,54,55]. In [55], it
has been explained that logarithmic divergences of the
effective potential, such as in (100), are weak enough
to allow for a well-defined ground state.

(b) Duality.—The Polchinski interaction potential u�ðρÞ
from (94) with (96) is dual to the optimized Wetterich
effective action w�ðzÞ [64,81,82] (see also Sec. II C).
In [42], it has been shown that the BMB effective
potential w�ðzÞ remains bounded for all fields. In the
notation of (20) and (21), for small zwe have w�0ðzÞ ¼
1=

ffiffiffiffiffi
5z

p þ subleading, and therefore

w� ∝
ffiffiffi
z

p
: ð101Þ

It is noteworthy that one of the potentials is logarithmi-
cally unbounded (100) for small fields, while the other
is not (101). As we shall see, the reason for this is that
the duality does not map the small z region onto
the small ρ region. Instead, using the findings from
Sec. II C, we observe that the region w0→∞ and z→0
from the bounded Legendre effective potential (101) is
mapped onto the vicinity of u0 ≈ 1 and ρ ≈ 1

5
of the

Polchinski interaction potential. Due to the analytical
continuation across the point u0 ¼ 1 and ρ ¼ 1

5
, the

logarithmically divergent part of the Polchinski inter-
action potential (where u0 ∼ 1=ρ for ρ → 0) of (94)
originates from a Legendre effective potential where
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w0 < 0. Specifically, the BMB fixed point solution for
the Wetterich effective action (20) is given by [42]

zBMBðw0Þ ¼ 1þ w0

2ð1þw0Þ þ
3

2

ffiffiffiffiffi
w0p

arctan
ffiffiffiffiffi
w0p

þ
(
− 3π

4

ffiffiffiffiffi
w0p

for w0 > 0 ðwhere z < 1Þ
þ 3π

4

ffiffiffiffiffi
w0p

for w0 > 0 ðwhere z > 1Þ:
ð102Þ

The physical solution (102) has two branches corre-
sponding to large and small fields. We notice that the
small-field branch has an analytical continuation from
w0 > 0 to negative w0 < −1. This follows explicitly
from its Taylor expansion about 1=w0 ¼ 0, which
reads

zBMBðw0Þ ¼
X∞
n¼1

n
2nþ 3

1

ð−w0Þnþ1

¼ 1

5w02 2F1

�
2;
5

2
;
7

2
;−

5

w0

�
ð103Þ

in terms of a hypergeometric series. The analytically
continued branch has w0 < −1 for all z ≥ 0. The
corresponding potential is globally unbounded for
large fields and unphysical. Hence, the analytically
continued region u0 ∈ ð1;∞Þ for physical fields
ρ ∈ ð0; 1

5
Þ of the Polchinski flow (94) relates to an

unphysical region of the optimized Wetterich flow
(103) where w0 ∈ ð−∞;−1Þ and z ∈ ð0;∞Þ. In Fig. 7
(right panel), the different solution branches of (102)
and (103) are shown by full (red), dashed (magenta)
and dotted (blue) lines.

(c) Polchinski vs Wetterich mass functions.—Figure 7
compares the mass function for the Polchinski case
u0ðρÞ (left panel) and the Wetterich case w0ðzÞ (right
panel) at the BMB fixed point. In the former case the
potential is unique (94). In the latter case, two
inequivalent mass functions arise, a physical (102)
and an unphysical one (103), both of which extend
over all fields. Under the duality transform (22) the
fixed points of (21) and the regions indicated by full
(red), dashed (magenta) and dotted (blue) lines in
Fig. 7 are mapped onto each other. Most notably, the
small-field region of the Polchinski mass function (94)
relates entirely to the unphysical branch (103) of the
Wetterich mass function, and the small-field singu-
larity u0 → 1=ð2ρÞ in the former arises from the large
field asymptotics 1þ w0 → −1=ð2zÞ of the latter,
(103). On the other hand, the small-field singularity
of the Wetterich mass function (101)—the fingerprint
for the spontaneous breaking of scale invariance—
does not correspond to a singularity of the critical
Polchinski mass function.

(d) Interaction potential vs effective potential.—Our find-
ings for the different potentials are summarized in
Fig. 8 (color coding as in Fig. 7). We observe that the
square-root-type small-field nonanalyticity, which is
responsible for the BMB phenomenon of the effective
potential (101), relates to finite fields ðρ ¼ 1

5
Þ without

any divergences within the Polchinski interaction
potential (94). Conversely, the small-field logarithmic
unboundedness of the Polchinski interaction potential
(100) relates to the large-field linear unboundedness
(w → −z for large z) of the unphysical branch of the
dual Wetterich effective potential (103).

(e) Weak/strong boundary.—In the strong-coupling re-
gime ðc < ccritÞ, the Polchinski interaction potentials
display a singularity 1=u00 → 0 at ρ ¼ ρs > 0, (81).
Also, potentials are not defined in the field range
0 < ρ < ρs. Approaching the weak-strong boundary
from above, the BMB-type nonanalyticity of the mass
function in field space is located at

lim
c↗ccrit

ρs ¼
1

5
ðc ≠ ccritÞ: ð104Þ

Forc ¼ ccrit, however, a finite limitu00ðρ ¼ 1
5
Þ ¼ −35=4

is observed, and the singularity in u00, instead, jumps to
the origin in field space (Fig. 5). A similar pattern is
found if the weak/strong boundary is approached from
below (c↘ccrit). Here, the Polchinski mass function,

FIG. 8. Polchinski-Wetterich duality (continued). Shown are
the Polchinski interaction potential uBMBðρÞ and the Wetterich
quantum effective potential wBMBðzÞ at the BMB fixed point;
axes are rescaled as in Fig. 7. The dotted (blue), dashed (magenta)
and full (red) segments of either potential are mapped onto each
other under the duality transformation (22). The small-field
region of the Wetterich effective potential, which encodes the
breaking of scale invariance, relates to the midfield region of
the Polchinski interaction potential. The small-field region of the
logarithmically unbounded Polchinski potential is related to the
unphysical (because globally unstable) branch of the Wetterich
potential (103), which is linearly unbounded for large fields.
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which at vanishing field takes values in the range (0,1),
becomes discontinuous at the point c ¼ ccrit and 1=u0
jumps from unity to zero (Fig. 5).
On the other side, no such discontinuities are ob-

served in the dual effective potential. At strong cou-
pling, the singularity in w00 at z ¼ zs continuously
approaches the origin, limc↗ccritzs ¼ 0. Similarly at
weak coupling, the Wetterich mass function, which at
vanishing field covers the entire range ½0;∞�, achieves
the limit 1=w0 → 0 continuously [42]. Hence, it is
precisely for these discontinuities around the Polchinski
BMB fixed point that the square-root-type behavior of
the Wetterich effective potential is mapped onto the
innocuous-looking point ðu0; ρÞ ¼ ð1; 1

5
Þ where non-

analyticities are no longer visible once c ¼ ccrit.
(f) Broken scale invarianceand the origin ofmass.—At the

BMB fixed point, and irrespective of whether we adopt
the Polchinski or theWetterich version of the flow [42],
the dimensionless critical coupling (52) is turned into a
free dimensionful mass parameter, accompanied by the
appearance of a light dilaton [49,54]. The mechanism
whereby the role of a dimensionless parameter is taken
over by a dimensionful one, due to fluctuations, is
known as dimensional transmutation [115]. The BMB
phenomenon, arguably, differs from dimensional trans-
mutation in that there is no one-parameter family of RG
trajectories representing the various masses of the BMB
continuum limit [55]. Instead, the mass term which
breaks scale invariance appears in either case as an
additional free parameter exactly when c ¼ ccrit, as can
be seen from (90) and (99), respectively.

To conclude, although both settings (21) are related by a
duality-type transformation, we have found that the finger-
print for the spontaneous breaking of scale invariance is
encoded in substantially different manners. Most notice-
ably, the relevant pattern is given by (89) and (90), as
observed in the full quantum effective potential. In the
Polchinski formulation, however, (91) relates to an other-
wise unphysical branch of the Wetterich flow. Still, it does
lead to the spontaneous generation of a mass (98) and (99).
Also the interaction potential remains logarithmically
unbounded, irrespective of the scheme, whereas the dual
effective potential is bounded. Nevertheless, since both
settings describe exactly the same physics, we conclude
that the mild unboundedness of (100) is physically viable,
in accord with the result (101). Hence, although the regimes
with (89) and (91) are not directly related under the
Polchinski-Wetterich duality (21), they both do serve as
fingerprints for the breaking of scale invariance and the
spontaneous generation of a mass (90) and (99).

VII. UNIVERSALITY AND PHASE DIAGRAM

In this section, we discuss universal eigenperturbations
and the conformal phase diagram of the theory, including
its fixed points and UV-IR connecting trajectories.

A. Gaussian fixed point

For scalar field theories in d > 2 dimensions with
finitely many field components and at a Gaussian fixed
point, eigenperturbations are known to be generalized
Laguerre polynomials [59,82], which, in some cases, can
be expressed in terms of Hermite polynomials [59,82,116].
Specifically, for both versions of the flow (21) we find the
eigenvalue equation

0 ¼ dþ θ

d − 2
fðxÞ −

�
x −

N
2

�
f0ðxÞ þ xf00ðxÞ; ð105Þ

which is of the Laguerre-type with eigenvalue θ. Its
polynomial solutions are given by the generalized
Laguerre polynomials Lα

nðxÞ with α ¼ N=2 − 1 and integer
n ¼ ðdþ θÞ=ðd − 2Þ ≥ 1 (the case n ¼ 0 is irrelevant),
leading to quantized eigenvalues θ. Eigenperturbations
of (21) are related to fðxÞ by δuðρÞ ¼ fððd − 2Þρ=2Þ for
the Polchinski case and δwðzÞ ¼ fððd − 2Þz=2Þ for the
Wetterich case. The result (105) is universal in that it holds
true irrespective of the RG scheme [82].
In the infinite-N limit the analysis is mildly modified.

The eigenvalue spectrum around the free fixed point is
identified from the linear perturbations, which at infinite N
obey the eigenvalue equation

∂tδu ¼ −dδuþ ½ðd − 2Þρ − 1�δu0 ¼ θδu; ð106Þ
where δu denotes the eigenperturbation and θ the eigen-
value. Note also that we have scaled a factor of N into the
fields. It follows from straightforward integration that the
Gaussian eigenperturbations are given by

δu ∝ eθt
�
ρ −

1

d − 2

�dþθ
d−2
: ð107Þ

Imposing analyticity of eigenperturbations in the fields ρ
leads to a quantization condition for the exponent
ðdþ θÞ=ðd − 2Þ, which can only take non-negative integer
values. It follows that the quantized eigenvalues are
given by θn ¼ ðd − 2Þn − d for n ≥ 0. The most relevant
eigenvalue θ0 ¼ −d relates to the vacuum energy and is
irrelevant in any quantum field theory without gravity. The
remaining eigenvalues are simply given by the engineering
mass dimension of the highest ρ-monomial

R
ddxρn con-

tained in the eigenperturbation (107), plus terms of lower
powers in the fields due to tadpole corrections [117]. The
result (107) also follows from the Laguerre polynomial
solutions to (105) at finite N by observing that the
generalized Laguerre polynomials obey

lim
α→∞

α−nLα
nðαxÞ ¼

1

n!
ðx − 1Þn ð108Þ

in the large-N (large α) limit. Hence, for the eigenpertur-
bations we conclude that the Laguerre polynomials are
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superseded by shifted field monomials (107) and (108) in
the infinite-N limit.

B. Interacting fixed points

In order to find the universal scaling exponents at
interacting fixed points, we must find the eigenvalue
spectrum of small perturbations. In the infinite-N limit
the global linear eigenperturbations can be calculated
exactly without resorting to a polynomial approximation
[23,24,42,59]. To that end, we consider perturbations
around the interacting fixed point u�ðρÞ, with

uðρ; tÞ ¼ u0�ðρÞ þ δuðρ; tÞ: ð109Þ

Inserting (109) into (10) and linearizing the equation in δuwe
find the nonperturbative RG flow for small perturbations

∂tδu ¼
�
−dþ 2

u0�
u00�

ð1 − u0�Þ∂ρ

�
δu: ð110Þ

To obtain (110) we have made use of the identity
ρðd − 2þ 4u�0Þ − 1 ¼ 2u�0ð1 − u�0Þ=u�00, which holds true
for any nontrivial fixed point solution of (9) in the large-N
limit. The eigenperturbations obey the eigenvalue equation
∂tδu ¼ θδu, where θ denotes the corresponding eigenvalue.
Writing δuðρ; tÞ ¼ TðtÞRðρÞ we find

ðlnTÞ0 ¼ θ

ðlnRÞ0 ¼ 1

2
ðdþ θÞ

�
ln

u0�
1 − u0�

�0
ð111Þ

which can be integrated immediately, leading to TðtÞ ∝ eθt

and RðρÞ ∝ ½u0�=ð1 − u0�Þ�12ðdþθÞ. Consequently, the eigen-
perturbations take the form

δuðρ; tÞ ∝ eθt
�

u0�
1 − u0�

�1
2
ðdþθÞ

: ð112Þ

It is interesting to compare our result for the eigenperturba-
tions at interacting fixed points of the Polchinski flow with
expressions from its dual flow (20) whose exact eigenper-
turbations have been given in [42]. In the conventions used
here, (21), they read

δwðz; tÞ ∝ eθtðw0�Þ12ðdþθÞ: ð113Þ

Using the results of Sec. II C,most notably (25), we conclude
that the eigenperturbations of the Polchinski flow δu in (112)
are identical to the eigenperturbations δw in (113) of the
optimizedWetterich flow, both at free aswell as at interacting
fixed points.
Next, we discuss the eigenvalue spectra (112) for the

present setting where d ¼ 3. Once more, we obtain
quantized eigenvalues by imposing analyticity conditions,

requiring that eigenperturbations are analytical functions of
ρ − 1 ≪ 1 in the vicinity of the saddle point (or minimum)
u0ðρ0 ¼ 1Þ ¼ 0. Recalling (57) at the IR fixed point, we
conclude that eigenperturbations obey

δuðρ; tÞ ∝ eθtðρ − 1Þ12ðθþ3Þ; ð114Þ

modulo subleading corrections of higher order in (ρ − 1),
and the exponent 1

2
ðθ þ 3Þ must be a non-negative integer.

It follows that θ must take the quantized eigenvalues

IR∶ θ ¼ f−3;−1; 1; 3; 5;…g: ð115Þ

The eigenvalue θ ¼ −3 corresponds to the canonical
scaling dimension of the volume term. Without quantized
gravity, this eigenvalue is not observable and cannot
appear in the eigenvalue spectrum, and the sole relevant
eigenvalue is θ ¼ −1. It leads to the scaling exponent for
the correlation length ν ¼ −1=θ ¼ 1, in accord with known
results for the Wilson-Fisher fixed point. The spectrum
(115) agrees with the spectrum derived from the local RG
flow (62) as it must.
We repeat the analysis for the UV fixed points. The new

piece of information is that all UV fixed point solutions
display a saddle around u0� ¼ 0 ¼ u00�, and behave as u0� ∝
ðρ − 1Þ2 in its vicinity, see (72), which follows from the
Taylor expansion (71) around the saddle point of the
potential. Consequently, the eigenperturbations (112) obey
(107) to leading order in (ρ − 1). Then, as already discussed
in the Gaussian case, in order for eigenperturbations δu to
be analytic functions of the fields, the exponent 3þ θ in
(112) may take half-integer non-negative values. This leads
to the eigenperturbations (112) with the discrete set of
eigenvalues

UV∶ θ ¼ f−3;−2;−1; 0; 1; 2;…g: ð116Þ

Once more, in the absence of quantized gravity, the
eigenvalue θ ¼ −3 cannot appear in the spectrum. In
contrast to (115), we observe two relevant and an exactly
marginal eigenvalue, implying that the UV critical surface
is effectively three dimensional. These are associated to the
mass term, the quartic, and the sextic coupling. Moreover,
we find the scaling exponent for the correlation length takes
the mean-field value ν ¼ 1

2
. The findings (116) agree with

the eigenvalue spectrum (63) detected earlier based on the
local RG flows. At c ¼ ccrit, however, the scaling analysis
(116) is no longer applicable due to additional BMB
nonanalyticities, leading to ν ¼ 1

3
instead [55]. For the

same reason, hyperscaling relations such as dν ¼ 2 − α
involving the scaling exponent α are valid everywhere (that
is, for any c) except at the BMB fixed point.
We emphasize that the general results (112) and (113)

dictate the structure of eigenperturbations (114) and
the quantization of eigenvalues. This has two important
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implications. First, the number of relevant eigenvalues is
necessarily finite. This ensures predictivity, because the
outgoing trajectories are characterized by only a finite
number of free parameters. Second, the structure also
ensures that the eigenvalues of invariants with increasing
mass dimension are increasingly irrelevant. Thus, these
theories are exact examples for the general bootstrap search
strategy put forward in [101].

C. Asymptotic safety and phase diagram

The UV critical surface of asymptotically safe theories is
effectively three dimensional (see Secs. III A and VII B)
and controlled by the mass, the quartic coupling, and the
exactly marginal sextic coupling which serves as a free
parameter. Therefore, any UV safe theory can be charac-
terized by the initial deviations δκ and δλ from the fixed
point couplings at a high scale Λ,

δκðΛÞ ¼ κðΛÞ − κ�
δλðΛÞ ¼ λðΛÞ − λ� ð117Þ

and by the value of the sextic coupling τ. All other
couplings of the theory including their RG evolution is
now dictated by (117), and τ. Provided that the vacuum
expectation value remains at its UV fixed point value
ðδκ ¼ 0Þ, the phase space of physically viable trajectories is
then given by those running out of the UV conformal
window towards the Wilson-Fisher fixed point. In the UV,
the ground state is in the symmetric phase (ϕ ¼ 0) where it
remains for the entire flow provided that δλðΛÞ > 0. In this
case, it follows from (37) that the Wilson-Fisher fixed point
acts as an IR attractive “sink” for all trajectories. The
crossover from asymptotically safe UV fixed points to the
IR Wilson-Fisher fixed point as a function of (118) is
shown in Fig. 9 for the entire UV conformal window (119).
The characteristic energy scale

tchar ≡ lnðμchar=ΛÞ ¼ ln j4δλðΛÞj ð118Þ
indicates where the RG flow crosses over from the asymp-
totically safe UV fixed point towards either IR scaling at
the Wilson Fisher fixed point [0 < δλðΛÞ ≪ 1]. It arises
through dimensional transmutation from the initial data at
the high scale Λ, (37).
Figure 10 shows a snapshot of the full phase diagram in

the plane of quartic and sextic coupling ðλ; τÞ, with κ ¼ κ�.
Dots indicate the Gaussian (G), the Bardeen-Moshe-
Bander (BMB), and the Wilson-Fisher (WF) fixed points.
The line λ ¼ 0 relates to potential UV fixed points. The
conformal window is given by the (blue) full line of
asymptotically safe UV fixed points with

ðλ; τÞ ¼ ð0; 0 ≤ τ ≤ τcritÞ: ð119Þ
The dashed (blue) lines indicate incomplete fixed points
which do not extend over the entire field space (τ > τcrit),

or fixed points with unstable ground states (τ < 0).
Trajectories emanate out of the UV fixed points are shown
with arrows pointing towards the IR. The red trajectories
which connect the Gaussian and the BMB fixed point in the
UV with the Wilson-Fisher fixed point in the IR are
separatrices, and correspond to the full (blue) trajectories
shown in Fig. 9.

FIG. 9. UV-IR crossover from any of the asymptotically safe
fixed points to the uniqueWilson-Fisher fixed point. Shown are the
running quartic (red) and sextic (blue) couplings along the UV-IR
connecting separatrices as functions of t ¼ lnðμ=ΛÞ within the
conformal window, with tchar ¼ lnðμchar=ΛÞ from (118).

FIG. 10. The phase diagram of 3d large-N scalar field theories
in the plane of the quartic (λ) and sextic (τ) couplings from the
Polchinski flow, with arrows indicating the flow towards the
infrared. The UV conformal window with asymptotic safety
0 ≤ τ ≤ τcrit (blue line) is limited by the Gaussian (G) and the
Bardeen-Moshe-Bander (BMB) fixed points (full dots). Along
the UV line (λ ¼ 0), UV fixed points with short-distance vacuum
instabilities ðτ < 0Þ or incomplete fixed points ðτ > τcritÞ are also
indicated (dashed blue lines). The Wilson-Fisher (WF) fixed
point takes the role of an IR attractive sink for asymptotically safe
trajectories with δκ ¼ 0 and δλ > 0.
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On the other hand, trajectories running towards negative
quartic coupling (0 < −δλ ≪ 1) will enter a strongly
coupled region where couplings approach an IR Landau
pole. Along these trajectories, and as a consequence of an
increasingly negative quartic coupling λ < 0, the theory
may also undergo a first order phase transition towards a
phase with spontaneous symmetry breaking. Using (37),
we find once more that the onset of strong coupling is
characterized by the RG invariant characteristic scale (118).
If additionally δκðΛÞ ≠ 0, trajectories can no longer reach
the Wilson-Fisher fixed point in the IR. Instead, trajectories
will run towards a low-energy regime in the symmetric
phase ðδκ < 0Þ or in a phase with spontaneous symmetry
breaking (δκ > 0). The phase transition towards symmetry
breaking may be first or second order, depending on the
values of δλ and τ at the high scale. Finally, we note that
some of the trajectories terminating at the Wilson-Fisher
fixed point do not arise from a UV safe theory. These
include trajectories emanating from incomplete fixed
points, fixed points with unstable vacua in the UV, or
effective models whose UV limit terminates at a UV
Landau pole, as indicated in Fig. 10.

VIII. DISCUSSION

We have provided a comprehensive study of OðNÞ
symmetric scalar field theories in three dimensions in
the limit of infinite N using Polchinski’s renormalization
group. The model has been solved analytically both at weak
and at strong coupling. Our results offer a detailed under-
standing of the global running of couplings including all
fixed point solutions, both in the UVand the IR, and for all
fields (Fig. 2). Another virtue of the infinite N limit are
insights into the inner working of scalar quantum field
theories which are difficult to achieve at finite N. These
include a complete understanding of convergence-limiting
poles in the complex field plane (Fig. 3), interrelations
between IR and UV fixed point solutions (Fig. 4), field
regions with Landau type singularities and multivalued
solutions (Table I), strong coupling effects which constrain
the line of asymptotically safe UV fixed points (Fig. 5), and
the corresponding UV conformal window (Fig. 6). Overall,
the global phase diagram contains a line of ultraviolet fixed
points parametrized by an exactly marginal sextic coupling
and bounded by asymptotic freedom at one end and the
Bardeen-Moshe-Bander effect at the other. Separatrices
connect the short-distance fixed points with the long-
distance Wilson-Fisher one (Fig. 9). The phase diagram
also shows regions with first order phase transitions and
strongly coupled low-energy regimes, and regions without
short-distance completion where trajectories terminate in a
Landau pole (Fig. 10). It will be interesting to clarify how
these features are modified beyond the 1=N → 0 limit.

On the conceptual side, we have substantiated the duality
between Polchinski’s and Wetterich’s versions of the
functional renormalization group, both on the level of
exact solutions (Sec. II) and in view of the Bardeen-
Moshe-Bander mechanism responsible for the breaking
of scale invariance and the origin of mass (Sec. VI). In
either setting the spontaneous breaking of scale symmetry
arises due to the divergence of the respective mass function.
Unexpectedly though, these divergences are not mapped
onto each other under the Polchinski-Wetterich duality.
Instead, the small field region of the Polchinski mass
function relates entirely to an unphysical branch of the
Wetterich mass function whereby the small field singularity
in the former arises from the large field asymptotics of the
latter (Fig. 7). In turn, the small field singularity of the
Wetterich mass function—the fingerprint for the sponta-
neous breaking of scale invariance—is mapped onto a
regular and innocuous midfield region of Polchinski’s mass
function. Another unexpected result is that the Wetterich
fixed point potential remains bound from below, while the
Polchinski counterpart is logarithmically unbounded
(Fig. 8). Still, we have confirmed that both sets of results
are equivalent and physically indistinguishable, to the
extent that the critical sextic coupling (73) with (52) takes
the exact same value [42], and that the universal eigenper-
turbations at all fixed points are identical.
Finally, it is worth noting that our 3d model with exact

asymptotic safety in scalar field theories offers similarities
with asymptotic safety in nongravitational 4d theories. In
particular, the marginality of the sextic coupling implies
that asymptotic freedom and asymptotic safety appear as
two sides of the same medal, similar to the role played by
non-Abelian gauge fields in 4d theories [10]. Strict per-
turbativity is observed at small sextic coupling, similar to
asymptotic safety in certain 4d gauge Yukawa theories in a
Veneziano limit [7–14,16]. Also, for large sextic coupling
the fixed point becomes nonperturbative and results start
resembling large-NF expansions [13] and infinite NF
resummations in 4d gauge-matter theories [7,19]. It would
then be interesting to see whether solvable 3d models may
help to understand UV conformal windows of 4d gauge-
matter theories at stronger coupling [12]. This is left for
future study.
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