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Abstract

This thesis presents the results a search for chargino and neutralino supersym-

metric particles yielding same signed dilepton final states including one hadronically

decaying tau lepton using 6.0 fb−1 of data collected by the the CDF II detector. This

signature is important in SUSY models where, at high tan β, the branching ratio of

charginos and neutralinos to tau leptons becomes dominant. We study event accep-

tance, lepton identification cuts, and efficiencies. We set limits on the production

cross section as a function of SUSY particle mass for certain generic models.
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1. Introduction 1

Chapter 1

Introduction

The standard model (SM) of Particle Physics is an astounding accomplishment. It

accurately describes the interactions of the most fundamental particles of nature

and, over the last century, has survived the test of a countless number of exper-

iments. Intrinsically, the standard model is a quantum field theory consisting of

SU(3)C × SU(2)L×U(1)Y gauge groups wherein particles and forces emerge as reso-

nances of the fields. The theories of the strong, weak and electromagnetic forces are

consistently encompassed in their respective gauge groups. Particles emerge from the

theory in two types; fermions constitute stable matter, while the exchange of bosons

mediates the forces between the particles.

A generation of particle physicists have been tasked with faithfully proving time

and time again the validity of the standard model. But despite its success, the

maddening truth is that we know it is flawed. Among other issues, at large energies,

the equations predicting cross sections diverge and must be artificially renormalized.

It is also an incomplete theory, not accounting for the force of gravity, or the existence

of Dark Matter, or of Dark Energy.

Supersymmetry (SUSY) is an elegant proposed theory that rectifies a number of

problems with the standard model. It adds a symmetry to the standard model fermion

and boson states, and effectively doubles the number of particles that would exist.

For every standard model boson, there is a predicted SUSY fermion and vice-versa.

If nature is supersymmetric, it would beautifully solve some of the basic problems

underlying the standard model. Unfortunately, since we have not observed SUSY

particles, if Supersymmetry exists it must be a broken symmetry wherein the masses
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of the SUSY partner particles are significantly higher than their standard model

counterparts. The purpose of this dissertation is to detect or disprove the existence

of these high mass SUSY particles.

Controlled creation of high mass particles in experiment necessitates very high

energy particle collisions. The energy of the colliding particles provides the phase

space for creating SUSY particles. Fermilab’s Tevatron is a 6.3 km circumference

accelerator that collides protons and antiprotons at a center of mass energy of
√
s =

1.96 TeV at two points along its circumference. Two large particle detectors, CDF

and DØ, are placed at the point of interactions to measure and reconstruct events

emerging from the collisions.

The analysis presented in this dissertation is a search for the production of a

specific type of SUSY particles, the so-called charginos and neutralinos. Although

SUSY theories can have many forms, several share a commonality in the existence and

characteristic decay of the charginos and neutralinos. SUSY particles decay almost

immediately after production in a cascading chain ending with the standard model

particles we measure with the CDF detector. Three leptons are the only detectable

particles left after the decay, although we can use non-detected particles as a charac-

teristic missing energy signal as well. This analysis is designed to look for two of the

three leptons having the same sign electric charge while requiring one of the leptons

to be a tau. The choice of looking for two of the three leptons increases our detector

acceptance, and choosing the same signed lepton pair dramatically decreases standard

model backgrounds. Including a tau lepton increases our sensitivity to unique SUSY

theory parameter space that has not already been excluded by experiment.

No SUSY signal is found over the background of the standard model, so we place

95% confidence level upper limits on the possible production cross sections of generic

SUSY models. These limits can then be translated by theorists into specific SUSY

variants, and serve to exclude possible model parameter space from such theories.

In Chapter 2 I describe the standard model and its imperfections, as well as the

beauty of SUSY and how it might solve some of the standard model shortcomings.

Chapter 3 is a description of the experimental setup, from the accelerator chain, to the

Tevatron, to the CDF detector. Chapter 4 describes how the raw data are translated

into real physical objects. Our simulated detector response to the standard model

is described in Chapter 5 as well as event cuts used to improve our sensitivity to

SUSY. I then validate and cross check the model in Chapter 6 before examining the
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systematic errors in Chapter 7 then looking at the blinded data in the signal region

and extracting the results in Chapter 8. Final conclusions are presented in Chapter 9.
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Chapter 2

The Standard Model

2.1 Introduction

The standard model is the crowning achievement of 20th century particle physics.

It emerged in the late 1970’s as an encapsulation of several previously developed

theories. It unites three forces, the strong, weak and electromagnetic force as well as

their respective particles into one coherent field theory. Countless experiments have

validated its predictions [1]. It has been such a success that for the last 20 years the

field has primarily concerned itself with discovering the final remaining piece of the

standard model, the Higgs boson.

Generally, the particles of the standard model are divided into fermions and

bosons. The bosons are responsible primarily for mediating the forces, they inter-

act with the fermions which make up most of the stable matter of the universe [2].

For a listing of the fermions, see Table 2.1 and for the bosons, see Table 2.2.

Charge First Generation Second Generation Third Generation

Leptons -1 Electron (e) Muon (µ) Tau (τ )

0 Electron neutrino (νe) Muon neutrino (νµ) Tau neutrino (ντ)

Quarks +2
3 Up (u) Charm (c) Top (t)

−1
3 Down (d) Strange (s) Bottom (b)

Table 2.1: The fermions of the standard model (spin 1
2 , antiparticles have opposite

charge.
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Mediator Charge Force

Gluon (g) 0 Strong

Photon (γ) 0 Electromagnetic

W ± ± 1 Weak (charged)

Z0 0 Weak (neutral)

Table 2.2: The bosonic force mediators of the standard model (spin 1).

Fermions are divided into two types: quarks and leptons, each of which contains

three generations of particle pairs. Every fermion also contains an antiparticle, quarks

form tightly formed constituent particles bound in pairs or triplets by the strong force.

Gluons are the boson force mediators that bind these constituent particles. So for

example, a proton is a collection of two up and one down type quarks (uud), tightly

bound by a sea of gluons.

Leptons are the other type of fermion; each of the three generations of leptons

contains a massive charged particle as well as a very light and neutral neutrino. The

leptons interact with the W ± and Z0 bosons which carry the weak force [3]. The

electron (e−) for example, is the first generation lepton, and is associated with the

electron neutrino νe. The electromagnetic force is mediated by the photon, γ, and

interacts with all charged particles.

It is important to note that the theories in the standard model are mathematically

represented by symmetry groups. The strong force is a SU(3)C color symmetric

theory invariant under local gauge transformations. The electroweak theory is an

SU(2)L represented group that contains a so-called weak-isospin symmetry, as well as

a hypercharge symmetry component U(1)Y . The combination of the three symmetries

reflect the symmetry of the whole standard model, SU(3)C × SU(2)L×U(1)Y .

What follows is a more detailed description of the forces and particles of the

standard model, how they fit into these groups, and why we need a Higgs boson. We

will then look at some of the shortcomings of the standard model.
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Figure 2.1: Elementary particles in the standard model.
(Image courtesy of Fermilab Visual Media Services)
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2.2 Quantum Electrodynamics

We know through observation that we want to construct a theory that describes spin
1
2

particles; the Schrodinger equation is one such example in Quantum Mechanics [4].

The relativistic, Lorentz-invariant version is the Dirac equation, whose Lagrangian

takes the form:

L = ψ̄(iγµ∂µ −m)ψ. (2.1)

Where ψ is the field, m is the mass of the particle, and γµ are the Dirac matrices.

We see the field theories of the standard model share a defining feature, that of local

gauge invariance. That is, they are invariant under a continuous group of transfor-

mations called gauge transformations. If we have a field ψ and we do some operation

ψ′ we get:

ψ→ψ′ = eiQθψ , (2.2)

Where the constant in front of ψ is dependent on Qθ. The Q term will eventually

be identified as a particle charge. θ is an arbitrary phase, and standard model equa-

tions, as a feature of gauge invariance, will generally contain terms with some form

of ψ̄ψ serving as a location independent cancelation of the phase term. The example

in equation (2.2) is the so called U(1) abelian gauge group.

In order to shift this global symmetry to a local one, dependent on position

(θ → θ(x)), the derivative in the Lagrangian (∂µ) must be replaced by the covariant

derivative.

Dµ ≡ ∂µ − ieAµ , (2.3)

where Aµ is a vector field (spin 1) that transforms like:

Aµ→A
′

µ ≡ Aµ +
1

e
∂µθ(x) . (2.4)
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After this replacement, the Lagrangian for the Dirac equation becomes

L = ψ̄(iγµDµ −m)ψ = ψ̄(iγµ∂µ −m)ψ + eAµ(ψ̄γµψ) (2.5)

Which maintains the desired local gauge invariance when we make the substitution

in Equation 2.2. At this point we add a term to the above equation to include the

kinematic energy of the new field. Fortunately, classical electromagnetism provides

us with a perfectly acceptable and invariant term for the field strength:

L = −1

4
FµνF

µν (2.6)

where F is the electromagnetic field tensor, defined as:

Fµν ≡ ∂µAν − ∂νAµ (2.7)

So the total Lagrangian is now:

L = ψ̄(iγµ∂µ −m)ψ − 1

4
FµνF

µν + eQAµ(ψ̄γµψ) (2.8)

equation (2.8) is the complete expression of QED. The first term is the original

Dirac equation: a quantum mechanical wave equation for a single particle field of

mass m. The second term is Maxwell’s equation, and the third is an interaction

term between an electromagnetic field and a particle of charge e. All of QED is a

description of Feynman diagrams constructed with vertices resembling Figure 2.2.

2.3 Quantum Chromodynamics

Quantum ChromoDynamics (QCD) is the piece of the standard model describing the

strong force, which is mediated by gluons carrying color charge [5]. QCD follows in

the footsteps of QED using the same gauge invariant field description, with modifi-

cations specific to the observed behavior of strong interactions. Specifically it must

account for the observation in QCD of asymptotic freedom, that the coupling con-
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e+

e−

γ

Figure 2.2: Fundamental Feynman Diagram for QED.

stant becomes weak at short distances as the momentum of interactions increases.

This suggests that QCD use a non-Abelian gauge theory: a gauge theory with non-

commuting local symmetry. We also know that, besides spin and flavor, quarks carry

one of three color charges. This suggests the use of the symmetry group SU(3) to

represent the gauge quantum numbers of the quarks in the color basis. If quarks are

assigned the fundamental representation of the group SU(3), the quanta of the field

are called gluons.

Under the SU(3) representation, it turns out, one can make our necessary invariant

in two ways: the totally antisymmetric combination of three quark (or antiquark)

colors, or the combination of a quark and antiquark:

εijkqiqjqk, εijkq
iqjqk, q̄iqi (2.9)

These color neutral quark orderings in Equation 2.9 represent observable particles

in nature. Baryons such as protons (uud) and neutrons (ddu)as well as antibaryons

contain three quarks or antiquarks. Mesons, such as the pion (ud̄), contain a quark

and antiquark.

To arrive at the Lagrangian, we repeat the process of QED in Section 2.2, starting
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with a Dirac equation and working with an SU(3) group. We apply a symmetry

operation, and restore invariance by adding correction terms [6].

L =
∑
flavor

q̄a(iγ
µDµ −mq)abqb −

1

4
FA
αβF

αβ
A , (2.10)

which is very much like Equation 2.8 but we now have a sum running over all quark

flavors. Again we have a term FA
αβ which is the field strength tensor of the gluon field

AAα :

FA
αβ = ∂αA

A
β − ∂βAAα − gfABCABαACβ , (2.11)

We see the sum (A,B,C...) over the eight gluon degrees of freedom and observe the

extra term in equation 2.11 compared to the QED equivalent as reflecting the non-

Abelian description of QCD. The extra term has several consequences. First, it leads

to gluon self interactions, unlike the photons of QED. Self-interactions imply that the

coupling (g) is small at large energies or short distances - asymptotic freedom. The

coupling also becomes very large at small energies or long distances, an effect leading

to the confinement of quarks into the color neutral groups of equation 2.9.

2.4 Electroweak Theory

The weak force emerges as a theory to explain flavor changing processes such as the

experimental observation of neutron β decay, the process n→ p+e−+νe. While QED

describes the transmission of electromagnetic force through electric charge, and QCD

describes the transmission of strong force through color, neither of these theories can

describe β decay. Indeed neither QED nor QCD describe any mechanism wherein

heavy particles change flavor and decay to lighter ones.

The solution, proposed by Glashow, Salam and Weinberg [7] was to combine the

QED group with an SU(2) group according to constraints of experiment. The result

is an SU(2)L ⊗ U(1)Y theory called the Electroweak theory. Despite being unified,

the discrepancy in strength between the Electromagnetic force and the Electroweak

force arises from the inclusion of massive mediators of the weak force. But there

are additional considerations stemming from behavioral differences between the two
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forces, namely the fact the weak charged force interacts only with left-handed helicity

states of quarks and leptons. We note that the electromagnetic vertex factors are

vectorial, yet the weak vertex factors are a mix of axial and vectorial. By placing

what is essentially a projection operator into the particle spinor, for massless states,

we end up with left handed fermions transforming as doublets and right handed

fermions transforming as singlets. For example for electrons:

ψ1 =

 e

νe


l

ψ2 = er (2.12)

We follow the same prescription for the Lagrangian as in previous theories wherein

the covariant derivative is defined now as:

Dµ ≡ ∂µ − igTW µ − ig′
Y

2
Bµ , (2.13)

Where g and g′ are coupling constants, Y is the U(1) charge, and Wµ and Bµ are

the SU(2) and U(1) gauge bosons respectively [6]. The Lagrangian of the theory is:

LG = Σiψ̄j(x)γµDµψj(x)− 1

4
W i
µνW

µν
i −

1

4
BµνB

µν , (2.14)

Where the last two terms may be re expressed as:

W ±
µ =

1√
2

(W 1
µ ∓ iW 2

µ)

Zµ = cos θWW
3
µ − sin θWBµ

Aµ = sin θWW
3
µ + cos θWBµ

(2.15)

where Aµ is the photon field, which is now incorporated into the theory. W ±
µ and

Zµ are the gauge bosons that are the mediators of the weak force. The angle cos θW

is the so called weak mixing angle which is related to the couplings of the theory by

tan θW = g′/g.

We are left with four mediators: the photon emerges identically to QED, a neutral

boson Z, and two charged bosons W ± mediate of the weak force. We have managed

to unite the weak and electromagnetic forces into one electroweak theory.
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2.4.1 The Higgs Mechanism

The problem with the bosons in section 2.4, is that these bosons are massless in the

equations, and adding a mass term by hand would break gauge invariance. For them

to act at very short distances and still have weak couplings, the mediators need mass.

In the standard model, he Higgs mechanism is responsible for adding mass to the

gauge fields while maintaining local gauge invariance [8]. To do this we break the

local gauge symmetry of the SU(2)L group.

If we consider a potential of the form:

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 . (2.16)

if µ2 < 0, it has two minima at :

±
√
−µ

2

2λ
≡ ± v√

2
. (2.17)

Choosing one of these minima breaks the SU(2)XU(1) symmetry and the field acquires

a vacuum expectation value (VEV).

〈0 |Φ | 0〉 6= 0 (2.18)

According to the Goldstone theorem fields such as 2.19 that have a VEV acquire

an extra massless Goldstone boson. We can then transform away this field and

essentially add them to the degrees of freedom of the Electroweak gauge particles. So

our massless vector fields that originally had two degrees of transverse polarization

acquire a mass, or a longitudinal polarization, from the degrees of freedom of the

Goldstone boson. This Goldstone boson effectively disappears from the theory. This

is the so-called Higgs mechanism, and when introduced into the standard model

Lagrangian, we obtain mass relations for the fermions through Yukawa couplings, the

massive gauge bosons (W ± , Z), and a new Higgs boson (H).
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2.5 Issues with the Standard Model

The standard model has had proved enormously successful, indeed it has been exper-

imentally verified repeatedly throughout the years. The experiment UA1 discovered

the massive vector bosons of the Electroweak theory [9, 10] described in section 2.4.

The TeVatron discovered the last predicted quark, the top quark (t). And both the

Large Hadron Collider and the TeVatron are quickly closing in on the Higgs boson’s

expected mass range. If the Higgs is discovered, the standard model will be validated

and completely observed by experiment.

Unfortunately, we know the standard model is not a complete description of nature

and is deficient in many ways.

Firstly, and most obviously, the standard model is incomplete in that it does not

attempt to describe gravity. It is assumed gravity is far too weak to couple with the

other three forces directly so we look at the standard model as an effective theory

describing low energies.

Then there are some unsettling questions about the theory itself. The reasoning

behind the three generational structure of the quarks and leptons is not explained.

The arbitrary free parameters of the theory such as charge, masses and couplings

need to be measured as well, and are not predicted by the theory. We have also

recently discovered that neutrinos oscillate between different flavors implying they

have a finite but very small mass [11], something the standard model does not predict

and must be patched to accommodate. We also have an observed matter-antimatter

asymmetry in the universe that is wholly unaccounted for. Recent Cosmic Microwave

Background observations indicate the universe’s expansion is accelerating, indicating

dark energy makes up a vast majority ≈ 73% of the energy density of the Universe

[12]; the standard model gives no indication of what this might be.

Through many observations of gravitational effects, we know the universe has an

abundance of Dark Matter, that is, matter that only interacts gravitationally through

its mass term or weakly through the weak force [13]. Dark matter clusters in galaxies

and accounts for about 23% of the mass-energy density of the Universe. The standard

model does not give a Dark Matter candidate.

Probably the most notable issue with the standard model is the fine-tuning prob-

lem wherein some of the parameters of the standard model need to be very precisely
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adjusted in order to agree with their measured values. Scalar fields like the Higgs

receive corrections to their masses through radiative corrections. That is to say, high

order loop corrections to the Higgs mass are required to be finite:

∆m2
H ∝

∫ Λ

f(k, external lines) d4k = finite. (2.19)

Where Λ goes all the way to a cutoff at the plank scale Λ 1019 GeV where gravity

becomes important. Normally fermions and gauge bosons are protected from diver-

gence by their intrinsic symmetries. The scalar Higgs however, is not. Therefore one

loop diagrams due to fermions like Figure 2.3 as well as similar effects due to bosons

contribute to the Higgs mass correction like:∫ Λ 1

k2 −M2
H

d4k (2.20)

which diverges.

H

f

Figure 2.3: One loop corrections to the Higgs Mass due to a Dirac fermion.

The total corrections to the Higgs mass would take the form

m2
phys = m2 + λ2Λ2 (2.21)

Where m2 is the bare mass, m2
phys is the observed mass, which we know to be on

the order of the VEV of the Higgs v ≈ 246 GeV. The value of λ must be close to unity

since we need perturbation to work. Λ2 contains very large corrections from every
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particle that couples to the Higgs. The large value of Λ2 must be almost exactly, but

not quite completely, canceled by the bare mass term m2 to give the expected result,

a cancelation of over 30 orders of magnitude. This is so unnatural and fine tuned, it

is called the hierarchy problem [14].

2.6 Supersymmetry

We saw in section 2.5 and equation 2.21 that the Higgs receives corrections from

couplings like the diagrams shown in Figure 2.3. Specifically, the one loop correction

from a fermion with a coupling in the Lagrangian like −λfHf̄f is:

∆m2
H = −

|λ2
f |

8π2
Λ2 + . . . (2.22)

with higher order contributions entering from other diagrams. A scalar loop, with

coupling −λs|H|2|s|2 would enter through a loop diagram such as that in Figure 2.4

with a correction :

H

S

Figure 2.4: One loop scalar corrections to the Higgs Mass.

∆m2
H =

|λs|
16π2

Λ2 + . . . (2.23)

The correction term is enticingly close to what we need to cancel out the large Λ

divergences in the expression for ∆m2
H due to the relative minus sign. This is true

for most of the higher order terms in the expression as well. If we were to have boson
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loops to systematically cancel out the divergences of the fermion loops term for term,

we would have a natural solution to the large divergences and thus the hierarchy

problem [15].

2.6.1 Supersymmetry Theory

The theory of Supersymmetry (SUSY) introduces an operator which relates fermions

and bosons [1, 14]. That is, there exists a transformation that turns bosons into

fermions and vice-versa:

Q |Boson〉 = |Fermion〉 Q† |Fermion〉 = |Boson〉 (2.24)

Both Q and Q† are fermionic operators that carry spin 1/2 so the symmetry

they represent is a space-time symmetry. As a matter of fact, the SUSY symmetry

generators represent the only other remaining symmetry of the Lorentz group.

The generators Q and Q† commute with the generators of the gauge transfor-

mations of the standard model implying they exist in the same representation of the

gauge group. That is to say, the superpartners must have the same quantum numbers

(charge, isospin, ...) as their standard model counterparts.

So for each chiral fermion, or fermions whose right and left handed components

transform differently, we now have a bosonic counterpart. For each of the gauge

bosons in the standard model we have a fermionic gaugino counterpart with spin

differing by 1/2 a unit. The standard model particles and their SUSY counterparts

must be in the same super-multiplet.

We prepend an ‘s’ in front of the super-partners partners of the standard model

fermions to denote they are scalars, we add an ‘-ino’ to the end of the super-partners

of the standard model bosons. A tilde (˜) is added to the symbol to denote the SUSY

counterpart. So for example, the super-partner of the left-handed electron is called

the selectron and denoted ẽL, although it is a spin-0 scalar and has no helicity.

We now need to organize our new particles into appropriate chiral or gauge super-

multiplets. The chiral super-multiplets are shown in Table 2.3 and the gauge super-

multiplets are shown in Table 2.4.
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Names Spin 1/2 Spin 0

squarks,
quarks

(× 3 families)

Q̂ (uL dL) (ũL d̃L)

Û u†R ũ∗R
D̂ d†R d̃∗Rsleptons,

leptons
(× 3 families)

L̂ (ν eL) (ν̃ ẽL)

Ê e†R ẽ∗R

Higgs,
higgsinos

Ĥu (H̃+
u H̃0

u) (H+
u H0

u)

Ĥd (H̃0
d H̃

−
d ) (H0

d H
−
d )

Table 2.3: Chiral supermultiplets of the MSSM.

Names Spin 1/2 Spin 1

EWK bosons
Ŵ W̃ ± W̃ 0 W ± W 0

B̂ B0 B̃0

Strong bosons ĝ g̃ g

Table 2.4: Gauge supermultiplets of the MSSM.

The chiral super-multiplets containing the sfermions of SUSY in Table 2.3 contain

separately the right and left handed components of the quarks and leptons. The

Higgs with spin-0 also must reside in a chiral super-multiplet, but because of a gauge

anomaly in quantum theory a single higgs would create, we must have two Higgs

super-multiplets that essentially serve to cancel this anomaly. We end up with four

higgs bosons and four higinos, a linear combination of H0
d and H0

u give us our standard

model scalar higgs.

The gauge super-multiplets contain the vector bosons of the standard model and

their super-partners. The SUSY fermions are called the gauginos and respect the

same SU(2)L×U(1) gauge symmetries of the standard model. The gluino g̃ is the

super-partner of the gluon and as expected, mediates the color gauge interactions of

the squarks. The super-partners of the electroweak sector are the winos (W̃ ± , W̃ )

and bino (B̃). If SUSY were unbroken, the neutral wino (W̃ ) and bino (B̃) would

mix to form the photino (γ̃) and zino (Z̃ 0) mass eigenstates whose mass would mirror

their standard model counterparts.
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2.6.2 Supersymmetry Breaking

We know we have yet to detect a SUSY particle in nature, so if SUSY exists it must

be a broken symmetry in its natural state [16]. The SUSY breaking is not achieved by

the SUSY term in the Lagrangian itself, such a thing would eliminate the cancelation

between scalar and fermion terms in Equations 2.23 and 2.22. We assume then the

breaking take place in a so called ‘soft’ term of the Lagrangian, Lsoft so that

L = LSUSY + Lsoft (2.25)

So mass splittings between the standard model particles and their SUSY coun-

terparts are wholly encapsulated in Lsoft and this term will determine exactly how

SUSY is broken.

An effect of the breaking of SUSY and the resultant mass splitting between the

particles and the sparticles, is that the particles listed in Tables 2.3 and 2.4 may not

ultimately be the mass eigenstates of the observed particles. There can be mixing be-

tween the electroweak gauginos and higgsinos, as well as within the squarks, sleptons

and Higgs scalars. These will be the observables we will search for in our detector.

For example, when the electroweak gauginos and higgsinos mix, the mass eigen-

states are linear combinations called charginos (χ̃± ) and neutralinos (χ̃0). There

are two charginos (χ̃± 1,2) and four neutralinos (χ̃0
1,2,3,4) ordered by increasing mass.

The composition and behavior of the mass eigenstates determined by their component

mixtures of the underlying particles [17].

The squarks and sleptons can mix in similar ways. Their right and left handed

versions can mix to give us the mass eigenstates we label with numbers (τ̃ 1, τ̃ 2).

Depending on the specific SUSY breaking theory, the mass eigenstates are split in

proportion to the standard model fermion mass, and one of the many new SUSY

parameters called tanβ:

tan β ≡ vu
vd

, (2.26)

Where vd = 〈H0
d〉 and vu = 〈H0

u〉 are the vacuum expectation values of the re-

spective Higgs fields. So, depending on the SUSY breaking scheme, for large fermion
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masses and large values of tanβ, we might expect the lower end of the SUSY particle

spectrum.

The model described above is the minimal supersymmetric extension of the stan-

dard model (MSSM). All told, it contains 105 new parameters, some of which are

constrained by experiment, but most of which need to be measured. It must be noted

that testing a theory with this many free parameters is nearly impossible, so some

creative benchmark must be used.

2.6.3 R-Parity and the LSP

The Lagrangian for the MSSM follows the same general format and reasoning of the

standard model, however it also allows for effects like the inclusion of terms that

violate lepton or baryon number. The combination of these terms may lead to proton

decay at tree level through the SUSY scalar partner of the down quark. This process

is tightly bound by experiments measuring the lifetime of the proton, and hence would

be problematic for the MSSM. The solution is to introduce a new symmetry called

R-parity [18], a conserved quantum number defined as:

R = (−1)3(B−L)+2s , (2.27)

here B and L are the baryon and lepton numbers and s is the spin of the particle.

As we can see, all standard model particles will then have Rp = +1 while all SUSY

particles will have Rp = −1.

The consequences of such a conserved number are vast. Firstly, when we produce

SUSY particles at colliders, we produce them in pairs. All SUSY particles will then

decay to a final state with at least one SUSY particle left in the decay. The lightest

SUSY particle (LSP) will be stable and not decay further into standard model par-

ticles. Indeed the LSP is a prime candidate for Dark Matter. It is a massive stable

particle that will only interact with standard model particles through gravity.

2.6.4 Production of Chargino and Neutralinos

We ultimately will search for a dilepton signal coming from the decay of χ̃±1 χ̃
0
2, so we

must study how these are produced in pp̄ collisions [19]. The production mechanism
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is common to all SUSY models with a broken symmetry leading to mass eigenstates

that are mixes of the gauge and chiral super-multiplets. There are many production

modes of different combinations of pairs of χ̃± and χ̃0. For example, χ̃±1 χ̃
±
1 would

be produced at comparable rates in pp̄ collisions. Production of χ̃±1 χ̃
0
2 pairs have

both s and t- channel modes, see Figure 2.5, although the two channels have slightly

destructive interference, the s-channel dominates production.

W±

q

q̄

χ̃0
2

χ̃±
1

q

q̄

χ̃0
2

χ̃±
1

q̃

Figure 2.5: Production of Chargino (χ̃±
1 ) and Neutralinos (χ̃0

2 ) pairs from pp̄ collisions
via the s-channel (left) and t-channel (right).

The production cross section is directly related to the mass of the pairs. A specific

choice of a specific model parameters will give a mass, and therefore a production

cross section.

2.6.5 Minimal Super Gravity

In order to study SUSY phenomenology, we must first choose the method of SUSY

breaking, that is, the Lsoft term in the Lagrangian and the mechanism by which it

breaks. In super gravity theories, the graviton and gravitino fields play this role [14].

As implied, the graviton is the assumed force transmitter of gravity, and the sponta-

neous supersymmetry-breaking occurs through gravitational strength interactions in

a so-called ‘hidden sector’ which does not directly couple to the super-multiplets of

the MSSM in the ‘visible sector’.

The minimal version of super gravity (mSUGRA) greatly constrain the number

of free parameters in the MSSM. The theory arbitrarily sets the gluino, wino and

bino mass terms equal; it also greatly simplifies other parameters in the soft SUSY

Lagrangian term.

After simplification, we are left with five parameters in mSUGRA:
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1. m0 a common scalar mass

2. m1/2 a common gaugino mass

3. A0 a common trilinear coupling value

4. tanβ the ratio of the vevs of the two Higgs doublets, see equation 2.26

5. signµ The sign of the Higgsino mass parameter.

The LSP in mSUGRA is the lightest neutralino (χ̃0
1 ), which, because of mSUGRA

mass relations and excluded parameter space, has a very high mass (≈ 100 GeV).

This leads to a large amount of energy carried away by the LSP.

The decay chain of the χ̃s to standard model particles we are interested in are as

follows. The second lightest neutralino decays to a lepton and a slepton (χ̃0
2 → l, l̃) ;

the slepton then decays to a lepton and the LSP (l̃ → l, χ̃0
1 ). There are also decays

through a Z boson if phase space allows. See Figure 2.6 for the diagrams of this

decay. The Chargino decays to a slepton and a neutrino (χ̃± → l̃± , νl); and again

the slepton decays as above. Again, decays may go through a W boson if phase space

allows. The diagrams can be seen in 2.7. It is also important to note decays may

occur through all fermions, and not just leptons, although we focus on leptonic decays

here.

This theory is very attractive to experimentalists [14], who can now get a handle

on excluding parameter space of the theory because of the reasonable number of

parameters. However, this is also one reason mSUGRA is disfavored - it has been

exhaustively tested and not found by experiment.

Due to its contrived nature, mSUGRA has fallen out of favor by theorists, it is now

mostly used as a sensitivity comparison between experiments. It is however, useful

to test gravity breaking models in general, free from the constraints of the choice of

mSUGRA.

2.6.6 Gauge Mediated Supersymmetry Breaking

In gauge mediates supersymmetry breaking (GMSB), the Lsoft term is broken not

through gravity, like mSUGRA, but through gauge interactions [14]. New super-

multiplets are introduced called messengers. These messenger fields couple the SUSY

particles to the source of the SUSY breaking at higher scales.
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χ̃0
2

l±

l̃∓

χ̃0
1

l∓

χ̃0
2

χ̃0
1

Z

Figure 2.6: Diagrams of neutralino decay, our preferred mode (left) decays to a lepton
and a slepton. Decays may go through a Z boson if phase space allows (left).

χ̃±
1

νl

l̃±

χ̃0
1

l±

χ̃±
1

W

χ̃0
1

Figure 2.7: Diagrams of chargino decay, our preferred mode (left) decays to a slepton
and a neutrino. Decays may go through a W boson if phase space allows (left).

The main effective difference between mSUGRA and GMSB is that GMSB predicts

a light gravitino, having keV order mass. Indeed it is the LSP that escapes the

detector. The next-Lightest Stable Particle (NLSP) is what classifies the types of

GMSB theories decays to its super-partner and the gravitino. For our purposes

detecting leptonic final states we choose the slepton as the NLSP, which will decay

like l̃→ lG. So, the decay chain will look very similar to Figure 2.7 and 2.6, but with

the final leg of SUSY branch decay going to a gravitino and not the χ̃0
1 .

2.6.7 Simplified Models

We have described two specific models with different SUSY breaking mechanisms in

sections 2.6.6 and 2.6.5. mSUGRA in particular has only 5 free parameters, and

one of those five is a sign. However, it still presents a problem to search for these

theories in all possible parameter spaces. Benchmarks points have been set up, to

span different interesting parameter spaces. This problem is compounded by the fact

that these models have already been excluded up to high masses, and may have fallen
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out of favor. Baring a discovery, the true utility of experimental results for theorists

is the ability to translate excluded mass regions into parameter space of new theories

to determine if they are excluded by experiment. In mSUGRA exclusion results, for

example in Figure 2.8, we have excluded a swath of parameter space for a given choice

of tanβ, A0 and (µ) parameters. To apply this to a new theory, one must translate

the mSUGRA simplified masses to MSSM masses based on the phenomenology of

mSUGRA.
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Figure 7: Expected and observed limit contours for the mSugra model tanβ =
3, A0 = 0, (µ) > 0 in M0 vs M1/2 space.

Figure 2.8: Excluded region of mSUGRA space m1/2 vs. m0 for a given choice of tanβ,
A0 and (µ) from CDF trilepton search [20].

We would like to construct simplified models of SUSY wherein we do not develop

a full model of SUSY, but rather an effective theory that can be easily translated to

describe kinematics of arbitrary models. We set the masses at the electroweak scale

instead of describing the theory at the higher scales and we set limits as a function

of these masses. We include the minimal suite of particles necessary to describe the

model and effectively decouple all other particles from the process, by setting their

masses > TeV range. It is also possible to tune the couplings of the particles, we do

this simply to mimic models that preferentially decay to taus because of a high tanβ

parameter.
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In terms of allowed decays channels of particles, specific models will determine per-

mitted modes. Fortunately different models’ SUSY breaking method will determine

allowed decay modes in broad categories. Additionally, we choose a search method

designed for a specific pattern of production and decay, specifically electroweak pro-

duction with lepton rich decays. Therefore, we can cover a large number of model

types with relatively few generic models. In this analysis we present two types of

generic models inspired by the descriptions above. The first is a simplified gravity

breaking model similar to mSUGRA type model from section 2.6.5. The second is

a simplified gauge model, which encompasses a broad suite of theories like GMSB

described in section 2.6.6.

In all these simplified models we use MadGraph/MadEvent V4.4.56 to build a

model with the following generic particles: χ̃0
2, χ̃

0
1, χ̃

±
1 , l̃, νl̃, d̃, ũ, g̃. The appropriate

couplings are also created and masses of the particles specified. MadGraph/MadEvent

then produces events with χ̃±1 , χ̃
0
2 pairs.

2.6.7.1 Simplified Gravity Model

The simplified gravity model is very similar to mSugra described in section 2.6.5. As

is described in section 2.6.7 we decouple particles from their model specific constraints

and allow their masses to run freely. Therefore we are no longer constrained by mass

relations emerging from theory, such as a common relation in mSUGRA: M(χ̃±1 ) ≈
2∗M(χ̃0

1). Decay channels however, are identical to mSUGRA, indeed they are generic

to gravity mediated breaking models. So, for example, if M(χ̃±1 ) +M(W ) > M(χ̃0
1),

the decay χ̃±1 +W → χ̃0
1 will occur.

The decay chain in the simplified gravity model is as follows. χ̃±1 then decays

to l̃± , νl and χ̃0
2 goes to l̃± l∓ . All the sleptons decay as normal l̃± → l± , χ̃0

1. We

can tune the branching ratio to slepton flavors. For each SUSY point, we choose

two branching ratios BR(χ̃0
2, χ̃

±
1 → τ̃ + X) = 1, 1/3 where 1 represents a branching

ratio exclusively to τ channels and 1/3 represents a decay to all lepton flavors demo-

cratically. We choose the masses of the χ̃±1 and χ̃0
2 to be equal. We also generally

make sure M(χ̃±1 ) + M(W ) > M(χ̃0
1) to avoid intermediate decays through W and

Z bosons that would severely deteriorate our acceptance due to subsequent decays to

qq̄. Decays through intermediate W, Z and Higgs bosons are avoided.

The chosen signal points will be in a grid for final exclusion contours. A particu-
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larly interesting region is the so-called squeezed region. This is a region testing the

sensitivity of phase space dilepton searches should dominate over trilepton searches.

Kinematically the third lepton is very soft due to the small mass splitting between

∆M(χ̃0
2, τ̃). This effect is what causes the gap region’ of trilepton exclusion plots, see

Figure 2.8. The dilepton search however, should have acceptance to the two higher

PT leptons, ignoring the third.

2.6.7.2 Simplified Gauge Model

The simplified gauge model is inspired by a suite of gauge mediated SUSY breaking

scenarios as described in 2.6.6. Generally, the LSP is the gravitino which is very

light: in the sub-keV range [21]. Kinematically, this will be very advantageous, as

less momentum will be lost through the LSP, boosting the other leptons in the event.

Gauge models come in many forms, but are generally defined by their NLSP, which

for our lepton rich final state is the slepton. Also, since charginos do not couple to

right handed sleptons in these models, all chargino decays are to taus, so BR(χ̃±1 →
τ̃1ντ ) = 1 always. The χ̃0

2 can decay to all lepton flavors. The final feature of this

model is that χ̃±1 or χ̃0
2 don’t decay through standard model bosons, so we relax the

requirement that M(χ̃±1 ) +M(W ) > M(χ̃0
1) or heavier bosons like the Z or Higgs.

Again, for each point we alter the couplings to adjust the branching ratio to taus,

but hold BR(χ̃±1 → τ̃1ντ ) = 1 as described above. We again cover a ‘squeezed region’

where ∆M(τ̃ , χ̃0
2) is small.
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Chapter 3

Experimental Setup

The large mass SUSY particles we wish to discover emerge from high energy collisions

of standard model particles. Fermi National Accelerator Laboratory’s Tevatron is

currently one of the highest energy particle colliders in existence; the circular collider

located in Batavia, Illinois has a 6.3 km circumference. It collides protons (p) and

antiprotons (p) at a center of mass energy of
√
s= 1.96 TeV. It has been in operation

producing collisions since 1985 and is scheduled for termination in September of 2011.

Collisions are produced at two points along the ring of the Tevatron; two particle

detectors cdf and DØ are built to encompass the two points of collisions. This thesis

uses data collected by the CDF detector: a cylindrical detector consisting of a silicon

tracker, a tracking chamber, solenoid magnet, calorimeters and muon systems.

This chapter describes Fermilab’s chain of accelerators, including the pre-accelerators,

antimatter production and storage leading up to injection and collision in the Teva-

tron. I then describe the CDF detector in detail including all the relevant sub-

detectors and how they work in concert to produce the story of a collision event. I

then describe the triggering system examining how its hardware is designed to make

quick decisions about which of the many events to record.

3.1 The Accelerator Chain

Fermilab’s accelerator chain refers to the system of interconnected accelerators used

in concert to produce particles suitable for collision at the experiments. Generally,
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the accelerator chain is multiple use - it provides beams of different energy and com-

position to several experiments at the lab. Its main purpose however is to produce

high energy p p collisions, which is the process we will describe here. Particles start

in an electrostatic accelerator before entering a linear accelerator that feeds a circu-

lar booster increasing the energy of the particles at each step. Further acceleration

occurs in the much larger Main Injector where some protons are then used to pro-

duce antiprotons which are then stored. When a store of suitable p and p̄ particles

are ready, they are injected into the Tevatron, accelerated, and forced to collide. A

schematic of the accelerator chain is given in Figure 3.1.

Figure 3.1: Fermilab’s acceleratior chain.
(Image courtesy of Fermilab Visual Media Services)

3.1.1 Pre-Acceleration: The Linac, Booster and Main Injector

The pre-accelerator chain consists of a series of machines that accelerate what will

become protons to velocities close to β ≡ v
c
→ 1 [22].

Particles start as hydrogen gas that is ionized to make H−. This is done in a

Cockcroft-Walton accelerator, which consists of an electrically isolated dome floating

at V = −750 kV , in the center of a room whose walls are grounded. The ions are

allowed to pass from the dome to the walls through a tube into the Linac.
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The Linac accelerates the ions to 400 MeV in two sections. Radio Frequency (RF)

signals at 201 MHz are fed into accelerating cavities at 15 Hz. Initially, the Linac

uses power amplifier tubes and then uses more current Klystron technology in the

latter section of the Linac. The ions are then introduced into the booster.

The next accelerating structure is the booster, a 471 m circumference synchrotron.

Upon entering the structure, ions are sent through a foil stripping off the electrons.

The remaining protons are accelerated to 8 GeV in successive turns and sent through

a transfer line to the Main Injector.

The Main Injector (MI) is a vital part of the accelerator chain which acts as a

switchyard for protons. Its main function is to accelerate particles to higher energies

and store both protons and antiprotons. The MI is housed in a 6 km circular tunnel

tangential to the Tevatron into which it injects accumulated stores of protons and

antiprotons. When used to introduce protons and antiprotons to the Tevatron it

accelerates them to 150 GeV. It also provides protons to be used for the production of

the antiprotons in which case it operates at 120 GeV directing its proton beam to the

antiproton source and then later receiving stores of antiprotons from the accumulator.

At the start of a store, or shot of particles used to load the Tevatron, the MI

accepts protons from the booster, accelerates them, and injects them at 150 GeV into

the Tevatron. It then accepts antiprotons from the accumulator at 8 GeV, which

circulate in the opposite sense in the MI, accelerates them, and injects them into the

Tevatron. In this way it acts as the main interface between the all the pre-accelerators

and the Tevatron.

3.1.2 Antiproton Production and Storage

Antiproton production rate is the limiting factor in the ultimate luminosity of the

Tevatron. The antiproton source is a synchrotron accepting 120 GeV protons from

the MI which hit a target station made of nickel alloy. These collisions produce a

spray of many types of particles; antiprotons are selected through their appropriate

charge and momentum after being bent by a magnet. The result is a stream of 8

GeV antiprotons that are introduced into the debuncher - a synchrotron in the same

tunnel as the target. The debuncher cools the antiproton bunches coming off the

target, reducing their momentum spread.

The cooled antiprotons are stored in the Accumulator, housed in the same tunnel
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as the debuncher. Additional cooling takes place until the antiprotons can be sent to

the recycler for longer term (≈ 10 hour) storage.

The Recycler is housed in the same tunnel as the MI, it uses permanent magnets

to store higher intensities of 8 GeV antiprotons than is possible in the Accumulator.

As the intensity of antiprotons increases, additional cooling is needed to decrease

emittance and avoid excessive antiproton losses. Electron cooling introduces a very

low emittance electron beam collinear to the antiproton beam; momentum transfer

between the two particle types cools the antiprotons. This is a newly implemented

upgrade that has recently led to a dramatic jump in Tevatron instantaneous luminos-

ity.

3.1.3 The Tevatron

The main accelerator at Fermilab, the Tevatron has a circumference of 2 π km.

The large radius is needed due to bending dipole magnet limitations as well as syn-

chrotron radiation losses from the co-circulating beams of protons and antiprotons.

The magnets are cryogenically cooled niobium/titanium alloy superconductors kept

at a temperature of 4.6 K by liquid helium. The ring consists of 774 dipole mag-

nets, used to bend the beam around the tunnel, and 240 quadrupole magnets used

to focus the beam. As noted above in Section 3.1.1 the Tevatron is fed 150 GeV

beams from the MI. During a ramping process, the beams are accelerated to 980

GeV, where they remain for several hours during collisions until component failure

or loss of useful luminosity. The particle structure inside the accelerator is 3 trains

of 36 particle bunches separated by 396 ns with about 3.0× 1011 protons/bunch and

7.0× 1010 antiprotons/bunch. The crossing rate at each detector is about 1.7 MHz.

The protons and antiprotons circulate in the same structure in opposing directions

traveling in helictical paths, electrostatic separators ensure the beams do not interfere

as they cross. At two points along the beam, the center of the CDF and DØ detec-

tors, magnets focus and tighten the helictical structure to a point, initiating particle

collisions.

3.1.3.1 Luminosity and Cross Section

Instantaneous luminosity is a quantity of the colliding beams that, when multiplied

by a cross section, characterizes the rate (R) of collisions per second (R = σL) [23].
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It is given by the expression:

L =
fbcNbNpNp̄

2π(σ2
p + σ2

p̄)
F

(
σl
β∗

)
, (3.1)

where fbc is the revolution frequency Nb is the number of bunches in either beam,

Np and Np̄ are the number of particles in each bunch. The σp terms are a measure of

the width of the bunches and the F
(
σl
β∗

)
term is a percentage based on beam focusing

at the interaction point. Currently the maximum luminosity achieved is 414.0 µb/s

See Table 3.1 for the parameters of the Tevatron in the Run II configuration.

Parameter Run II

Energy (GeV) 980

Number of bunches (Nb) 36

Revolution frequency [MHz] (fbc) 1.7

Bunch rms [m] σl 0.37

Bunch spacing [ns] 396

Protons/bunch (Np) 2.7× 1011

Antiprotons/bunch (Np̄) 3.0× 1010

Antiproton Production Rate (p̄/hr) 2.0× 1011

Total antiprotons 1.1× 1012

β∗ [cm] 35

Table 3.1: Tevatron parameters for Run II .

The instantaneous luminosity of the Tevatron has been upgraded through the

years leading to an exponential rise in instantaneous luminosity. Integrated over time

we get integrated luminosity, L =
∫
L dt, see Figure 3.2. As of this writing the

Tevatron has delivered 11.5 fb−1 of data to the experiments, on track to deliver over

12.0 fb−1 by the time the Tevatron program is terminated at 2:00 pm September 30th,

2011.
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Figure 3.2: Tevatron Collider Run II Integrated Luminosity.

3.2 The CDF II Detector

The CDF Run II detector is a cylindrical multi-purpose particle detector designed

to study p p collisions at the Tevatron [24]. It is actually a combination of many

sub-detectors working in concert, with the purpose of reconstructing particles on an

event-by-event basis. Although there are many sub-detectors, they can generally be

categorized by their function and location relative to the beam. The inner most de-

tector is a silicon strip detector with micron level position resolution. A large gas

filled tracking chamber surrounds the silicon and provides additional charged particle

tracking resolution. These two tracking systems sit emerged in a superconducting

solenoid magnet that bends the tracks of the charged particles inside, allowing mo-

mentum and charge determination for tracks. Outside of these systems a calorimeter

measures the energy of incident particles. The outermost layer consists of drift cham-

bers that tag muons escaping the inner detector. A schematic of the CDF Run II

detector can be seen in Figure 3.3.

CDF uses a cylindrical coordinate system wherein the positive z-axis lies along

the direction of the incident proton beam, φ is the azimuthal angle and θ is the polar
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Figure 3.3: CDF Run II Detector Overview.

angle. We commonly use pseudorapidity as opposed to θ where:

η = − ln

[
tan

(
θ

2

)]
, (3.2)

is the definition of pseudorapidity.

In what follows, I will describe each of the relevant detectors of the CDF Run II

detector as well as the triggering system tasked with recording interesting events in

real time.

3.2.1 The Tracking System: Silicon and the COT

The tracking system measures charged particle tracks with great accuracy, at its

center it consists of a series of delicate silicon strip detectors, these lie inside a large

gas-filled tracking chamber.

The silicon system consists of three micro strip detectors [25]. The first, called

Layer 00 (L00), is placed as close to the interaction point as possible to reduce pre-

measurement material interactions. L00 is a single sided detector glued directly to

the outside of the Beryllium beam pipe at a radius of r = 1.5 cm. It provides a

measurement in r and φ of a charged track. Outside of L00 is a larger detector called
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the Silicon Vertex Detector (SVXII), it has five layers of double-sided strip sensors and

spans 2.5 cm < r < 10.6 cm. There is a slight angle between the p and the n doped

strips, enabling stereo (z) resolution. The SVX II is the only detector used to trigger

on events with displaced vertices. The ISL is the largest of the silicon detectors, it

consists of three double-sided layers, two of which provide forward coverage (high η).

The ISL extends to r = 29 cm and serves to connect the silicon tracks to the tracking

chamber.

Immediately outside the ISL, the Central Outer Tracker (COT) begins [26]; it is

a Argon-Ethane filled cylindrical chamber spanning 40 cm < r < 137 cm radially, ±
3.1 m in z and extends to |η| = 1.0 . As a charged particle passes through the COT,

gas is ionized and ions are directed by an electric field to sense wires.

The wires in the COT are arranged in 8 super-layers (SL) as can be seen in Figure

3.4. The odd SLs are alternately tilted at ± 2◦ relative to Z providing the ability to

measure the Z position of tracks. Each SL is segmented in φ into cells, or groupings of

alternating potential and sense wires. Potential wires set up an electric field together

with other structural components in the cell.

As a particle passes through the COT, the argon-ethane gas is ionized and the

ions drift at 50 µm/ns along the electric field to the sense wires. Because the COT

is immersed in a solenoid magnet, the ions drift at a Lorentz angle of 35◦ relative

to the radial, and the super-cells are tilted to accommodate. The position resolution

of the COT is 140 µm, corresponding to a momentum resolution of σ(PT )/P 2
T =

0.15%/GeV/c [26].

3.2.2 The Calorimeters

The calorimeter system sits just outside the solenoid and is responsible for destruc-

tively measuring the energy of incident particles such as electrons, photons, and

hadronic jets [27]. As the particles collide with the material in the calorimeters, a

shower of particles develop. These particles are sampled by embedded scintillators

whose signals are read by PMT’s.

The calorimeter system is arranged in wedges or segments in η×φ space extending

all 2π of φ and |η| < 1.1. A wedge in the central system is 15◦ in φ and 0.11 units

of η, The plug calorimeters extend further in 1.1 < |η| < 3.6 and operate similarly

to the central calorimeters, but are not used to explicitly reconstruct objects in this
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Figure 3.4: Wire planes on a COT endplate.

analysis.

Each tower has three main components: an electromagnetic calorimeter (CEM),

a shower maximum (CES) detector, and a hadronic calorimeter (CHA). Electromag-

netic objects such as electrons and photons are normally absorbed in this first CEM

stage. The CEM has alternating layers of scintillator and lead, spanning 18 radiation

lengths (X0). The CHA contains alternating layers of steel and scintillator and is 4.7

interaction lengths deep. Light absorbed by the scintillating layers is combined in a

wedge and directed in wavelength-shifting fibers to photomultiplier tubes. Calibra-

tion test beam measurements of the calorimeters upon construction correlate sampled

light to particle energy. Energy resolution for electrons and photons in the CEM is
σ(ET)
ET

= 13.5%√
ET
⊕ 1.5%. Pions were used to calibrate the CHA, whose energy resolution

is σ(ET)
ET

= 50%√
ET
⊕ 3%.
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The shower maximum detector (CES) is embedded inside the CEM at a radiation

length of 5.9 X0, precisely where we expect the maximum deposition of energy from

a shower of particles resulting from a 15 GeV electron. Wires and strips arranged

orthogonally to each other provide a crude 2-D reconstruction of position and extent

of the shower.

3.2.3 The Muon System

Charged particles emerging from the calorimeter system are most likely muons. Drift

chamber detectors and scintillators are positioned as the outer most layer of the CDF

detector to tag muon candidates. The muon detectors used in this analysis are the

Central Muon Detector (CMU) the Central Muon Upgrade Detector (CMP) and the

Central Muon Extension Detector (CMX).

The CMU consists of four layers of staggered single wire drift chambers with a

readout. They are embedded just on top of the central calorimeter wedges and have

a coverage of |η| < 0.6. The φ position can be calculated from the drift time, and z

position can be found through charge division between readout on respective ends of

the chambers.

The CMP is arranged in rectangular geometry around the whole detector, it pro-

vides confirmation of CMU tracks as well as background rejection. This system is

again a series of drift tubes four deep, resembling the CMU.

The final muon system is the CMX which provides extended coverage from 0.6 <

|η| < 1.0, it is shaped in large conical arches on either side of the detector. Because

of physical constraints, it is not instrumented in several φ regions. Complete muon

geometrical coverage can be found in Figure 3.5.

3.2.4 Luminosity Measurement

The luminosity of CDF is measured by gas Čerenkov counters called the CLC[28–30].

They are designed to measure luminosity using inelastic collisions, so they are posi-

tioned at large η, 3.7 < |η| < 4.7. There are two detector assemblies placed on each

side of the beam; each assembly contains 3 concentric rings of 16 counters each. Each

counter is a long Mylar cone that directs light to PMT’s at the end of the counters.
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Figure 3.5: CDF Muon system coverage in φ vs η.

Luminosity is calculated with the relation:

L =
µ · fbc
σin

, (3.3)

where µ is the average number of primary interactions, fbc is the 1.7 MHz bunch cross-

ing frequency of the Tevatron, and σin is the inelastic cross section. The value of σin

was extrapolated from lower energy CDF Run I measurements, and then standardized

with DØ, leading to a small offline correction factor of 1.019.

The CLC measures empty crossings, that is, a bunch crossing with no interactions.

An interaction is defined as a bunch crossing with hits in both sides of the CLC

detector above a certain threshold. The probability of having no hits in either side

of the CLC can be calculated and corrected for threshold and acceptance effects.

The total systematic error on the luminosity is 5.8% combining an uncertainty on

measurement of 4.2% and on the inelastic cross section of 4%.
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3.2.5 Triggering and DAQ

The CDF triggering system is a vital part of the physics program. While the bunch

crossing rate of 2.53 MHz it is only feasible to record events at about 150 Hz. The or-

der of magnitude between these two numbers necessitates the prioritization of physics

events as well as a filtering system that can trigger on the pre-defined desired event

types. Each of the trigger levels must be efficient enough that the output accept rate

is lower than the next level’s input capacity, or dead-time results [31].

To realize this, CDF has constructed an intricate dead-timeless three-leveled trig-

gering system, see Figure 3.6. Level one is a hardware-based system that takes crude

information from detector components at the crossing rate, stores the information in

a pipeline, and accepts events at 25 KHz. Level two is mostly hardware based, and

buffers events four deep, accepting them at 800 Hz. Level three is a massively parallel

computing farm that writes events to tape at 300 Hz. The whole system is synchro-

nized to the master clock of the Tevatron and controlled by the Trigger Supervisor

Interface (TS).

Below I describe the abbreviated quanta of information sent to each trigger level

for accept or reject decisions, following the block diagram of Figure 3.7.

3.2.5.1 Level 1

The Level 1 trigger accepts or rejects at the rate of bunch crossings. It contains a 42

clock cycle FIFO pipeline allowing it to provide trigger decisions with about 5.5 µs

latency at a rate typically around 25 KHz, and in this time, the input signals must

be digitalized, pushed along the pipeline, have trigger primitive objects formed and

sent to the counting room to form trigger objects. The trigger objects are checked

against a trigger table, and a decision is sent to the TS.

The Global Level 1 decision is based on three L1 trigger systems: a calorimeter

object (L1 CAL), a Muon object (L1 MUON) and a track object (L1 TRACK).

The L1 TRACK system is special in that it must be used by the other L1 systems

for pointing. It detects tracks in the COT by assembling hits on the Axial and Stereo

layers into tracks. The eXtremely Fast Tracker (XFT) finds tracks over a certain

pT threshold according to a lookup table of pre-determined patterns or ‘roads’. The

list of tracks is then sent to the XTRP which extrapolates the tracks and distributes
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Figure 3.6: The Schematic of the three levels of the CDF dead-timeless trigger.

derivative information to all other L1 systems as well as the SVT for Level 2 decisions.

The L1 CAL calorimeter system is designed to detect both objects (photons,

electrons, jets) and event level quantities ( /ET ). For speed, calorimeter towers are

grouped into objects larger than their physical size - the trigger uses a 24× 24 grid
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Figure 3.7: Block Diagram of the CDF L1 and L2 trigger system. L3 follows after an

L2 Accept from Global Level 2.

of detectors in the φ× η space.

The L1 MUON system uses muon primitives from all the muon systems, as well

as tracks from XTRP to confirm or reject muon hit candidates. There are also

scintillators embedded near the muon systems that are used to confirm or deny hits.
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These objects are then sent to Global Level 1, which checks against a trigger table

and accepts or rejects the event, sending the decision to the TS. See Figure 3.7 for

the schematic.

3.2.5.2 Level 2

The Level 2 trigger is an asynchronous system with a 4 event buffer the reduces

the event rate to about 300 Hz. The TS keeps track of empty buffers and sends an

L1 accept command to fill the buffer with event information. If no buffer is free,

CDF is dead. The whole process takes about 40 µs. The Level 2 system uses all the

information L1 uses with additional information from the Silicon (SVX), the CES

(XCES) and the Calorimeters (L2 CAL).

The L2 CAL enhances the information found at L1 by forming clusters of calorime-

ter towers corresponding to a characteristic particle energy deposit. Although cluster

finding algorithms vary, generally there is a ‘seed’ tower with a certain required energy

and neighboring ‘shoulder’ towers that combine to make a cluster.

The XCES system uses information from the CES and can provide much better

position resolution than the calorimeter towers. It combines energy clusters of a

certain threshold from adjacent CES wires, associates them with a track and generates

the deliverable for GLOBAL L2.

The Silicon Vertex Trigger (SVT) is a vital component of the triggering system

and comes into play at L2. It uses tracks from the XTRP as well as from SVXII. The

SVXII system assembles silicon hits from at least four silicon layers and one XTRP

track. If the pattern of hits and XTRP tracks matches a predetermined, characteristic

‘road’, the actual hits are retrieved from silicon buffers and calculated more precisely.

The impact parameter resolution is 35 µm, enabling triggering on displaced vertices

at L2.

If all conditions are met for a certain trigger in the L2 Trigger Table, the Global

L2 issues an L2 accept to the TS. This happens at about 300 Hz.

3.2.5.3 Level 3

Upon L2 Accept, full event data are read out from every sub-detector to be sent to

the L3 farm. Like L1, if the L2 Accept rate is too large, CDF experiences dead-time.
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The Event Builder (EB) is in charge of assembling event information from every

component, as well as metadata from triggering. It then sends the events to the L3

farm, consisting of a few hundred computing nodes. Each node has several seconds

then to do full event reconstruction and can therefore take advantage of full detector

information. If an event matches a L3 trigger Table requirement, it is sent to a data

logger to eventually be written to tape for offline analysis.

The trigger table consists of many L3 trigger paths which in turn, consist of a

combination of primitives from L1 and L2. One event may satisfy many trigger

paths.

At high instantaneous luminosities the effective cross section, or accept rate, of

the triggers increases because of the combinatorics of noise, so the trigger must be

continuously tuned to avoid excessive L1 and L2 accepts. This necessitates pre-

scaling, or auto-rejecting certain common trigger elements to avoid high dead-time.

High luminosity also requires adjusting the trigger table to reflect the priority of the

physics program.
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Chapter 4

From Data to Physics

After data are recorded to tape, we reconstruct and identify the physics events that

took place in the collisions. The interpretation of physics from raw data to useful

information is a complicated multistep process. As stated in Chapter 1, we are

interested in reconstructing dilepton events with one electron or muon and at least

one hadronic tau decay.

We start with the data gathered on the specific trigger path that will give us our

final desired signature. The so-called ‘lepton+track’ series of triggers at CDF is such

a trigger. It is a dilepton trigger with two legs, one leg requiring and electron or

muon, the ‘lepton’, and the other leg requiring a track object that will be the genesis

for the tau. We describe the L1, L2 and L3 requirements for this trigger, then the

process of calculating the efficiency of the trigger to fire on real lepton + tau events.

After we have triggered objects, we need to reconstruct and identify real physics

objects: electrons, muons, taus, and hadronic jets. This necessitates constructing a

long series of cuts in each detector that distills each object based on the detector

response to their intrinsic properties. We also measure the efficiency and misidenti-

fication rate of our detector to real objects. Finally we construct event level objects

such as vertices and /ET .
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4.1 Data and Monte Carlo Used

The data used was taken by the CDF detector from 4 Feb, 2002 until 25 Feb, 2010

representing L = 6760 pb−1 of raw data. We then filter out the runs of data where

the used detectors were not validated as fully operational; to do this we apply a good

run list (version 33). This list includes all electron/muon detectors and ignores the

requirement for silicon functionality. The list of runs and segments is used to calculate

the luminosity when associated with a certain trigger path.

We simulate common standard model processes using Monte Carlo events to later

use in understanding the complete composition of our data. We generate events

through a multi-step process. Firstly, we use PYTHIA [32] to generate random p p

collisions of certain standard model processes. PYTHIA uses leading order matrix

calculations for hard scattering events and parton showering for radiation effects.

‘Truth’ information refers to the actual generated object before detector simulation.

For signal events, we generate our own models with MADGRAPH/MADEVENT[33],

the events are decayed by BRIDGE [34] and then fed to detector simulation like

the background events. The software package GEANT3 [35] is used to simulate the

interaction of the particles with the complete detector simulation, this give us detector

level hit information. We then process these events with the exact same methods and

algorithms we use to process real data. We also take into account run dependent beam

conditions, like luminosity profile and beam offset. All the samples were generated

using a consistent parton distribution function, CTEQ5L [36].

4.2 Trigger Paths

This analysis used the ‘lepton + track’ triggers where the lepton can be a CEM, CMX

or CMUP lepton, and the track will become a tau lepton in the analysis. The abbre-

viated name of the lepton is associated with the detector in which it was detected.

Electrons that lose all energy in the electromagnetic calorimeter are Central Electro-

magnetic objects (CEM); muons are either detected in the overlapping CMU/CMP

detectors (CMUP) or in the CMX. We measure the efficiency of these triggers relative

to the specific tau we will ultimately use in the analysis. As described below, there

are several trigger effects that need to be taken into account.

These triggers have undergone many changes over the years to increase their purity
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and reduce their effective cross section in the trigger system. At some instantaneous

luminosity a certain trigger may have an unacceptably high cross section in the trig-

ger system, so events must be thrown out. When we throw out a certain fraction of

events, it is called a prescale. When the prescale fraction adjusts during a Tevatron

store relative to the instantaneous luminosity, it is called a dynamic prescale. When

a trigger path is turned on after the instantaneous luminosity falls below a predeter-

mined threshold, it is called a luminosity enabled trigger. All these effects must be

taken into account when determining the luminosity of a certain trigger since we have

all three of these effects in out lepton + track triggers. This is done through scripts

that determine the trigger prescale at the smallest quanta it can change, called a

run-section. The instantaneous luminosity is multiplied by the prescale on a per run-

section basis and then integrated over all run sections to determine total luminosity.

The trigger path history is very complex for each of the types of triggers, but they

can be broken down to more manageable version ranges called Categories containing

substantive differences in trigger efficiency. They are listed below in Table 4.1 grouped

by similar tau side trigger version types. The triggers are simply named by their most

basic composition so, for example TAU CMUP8 TRACK5 ISO DPS corresponds to a

pT = 8 GeV/c CMUP muon and a pT = 5 GeV/c track isolated from other tracks and

the DPS signifies that it is dynamically prescaled. We avoid simultaneous overlapping

triggers in any one run. Since we use common trigger efficiencies for the lepton side

of the trigger, we denote trigger changes by substantive changes to the tau side.

When calculated and multiplied by a correction factor of 1.019 as described in

Section 3.2.4, we have an integrated luminosity of L = 6031 pb for Electron plus

track; L = 5709 pb for the CMX plus track; and L = 6029 pb for the CMUP plus

track. The CMX trigger was more heavily prescaled due to its intrinsically high

rates. These are the luminosities for the analysis. The electron luminosity is the

quoted number for the analysis, a correction factor is applied to muon Monte Carlo

to account for the prescale.

Several changes to the triggers have taken place over the years, and we will describe

them here. Generally, the trigger requires a track at Level 2 of a certain quality and

at Level 3 imposes an isolation cone around the track. Additional trigger object

requirements are added to reduce the rate.
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Trigger Path Family Trigger Paths involved Category

Electron plus track TAU ELECTRON8 TRACK5 ISO v 4 to 7 I

TAU ELECTRON8 TRACK5 ISO v 8 to 10 II

TAU ELECTRON8 TRACK5 ISO v 12 to 14 III

CMUP plus track TAU CMUP8 TRACK5 ISO, v 2 to 7 I

TAU CMUP8 TRACK5 ISO, v 8 II

TAU CMUP8 TRACK5 ISO, v 9 III

TAU CMUP8 TRACK5 ISO, v 10 to 12 IV

CMX plus track TAU CMX8 TRACK5 ISO, v1 to 6 I

TAU CMX8 TRACK5 ISO, v7 II

TAU CMX8 TRACK5 ISO, v8 III

TAU CMX8 TRACK5 ISO LUMI 200 III

TAU CMX8 TRACK5 ISO LUMI 250 III

TAU CMX8 TRACK5 ISO DPS IV

Table 4.1: “Lepton plus track” trigger paths used in this analysis, grouped
by common trigger features or categories.

4.2.0.4 Level 2 Trigger Requirements

A XFT track with Pt > 5 GeV/c is required for all CEM triggers (category ≥ I) and

later, categories of CMUP and CMX triggers (category ≥ II). There was no track

requirement for muons at level 2 for category I triggers.

Starting with category II CEM triggers, the XFT track must match a cluster in

the calorimeter that satisfies the requirements in Table 4.2. With the trigger system

upgrade completed in 2009, more advanced clustering was available to the trigger

system and the cluster requirement was changed (III).

As for the muon triggers, the trigger was upgraded to enable stereo confirmation

of the track corresponding to category IV triggers above. This 3DMatch ability was

added afterwards, it enables the triggering system at L2 to point to different sides of

the detector, its addition increases signal purity, but has no effect on efficiency. The

electron channel needed no upgrade.
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L2 cluster requirements (II) L2 cluster requirements (≥ III)

ET > 4 GeV ET > 5 GeV

Number of towers ≤ 5 No requirement on NTowers

Table 4.2: L2 cluster cuts.

Category I Categories ≥ II

Track Pt > 5 GeV/c > 5 GeV/c

Track |η| < 1.5 < 1.5

L3 isolation annulus 0.175 < ∆R < 0.524 10◦ < Angle < 30◦

isolation track cuts
|∆Z| < 15 cm |∆Z| < 5 cm

pT > 1.5 GeV pT > 1.5 GeV

Table 4.3: L3 Isolation annulus definition, and cuts for isolation tracks

4.2.0.5 Level 3 Trigger Requirements

The first change to the triggers was in the isolation cone requirement. We require

that no tracks be within a |∆Z| of a certain distance as well as a certain isolation

cone. About halfway through data taking the isolation cone definition was changed

and the |∆Z| was tightened. See Table 4.3 for the definition.

4.2.1 Trigger Efficiency Measurement

We measure the effect of every requirement of the lepton + track triggers that might

lead to inefficiency. Here we refer to tight tau objects, which we will define explicitly

later in this chapter. Hadronic jet data samples are used for the measurement since

they have no track requirements. The jet sample however, is dominated by fake taus

introducing a bias due to track multiplicity differences in the isolation study of Level

3. The electron side cluster requirement would also be biased if measured in the jet

samples.

For most studies, we select tight taus in good runs from the jet sample, which

includes implementing Level 3 isolation replication. We then use this sample to

measure quantities against the trigger requirements in the lepton + track triggers.
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Additional studies must be done to take into account other effects. To get the

absolute normalization of level 3 efficiencies we select non-isolated Z → e e, Z → µ µ

events by selecting standard leptons and making a cut on the Z mass window. We

then make tau-like isolation cones around these leptons and measure the effect of

isolation by checking if they would pass the isolation requirements in the trigger.

4.2.2 Level 2 Efficiency Measurements

The three requirements on level 2 that are applied to different versions of the trigger

are the requirement of the existence of an XFT track; the requirement that track be

SLAM confirmed; and the cluster matching requirement.

The primary cause of track finding inefficiency in the XFT is due to spacers

located in the Z = 0 plane at the location of the superlayers. It has been noticed

that when a track crosses this plane at the radius of these superlayers, efficiency

degrades significantly. We parameterize tracks by the radius at which they cross the

plane (RZ0). Tracks that do not cross the central plane of the COT have increasing

efficiency with longer distances traveled in the COT. We therefore parameterize the

track finding efficiency by a constant plateau with gaussian dips at the radii of the

superlayers. For normal axial tracks, the stereo layers are not used in XFT track

finding, so we get four dips (N=4). Requiring SLAM confirmation uses the additional

stereo layers, and we need 7 dips (N=7) for total parameterization:

ε(x) = εplateau −
N∑
i=1

Aie
−(x−CiSi

)
2

2 . (4.1)

Where Ai, Ci, Si are constants to be fit, see Table 4.4 for these fits to Figure 4.1.

Note that even though the difference between category III and II triggers happens

because of a level 3 trigger change, we remeasure the L2 effects for this body of data.

They are essentially unchanged.

If a track does not cross Z=0, we parameterize by the length in r and z of the

track in the COT, Lrz. The efficiency is fit to a turn-on curve as follows:

ε(x) =
εplateau

1 + e
C−x
S

(4.2)
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As an additional complication, the XFT system had the option to use 3 superlayer

tracks before August 2006, and only used 4 layer tracks afterwards, decreasing the

efficiency. We parameterize this 4 Layer track period as follows:

ε(x) = εplateau − Ae−
(x−CS )

2

2 . (4.3)

The path length dependence largely goes away after the removal of 3 layer tracks,

see Figure 4.3 and Table 4.5. For the period that requires stereo information (category

IV triggers) the efficiency is 3% lower and not shown here.
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Figure 4.1: XFT track finding efficiency for tracks that cross the Z = 0 plane
for two periods corresponding to category I and II triggers. We parameterized
this efficiency as a function of the radius at which the tracks cross that plane,
RZ0.

As for the clustering requirement, we have not found a way to measure the effi-

ciency of the L2 cluster matching with data. Instead, we measure the L2 clustering

efficiency from Monte Carlo and try to take the behavior of data versus MC into

account. We derive a L2 cluster scale factor correction between data and MC that we

ultimately apply to the efficiency measured from the truth information in Z → τ τ

Monte Carlo. To derive this scale factor, we look at the cluster matching efficiency

in Jets with ET > 20 GeV data as well as with QCD MC. The same method is used

as above, wherein we select tight taus and look at the efficiency of having a triggered

L2 cluster. We then derive a Data/MC scale factor parameterized by the number of

towers in the tau cluster. This scale factor corrects for differences between data and

MC efficiencies. We then apply this scale factor to the efficiencies found for cluster
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Figure 4.2: XFT track finding efficiency for tracks that cross the Z = 0
plane wit SLAM confirmation (category IV triggers). We parameterized this
efficiency as a function of the radius at which the tracks cross that plane,
RZ0.
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Figure 4.3: XFT track finding efficiency for tracks that do not cross the
Z = 0 plane. We parameterized this efficiency as a function of the length of
the track path in the r − z plane. We measure for several different periods,
here we show early data 3 layer tracks (left) as well as newer data from 4 layer
tracks in the COT (right).
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parameter I III IV

εplateau 0.9548 0.9539 0.9445

A1 0.2646 0.2563 0.086

C1 58.92 58.91 58.38

S1 2.3810 2.3504 2.5063

A2 0.3468 0.3320 0.1643

C2 82.17 82.23 82.08

S2 2.6352 2.624 2.413

A3 0.4823 0.4604 0.4060

C3 105.8 105.8 105.5

S3 2.796 2.812 2.527

A4 0.4457 0.3854 0.3483

C4 131.0 130.8 129.4

S4 3.489 3.695 2.464

A5 - - 70.11

C5 - - 2.579

S5 - - 0.1882

A6 - - 93.64

C6 - - 2.771

S6 - - 0.2933

A7 - - 117.3

C7 - - 2.980

S7 - - 0.4348

Table 4.4: Fitted parameters for the L2 trigger efficiency as a function of
RZ0 (see Sub-Section 4.2.2) for tracks that cross Z=0.

matching in Z → τ τ where the tau is found with truth information. Scaled efficiency

is capped at unity. This series of steps is shown in Figure 4.4. We see that efficiency

is essentially 100% except for the 6 tower bin.

The same study was performed for the upgraded clustering found in category III

triggers, but the clustering was found to be perfectly efficient after applying this

procedure.
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Figure 4.4: We compare the efficiency in Jet20 data and QCD 18 MC (top
left) in order to obtain a correction scale factor (top right) that we then apply
to Z → ττ MC efficiency (bottom).
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parameter I III

εplateau 0.9750 0.9665

C 1.958 24.63

S 30.32 22.09

parameter III

εplateau 0.9448

A 0.07155

C 173.8

S 13.59

Table 4.5: Fitted parameters for the L2 trigger efficiency as a function of
Lrz for 3 (left) and 4 (right) Layer tracks that do not cross z = 0.

4.2.3 Level 3 Efficiency Measurements

Level 3 requires a tau-like isolation cone around a seed track in the COT. There are

two effects that determine the trigger efficiency at Level 3. The first is the abso-

lute normalization, which is used at the starting point for overall trigger inefficiency

predominantly caused by track isolation requirements. The second is a more subtle

effect, wherein inefficiency is caused by tracks being reconstructed differently offline

and at Level 3. When an extra track in the signal cone is very close to the isolation

cone boundary, it may end up rejected offline, leading to an inefficiency. It has been

found that other tau variables like tau Pt or η do not effect efficiency, but goodness

of track determination at L3 does.

For absolute normalization, we use a lepton environment as opposed to the jet

sample. This allows us to properly quantify non-jet event effects that might infect

the tau isolation cone such as tracks from the underlying event, multiple interactions

or fakes. We select Z events with non-isolated leptons from the high Pt inclusive

lepton trigger. Standard lepton requirements are used to select opposite-signed, same-

flavored lepton pairs in the Z window. For each of the leptons in these events, we

define all tau-like quantities around the object. For example, we construct all L3

trigger versions of a signal and isolation cone; we count the tracks and π0’s in the

cones and so on. We then measure the track finding efficiency in the L3 trigger

system for these leptons and parameterize the efficiency as a function of the number

of vertices. We average the results between electrons and muons, and calculate for

all categories of trigger (I-IV). This is the baseline efficiency that serves to normalize

overall L3 efficiency, it can be found in Figures 4.5 and 4.6.

The final consideration for L3 trigger efficiency is the so-called ‘track-migration’

effect wherein additional tracks in the isolation cone offline migrate to the signal
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(b) Category II: XFT track matched

Figure 4.5: L3 efficiency parameterized in terms of the number of primary
vertices for the old trigger.
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Figure 4.6: L3 efficiency parameterized in terms of the number of primary
vertices for the new trigger.
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cone online. This is due to the slightly different reconstruction and variation of

parameters between online and offline track reconstruction. Parameters like Pt and

φ are reconstructed well at trigger level, but less so with cot θ. The trigger efficiency

drops as the additional track approaches the isolation cone.

We look at the closest extra track in the signal cone to the isolation cone and

calculate the smallest ∆θ to the boundary ∆θmin. For more recent triggers (Category

III and IV) , we use the angle instead, and parameterize by ∆αmin. We measure the

efficiency in a jet sample, which provides us with many fake taus with extra tracks,

but may bias us due to differing track multiplicities between tau and jets. To avoid

this bias, we only use tau candidates from a very clean environment, requiring there

be no extra tracks in a cone of ∆R < 0.7. We again calculate the efficiency for all

different categories of the triggers and we fit to a turn on function:

ε(x) =
εplateau + εslope×x

1 + e
C−x
S

(4.4)

The results are plotted in Figures 4.7 and 4.8 and their parameters are given in

Table 4.6.
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Figure 4.7: L3 “migration” efficiency for the Category I, II triggers, param-
eterized in terms of ∆θmin.
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Figure 4.8: L3 “migration” efficiency for the Category III trigger, parame-
terized in terms of ∆αmin

parameter
“Category I, II” “Category III”

no L2 XFT XFT XFT+L2Cluster

εplateau 0.9848 0.9896 0.9955 0.9958

εslope −2.011× 10−2 −2.312× 10−2 −2.991× 10−4 3.9491× 10−5

C 1.517× 10−2 1.678× 10−2 2.985× 10−3 2.7921× 10−3

S 5.272× 10−2 2.543× 10−2 1.598× 10−2 1.5801× 10−2

Table 4.6: Results of the fits to ∆θmin and ∆αmin.
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4.2.3.1 Note on Electron Trigger Issue

A portion of the electron + track trigger encountered a problem for a certain period of

data. Because of a trigger issue, events with |η(track)− η(e)| ≈ 0 were rejected. The

problem was found and fixed. Instead of trying to replicate this effect in the analysis,

we simply make a cut |η(track) − η(e)| < 0.3 to cover this region of bad data. The

same cut is applied to MC, weighted for the appropriate amount of luminosity. We

confirm we model this effect well in various kinematic distributions.

4.3 Lepton Selection

We now turn to defining real physics objects as compositions of subdetector hit pat-

terns. CDF has a long history of studying and standardizing the specific response of

particles in the detector, and we use many of those standard definitions here.

The bulk of the analysis relies on a detector definition of physics lepton objects.

With a few exceptions, we rely on standard CDF object definitions. Higher PT objects

use a CDF-wide definition. Lower PT objects use definitions that have evolved as

standard for the low-PT SUSY analyses at CDF.

In this section we describe the definitions of electrons and muons. We also study

taus in great depth, measuring vital scale factors and corrections so we can accurately

describe their interaction with the detector. Generally we will define the cuts for all

objects, and then define exactly what quantities are cut on.

4.3.1 Electron Identification

We define an electron (CEM) as an isolated central good track in the silicon and the

COT with an associated energy deposit in the EM calorimeter [37]. The cuts are as

follows.

• Must have a track in the COT (Track Bit)

• The track must be fiducial to the central part of the detector (Fiducial Bit)

• ET > 10 GeV
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• PT > 8 GeV/c

• Ehad/EEM < 0.055 + 0.00045 ∗ E

• Lshr < 0.2

• E/P < 2.0 if ET < 50 GeV

• −3 < q ∆XCES < 1.5 cm

• |∆ZCES| < 3 cm

• χ2
CESstrip < 10

• |∆Z0| < 60 cm

• |∆d0| < 0.2 cm

• Z(r = COT) < 140.0 cm

• >= 2 Axial SL with >= 5 hits

• >= 3 Stereo SL with >= 5 hits

• Eiso
rel < 0.1 GeV or Eiso < 2.0 GeV

• ΣP iso
T < 2.0 GeV/c tracks in a cone of ∆R < 0.4

• |∆Z0 − Event Vertex| < 5.0 cm

• Electron is not tagged as a conversion

ET and PT are defined as Pt = Psinθ and Et = Esinθ , the transverse component

of the momentum and energy 3-vector. Eiso
rel is defined to be Eiso/ET and therefore

the isolation requirement above effectively changes at ET = 20 GeV. The scale factor

for these two isolation cuts have been measured and are almost exactly the same for

electrons above and below ET = 20 GeV.

Ehad/EEM is the ratio of the energies found in the two calorimeters, electrons are

expected to lose most their energy in the electromagnetic calorimeter.

Lshr is defined as the lateral shower tracking variable it is an energy isolation cut

defined as.

Lshr ≡
0.14 Σi(Mi − Pi)√

(0.14
√
EEM)2 + Σ(∆Pi)2

(4.5)
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The sums are over the towers in the EM cluster from reconstruction, Mi and Pi

are the measured and predicted energies in the towers adjacent to the seed tower.

∆Pi is an estimate of the uncertainty on Pi.

∆XCES and ∆ZCES are the differences between the extrapolated track in the COT

and the cluster found in the CES.

χ2
CESstrip is a χ2 fit between an ideal electron shower profile and the measured

shower profile in the event.

∆Z0 and ∆d0 are the distances of track closest approach from detector center in

Z and r respectively.

Z(r = COT) is a fiducial requirement ensuring the electron is contained in the

full length of the COT.

The Axial and Stereo Superlayer (SL) requirements mandate at least 5 hits in a

superlayer with at least a certain number of SLs to make a track.

The track isolation cut is a non-standard cut, and as such, we must calculate

its effect and corresponding reconstruction and identification scale factor. This has

been done by looking at Z → ee samples in both MC and data. The scale factor

is measured to be 0.997± 0.001 indicating MC does a good job describing the track

isolation cut. This scale factor is shown to be stable with electron ET .

Conversion removal is done with the standard CDF method with (|SXY | ≡ DXY ) <

0.2 cm and (|∆λ| ≡ ∆cotθ) < 0.04. The efficiency for this cut in data is measured

to be 83.8%± 0.3%. The scale factor for total reconstruction and identification is

applied to MC is measured as standard CDF electrons. We use a single luminosity

scale factor weighted per-period, and apply it to every good electron found in every

MC sample used in the analysis. For this reason, it is difficult to break the analysis

up into smaller data subsamples.

4.3.2 Muon Identification

We define muons similarly to electrons, but we require deposits in both calorimeters

consistent with muon energy deposits [38]. We also require hits, or stubs in separate

muon detectors. These detectors define the muon type. We use muons that have

hits in both the overlapping CMU and CMP chambers, we call these CMUP muons.
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We also use muons coming from the CMX chambers. The requirements differ more

dramatically than electrons for objects below the PT = 20 GeV/c threshold. The

requirements are as follows. We define quantities not common to electrons in section

4.3.1.

• PT > 10 GeV/c for all Muons

• |∆Z0| < 60 cm

• |∆d0| < 0.2 cm

• Z(r = COT) < 140.0 cm

• >= 2 Axial SL with >= 5 hits

• >= 3 Stereo SL with >= 5 hits

• Eiso
rel < 0.1 GeV or Eiso < 2.0 GeV

• ΣP iso
T < 2.0 GeV/c tracks in a cone of ∆R < 0.4

• |∆Z0 − Event Vertex| < 5.0 cm

Pt > 20 GeV/c

• EEM < 2 +max(0, 0.0115 ∗ (p− 100)) GeV

• EHAD < 6 +max(0, 0.028 ∗ (p− 100)) GeV

• |∆XCMU | < 3 cm and |∆XCMP | < 7 cm (CMUP type)

• |∆XCMX | < 6 cm (CMX type)

Pt < 20 GeV/c

• EEM < 2 GeV

• EHAD < 3.5 + (Pt/8.0) GeV/c

• (|∆XCMU | < 3 cm or χ2
CMU < 9.0) and (|∆XCMP | < 7 cm or χ2

CMU < 9.0)

(CMUP type)

• |∆XCMX | < 6 cm or χ2
CMX < 9.0 (CMX type)
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The track isolation requirement ΣP iso
T < 2.0 GeV/c is measured as in section

4.3.1 and found to contribute a scale factor of 1.00± 0.001, again without any PT

dependence.

The ∆XCM(U,P,X) quantities are the differences between the extrapolated track

and the muon stub, or hit, in the respective muon detectors. As can be seen, we

have different requirements for high and low PT muons. Low Pt muons can also be

accepted based on a good track χ2 which is a track goodness of fit between the hits

in the COT and the extrapolated track.

We use the same method to calculate the luminosity weighted reconstruction and

ID scale factors for the different muon types using a combination of sources. For

muons over PT = 20 GeV/c we simply use standard CDF numbers. For CMUP and

CMX we get .945± .009 and .976± .01 respectively for the 6.0 fb−1 data sample we

use in this analysis. For muons below the PT = 20 GeV/c threshold, we use numbers

that have been calculated previously from separate SUSY analysis that gives a scale

factor of .909± .001 for CMUP muons and gives .892± .034 for our CMX muons.

4.3.3 Tau Definition

The definition of a hadronic tau lepton decay is by far the most complicated object

in this analysis. Our ability to identify real taus, and to differentiate them from QCD

jets determines our signal sensitivity.

We aim to reconstruct all 1 and 3 pronged hadronic decay modes of the tau using

the visible decay products. The definition of the tau has evolved at CDF [39–42] ,

and we use the most current and common definition, along with the associated scale

factors.

We define two types of tau leptons, loose and tight; the tight tau is a subset of

the loose. The final selection in our data will be tight taus, and our background will

be determined by a method using loose taus, which are mostly QCD jets faking real

taus as described in section 5.2.1. The loose tau is the loosest fiducial object we can

define that is tighter than our trigger object.
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4.3.3.1 Tau Quantities

Because of the uniqueness of hadronic taus, we need to specifically define certain

quantities associated with taus that are non-obvious.

The four-momentum of taus is defined here as the sum of the tracks and π0s in the

cone that makes up the tau, see Figure 4.9. We use this same momentum vector to

determine the mass of the tau, namely M(tracks+π0s). There may be energy loss if

we miss a π0 in the detector, so we must apply an energy correction to reconstructed

taus.

We correct energies using both the sum of the tracks and π0s and the energy

deposited in the tau calorimeter cluster. If the energy of the tracks and π0s are greater

that the calorimeter, we simply use the tracks and π0s, otherwise we check to see if we

have significant hadronic contributions. This is true if ECLUSTER−PTRACKS > 3∗σhad
where σhad = 0.5 ∗

√
ECLUSTER ∗ (1− emfr) where emfr is the fraction of the total

energy that is electromagnetic. If this is true, we correct the energy of the tau by

using the cluster energy in lieu of the tracks and π0s.

We have a cut on the tau to reduce electrons and muons with large deposits of

EM energy faking a tau,

ξ′ =
Etot

Σ| p |(0.95− EEM
Etot

) (4.6)

where p is the momentum of the charged tracks in the tau, Etot is the total

calorimeter energy and EEM is the electromagnetic component of the calorimeter

energy.

The tau is defined by a signal cone and an isolation cone as in Fig. 4.9. Unlike

QCD jets, a real tau should have activity in the signal cone, but not in the isolation

cone. Our signal cone is defined as θsig = min(0.17, 5.0 rad/GeV
Eτcl

). We prevent the cone

from getting too small by setting a minimum cone size of 0.05 < θsig rad for tracks

and 0.1 < θsig rad for π0 candidates. The isolation cone, θiso is defined as 0.52 rad

excluding the enclosed signal cone. To quantify the activity in the isolation cone we

use the sum of the PT of the tracks in the isolation cone ΣP iso
T,trk and the sum of the

ET of the neutral pions in the isolation cone P iso
T,π0 .

Besides the cone, we construct a tau using energy deposited in the calorimeters.
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We have the energy of a seed tower, Eseedtwr
T as well as surrounding “shoulder” towers

Eshtwr
T . Similarly we have seed tracks P seedtrk

T and shoulder tracks P shtrk
T .

The cuts for our tau candidates are as follows.

• Eseedtwr
T > 6.0 GeV *

• Eshtwr
T > 1.0 GeV *

• N twr ≤ 6 *

• P seedtrk
T > 6.0 GeV/c

• P shtrk
T > 1.0 GeV/c

• Eτcl
T > 9.0 GeV

• PT > 15.0 GeV/c for 1-pronged, PT > 20.0 GeV/c for 3-pronged

• ∆Zshtrk < 5.0 cm

• ΣP iso
T,trk < 2.0 GeV/c, and no tracks with Pt > 1.5 GeV/c *

• ΣEiso
T,π0 < 1.0 GeV *

• N trk
sig = 1, 3

• |ΣQtrk| = 1

• M(trks+ π0s) < 1.8 GeV/c2 *

• ξ′ > 0.1 *

• Fiducial to all axial SLs of the COT

∗ Denotes cuts specific to a tight tau.

We suppress electrons accompanied by bremsstrahlung that could fake a tau. We

do this by rejecting 1-prong tau candidates if a π0 with |∆ZCES < 2.0| cm from the

projection of the track, and if φ lies between the CES intersect of the track helix

and its tangential. To account for CES position uncertainty, and track extrapolation

resolution, the veto region is extended by 0.01 radians beyond the point the track

extrapolates to the CES.



4. From Data to Physics 63Eseed twr
T > 6 GeV. Adjacent shoulder towers with energies Esh twr

T > 1 GeV are added to form
a calorimeter cluster. Due to the narrowness of tau jets, the total number of towers contributing
to the cluster N twr is required to be less or equal to six.

θ

θ

Figure 2: Tau signal cone and isolation an-
nulus for tracks and π0’s.

The next step is to find a seed track for the tau
candidate. This track must point to the calorime-
ter cluster and have momentum pseed tr

T exceeding
some threshold. If several such tracks are found,
the one with the highest pT is chosen. The di-
rection of the seed track is then used as a ref-
erence direction for all following steps. Other
COT tracks are associated with the tau based on
their closeness to the selected seed track. These
shoulder tracks must have sufficiently high mo-
mentum psh trk

T , small separation ∆zsh trk from
the z-intercept of the seed track, and be within
3-D angle θiso with respect to the reference direc-
tion. Tracks within angle θsig are considered tau
decay products, while ones with θsig < θ < θiso

are treated as isolation tracks and used to veto tau
candidates. Thus, the angles θsig and θiso define a
signal cone and isolation annulus as shown in Fig-
ure 2. The signal cone size depends on the cluster
energy Eτ cl.

Neutral pions are associated with the tau candidate following the same procedure as for shoulder
tracks. They are reconstructed using CES clusters to determine their position, and CEM to assign
energy. The π0 reconstruction procedure is described in a separate note [8].

Tracks and π0’s in the signal cone are used to construct the four-momentum of the hadronic
system. The four-momentum is used in subsequent event cuts and for the determination of
the mass of the system M(trks + π0s). In a small fraction of cases there is a non-negligible
energy loss due to π0 reconstruction efficiency (mostly when they hit near the edges of the CES
detectors). Therefore, in some cases one has to apply corrections to tau energy. The need for
energy corrections was discussed in [7]. Here we define a single correction in the case when the
calorimeter cluster energy is larger than the energy of tracks+π0’s (Eτcl

T > pT (trks + π0s)) and
|Eτcl

T − pT (trks + π0s)| ≥ 3σhad. That latter condition ensures that the difference is not due
to hadronic energy fluctuation. For tau candidates passing these two requirements we use Eτcl

T

instead of pT (trks + π0s).

We define the variable ξ′ to suppress electrons and muons depositing large amount of EM
energy. It is a variation of the previously used ξ cut differing by the addition of a constant term
to the EM fraction part.

9

Figure 4.9: Tau isolation and signal cones.

There is one additional cut used only in events containing an electron wherein for

1-pronged taus we require fiduciality in the CES. We require |xCES| < 21 cm since our

simulation has deficiencies in regions near φ cracks, and this cut restricts the track

to the fiducial region.

4.3.3.2 Tau Scale Factors and Systematics

We calculate the scale factors to be used for tau MC. Specifically, the isolation cone

and the ability to accurately reproduce the π0 and track activity must be measured.

This is done by measuring events that have a similar environment to our event selec-

tion. We select Z → e e and Z → µ µ events and implement an isolation requirement

for one lepton. As an initial selection, we use an isolation cone between 10◦ − 30◦

of the track, but the slight difference in isolation definition should be irrelevant -

both isolation cones describe the same environment. We select events with standard

Z selection criteria, opposite-signed electrons and muons are selected with all tight

cuts, except for isolation. Events with an invariant mass between 66 < M(ll) < 116

GeV/c2 are selected.

With these events, we measure three types of isolation. First we replicate the

Level 3 trigger’s isolation and measure our efficiency of doing so, εL3iso. Then we

replicate the efficiency of the tau isolation cuts, ΣEiso
T,π0 < 1.0 GeV, and ΣP iso

T,trk < 2.0

GeV/c and measure the efficiency of these cuts, εiso.

As described in section 4.2 we have two substantively different trigger periods when
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it comes to isolation we refer to them as the “old trigger” and the “new trigger”. The

scale factor for the offline replication of the L3 requirements, εL3iso
data /ε

L3iso
MC is found

to be 0.997± 0.001 for the old trigger and 0.999± 0.001 for the new trigger. We

then turn to the analysis level isolation cuts. We find the efficiency is dependent on

the number of vertices in the event or, correspondingly, the instantaneous luminosity.

This makes sense, as high luminosity events contain more activity, isolation cuts suffer

in efficiency. For simplification, we integrate over all vertices and measure εisodata/ε
iso
MC

to be 0.989± 0.001 for the old trigger and 0.984± 0.001 for the new.

We also observe an effect called “multiplicity migration” wherein PT > 1.0 GeV

tracks from the underlying event are within the 10◦ signal cone of the tau. Measuring

the additional tracks in the data, we find 0.025± 0.013 additional on average, and in

MC we find 0.027± 0.003. This “multiplicity migration” therefore corresponds to a

0.3% uncertainty on tau selection.

From previous studies, we have found a hadronic scale uncertainty on the tau se-

lection in the MC due to cuts on tau cluster energy, seed tower ET and ξ′. Previously,

we have found an uncertainty of 2% which is what we use here.

There are additional substantial effects on taus selection due to the M(trks +

π0s) < 1.8 GeV/c2 cut. We examine the effect of this cut in a separate data sample

of W decaying to real taus and missing energy selected with the ‘tau + /ET ’ trigger.

In this body of data, identical tau id is applied, except for accommodating trigger

thresholds by raising the seed track PT cut to P seed
T > 10 GeV/c. To select clean

W events /ET > 30 GeV is required and no jets with an ET > 5.0 GeV are allowed

in the event. This jet requirement introduces a dependence on the jet modeling

which complicates exact determination of tau yield. Since tau yield is not needed, we

simply fit the backgrounds to the data. This is done by constraining the MC used

to its cross section, and floating the QCD model in the fit. The QCD model used is

jet to tau fakes that enter the sample and is taken from templates formed by data

from the hadronic jet trigger. With this model now in place, it is simple to cut on

M(trks+ π0s) < 1.8 GeV/c2 to find the scale factor. As reported, the scale factor is

εmdata/ε
m
MC = 0.952± 0.003

0.969± .003
= 0.982± 0.05. Unlike previous analysis, we do not relax the

tau mass cut for 3 pronged taus.

The combination of the above systematics requires a total 3% systematic on the

uncertainty of hadronically decaying taus. Every MC event with a hadronically de-

caying tau is scaled by the factors above.
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4.3.3.3 Tau Energy Scale

Reconstructing the tau energy accurately is much more difficult than electrons and

muons due to the presence of neutrinos in the decay as well as the diffuse nature of

tau decays. We measure the effect using the same sample of W → τ ν events modeled

in section 4.3.3.2. The PT of tau candidates is compared between data and MC for

both 1 and 3 pronged taus. The consistency of the PT shape distribution is compared

with a Kolmogorov-Smirnov test of shape consistency while shifting the energy scale

of the MC events. The best agreement is achieved by shifting the data by +1% for 1

pronged taus and −0.5% for 3 pronged taus. A 1% systematic on the tau data/MC

energy scale is added to account for this effect.

4.3.4 Jet Definition

Generally jets originate from hadronic particles and decay immediately to a spray of

multiple objects. In the detector, jets look like a deposit of EM energy correlated

with a many tracks. To reconstruct jets, we identify them with a standard (JETCLU)

algorithm in cones of ∆R = 0.7. After the jets are clustered, they are corrected to

‘Level 5’, which includes corrections for detector calibrations, and detector geometry.

This Jet Energy Correction (JEC) will lead to a systematic error due to its influence

on the total energy of the event. We select events with a corrected ET > 8 GeV

and an EM fraction of < 0.9. Generally we do not use jets for analysis objects, but

identify them for /ET corrections.

4.3.5 /ET Definition

Neutrinos and, possibly some SUSY particles do not interact with the detector, and

therefore carry away energy and momentum, leaving a net imbalance. Because we

cannot determine the net initial longitudinal energy of the interacting quarks, we

must restrict ourselves to the transverse component when defining /ET . /ET is defined

as:

ET ≡ −ΣN
i=1Etowerisinθini (4.7)

Where N is the total number of EM towers, i is the individual tower and ni is
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the normal of the particular tower.

Corrections for identified physics objects are applied to this generic /ET quantity.

When the object can determine the energy better than the generic tower sum, we

use the better quantity. So, for example, /ET is corrected for muons for the difference

between the well measured muon track PT and ET ≡ Eem+Ehad
coshη

. In this analysis, /ET

is corrected for electrons, muons, taus, and jets.

4.3.6 Cosmic Veto

We veto events containing muons from cosmic rays. When energetic particles interact

with Earth’s atmosphere, they produce a shower of pions and kaons. These particles

then decay into muons and can reach the surface of the Earth and observed in the

detector. We use the Cosmic Ray Tagger which looks for events that form back-to-

back tracks that are out of time with collisions and veto these events, the efficiency

of this cut is 99.9%.
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Chapter 5

Background Model

In order to discover new SUSY particles with the signature of the lepton + tau channel

in our detector we must model well its response to the standard model particles.

We develop a background model composed of the complete set of standard model

processes that will resemble our signal. These backgrounds can be broken down into

two broad categories: those that contain a fake tau, and those that do not. By far,

the dominant background of the analysis will be hadronic jets from strong production

processes faking the signature of a tau lepton accompanied by a real lepton in the

event. Other standard model process with real taus, or with leptons faking taus, will

be a small background in our signal region. However these processes will dominate

in our OS control region.

In this chapter, I describe the model we use for standard model processes with

real taus or lepton faking tau events. I then describe in detail our data-based method

that accounts for jet-to-tau fakes. This includes the method, measuring the fake rate,

and validating the result in orthogonal regions of data.

In the following chapter we look at plots of the OS control regions, which give us

confidence in our MC background method as well as additional confirmation of the

fake rate method. Only at that point do we have confidence enough to examine the

data in the SS region.
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5.1 Monte Carlo Backgrounds

We use MC simulation to model detector response to all MC processes without a jet

faking tau. This includes processes a real lepton fakes a tau. We also assume that

events wherein objects fake a lepton are simulated by MC. Even to the extent these

events are not well modeled by MC, they contribute several orders of magnitude less

to the background than the jet-to-tau fake rate.

The following is a list of the processes that are modeled by MC:

• Z → ee , Z → µµ , Z → ττ : Z boson production with decay to leptons. In the

case of Z → ee and Z → µµ , one lepton fakes a tau. In the case of Z → τ τ

one tau decays to a lepton and the other is a real tau. In this case, the charge

of one of the legs must be mis-reconstructed to appear in the SS signal region.

This will be the dominant process in the OS control region.

• (W → τ ντ )+ Jets: The W decays to a real tau, and the jet (or other event

activity) fakes a lepton.

• tt̄: The top quark always decays to a bottom quark and a W boson. The

combinations of final states vary, but can generally produce an all hadronic

final state, a final state with real leptons and hadronic jets, or a dilepton final

state. This process has a very small cross section.

• Diboson: ZZ, WZ, and WW production can all decay to real leptons, including

taus, that mimic the signal. Like tt̄ these processes have a small cross section

(σ ≈ 1 pb).

These processes are normalized to their theoretical SM cross sections. A system-

atic uncertainty on the cross section is applied in accordance with each processes

uncertainty. A k-factor is applied to account for the NLO cross section.

5.2 Tau Fake Rate Backgrounds

The dominant background for this analysis are processes wherein a QCD jet fakes

the hadronic decay of a tau lepton. Because of the similarities between jets and taus,
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the rate at which jets fake a tau can be several orders of magnitude higher than the

rate at which jets fake an electron or muon.

We use a method developed in previous CDF searches to measure this fake rate

in a sample of QCD jets. Using this measurement in the QCD sample, we turn

to our analysis dataset and look at all the jets in every event with an associated

lepton. We will carry each jet through our analysis as if it were a real tau, making

all the appropriate event level cuts. If the jet survives these cuts, we apply the

appropriately parameterized fake rate from our measurement as a weight to the event.

These weighted events are then classified as our jet-to-tau fake rate background. The

method we use accounts for all processes in which a jet faking tau can enter our final

sample, we do not try to account for these processes individually. To enter our final

sample, a process must contain a lepton (electron or muon) and a jet capable of faking

the tau. We call this jet a loose tau. The processes that fall into this category are as

follows.

1. W + Jets A W boson is produced with associated jets. The W decays to an

electron or muon and a neutrino and the jet fakes a hadronic tau. This process

has a very high cross section a the Tevatron. Because the neutrino escapes the

detector as missing energy, W + Jets is a dominant background of the analysis.

It will tend to have significant missing energy, a real lepton, and jets that fake

our tau.

2. γ + Jets The photon in γ + jet events can interact with the material in the

detector and convert to an electron - positron pair. We then pick up the real

electron or positron, and the associated jet fakes our hadronic tau. Although

we do reject electrons and positrons that come from conversions, normally one

of the legs of the conversion is soft and may go undetected. Therefore this

conversion veto is only 83.8%± 0.3% efficient.

3. pp̄ → N Jets Due to the extremely high QCD multi-jet cross section, we can

have one jet fake an electron or muon and another jet fake our hadronic tau.

Although the QCD rate will be large, it should have a different kinematic shape

from our signal, namely low missing energy, and therefore be reducible in our

final selection.
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5.2.1 Jet-to-τ Fake Rate Measurement

We must measure the rate at which loose taus fake tight taus so it may be applied to

the analysis data sample for an accurate estimate of jets polluting our final selection.

The measurement strategy is as follows. We measure the rate in a sample rich in

QCD jets and independent of our analysis dataset. We reconstruct the jets as tight

and loose taus to determine what percentage of loose taus successfully fake a tight

tau. The fake rate then is the ratio of tight taus over loose. The measurement of

this fake rate is described here, and the intricacies of its application is described more

fully later in the text, Section 5.2.3.

Because of the tau-like requirements of the track side of our lepton + track trigger,

we need a tighter definition of a jet than the standard CDF Jet Cone. Our jet

definition must be tighter than the trigger, so we can apply the fake rate directly to our

triggered data without losing fake candidates cut by the trigger. We would, however,

like our denominator object to be as loose as possible, since the difference between

the numerator (tight tau) and denominator (loose tau) determines the statistics of

the events used in the background determination. Since the events contributing to

this background estimate will have a tau with purity between the tight and loose

object, the closer the definitions of the two types of objects, the fewer statistics we

will have. This loose tau will be tighter than the trigger requirements, but otherwise

as loose as possible. We therefore define a loose tau as our fakeable jet denominator,

see section 4.3.3 for the definition. Our standard tight tau will be the numerator

object. It is important to note that in defining these fake rates, we restrict their use

to data coming from the lepton + track trigger since other triggers may have looser

denominator objects.

The jet-rich sample used at CDF is triggered on generic jets at different Et thresh-

olds. These datasets consist of jet events triggered at an ET of 5 GeV (ST5), 20 GeV

(JET 20), 50 GeV (JET 50), 70 GeV (JET 70) and 100 GeV (Jet 100). The different

thresholds are needed to mitigate the effect of trigger prescale on the data; lower ET

jets of 5 GeV are so common the trigger needs to be pre-scaled up to factors of 50,000

whereas the JET 100 trigger needs no prescale. Because these trigger paths overlap,

high ET jets are triggered on all trigger paths. We classify individual events only by

their highest ET trigger; this eliminates the possibility an event may be used more

than once in our measurement. The leading and sub-leading jet are used as a high

and low fake rate estimate respectively. It has been observed previously and it will
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be shown below in section 5.2.2 that this serves as a good estimate of the data. In

the application of the fake rate, the average of the two measurements is used.

After numerous studies, previous analyses have pinpointed the most efficient fake

rate parameterization [40,42]. We parameterize in terms of the number of tracks in

the tau cone; Ecl
T +Ecaliso

T the sum of the energies in the tau isolation cone and the tau

cone; and ηdet, the η at which the tau exits the detector. A sample of these relative

fake rates is shown in Figure 5.1. Note that at low transverse energies, the fake rate

can be quite large, up to ≈ 40%; which is why tau fakes make such a significant

contribution.
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Figure 5.1: Tau Relative Fake Rates. For simplicity, these particular fake
rates are calculated with any jet in the event, for any number of tracks, and
for all ηdet. The used fake rates are parameterized as described in the text.

In section 5.2.3 we will see that in order to properly apply these fake rates, we

will need a measurement of the efficiency of finding a tight tau. Because there is no

suitable data-driven method to do this, we must use Monte Carlo. We look at the

Monte Carlo truth information to find the real tau, and then we simply determine

the rate at which we reconstruct these taus after full detector simulation.

5.2.2 Jet-to-τ Fake Rate Verification

Since tau fakes are the dominant background in the analysis, it is vital we validate

these rates in a sample orthogonal to our signal sample. We identify three distinct

samples to test predicted fakes against observed tight taus. All the samples necessarily
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come from our trigger path, and represent unique physical processes to account for

possible jet shape differences. All samples are fully carried through the analysis as

normal with the exception of the noted cut alterations.

1. Non-isolated leptons The isolation selection of the electron/muon leg is al-

tered by requiring activity in the isolation cone. Specifically, for electrons and

muons, EM activity is required 3 GeV < Eiso
cal < 20 GeV. Track isolation is

also reversed so 3 GeV < Eiso
T < 20 GeV. Isolation is not directly inverted to

provide some separation from production cuts, creating a more distinct sample.

These events should mimic a multi-jet, QCD like sample.

2. W + Jets In this sample, we select events in a W + Jets rich environment.

We use a 2 dimensional ζ cut to include processes that do not have kinematics

similar to processes coming from 2 body decays without /ET , see for a description

of the cut. This cut will tend to veto Z boson production and enhance W +

Jet production. This region is similar to our signal region, so we use opposite

signed events to keep the verification orthogonal to our selection.

3. γ + Jets For the electron channel only, we select the γ + Jet process by

explicitly requiring a conversion in the event. We simply invert the conversion

veto on the electron, we assume that these tagged conversions come from γ +

Jets processes.

We develop a high and low banded prediction of the fake rate, and compare

the results to what is seen in data. The band is the estimated fake rate range,

which is identified by selecting fake candidates (loose taus) in the sample. We then

apply to these loose taus the high and low measured fake rate according to our

parameterization. The high range is the fake rate calculated with the leading jet

in the fake rate measurement, and the low range is the rate measured for the sub-

leading jet. Remember, for the application of the fake rates in the analysis, we apply

the average of these two rates. Thus, we expect the majority of the data to fall

between the bands formed by the two measurements. These data points are simply

events with identified tight taus.

This verification method is valid under two assumptions. Firstly, that the process

examined is dominated by fake taus, which we have assured by selecting jet-rich

processes. As a precaution however, we use the correction procedure for tight taus
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as described in Section 5.2.3. Second, we assume the process has minimal standard

model contributions from other processes, which we have confirmed with Monte Carlo.

We plot several distributions for every sample, some of which are included below.

We do not expect the shapes of the distributions to resemble the shapes of the final

analysis as we are modeling distinct processes.

We see that the data falls within the expected region in most all these samples and

regions giving us confidence in our measurement. As the systematic uncertainty for

this method we take as the half difference between the bands formed by this check.

T
 Pτ

0 10 20 30 40 50 60 70 80 90 100

E
v

e
n

ts

0

100

200

300

400

500

-1
CDF Run II Preliminary, 6.0 fb

Data

Fake Estimate

-1
CDF Run II Preliminary, 6.0 fb

TElectron E
0 20 40 60 80 100 120 140

E
v

e
n

ts

0

50

100

150

200

250

300

350

400

-1
CDF Run II Preliminary, 6.0 fb

Data

Fake Estimate

-1
CDF Run II Preliminary, 6.0 fb

, e)
T

E, τMass (
0 20 40 60 80 100 120 140

E
v

e
n

ts

0

50

100

150

200

250

300

350

400

450

-1
CDF Run II Preliminary, 6.0 fb

Data

Fake Estimate

-1
CDF Run II Preliminary, 6.0 fb

T
H

0 50 100 150 200 250

E
v

e
n

ts

0

100

200

300

400

500

600

-1
CDF Run II Preliminary, 6.0 fb

Data

Fake Estimate

-1
CDF Run II Preliminary, 6.0 fb

Figure 5.2: Fake Rate Verification. Conversion tagged electron events.
Bands formed by leading and sub-leading jets in fake rate measurement. Data
points are from tight tau identification.

5.2.3 Jet-to-τ Fake Rate Application

To apply the measured fake rates, we select events with an electron or muon and

a loose tau and carry these taus through the analysis exactly as if they were real
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Figure 5.3: Fake Rate Verification. W + Jet events with W → e νe. Bands
formed by leading and sub-leading jets in fake rate measurement. Data points
are from tight tau identification.
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Figure 5.4: Fake Rate Verification. W + Jet events with W → µ νµ. Bands
formed by leading and sub-leading jets in fake rate measurement. Data points
are from tight tau identification.
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Figure 5.5: Fake Rate Verification. Non-isolated muons. Bands formed by
leading and sub-leading jets in fake rate measurement. Data points are from
tight tau identification.



5. Background Model 77

T
 Pτ

0 10 20 30 40 50 60 70 80 90 100

E
v

e
n

ts

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

20000

-1
CDF Run II Preliminary, 6.0 fb

Data

Fake Estimate

-1
CDF Run II Preliminary, 6.0 fb

TElectron E
0 20 40 60 80 100 120 140

E
v

e
n

ts
0

5000

10000

15000

20000

25000

30000

35000

40000

-1
CDF Run II Preliminary, 6.0 fb

Data

Fake Estimate

-1
CDF Run II Preliminary, 6.0 fb

, e)
T

E, τMass (
0 20 40 60 80 100 120 140

E
v

e
n

ts

0

2000

4000

6000

8000

10000

12000

14000

-1
CDF Run II Preliminary, 6.0 fb

Data

Fake Estimate

-1
CDF Run II Preliminary, 6.0 fb

T
H

0 50 100 150 200 250

E
v

e
n

ts

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

-1
CDF Run II Preliminary, 6.0 fb

Data

Fake Estimate

-1
CDF Run II Preliminary, 6.0 fb

Figure 5.6: Fake Rate Verification. Non-isolated electrons. Bands formed
by leading and sub-leading jets in fake rate measurement. Data points are
from tight tau identification.
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taus. All event level cuts are also applied. We then weight them by the appropriately

parameterized fake rate.

Applying the fake rate to the analysis dataset is complicated by the fact that the

track side of the lepton + track trigger is very isolated, and therefore, by design,

has a high efficiency of selecting real taus. Because the jet-to-tau fake rate method

should account only for QCD jets faking taus, if real taus are a significant fraction

of events, they will pass loose tau cuts, and cause an overestimation in the fake rate.

Thus, when applying the fake rate, real tau contamination must be subtracted off.

We follow the procedure here as outlined previously.

If N̂ is the number of loose taus and N is the number of tight taus, both real taus

and jets contribute to candidates passing our tight and loose cuts.

N̂ = N̂ τ + N̂ jet (5.1)

N = N τ +N jet (5.2)

N τ = εN̂ τ (5.3)

N jet = fN̂ jet (5.4)

Where (5.3) is the expression for the efficiency of finding a real tau and (5.4) is

the expression for the fake rate. We can rewrite the expression for N jet as:

N jet =
f

ε− f (εN̂ −N) (5.5)

We parameterize the fake fate with some arbitrary variables (Ω) such as cone ET

and detector η, to take this into account we write the above equation for small regions

in parameter space to get the expression in terms of the fake tau density n̂ and n as

a function of Ω, instead of the numbers of events N̂ and N :
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njet(Ω) =
f(Ω)

ε(Ω)− f(Ω)
[ε(Ω)n̂(Ω)− n(Ω)] (5.6)

n̂(Ω) =
N̂∑
i

δ(Ω− Ωi)

n(Ω) =
N∑
i

δ(Ω− Ωi)

We substitute the densities for n̂(Ω) and n(Ω) into 5.6, integrate and extract the

coefficients of n̂(Ω)and n(Ω). Note that we define N̂ as loose taus that are not tight,

so even though N is a subset of N̂ , they contribute only via 5.8 below, and N̂ +N is

the total number of taus that contribute to this estimate. The results for tight and

loose taus are:

wloosei =
f(Ωi)ε(Ωi)

ε(Ωi)− f(Ωi)
(5.7)

wtighti =
f(Ωi)ε(Ωi)− 1

ε(Ωi)− f(Ωi)
(5.8)

Notice the efficiency will generally be larger than fake rate, therefore the contribution

from tight taus is negative. This confirms the fact that we are subtracting from the

fake rate estimate the contamination from real taus.

5.2.4 Jet-to-τ Fake Rate Conversion Corrections

We observe one verification region in Figure 5.2 in which the data and fake rate

prediction are systematically discrepant. In the measurement of the fake rate for

conversion rich events, there is a slight measurement bias by choosing the leading jet

for our upper limit on the fake rate, since the highest Et jet in QCD events is most

likely to be a quark jet. However, in the process qq̄ → γ+g we have dominantly gluon

jets to first and second order. This effect can be seen only in the electron channel,

with a jet faking a tau and a photon converting to an electron. So, although we have

the correctly tagged events in our validation sample, we need to apply a correction

to arrive at the appropriate normalization. To do this, we use a sideband of the SS
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data, /ET < 20 GeV that will not be used. We normalize all backgrounds to their

measured cross sections, apply the fake rate as described in Section 5.2.3 and float a

sample of tagged conversions to fit to data. We arrive at a contribution of 289.6± 10.7

conversion events that will be added to both the OS and SS sample.

We then crosscheck this extra conversion contribution with a different method.

We measure a scale factor in the OS subset of Figure 5.2 and find it to be 1.55

between data and our central fake prediction. This scale factor needs to be applied to

the fraction of events in our final sample that are conversions. To get the conversion

composition of our events we measure the effect of the conversion veto on the analysis,

which is 778 vetoed events. Combining this with the knowledge that the efficiency of

the conversion cut is 60%, we calculate that we need to add 285 additional conversion

events to the final background. This agrees well with the 289.6± 10.7 we calculated

by fitting to data.

Because of the shape of this particular background, very few events will make it

into our final signal sample, for a /ET cut of 20 GeV it comprises less than 4% of the

total background in the electron channel.

A systematic error on the conversion correction is applied. The difference in scale

factors between the OS and SS subsets of Figure 5.2 is 25% and the error on the

conversion cut efficiency is about 5%. We then use a generous systematic error of

30% on the conversion correction background.
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Chapter 6

Opposite-Signed Control Region

Our primary control region is the opposite-signed region. Unlike our signal region, we

expect this to be dominated by Z → ττ events with W + Jet events the secondary

background. This control region allows us to test both the scale factors, which do

not affect the fakes; as well as the fake rate method. Systematic errors are discussed

in the following chapter.

6.1 HT Cut

All standard event level cuts have been mentioned in this note except the HT cut,

which serves to reduce the QCD background and is applied in both OS and SS regions.

We define Ht as:

Ht = |P τ
t |+ |P l

t |+ /ET (6.1)

We vary the value of this cut based on the expected contamination from misiden-

tified jets. Three-pronged jets provide a large fake contamination, so we place our

highest HT cut of 55 GeV on all 3-pronged tau events. For one-pronged taus, the

electron has a slightly higher fake rate than a muon, so our cuts are lowered to 50

GeV for the former, and 45 GeV for the latter.
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6.2 Opposite-Signed Results

The event counts are given in Tables 6.1, 6.2, and 6.3 for the opposite-signed control

regions.

CDF Run II Preliminary 6.0 fb−1

OS e− τ
Process Events ± stat ± syst

Z→ ττ 3258.5± 38.5± 260.7

Jet→ τ 2570.2± 21.1± 577.6

Z→ µµ 0.5± 0.9± 0.0

Z→ ee 82.5± 8.6± 6.6

W→ τν 182.0± 8.7± 17.8

tt̄ 17.8± 0.2± 2.5

Diboson 30.3± 0.7± 3.0

Total 6141.9 ± 45.6± 634.0

Data 6058

Table 6.1: OS electron channel control region.

Below are some representative plots followed by additional plots with backgrounds

broken down by component. The agreement of the data with background gives us

confidence in our background model.
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CDF Run II Preliminary 6.0 fb−1

OS µ− τ
Process Events ± stat ± syst

Z→ ττ 3708.8± 41.1± 296.7

Jet→ τ 1956.2± 16.5± 489.8

Z→ µµ 262.0± 20.1± 21.0

Z→ ee 0.0± 0.0± 0.0

W→ τν 189.5± 8.9± 18.6

tt̄ 18.5± 0.2± 2.6

Diboson 31.0± 0.7± 3.0

Total 6166.1 ± 49.4± 573.4

Data 6210

Table 6.2: OS muon channel control region.

CDF Run II Preliminary 6.0 fb−1

OS `− τ
Process Events ± stat ± syst

Z→ ττ 6967.3± 56.4± 557.4

Jet→ τ 4526.5± 26.8± 1064.5

Z→ µµ 262.5± 20.1± 21.0

Z→ ee 82.5± 8.6± 6.6

W→ τν 371.5± 12.4± 36.4

tt̄ 36.3± 0.3± 5.1

Diboson 61.3± 0.9± 6.0

Total 12308.0 ± 67.3± 1202.3

Data 12268

Table 6.3: Total OS control region.
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Figure 6.1: OS Control region plots. Electron channel (top) : Electron Et
(left) and tau cluster ET . Muon channel (bottom): Muon Pt (left) and tau
Pt (right).
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Figure 6.2: OS Control region plots. /ET linear scale (left) and log scale
(right).
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Figure 6.3: OS Control region plots. Electron channel: Electron Ht (top
left) and tau PT (top right). Mass of e and /ET (middle left), transverse mass
of e and /ET (middle right). Sum PT of the e and tau, (bottom left) and the
transverse mass of the tau and the /ET .
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Figure 6.4: OS Control region plots. Muon channel: Muon, tau invariant
mass (top left) and dφ(µ, /ET ) (top right). Sum Pt(µ, τ, /ET ) (middle left),
Sum Pt(µ, τ) (middle right). ET of the tau in both the siganl and iso cone,
(bottom left) and the transverse mass of the muon and the /ET .
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Chapter 7

Systematic Uncertainties

The total uncertainty on the analysis results will be a combination of statistical

and systematic uncertainties. Many systematic uncertainties have been mentioned

throughout the text, we summarize a full list here. Generally, this will be a counting

analysis, so we only have rate uncertainties and do not have shape fits that effect our

final result. The systematic uncertainties comprise the following categories: trigger

efficiency, identification and reconstruction efficiency, event cuts, background estima-

tion, parton distribution functions (PDF) and luminosity. Generally, because of the

composition of our background, the uncertainty on the tau fake rate will dominate.

See Table 7.1 for a summary of all systematics used.

7.1 Trigger Uncertainty

The trigger efficiency measurement is covered in depth in section 4.2. Generally, we

assign an uncertainty to each lepton and tau separately in MC, so each event has

contributions from the lepton side and the tau side of the lepton + track trigger. For

the tau side, we use a 3.0% uncertainty. The electron trigger efficiency is calculated

and the associated uncertainty is 0.3%. The same is true for the two muons types, the

CMUP trigger has a luminosity-weighted 0.7% uncertainty and the CMX trigger has

the same, so all muon events have a 0.7% systematic. As mentioned in 4.2, trigger

efficiency measurements have been shown to be stable below the 20 GeV/c threshold

of the standard CDF inclusive lepton triggers.
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7.2 Reconstruction and ID Uncertainty

We need to measure the uncertainty on the scale factors used in the analysis to correct

for differences between data and simulated MC event reconstruction in the detector.

Here we examine uncertainties both leptons and taus spanning their whole PT range.

As mentioned in section 4.3, for the MC modeled processes in the background,

we use standard CDF selection for high PT (> 20 GeV/c) leptons up to the isolation

requirement. There are different selection requirements used for leptons below this

threshold. We weight the systematic by the fraction of the leptons in the final sample

in each category.

Including isolation, a 1% reconstruction uncertainty for muons over PT > 20

GeV/c covers all muon types. For low PT muons we use a 3.4% systematic that

covers both the muon types. We take the fraction of muons above and below the 20

GeV/c threshold and assign a 2.0% systematic for muon ID and Reconstruction.

Electrons are similarly divided into categories above and below Et = 20 GeV. For

high Et electrons we use the common CDF 0.6% systematic uncertainty and we use

the measurements of low ET electrons for a 1.2% uncertainty. Again weighing the

final uncertainty by the final sample’s high (65%) and low (35%) fraction, we assign

a 0.7% uncertainty on electron ID and reconstruction.

For hadronically decaying taus, the total uncertainty is measured taking into ac-

count all object selection factors at once. It is found to be 3.0%, which is applied to

all taus in MC. This includes all effects mentioned in Section 4.3.3.2.

7.3 Z0 Cut

We apply a systematic uncertainty on the event-level cut requiring the primary vertex

to be |Z0| < 60 cm. This is measured by CDF to have a 0.1% systematic uncertainty.

7.4 Standard Model Cross Sections

There is a systematic uncertainty on all standard model cross sections. We normalize

the MC signal to its known cross section, so the uncertainty on the known cross
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section corresponds to the systematic uncertainty on each respective MC process

in the analysis. The standard uncertainties used at CDF are documented in many

analysis. The uncertainty is 2.2% for Z→ ee, µµ [43], 10.0% for tt̄ production [44]

and 6.0% for the diboson processes [45].

7.5 Conversions

The uncertainty on the conversion finding efficiency is 30% as measured by the devi-

ation between two measurement techniques as described in Section 5.2.4.

7.6 Luminosity

CDF has a standard luminosity measurement systematic uncertainty of 6.0%, applied

only to the MC backgrounds [46].

7.7 Jet → τ Fake Rate

By far the dominant systematic uncertainty of the analysis is the Jet → τ fake rate

as described in Section 5.2. It is measured to be 25% and is applied to all jet fake

backgrounds.

7.8 Jet Energy Scale

Following the standard CDF prescription, we alter our jet energy corrections by ± 1σ

and note the change in acceptance in our sample. Our systematic uncertainty from

jet energy scale is 1.5% and is applicable to all backgrounds [47].

7.9 Tau Energy Scale

The tau energy is shifted as outlined in Section 4.3.3.2, we take a 1% systematic

uncertainty due to this shifting and apply it to all MC taus [39].
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Parameter Applied To Value (%)

Tau Side Trigger Taus in MC 3.0

Electron Side Trigger Electrons in MC 0.3

Muon Side Trigger Muons in MC 0.7

Muon ID/Reco Muons in MC 2.0

Electron ID/Reco Electrons in MC 0.7

Tau ID/Reco Taus in MC 3.0

|Z0| < 60 cm Cut All MC 0.5

σ(Z→ l l) Z MC 2.2

σ(tt̄) tt̄ MC 10.0

σ(diboson) diboson MC 6.0

σ(W) W MC 6.0

Conversions ε Conversions 30.0

Luminosity All MC 6.0

Jet → τ Fake Rate Fake Rate Background 25.0

Jet Energy Scale All Backgrounds 1.5

Tau Energy Scale All MC 1.0

Table 7.1: A summary of all systematic uncertainties used in the analysis,
what they are applied to, and their value (%).
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Chapter 8

Results

After establishing confidence in our fake rate measurement, as well as our background

model, we unblind the data in the signal region. We now present the results for

the same signed signal region. Since we see no excess in data over the expected

background, we set limits on the cross section of our two generic signal models.

In this chapter I present the observed data in the same signed signal regions, in-

cluding tables and plots of various distributions. I then look at certain low background

sub-regions of data that were defined a priori, and the data that lies in those regions.

I then set limits on the simplified models by finding optimized /ET cuts at each point

in exclusion space. Extrapolated SUSY cross section contours are presented for each

of the models and represent the final product of this analysis.

8.1 Same Signed Data Results

After unblinding the signal region, we look at the same signed signal region. Our

ultimate limits are set with data above /ET = 20 GeV. The result for that region is

shown in Tables 8.1, 8.2 and 8.3.

We now show plots of various distributions for the SS signal region. The kinemat-

ical plots show there is good agreement between the background prediction and the

data. We show several versions of the vital plots, for example the /ET plots are shown
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CDF Run II Preliminary 6.0 fb−1

SS `− τ
Process Events ± stat. ± syst.

Z→ ττ 10.2± 2.2± 0.8

Jet→ τ 1152.7± 15.2± 283.1

Z→ µµ 0.0± 0.0± 0.0

Z→ ee 0.0± 0.0± 0.0

W→ τν 96.9± 6.4± 9.5

tt̄ 0.7± 0.0± 0.1

Diboson 4.3± 0.2± 0.4

Total 1264.8 ± 16.6± 283.3

Data 1116

Table 8.1: SS signal region used in limit setting, /ET > 20 GeV. Both e and
µ channels.

CDF Run II Preliminary 6.0 fb−1

SS e− τ
Process Events ± stat. ± syst.

Z→ ττ 5.0± 1.5± 0.4

Jet→ τ 537.0± 10.4± 129.0

Z→ µµ 0.0± 0.0± 0.0

Z→ ee 0.0± 0.0± 0.0

W→ τν 43.2± 4.2± 4.2

tt̄ 0.4± 0.0± 0.0

Diboson 2.1± 0.2± 0.2

Total 587.7 ± 11.3± 129.1

Data 518

Table 8.2: SS signal region used in limit setting, /ET > 20 GeV. Electron
Channel.

in several formats since these are used in limit setting.
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CDF Run II Preliminary 6.0 fb−1

SS µ− τ
Process Events ± stat. ± syst.

Z→ ττ 5.1± 1.5± 0.4

Jet→ τ 615.7± 11.2± 154.2

Z→ µµ 0.0± 0.0± 0.0

Z→ ee 0.0± 0.0± 0.0

W→ τν 53.7± 4.7± 5.3

tt̄ 0.4± 0.0± 0.0

Diboson 2.3± 0.2± 0.2

Total 677.1 ± 12.2± 154.3

Data 598

Table 8.3: SS signal region used in limit setting, /ET > 20 GeV. Muon
Channel.
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Figure 8.1: SS signal region plots, Electron channel: Electron Et (top left)
and log version (top right). With signal points (middle left) and log versions
(middle right). Electron HT (bottom left) and the ΣPT (e, τ) (bottom right).
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Figure 8.2: SS signal region plots, Muon channel: Muon Pt (top left) and log
version (top right). With signal points (middle left) and log versions (middle
right). Tau Cluster ET (bottom left) and the MT (µ, /ET ) (bottom right).
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Figure 8.3: SS signal region plots, /ET plots for both channels: /ET (top left)
and log version (top right). With signal points (middle left) and log versions
(middle right). Total background with total systematic errors (bottom left)
and (bottom right).
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8.2 Reserved Signal Sub-Regions

Since we are performing a blind analysis, it is prudent to determine, apriori, how to

interpret any excess in particularly interesting low background sub-regions. To this

end, we define three signal sub-regions and the expected backgrounds in each. We

do this with no SUSY signal model, but merely to claim an excess if one does indeed

appear in data. The regions are chosen in particularly high energy parameter space,

away from standard model backgrounds. We observe no excess in these regions.

The regions are defined as follows:

• M(τ, l) > 200 GeV

• Ht > 300 GeV

• Pt(τ) > 100 GeV/c and Pt(l) > 100 GeV/c

Where l represents either the electron or the muon in the event. The prediction

and results for these sub-regions are shown below.

8.2.1 M(τ , l) > 200 GeV/c2

The background prediction is show in Table 8.4.

8.2.2 Ht > 300 GeV/c

The background prediction is show in Table 8.5 and the distribution for this quantity

is shown in Figure 8.4.

8.2.3 Pt(τ ) > 100 GeV/c and Pt(l) > 100 GeV/c

The background prediction and result is show in Table 8.6.



8. Results 98

CDF Run II Preliminary 6.0 fb−1

SS `− τ
Process Events ± stat ± syst

Z→ ττ 0.0± 0.0± 0.0

Jet→ τ 3.3± 0.4± 0.8

Z→ µµ 0.0± 0.0± 0.0

Z→ ee 0.0± 0.0± 0.0

W→ τν 0.0± 0.0± 0.0

tt̄ 0.0± 0.0± 0.0

Diboson 0.1± 0.0± 0.0

Total 3.4 ± 0.4± 0.8

Data 0

Table 8.4: Prediction for Sub-region: M(τ, l) > 200 GeV/c2

CDF Run II Preliminary 6.0 fb−1

SS `− τ
Process Events ± stat ± syst

Z→ ττ 0.0± 0.0± 0.0

Jet→ τ 2.1± 0.4± 0.5

Z→ µµ 0.0± 0.0± 0.0

Z→ ee 0.0± 0.0± 0.0

W→ τν 0.0± 0.0± 0.0

tt̄ 0.0± 0.0± 0.0

Diboson 0.1± 0.0± 0.0

Total 2.2 ± 0.4± 0.5

Data 1

Table 8.5: Prediction for Sub-region: Ht > 300 GeV/c
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Figure 8.4: Distribution for Sub-region: Ht.

CDF Run II Preliminary 6.0 fb−1

SS `− τ
Process Events ± stat ± syst

Z→ ττ 0.0± 0.0± 0.0

Jet→ τ 0.7± 0.1± 0.2

Z→ µµ 0.0± 0.0± 0.0

Z→ ee 0.0± 0.0± 0.0

W→ τν 0.0± 0.0± 0.0

tt̄ 0.0± 0.0± 0.0

Diboson 0.0± 0.0± 0.0

Total 0.7 ± 0.1± 0.2

Data 0

Table 8.6: Prediction for Sub-region: Pt(τ) > 100 GeV/c & Pt(l) > 100
GeV/c.
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8.3 Observed Limits

We set limits in the context of two simplified models: ‘simplified gravity’ and ‘simpli-

fied gauge’ as described in Section 2.6.7. The final limit contours for the SUSY cross

section are set in the M(Chargino) vs. M(Slepton) plane for certain chosen values of

the LSP mass. An example of the signal points generated our the exclusion plane is

shown in Figure 8.5. Limits are calculated at each signal point to then form a limit

contour. To improve the s/
√

b ratio we implement a /ET cut optimal for the kine-

matics of each signal point used in the exclusion plane. We define these event-level

/ET cuts in an analytic form so they can easily be determined by theorists to reinter-

pret the cross section limits. This allows us the flexibility to have different /ET cuts

accommodating the different kinematics of various signal points, while preserving a

simple interpretation of the resultant limits. To find the limits, the analysis is per-

formed at the given /ET cut for the signal point, and limits are found for the expected

signal and background. All systematic and statistical errors are incorporated in limit

calculations.
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Figure 8.5: Schematic of the chosen signal points for the simplified gravity
point with M(LSP ) = 120 GeV/c2.

8.3.1 /ET Cut Optimization

In an effort to create a simple analytical expression for the best /ET cut at each signal

points, we first scan over the point and find the optimal s/
√
b in 10 GeV steps from

/ET = 0 to 150 GeV. An example of such a scan is shown in Figure 8.6. For each

chosen signal point point there is a maximum s/
√
b as expected. We then correlate
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this best /ET cut with the parameters of the signal point.

0

0.75

1.5

2.25

3

0 50 100 150

M(χ0) = 220; M(slepton) =180; M(lsp) = 120

s/
√b

MET Cut

Figure 8.6: A scan of s/
√
b for a ‘simplified gravity’ signal point with

M(χ̃±1 ) = 220 GeV/c2, M(l̃) = 180 GeV/c2, M(χ̃0
0) = 120 GeV/c2 .

A prevailing issue with chargino - neutralino searches is the abundance of /ET

caused by the, single neutrino and two LSP particles in the decay chain. Leptonic

tau decays add yet more /ET to the event. Because of the various uncorrelated angles

of the particles that escape detection, there is no kinematic /ET cut that can be used

to extract signal besides magnitude. To see how /ET magnitude might be correlated

to signal points we go back to the Feynman diagram of our decays, as shown in

Figure 8.7.

W±
χ̃±

1

q

χ̃0
2

l̃±

νl

l−

l̃+

χ̃0
1

l±

l+

χ̃0
1

q̄

Always need this lepton
lsp

lsp

Normally lose lowest 
Pt lepton here

Figure 8.7: A Feynman diagram of our decays, to get a SS pair, we always
need the top lepton coming from the chargino, and normally lose the lowest
Pt lepton coming from the neutralino.

We start with the assumption that the /ET will be correlated to the total energy

in the event less the energy we miss. For the reasons described above, this is not a
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direct equivalence, just a correlated quantity. To get such a quantity we note that

for a SS pair of leptons, we require detection of the lepton coming from the chargino.

We then need the one same signed lepton coming from the neutralino, but we will

normally detect the lepton with the highest Pt. Looking at the chargino branch

then, we start with a generated M(χ̃±1 ) and do not detect the LSP or M(χ̃0
1) for

a correlated quantity that is then M(χ̃±1 ) − M(χ̃0
1). For the neutralino branch of

the decay, we again lose a LSP and we need to assume we detect the highest Pt

lepton. We either lose the lepton directly from the neutralino decay, in which case

we lose roughly ∆M(χ̃0
2, l̃) or the lepton coming from the slepton, in which case the

quantity lost is ∆M(l̃, χ̃0
1). We therefore have from the neutralino decays the quantity

M(χ̃0
1)−MIN(∆M(χ̃0

2, l̃),M(l̃, χ̃0
1))−M(χ̃0

0). Taking the two quantities together, and

noting that in our model M(χ̃0
2) = M(χ̃±1 ), we have:

/ET ≈ 2 ∗ (M(χ̃0
2)−M(χ̃0

1))−min(∆M(χ̃0
2, l̃),∆M(̃l, χ̃0

1)) (8.1)

This is the quantity we plot against the optimal /ET cuts we found in scanning s/
√

b

for each point. We have separate plots for each model and, for simplified gravity, each

branching ratio used, for a total of three different /ET cut expressions, see Table 8.7.

A sample of such a plot is shown in Figure 8.8 for the simplified gravity model and

a branching ratio of 100%. We fit a line to the points which becomes the functional

form of our /ET cut.

The result is a fit to the data. Some points will not be cut at their optimal s/
√
b.

For these points, none are suboptimal by more than about 20 GeV which leads to

a fairly insignificant effect on sensitivity, see Figure 8.6. We also see that there is a

minimum at /ET = 20 GeV which appears due to the large backgrounds below that

level in the /ET plots, as shown in Figure 8.3. The full set of cuts for all models are

listed in Table 8.7.

8.3.2 Limit Contours

With optimal /ET cuts applied for every signal point generated, we can proceed to

finding the expected limits. Again, we have a grid of points for each model and

branching ratio to taus as seen in Figure 8.5. For the simplified gravity model we
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Figure 8.8: Best /ET cut versus our correlated quantity, Equation 8.1 for
simplified gravity model with a branching ration to taus of 100%. A red line
shows the /ET cut functional form.

Model BR to Taus (%) /ET Cut (GeV)

Gauge All Models MAX(20, .20 ∗X + 26)

Gravity 33 MAX(20, .43 ∗X − 4)

Gravity 100 MAX(20, .85 ∗X − 83)

Table 8.7: Functional forms for /ET cut for all models where X is defined in
Equation 8.1.

have various LSP values as well. We apply the cuts in Table 8.7 at each point. We

then get an expected background and expected signal. MCLimit [48] is used to find

the expected limits at each signal point. We then use ROOT to interpolate limit

contours of constant cross section limit at reasonable values for each model.

Below we show the expected limits for all models, branching ratios and LSP values.
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Figure 8.9: Expected limits (pb) for simplified gauge model for BR to taus
of 100% (left), and 33% (right)
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Figure 8.10: Expected limits (pb) for simplified gravity model with LSP =
45 GeV/c2 for BR to taus of 100%.
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Figure 8.11: Expected limits (pb) for simplified gravity model with LSP =
120 GeV/c2 for BR to taus of 100% (left), 33% (right).
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Chapter 9

Conclusions

We preformed a SUSY search for chargino-neutralino production by looking for an

excess of same signed dilepton events over the background in 6.0 fb−1 of data. We

find no evidence of signal, and therefore set limits on SUSY production cross sec-

tions. We use simplified gauge and gravity models of SUSY breaking to improve the

interpretation of our final limits for theorists.

The uniqueness of this analysis lies in several aspects of the way it is performed.

Primarily, the inclusion of hadronic tau decays, as well as model parameters that force

decays to taus, gives increased sensitivity to high tan β SUSY space. Additionally,

we use a background model for fake taus that is almost totally data driven in the

signal region. Finally, the use of generic simplified models frees us from being bound

by particular models of SUSY.

This analysis is complimentary to similar analysis of same signed dileptons using

only electrons and muons [49] and may potentially be combined with such analysis

to increase sensitivity. Additionally, the results of this analysis may be used to limit

other new physics models, such a a doubly charged Higgs boson [50].

We can improve on the results of this analysis in a few ways. The full CDF

dataset will represent about 11.0 fb−1 of data, expanding our sensitivity. We can also

use additional parts of the CDF detectors which were non-fiducial to this analysis,

dramatically adding to our sensitivity.

Ultimately, the LHC at CERN in Europe will have the last say on Supersymmetry.

Already, the LHC limits on strong SUSY production channels exceed those from the
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Tevatron. Exclusion or discovery of electroweak modes of SUSY production will be

close behind. Regardless, we will soon learn if the laws of nature contain Supersym-

metry, and more importantly, what mysteries lie beyond the standard model.
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