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From the editors

M. Beatriz G. Ducati a , László Jenkovszky b , Dmitry Melnikov c , Fernando S. Navarra d ,
Christophe Royon e

aHigh Energy Physics Phenomenology Group, GFPAE IF-UFRGS, Porto Alegre, Brazil

bBogolyubov Institute for Theoretical Physics, Kiev, Ukraine

cThe International Institute of Physics, UFRN, Natal, Brazil

dThe Institute of Physics, University of Sao Paulo, Sao Paulo, Brazil

eThe University of Kansas, Lawrence, USA

The school and workshop “New Trends in High Energy Physics and QCD” focused on Physics
at LHC, took place in Natal, Brazil, between October 21 and November 6, 2014. The event was
organized by the International Institute of Physics (IIP) of the Federal University of Rio Grande do
Norte (UFRN). The first part of the event, the school, aimed at reviewing the recent developments in
all major areas of high energy physics, both theoretical and experimental. The two weeks of school
were quite dense and contained 26 lecture series, from two to four lectures, by different physicists, on
topics ranging from the recent LHC data analyses on QCD, new phenomena, Higgs physics, etc, and
overview of future collider experiments to modern theoretical topics in cosmology and string theory.
The full list of lectures and titles is shown in the table below. The last four days of the event were
organized in form of a workshop, where 25 talks have been given by 20 physicists. More than 75
participants from 37 institutions from Brazil and abroad (from 15 countries) have attended the event.
We are in particular happy to have been able to attract a large number of graduate students from and
outside Brazil to participate in this event.

Figure 1: Official photo of the event “New Trends in High Energy Physics and QCD”.

Modern high energy physics is represented by many active and quite independent directions in
both theory and experiment. Those directions reflect the fundamental challenges that still remain
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in the theory of elementary particles, as they attempt to resolve them. Indeed, on one hand we
do have the Standard Model, which up to now has been a perfect theory of particles as far as the
direct experiments, such as colliders are considered. Standard Model predictions have been tested
to an impressive accuracy by LHC, Fermilab, LEP and previous generations of collider experiments.
However, many less direct experiments, as well as theoretical speculations indicate that this is not
yet the whole story. During the school, many aspects related to standard model have been presented
and discussed going from perturbative QCD, BFKL formalism, diffractive studies to the physics of
the top quark and the Higgs boson. A few lectures were also dedicated to experimental techniques
(such as recent developments of jet reconstruction and advanced techniques in Higgs analyses) and
new detector developments. The experimental search for physics beyond standard model was also
deeply discussed during the school.

One of the most important issue is the challenge brought to us by astronomical observations. They
tell us that out there, in the sky, and also around us, there ought to be an enormous amount of known
matter and energy that do not fit in Standard Model. Dark Matter consists roughly a quarter of
the Unverse’s matter density, five times more than ordinary matter, and all evidence signal that it
cannot be made of Standard Model particles. Many experimental searches of the Dark Matter particles
including Pierre Auger, LHC, etc have not yet reveal any reliable traces of them. This overwhelming
topic was also presented and discussed during the school.

One of the most important conceptual challenge to Standard Model is the question of naturalness:
matching the theoretical parameters of the model with experimental observations requires extreme
fine-tuning which is not natural. Other aspects also include the number of independent parameters
(19) and unification of interactions. Among various attempts to solve the naturalness problem, in either
some particular aspect of it, or altogether, the one that deserves a special mention is supersymmetry.
By expanding the spectrum of particles and imposing a large degree of symmetry on their interactions,
SUSY offers a patch that is able in principle to cure many of the Model’s problems. Yet it naturally
offers candidates for the Dark Matter particles. For this and its beautiful mathematical properties
SUSY has derserved a lot of attention from high energy physicists. The big hopes of the community of
the SUSY discovery at the LHC have not been realized upon the first phase. The big question now is
whether it will be discovered it in the second phase. Both theoretical aspects of SUSY and additional
extension of the Standard Model (string or brane theories) as well as the experimental searches were
presented during the school.

To make the event more interactive, the students were invited to present the topic of their PhD in
a short 30-minute talk. Presenting research results in a consise and clear manner is a necessary skill
that every scientist should aim for, and we are glad that we could provide a suitable environment for
those young scientists to present their work and studies in the presence of their fellow colleagues as
well as senior experts in high energy physics. A four-day miniworkshop, following the school allowed
the students to participate in a real scientific meeting in particle physics, where they could apply the
knowledge and experience acquired during the school.

We believe that nearly three weeks of the event were very productive for the participants. We hope
that its program helped younger ones to expand their horizons in modern particle physics and to
stimulate their interest in pursuing a career in fundamental research. Last but not least, we are happy
for the opportunity to host this school in Latin America, and in particular, in the Northeast of Brazil.

On behalf of the participants and the organizers we would like to thank the supporting organiza-
tions, including the IIP and the UFRN, as well as Brazilian agencies supporting fundamental research:
the Coordination for the Improvement of Higher Education Personnel (CAPES) of the Ministry of
Education and the National Council for Scientific and Technological Development (CNPq) of the for-
mer Ministry of Science, Technology and Innovation. We would also like to thank the local organizing
committee and support staff, including Stivny Batista, Waldelino Duarte, Luana Fernandes, Juliano
Lima, Rodrigo Lopes, Bruno Pacheco, Sylvio Quezado, Rodrigo Soares, Cyro Souza and especially
Juan Cabral and Bia Pessoa, for the help and efforts to make the event smooth and enjoyable.
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The volume is separated in two parts. The first one contains the notes of a part of the lectures
delivered at the two-week school. The second part is a collection of short contributions from the talk
given at the workshop of last week of the event. We close the welcome word with the full list of
contributions to the school (Table 1) and to the workshop (Table 2).

Speaker Parts Title

Marc Besançon 1-4 Phenomenology and experimental aspects of SUSY and searches
for extra dimensions at the LHC

Grigorios Chachamis 1-4 BFKL phenomenology

Emmanuel de Oliveira 1-4 QCD, partons and all that

Albert de Roeck 1-3 Introduction to LHC and QCD/SM measurements and search for
SUSY/dark matter

Beatriz Ducati 1-2 From DGLAP to non linear evolution equations

Victor Fadin 1-3 Impact factors for reggeon gluon transitions

Brian Foster 1-3 Future accelerators

Rikkert Frederix 1-3 Top physics

Vitor de Souza 1-3 Astroparticle Physics

Victor Gonçalves 1-2 Photon - Hadron Interactions at LHC

Dmitry Gorbunov 1-3 Cosmology

Edmond Iancu 1-4 QCD for heavy ion collisions: from color glass condensate to quark
gluon plasma

László Jenkovszky 1-2 Diffraction in lepton- and hadron-induced reactions

Bruno Lenzi 1-4 Higgs physics and experimental results

Magno Machado 1-2 Phenomenology of hard diffraction at high energy

Dmitry Melnikov 1-2 Holography and hadron physics

Fernando Navarra 1-2 New exotic hadrons: production and decay in heavy ion collisions

Jorge Noronha 1-3 AdS/CFT and applications to particle physics

Eduardo Pontón 1-3 BSM and extra-dimensions

Risto Orava 1-2 Basic introduction to diffractive scattering

Murilo Rangel 1-2 Jet physics at the LHC (experimental aspects)

Christophe Royon 1-2 Diffraction and photon-induced processes at the LHC

Gary Shiu 1-3 Introduction to string theory

Andrei Slavnov 1-3 Gauge fields with spontanously broken symmetry

Gregory Soyez 1-3 Jet physics at the LHC

Table 1: List of titles of the school lectures
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Speaker Title

Gilson Batista Quarks in the nuclear medium

Massimo Bianchi More on soft theorems: trees, loops and strings

João de Melo Spin-1 Light-Front Prescriptions whitout Zero Modes

Mateus da Rocha Energy-dependent form factors and the total cross section at LHC

Victor Fadin Introduction to the BFKL equation

Daniel Fagundes Minijets and cosmic ray particle production at very high energy

Márcio Ferreira Inverse magnetic catalysis in the Polyakov–Nambu–Jona-Lasinio models

Sylvain Fichet Light-by-light scattering at the LHC from new physics

Dmitri Gitman Coherent and semi-classical states of a free particle

Dmitri Gitman Supercritical nuclei revisited

Victor Gonçalves Heavy quark production in cosmic ray interactions

Dmitry Gorbunov Baryonic dark matter and the LHC

Andrei Grabovsky Higher Fock states in CGC

László Jenkovszky Vector meson production at HERA and at the LHC

Eloi le Quilleuc Measuring the top-quark coupling at the LHC in the ttH channel

Magno Machado Exclusive photoproduction of charmonium and bottomonium
states in pp, pA and AA collisions at the LHC

Uri Maor Diffraction as a fundamental ingredient in soft scattering

Cristiano Mariotto Double J/Psi production in diffractive processes at the LHC

Eduardo Miranda Elastic and inelastic diffraction at the LHC

Gilberto Ramalho A covariant model for the nucleon spin structure

Christophe Royon Search for BFKL resummation effects at hadronic colliders

Matthias Saimpert Anomalous quartic neutral gauge couplings at the LHC

Werner Sauter Production of particles at large momentum transfer

Simão Silva Search for a Torsion Field in pp+e-+X collisions at =8 TeV with
the ATLAS/LHC

Anatoly Shabad Point charge as a soliton in truncated QCD

Table 2: List of titles of the workshop talks
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fInstituto de F́ısica Teórica UAM/CSIC & Universidad Autónoma de Madrid, Madrid, Spain

Abstract

We discuss some of the topics covered in a series of lectures under the same title that was given at the Summer

School on High Energy Physics at the LHC: New trends in HEP in Natal, Brazil. In particular, after some

general thoughts on phenomenology we present a pedagogical introduction to the BFKL formalism and we

discuss recent BFKL phenomenological studies for LHC observables.

1 Introduction

Phenomenology in its broader meaning, one would argue, has generally been instrumental in advancing
the progress of human thought. Despite the fact that the etymology of the term, from the Greek words
phainómenon and lógos, implies that phenomenology is the study of ‘that which is observed’, one has to
stress that there is not a unique definition for phenomenology, or more accurately, that the definition
varies a lot depending on the context (philosophy, psychology, science) and different people from
different origins may associate different notions with the term.

If we restrict ourselves in seeking a definition for phenomenology within the grounds of modern
physics, the following directive provides a possible candidate:“Observe ‘that which appears’, a col-
lection of phenomena that share a unifying principle, and try to find patterns to describe it. The
patterns might or might not be of fundamental nature or they might be up to a certain extend”. More
specifically, for high energy physics, a possibly satisfactory statement could be the following: “Use
assumed fundamental laws to produce theoretical estimates for physical observables and then compare
against experimental data to validate or falsify the assumed laws”.

In the past decades, high energy physics was mostly studied in colliders and the vast majority of
experimentally measured quantities were observables stemming from the collision of particles. If the
Standard Model (SM) enjoys such a wide acceptance as the correct theory for the description of the
Strong and the Electroweak (EW) interactions, it has to do with a titanic effort from the experimental
side (HERA, LEP, Tevatron, LHC) and an equally important effort from the theory community to
provide theoretical estimates for a large amount of processes. The comparison between theory and
experiment results in favor of the SM and so far no clear signal for new physics has emerged in any of
the collision experiments. It will be very interesting to see whether the second run of the LHC could
change this picture.

Apart from the (generally rare) times that an experimental situation is a standalone manifestation
of a new phenomenon, it is usually after copious and demanding studies from both theoretical and
experimental sides that one can speak about agreement or disagreement of the predictions with the
data. Focusing hereafter on the theory side, we could argue that SM phenomenology actually means
computing estimates for observables by employing perturbation theory since the SM Lagrangian cannot
be solved exactly. We know that perturbation theory is only an approximation and cannot be applied
without the presence of a small expansion parameter. The usual small parameter is the EW coupling
in calculations in the EW sector of the SM and the strong coupling αs in QCD. Moreover, in hadronic
colliders, practically no physical observable lives solely in a region of the phase space1 where non-
perturbative input is unnecessary. This becomes evident for LHC observables if we think that the

1The term “phase space” here is to be understood as a very wide notion: all possible configurations of initial conditions
connected to all possible configurations of final states consist the phase space of observables.
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colliding particles are protons, objects of a non-perturbative nature due to their size and structure.
Various factorization theorems and schemes are employed to put some order to that picture. The main
idea behind factorization is that one separate the hard (perturbative) from the soft (non-perturbative)
physics such that in order to have a theoretical estimate for an observable one needs to calculate the
contribution from hard physics to that process and convolute it with a parametrization of the soft
physics involved that takes into account all available data. The parametrization is based on the fact
that soft physics can be in general process independent, e.g. the proton PDF’s describe the probability
to find a certain parton in the proton disregarding of the process in which the proton is involved.

The main bulk of phenomenological studies in the past decades is based on the so-called ‘fixed
order’ calculations in which one considers only the first few terms of the perturbative expansion for a
(hard) process and computes these terms fully. The perturbative expansion is realized via Feynman
calculus and each term is graphically represented by Feynman diagrams. Assuming only the first
term results to leading order (LO) calculations, assuming the first and second term results to next-to-
leading (NLO) calculations, assuming the first three terms leads to next-to-next-to leading (NNLO)
calculations and so forth. Most of the LHC processes require theoretical prediction at least to NLO
and some of them to NNLO accuracy for a definite answer after comparing against experimental data.
The complexity increases enormously as one goes from one order to the next and also as the number
of external particles that participate in the process increases. Fixed order calculations justify fully
their reputation of being ‘precision physics’ calculations since the only uncertainty that remains at
the end is the uncertainty from omitting the higher term contributions and this can be well estimated
in most cases2.

In many cases, especially in hadron collider processes, not only a fixed order calculation is too
complicated to be done beyond LO (e.g. multi-jet production) but also we have the presence of a
large scale (usually the logarithm of a kinematical invariant or a mass) that persistently appears in
every order combined with the small expansion parameter in a certain way and potentially could break
down the convergence of the perturbative expansion. In such cases, we need a resummation scheme
to sum all the large contributions from all terms (to order infinity). The result of the resummation
can either be combined with a fixed order calculation or, if it encodes truly the most important
contributions of each term in the expansion, it can be used alone as the theoretical estimate for a
hard process. We should stress that any resummation approach is to be understood in the context of
perturbation theory and also that each term of the perturbative expansion is represented by (effective)
Feynman diagrams.

One of the most important resummation programs appears in the context of high energy scattering.
If in a process the center-of-mass energy,

√
s, is really large then the product (αs ln s) can easily be of

order unity. If in addition s is much larger than any other scale present, then in principle any term
∼ (αs ln s)

n, where n is arbitrarily high, would give the main contribution of the n-th term of the
expansion and this term cannot be omitted. Instead, one has to resum all these important contributions
up to n → ∞. This is done within the Balitsky-Fadin-Kuraev-Lipatov (BFKL) formalism at leading
logarithmic (LA) [1–4] and at next-to-leading logarithmic (NLA) accuracy [5, 6]. For the latter, also
terms that behave like αs(αs ln s)

n are resummed. One sees thus, that resummation programs can also
be regarded as a new perturbative expansion: the first term contains all the leading logarithmic terms
to all orders (LO approximation), the second term the sub-leading logarithms (NLO corrections) and
so on.

In the next section we will sketch a derivation of the BFKL equation that resume all large logarithms
in s after introducing some important notions that are ubiquitous in the BFKL framework and of
which the origin or the relevance are not obvious to the non-expert. In Section 3 we will discuss
recent phenomenological studies for BFKL related observables and in Section 4 we will conclude with
a general discussion.

2There is also uncertainty from the non-perturbative input (e.g. PDF’s) but this is not directly connected to the fixed
order calculation of the hard part of a process, or at least this is what factorization dictates.
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2 The BFKL equation and the Pomeron

In this section, using a diagrammatic approach, our aim is to see

• How logarithms in s make their appearance in high energy scattering

• That these logarithms appear in all orders of the perturbative expansion

• How to resum these logarithms.

Setting our goals as listed above accounts as a minimal but hopefully an honest try to gain a first
insight in BFKL physics. Following this course of reasoning though, will actually permit us to see a
lot more, albeit on a very pedagogical level only. The ambitious reader who wants a deeper insight
should consult more complete presentations of the topic, for example the works in Refs. [7–12] and the
original publications which arguably hide a richness of thought that cannot be covered in any review
article.

Nevertheless, even in this minimalistic setting of goals as presented above and while we are chasing
(αs ln s)

n-like terms in Feynman diagrams we will still be able to see

• How we separate virtual from real corrections and treat them in a separate manner and why
this is of great importance.

• What the reggeization of the gluon is and pinpoint its origin.

• The different role of longitudinal and transverse degrees of freedom

• The “derivation” of the BFKL equation and its solution for the forward case.

• What the Pomeron is and whether we can describe it in a simple manner.

p’
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p p’
2 2
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22

Figure 2: qq-scattering at LO order.

Let us start by considering qq-scattering at lowest order (Born level) as depicted in Fig. 2. Our
discussion will be based a lot on the way the topic is presented in [7, 8]. Since we are concerned with
high energy scattering, we will work in the high energy limit which is defined by the condition

s � |t|, u � −s . (1)

The two quarks are interacting via a gluon exchange in the t-channel. We can write the momentum
of the gluon in Sudakov parametrisation:

q = ρ p1 + σ p2 + q⊥ , (2)
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where p1 and p2 are the momenta of the incoming quarks and q⊥ = (0,q⊥, 0) is a four-vector with
non-zero entries for only the transverse part of the gluon momentum. To denote two-dimensional
transverse vectors we use boldface characters hereafter. To keep contact with the physical picture
of a collision in an experiment, any transverse momentum in the following should be understood as
the projection of the total momentum on the transverse to the beam axis plane. Our kinematical
invariants then expressed in Sudakov variables read: s = 2p1p2 and t = q2 = ρ σs − q2. We should
keep in mind that for perturbation theory to apply, we need the presence of a hard scale Q that will
ensure the smallness of the strong coupling αs(Q). We assume that such a scale exists but we leave it
unidentified for the moment. Moreover, all factors in the formulae to follow that are irrelevant to the
kinematics (such as color factors) will be suppressed.

For the upper vertex in Fig. 2 we have:

− igsū(p1 + q)γµu(p1) . (3)

Because of Eq. 1, q � p1 and the above formula can be approximated by

− igsū(p1)γµu(p1) � −2igsp
µ
1 . (4)

Following the same reasoning for the lower vertex, the amplitude for the process at hand at LO reads

A(0)(s, t) = 8πas CF1
s

q2
= 8πas CF1

s

t
. (5)

where CF1 denotes a color factor. We see that there are no logarithms in s in Eq. 5 as was easy to
guess beforehand. We would like now to move to the next order and consider diagrams that stem from
the tree diagram after attaching another gluon. This new gluon can either be virtual, in which case
we will have one-loop diagrams (virtual radiative corrections), or it can be real which would mean
that it could in principle be detected in the final state (real corrections). Instead of considering both
real and virtual corrections simultaneously at NLO, we will follow a different course. We will consider
first only the virtual correction, first at NLO, then at NLLO and see where this approach can take us.

It turns out that one-loop diagrams with self-energy and vertex corrections are sub-leading in ln s
and do not need to be computed. Only box diagrams are contributing and the ones that give the
relevant ln s term are shown in Fig. 3.

1
p

p
2

p’
1

p’
2

1
p

p
2

p’
1

p’
2

Figure 3: qq-scattering, one-loop corrections.

Let us focus on the Fig. 3(a) diagram. We can calculate its imaginary part using the Cutkosky rules
(see Fig 4) and then obtain the full amplitude by dispersion relations. Denoting the NLO amplitude
by A(1)(s, t) we have:

ImA(1)(s, t) =
1

2

∫
dPS(2)A(0)(s, k2)A(0)†(s, (k − q)2) , (6)

where A(0)(s, k2) and A(0)†(s, (k− q)2) are the tree amplitudes in Fig. 4 with the quark lines being on
shell at the cut points and A(0)† denoting the hermitian conjugate of A(0). The two-body phase space
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1
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Figure 4: qq-scattering, one-loop cut amplitude.

∫
dPS(2) is given by ∫

dPS(2) =

∫
d4k

(2π)2
δ((p1 − k)2)δ((p2 + k)2) . (7)

Again, by introducing Sudakov variables ρ, σ we can express k and d4k as

k = ρ p1 + σ p2 + k⊥, d4k =
s

2
dρdσd2k . (8)

so that we finally obtain for the two-body phase space:

∫
dPS(2) =

1

8π2s

∫
d2k . (9)

The two tree level amplitudes in Eq. 6 read

A(0)(s, k2) = −8πasCF2
s

k2
(10)

and

A(0)†(s, (k − q)2) = −8πasCF3
s

(k− q)2
, (11)

where CF2 and CF3 are color factors. The imaginary part of A(0)(s, t), with the help of Eq. 9, becomes:

ImA(1)(s, t) = 4α2
s s CF4

∫
d2k

k2(k− q)2
(12)

and by dispersion relations we can reconstruct the full amplitude which reads:

A(1)(s, t) = −4
α2
s

π
CF4 ln(

s

t
) s

∫
d2k

k2(k− q)2
. (13)

We remind the reader that we are tracing leading logarithms in s, and since s/t < 0 we can write for
a generic amplitude A ∼ B ln s

t after making the decomposition into real and imaginary parts:

A = ReA+ i ImA ∼ B ln
s

t
= B ln

s

|t| − iπB (14)

which simply means ReA = − 1
π ImA ln s

|t| . Thus, after defining

ε(t) =
Ncαs

4π2

∫
−q2 d2k

k2(k− q)2
, (15)



8 New Trends in High Energy and QCD – IIP proceedings

1
p

p
2

p’
1

p’
2

cut

Figure 4: qq-scattering, one-loop cut amplitude.

∫
dPS(2) is given by ∫

dPS(2) =

∫
d4k

(2π)2
δ((p1 − k)2)δ((p2 + k)2) . (7)

Again, by introducing Sudakov variables ρ, σ we can express k and d4k as

k = ρ p1 + σ p2 + k⊥, d4k =
s

2
dρdσd2k . (8)

so that we finally obtain for the two-body phase space:

∫
dPS(2) =

1

8π2s

∫
d2k . (9)

The two tree level amplitudes in Eq. 6 read

A(0)(s, k2) = −8πasCF2
s

k2
(10)

and

A(0)†(s, (k − q)2) = −8πasCF3
s

(k− q)2
, (11)

where CF2 and CF3 are color factors. The imaginary part of A(0)(s, t), with the help of Eq. 9, becomes:

ImA(1)(s, t) = 4α2
s s CF4

∫
d2k

k2(k− q)2
(12)

and by dispersion relations we can reconstruct the full amplitude which reads:

A(1)(s, t) = −4
α2
s

π
CF4 ln(

s

t
) s

∫
d2k

k2(k− q)2
. (13)

We remind the reader that we are tracing leading logarithms in s, and since s/t < 0 we can write for
a generic amplitude A ∼ B ln s

t after making the decomposition into real and imaginary parts:

A = ReA+ i ImA ∼ B ln
s

t
= B ln

s

|t| − iπB (14)

which simply means ReA = − 1
π ImA ln s

|t| . Thus, after defining

ε(t) =
Ncαs

4π2

∫
−q2 d2k

k2(k− q)2
, (15)

G. Chachamis 9

where the function ε(t) is called gluon Regge trajectory, we rewrite Eq. 13 as

A(1)(s, t) = −16παs

Nc
CF4

s

t
ln(

s

t
) ε(t) , (16)

whereas for the Fig. 3(b) diagram in the crossed channel it will be:

A(1)
cross(s, t) = −16παs

Nc
CF5

u

t
ln(

u

t
) ε(t) . (17)

+ ...

Figure 5: qq-scattering, two-loop diagrams.

By adding the last two relations and keeping in mind that u � −s we obtain the one-loop amplitude.
Considering colour octet exchange3, we can express the one-loop amplitude in terms of the tree level
one, specifically:

A
(1)
8 (s, t) = 8πasCF1

s

t
ln(

s

|t|) ε(t) = A(0) ln(
s

|t|) ε(t) . (18)

One order higher in the perturbative expansion, to O(α3
s), we have to consider many Feynman di-

agrams like the ones in Fig. 5 but fortunately not all of them are accompanied by leading logarithms.
The ones we need to compute are box diagrams, in particular the two-loop box diagrams in Fig. 6.
Using the Cutkosky rules again, we can express the two-loop diagrams into one-loop and tree contri-
butions that are known from the analysis so far. Indeed in Fig 6, after multiplying the amplitudes
in the left hand side of the cut line with the hermitian conjugates of the ones in the right hand side,
summing over helicities and integrating over the phase space we reach the very interesting result:

A
(2)
8 (s, t) = A(0)(s, t)

1

2
ln2(

s

|t|) ε
2(t) , (19)

where the two-loop amplitude is expressed in terms of the LO one. The expressions for A
(2)
8 (s, t) and

A
(1)
8 (s, t) tell us that the partial result for the amplitude up to order O(α3

s) is

Apartial
8 (s, t) = A(0)(s, t)

(
1 + ln(

s

|t|) ε(t) +
1

2
ln2(

s

|t|) ε
2(t)

)
. (20)

3We have hidden any color dependence of the amplitudes in the color factors CF i, any reader interested in color
decomposition should consult Ref. [9] in particular Section 9.4.3.
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Figure 6: qq-scattering, two-loop box virtual corrections.

suggesting that the all-orders virtual amplitude might be of the form

A8(s, t) = A(0)(s, t)

(
1 + ln(

s

|t|) ε(t) +
1

2
ln2(

s

|t|) ε
2(t) + ...

)
, (21)

namely, a product of the tree level amplitude and something that looks very much like a series expan-
sion. From that point on, it only takes a small logical step to postulate that

A8(s, t) = A(0)(s, t)

(
s

|t|

)ε(t)

. (22)

It is impressive to know that the ansatz in Eq. 22 is proven to be true by the so-called bootstrap
equation.

At this point, we have partially achieved one of our primary goals, we have seen how logarithms in s
appear in virtual diagrams in different orders of the perturbative expansion and we have managed to
resum them in a closed form to all orders. The final result can be written in a factorized form involving

two terms, the Born amplitude and the expression
(

s
|t|

)ε(t)
which accounts for the resummation of the

large energy logarithms. We can actually obtain Eq. 22 by going back to Fig. 2 and calculating the
tree level amplitude using for the t-channel gluon a modified propagator which would read:

Dµν(s, q
2) = −i

gµν
q2

( s

k2

)ε(q2)
. (23)

Eq. 23 states that in the high energy limit, in order to take into account all the important contributions
from virtual diagrams to all orders it suffices to calculate the tree level amplitude using a modified
propagator for the t-channel gluon. The importance of this striking result cannot be overestimated.
The gluon with the modified propagator is called a reggeized gluon or Reggeon and it hints that the
relevant degrees of freedom in high energy scattering might not be just quarks and gluons.

Let us now focus on the real corrections and in particular the real gluon emission diagrams in
Fig. 7 which are the first real emission corrections to the Born amplitude. Formally these are O(α3

s)
corrections.
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Figure 6: qq-scattering, two-loop box virtual corrections.
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Figure 7: qq-scattering, one real gluon emission.

It turns out that instead of computing the amplitudes of all these diagrams it suffices to substitute
their contribution by the diagram in Fig. 8 where the blob stands for the Lipatov effective vertex
which is gauge invariant and has a tensorial structure. The Lipatov effective vertex is an elegant way
to sum over the contributions from the graphs in Fig. 7. Using once more Sudakov decomposition,
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21
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Figure 8: Lipatov effective vertex.

the momenta of the two t-channel gluons in Fig. 8 read

k1 = ρ1p1 + σ1p2 + k1⊥

k2 = ρ2p1 + σ2p2 + k2⊥ , (24)

and the relevant kinematical limit is given by the following conditions:

1 >> ρ1 >> ρ2

1 >> |σ2| >> |σ1| (25)

Using the Cutkosky rules once more, we contract the tree level amplitude from the diagram in Fig. 8
with its hermitian conjugate and we integrate over the three-body phase space which in our Sudakov
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parametrization reads

∫
dPS(3) =

s2

4(2π)5

∫
dρ1dρ2dσ1dσ2d

2k1d
2k2

δ(−σ1(1− ρ1)s− k2
1) δ(ρ2(1 + σ2)s− k2

2)

δ((ρ1 − ρ2)(σ1 − σ2)s− (k1 − k2)
2) . (26)

Because of Eq. 25 we may use the following approximations:

1− ρ1 � 1,

1 + σ2 � 1,

ρ1 − ρ2 � ρ1, σ1 − σ2 � −σ2 , (27)

so that Eq. 26 now reads

∫
dPS(3) =

s2

4(2π)5

∫
dρ1dρ2dσ1dσ2d

2k1d
2k2

δ(−σ1s− k2
1) δ(ρ2s− k2

2) δ(−ρ1σ2s− (k1 − k2)
2) . (28)

It is from the rightmost delta function in (Eq. 28) that the ln s behavior of the real corrections arises.
Indeed, after carrying out the integration over σ2, an (1/ρ1) factor will be generated in the integrand:

∫
dPS(3) =

1

4(2π)5s

∫ 1

k2
2/s

dρ1
ρ1

∫
d2k1d

2k2 (29)

and finally performing the ρ1 integration yields a factor

ln

(
s

k2
2

)
= ln

(
s

s0

)
, (30)

where s0 is a typical momentum, a typical normalisation scale.
To consider one order higher corrections, we need to consider two real gluon emissions. The dia-

grammatic depiction would be the one in Fig 8 but now with two Lipatov effective vertices and three
gluon propagators in the t-channel. We would need to integrate over the four-body phase space in
order to get the leading logarithms in s. It is straightforward to generalise this procedure for three,
four and finally an arbitrary number of real gluon emissions. We would like at this point to find a
way to combine the real with the virtual corrections and most importantly, to find a way to account
for the real emission corrections to all orders in an closed form expression.

Let us recapitulate here what insight we have gained and assess where where stand with regard to
our initial aims. In the discussion about the virtual corrections, we have introduced the notion of gluon
reggeization: a t-channel gluon with a modified propagator defined as in Eq. 23 takes into account the
leading logarithmic contributions from virtual diagrams to all orders. This is the closest one can have
for a recipe: to account for virtual corrections, substitute the t-channel gluon by a Reggeon. On the
other hand, the idea of combining the various one real emission diagrams into a single diagram where
we consider one gluon emission in the s-channel that connects to the t-channel gluon by means of a
Lipatov effective vertex allows for the iteration of this prescription to cover an arbitrary high n-gluon
emissions. All these lead very naturally to what we call ladder diagrams, an example is depicted in
Fig. 9. This is the general picture of a BFKL ladder in the colour singlet exchange, and a graphical
depiction of what we call the perturbative Pomeron. Let us have a closer view at the diagram in Fig 9.
It consists of n rungs (real emitted gluons) connected to the t-channel reggeized gluons (zig-zag lines)
via Lipatov effective vertices. The vertical gluons are subdivided into n + 1 reggeized propagators.
The imaginary part of the amplitude, ImA(s, t) for such a process will be given by contracting the two
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tree level amplitudes to the left and right hand side of the cut and after integrating over the n+2-body
phase space. The generalisation of the condition in Eq. 1, leads to the kinematical configuration called
multi-Regge kinematics (MRK):

k2
1 � k2

2 � ...k2
i � k2

i+1 ... � k2
n � k2

n+1 � q2 � s0,

1 � ρ1 � ρ2 � ... ρi � ρi+1 � ρn+1 � s0
s
,

1 � |σn+1| � |σn| � ... � |σ2| � |σ1| �
s0
s
. (31)

The integration over the phase space is nested and the way to turn the multi-nested integral into a

p
2

1
p

1

j−1

j

j+1

n

n+1

2

1 1

2 2

j j

n n

j−1 j−1

j+1 j+1

n+1n+1

Figure 9: A typical gluonic ladder diagram.

product of integrals is by working in the complex angular momentum space ω by taking the Mellin
transform of ImA(s, t):

f(ω, t) =

∫ ∞

1
d

(
s

s0

) (
s

s0

)−ω−1 ImA(s, t)

s
. (32)

Starting from f(ω, t), we can further define a function fω(ka,kb, t) which as its arguments indicate, is
the Mellin transform of the amplitude with the integrations over the transverse momenta ka and kb

still to be performed, where ka and kb are the topmost and bottommost reggeized gluon propagators
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in the ladder. This is called BFKL Green’s function. Since t � −q2, we will prefer the notation
fω(ka,kb,q

2) in the following, in which the propagators ka and (q − kb)
2 are contained and with q2

denoting the momentum transfer in the t-channel. One could then take n = 1 in the ladder diagram

in Fig. 9 and calculate the corresponding f
(1)
ω (ka,kb,q

2) function and then set n = 2 and calculate

the f
(2)
ω (ka,kb,q) and after iterating this procedure up to an arbitrary n → ∞ and summing up all

contributions, one would compute fω(ka,kb,q
2). Easy to describe but impossible to do. Instead,

there is an elegant way through. After taking the Mellin transform in Eq. 32 and writing the generic
expression for fω(ka,kb,q

2) with the phase space integration still to be done, one realizes4 that there
exists an integral equation which governs the behavior of fω:

ωfω(ka,kb,q) = δ2(ka − kb)

+
ᾱs

2π

∫
d2l

{ −q2

(l− q)2k2
a

fω(l,kb,q)

+
1

(l− ka)2

(
fω(l,kb,q

2)− k2
afω(ka,kb,q)

l2 + (ka − l)2

)

+
1

(l− ka)2

(
(ka − q)2l2fω(l,kb,q

2)

(l− q)2k2
a

−(ka − q)2fω(ka,kb,q
2)

(l− q)2(ka − l)2

)}
, (33)

with ᾱs = Ncαs/π. This is the BFKL equation. In the case of zero momentum transfer, q2 = 0,
Eq. 33 becomes:

ωfω(ka,kb) = δ2(ka − kb)

+
ᾱs

2π

∫
d2l

(l− ka)2

(
fω(l,kb)−

k2
afω(ka,kb)

l2 + (ka − l)2

)
. (34)

The impossible task of summing an infinite number of integrals, each one with a (i+1)-body phase
space if its previous has an i-body phase space turns into finding a way to solve Eq. 33. We can rewrite
the BFKL equation in a more symbolic form as

ωfω(ka,kb) = δ2(ka − kb) +

∫
d2l K(ka, l) fω(l,kb) , (35)

where K(ka, l) is the BFKL kernel:

K(ka, l) = 2ε(−k2) δ2(ka − l)︸ ︷︷ ︸
Kvirt

+
Ncαs

π2

1

(ka − kb)2︸ ︷︷ ︸
Kreal

. (36)

Kvirt and Kreal are the parts of the kernel that correspond to the virtual and real corrections respec-
tively.

Solving the BFKL equation will provide us with the BFKL gluon Green’s function from which we
can reconstruct the imaginary part of the amplitude for qq-scattering in two steps. Firstly, we will
need to take the inverse Mellin transform and go back to s space:

f(s,ka,kb,q) =
1

2πi

∫ c+i∞

c−i∞
dω

(
s

s0

)ω

fω(ka,kb,q) (37)

4To demonstrate that, one needs to go through the calculation which is beyond our scope here. The reader is
encouraged to try it out with the help of the references cited in the beginning of the section in order to see how magic
works.
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and subsequently to perform the integrations over the ka and kb momenta of the reggeized gluons:

Asinglet(s, t) = i(8παs)
2 s

N2
c − 1

4N2
c

∫
d2ka

(2π)2
d2kb

(2π)2
f(s,ka,kb,q)

k2
b(ka − q)2

, (38)

where we kept the color factor for qq-scattering explicit.

Figure 10: Graphical depiction of the BFKL equation.

The amplitude in Eq. 38 is the amplitude for scattering via a perturbative Pomeron exchange. If
nature were to follow the BFKL dynamics, or more precisely, in the kinematical limit where BFKL
dynamics is dominant and describes fully the perturbative QCD picture, the interaction between two
quarks would be the outcome of summing all possible ladder diagrams with n-rungs, n → ∞, and this
would be the equivalent of saying that the two quarks exchange a Pomeron. This is obviously not a
definition of the Pomeron but describes a good deal of how to perceive it in an intuitive manner.

The BFKL kernel in Eq. 36 is infrared finite, Kreal and Kvirt are both singular but their divergencies
cancel one against the other. The amplitude though is still infrared divergent due to the gluon
propagators 1

k2
b
and 1

(ka−q)2
. In practice, the quarks (or scattering gluons for that matter) are not on

mass-shell as we assumed here in sketching the derivation of BFKL equation. In physical processes, as
for example in hadron hadron collisions at the LHC, the Pomeron couples to partons inside a hadron
which are off shell. To take into account the structure of the hadrons we need the introduction of
a quantity Φ which serves as the coupling of the Pomeron to the hadron and which is called impact
factor. Then a hadronic elastic amplitude between hadrons A and B (Fig. 11) will be written as

A(s, t) = i s C
∫

d2ka

(2π)2
d2kb

(2π)2
ΦA(ka,q)

f(s,ka,kb,q)

k2
b(ka − q)2

ΦB(kb,q) , (39)

where C accounts for the colour factor5 of the process and the quantities ΦA and ΦB are the hadron
impact factors for the hadrons A and B. Whenever we have scattering of particles via Pomeron
exchange, we also have to consider impact factors for each of these particles. In general, impact
factors are process dependent object and mostly of non perturbative nature and thus non-calculable
and subjects to modelling. Still, there has been quite significant effort by the community to calculate
perturbative impact factors to NLO [13–34]. Nevertheless, all impact factors have to share a very
important universal behavior, i.e. they become zero in the limits

Φ(k,q)
∣∣∣
k−q→0

k→0
→ 0 . (40)

and they regulate thus the infrared divergencies of Eq. 39 which exactly appear in these limits.
We can rewrite Eq. 35 as

ωF = 1I +K ⊗ F, (41)

5For example, C = (N2
c − 1)/4N2

c for qq-scattering
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A

B

Figure 11: High energy hadron-hadron scattering. The interaction factorizes into the process inde-
pendent part which is the BFKL gluon Green’s function (green blob) and the its effective couplings
to the scattering projectiles, the impact factors (brown blobs).

with K being the BFKL kernel as in Eq. 36, and attempt to diagonalise the BFKL equation by finding
the eigenfunctions φa of the kernel K

K ⊗ φa = ωaφa . (42)

If θ is the azimuthal polar coordinate of the momenta, then the eigenfunctions can be expressed as:

φnν(|k|, θ) =
1

π
√
2
(k2)−

1
2
+iν einθ . (43)

The high energy behavior of the total cross section is determined when we consider the angular
averaged kernel (averaged over the azimuthal angle between ka and kb) and then (k2)γ−1 can be used
as eigenfunctions such that:

∫
d2kK(ka,k)(k

2)γ−1 =
Ncαs

π
χ0(γ)(k

2
a)

γ−1 (44)

with eigenvalues

ωn(γ) =
αsNc

π

(
2ψ(1)− ψ(γ +

n

2
)− ψ(1− γ +

n

2
)
)
, ψ(γ) = Γ′(γ)/Γ(γ)

and γ = 1/2+ iν. The set of eigenfunctions, where the real ν ranges between −∞ and ∞ is complete.
The solution can therefore be expressed using the expansion on the eigenfunctions and reads

f(ka,kb, Y ) =
1

πkakb

∞∑
n=−∞

∫
dω

2πi
eωY

∫
dγ

2πi

(
k2
a

k2
b

)γ− 1
2 einθ

ω − ωn(αs, γ)
, (45)

where Y = ln
(

s
s0

)
is the rapidity interval between ka and kb. Eq. 45 makes apparent the distinct

power-like growth with energy prediction within the BFKL dynamics that characterises the behavior
of the cross sections at large energies. The relevant term here is eωY .
So far, we have encountered a number of important features of the BFKL resummation program

all seen at leading logarithmic accuracy. At next-to-leading logarithmic approximation (NLLA), it
turns out that the reggeization of the gluon still holds which is a key point. It means that one can use
the leading order form of BFKL equation changing only the kernels and the eigenvalues [5]. We will
not discuss in any detail the NLO BFKL equation here. We will only sketch the origin of the terms
αs(αs ln s)

n and we will mention a couple of important points for BFKL phenomenology.
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(

s
s0

)
is the rapidity interval between ka and kb. Eq. 45 makes apparent the distinct

power-like growth with energy prediction within the BFKL dynamics that characterises the behavior
of the cross sections at large energies. The relevant term here is eωY .
So far, we have encountered a number of important features of the BFKL resummation program

all seen at leading logarithmic accuracy. At next-to-leading logarithmic approximation (NLLA), it
turns out that the reggeization of the gluon still holds which is a key point. It means that one can use
the leading order form of BFKL equation changing only the kernels and the eigenvalues [5]. We will
not discuss in any detail the NLO BFKL equation here. We will only sketch the origin of the terms
αs(αs ln s)

n and we will mention a couple of important points for BFKL phenomenology.
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The NLO6 corrections stem from two different kinematical configurations. In MRK, the next-
to-leading order corrections for the gluon Regge trajectory as well as the virtual corrections to the
Reggeon-Reggeon-g vertex have to be included. The reggeized gluon trajectory has to be calculated
at two-loop approximation, ε(2) [35], whereas, the real part of the kernel, Kreal gets contributions from
one-loop level gluon production [36].

One can also obtain a term of the type αs(αs ln s)
n starting from an amplitude at LLA and after

losing a relative ln s term. We saw that the key feature that generates these logarithmic terms is the
strong ordering in rapidity. Thus, if we allow for a state in which two of the emitted particles are
close in rapidity, we are in the Quasi-Multi-Regge-kinematics (QMRK) where Eq. 31 still holds with
the exception of a pair of particles. The pair can be a pair of gluons or a qq̄ pair [37, 38] (Fig. 12).

1−loop g emission2−loop trajectory pair production

2 1 0 0

Figure 12: Contributions to the NLL approximation.

The project of computing the next-to-leading corrections was an impressive feat that took almost
ten years to finish [5, 6]. When it was completed, in the late nineties, it came as a surprise that the
corrections compared to LLA were very large questioning the convergence itself of the perturbative
expansion in terms of (αs ln s). The problem has its origin to the fact that since we impose no
restrictions on the values of the transverse momenta for the emissions, there can be final configurations
in which the transverse momenta of the emitted particles are strongly ordered. This leads to large
logarithms of transverse momenta (collinear logarithms) that make the expansion in (αs ln s) terms
unstable. To eliminate these unphysical logarithms one can perform a complete collinear resummation
of these large logarithms which stabilizes the convergence of the expansion [39].

3 BFKL phenomenology at the LHC

In the past thirty years, a number of probes of BFKL physics have been proposed for different collider
environments. Actually, BFKL phenomenology had its first major flourish in the nineties, especially
after HERA at DESY started producing data for the proton structure function F2 that were showing
a power-like rise with decreasing x, the Bjorken scaling variable. Since the early HERA days, much
of the progress seen on more formal theoretical issues regarding the BFKL formalism was driven from
a need to compare against experimental measurements. Nevertheless, the absence of a clear signal
that would only be described by BFKL physics and by nothing else was a drawback. Despite the
big progress in the field, most of the studies we still have are beyond LO but only a few calculations
provide full NLO accuracy estimates within the BFKL framework.

Nowadays, the general consensus is that one should apply the BFKL formalism to processes that
have two hard scales at the two ends of the BFKL ladder that are of the same magnitude. Otherwise,
if there is strong ordering in the transverse momentum of the two scales, DGLAP [40–42] logarithms
appear and BFKL is not any more the only relevant framework. A very strict list of probes would

6As mentioned in the introduction, in the field, there is an interchangeability between the terms ‘NLL’ and ‘NLO’.
We will follow the practise here with the assurance that by now the context makes clear what one really means.
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Figure 13: The kinematics of Mueller-Navelet jets. Figure taken from Ref [44].

include the processes γ∗γ∗ → hadrons in a e+e− collider, forwards jets in Deep Inelastic Scattering
(DIS) at HERA, Mueller-Navelet jets and Mueller-Tang jets at hadron colliders (Tevatron, LHC). We
do not include in the list the F2 behavior in DIS which is also driven by non-perturbative physics.
From the list of probes above, Mueller-Navelet jets [43] is the observable that has received most of
the theoretical attention in recent years as the process can be studied experimentally at the LHC. In
the following, we will focus on recent Mueller-Navelet studies and we will also review the comparison
with experimental data.

The initial idea behind considering the Mueller-Navelet jets cross section as a probe for BFKL
physics is the following: in a hadron collider, let us assume that two partons interact (one from each
hadron) such that in the final state we find a forward and backward jet of similar and sizeable pT . Then
these can be the hard scales attached to the two ends of a BFKL ladder and any collinear (DGLAP)
logarithms are suppressed in the evolution from one jet to the other. The main contribution to this
process on the partonic level then would come from the BFKL logarithms given that the two jets are
well separated in rapidity. The process is depicted in Fig. 13.

One would think that already at Tevatron, the aim would be to see in the data the power-like growth
with energy of the cross section characteristic for BFKL dynamics. The problem with that though is
that this growth is drown due to the rapidly falling PDFs in forward-backward dijet production with
large rapidity separation. For that reason, the main observable to be studied is the decorrelation in
azimuthal angle between the two tagged jets as a function of the rapidity separation.

At tree level (Fig. 14), the produced jets have to be back-to-back due to energy-momentum conser-
vation: the partonic cross section is a 2 → 2 process. As the partonic centre-of-mass energy increases
though, the tree level approximation is not a good approximation at all. One is bound to consider
extra real radiation in the final state which breaks the back-to-back configuration of the two outmost
jets. The larger the available energy, the larger is the phase space and more emissions need to be
considered in order to describe more accurately what really happens in the collider and the more
azimuthally decorrelated is the system of the forward-backward jets. To measure the correlation, one
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considered in order to describe more accurately what really happens in the collider and the more
azimuthally decorrelated is the system of the forward-backward jets. To measure the correlation, one
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Figure 14: Diagrammatic tree level approximation for Mueller-Navelet jets.

Figure 15: Tree level approximation for Mueller-Navelet jets in a collision setup. Figure taken from
Ref [45].

projects the momenta of the two jets on the transverse plane and calculates the average cos(∆φ),
where ∆φ is defined as the difference of the angles of the two jets minus π, ∆φ = φJ,1 −φJ,2 − π. One
can go further along these lines and compute the following moments: Cn = 〈cos(n∆φ)〉, where n can
be 1,2 or 3. In an effort to minimise further any contamination from collinear logarithm, the ratios

Cn

Cm
=

〈cos(n∆φ)〉
〈cos(m∆φ)〉 (46)

have been proposed as better observables to probe BFKL dynamics in Ref. [46].
At the moment, we have two groups with full NLO BFKL predictions for Mueller-Navelet jet

observables at LHC energies. Both groups are using an analytic approach (as opposed to Monte Carlo
studies) [44, 47, 48]. In their studies, they compare and find good agreement with the average cosine
ratios. This agreement was summarized in the results of CMS on multijet correlations [49] where
Figs. 16 and 17 are taken from. The success of BFKL physics to describe the data for the average
cosine ratios and the not so good performance of the standard collinear tools is a very promising
starting point while waiting for relevant results from the second run of the LHC.



20 New Trends in High Energy and QCD – IIP proceedings

 yΔ
0 1 2 3 4 5 6 7 8 9

1
/C 2C

0

0.2

0.4

0.6

0.8

1

DATA Sherpa 1.4
Cascade 2 BFKL NLL+

-1Ldt = 5 pb∫ = 7 TeV, sCMS Preliminary, 

 > 35 GeV, |y| < 4.7TP

Mueller-Navelet dijets

Figure 16: Ratio C2/C1 as a function of ∆y compared to various theory predictions. Figure taken
from Ref [49].

Recently, new observables sensitive to BFKL dynamics were proposed in the context of multijet
production at the LHC [50]. The idea is to study events with two tagged forward-backward jets,
separated by a large rapidity span, and also tag on a third jet produced in the central region of rapidity,
allowing for inclusive radiation in the remaining areas of the detectors. A kinematical configuration can
be seen in Fig 18. The proposed distributions have a very different behavior to the ones characteristic
of the Mueller-Navelet case. These new distributions are defined using the projections on the two
relative azimuthal angles formed by each of the forward jets with the central jet, ∆φ1 = φ1 − φc − π
and ∆φ1 = φc−φ2−π. The experimentally relevant observable is the mean value in the selected events
of the two cosines of the azimuthal angle differences, i.e. 〈cos(M∆φ1)cos(N∆φ2)〉. To eliminate again
any collinear logarithm contamination, one can form ratios and finally the observables are defined as:

RM,N
P,Q =

〈cos(M∆φ1)cos(N∆φ2)〉
〈cos(P∆φ1)cos(Q∆φ2)〉

, (47)

where M , N , P and Q can be equal to 1 or 2.
In Fig. 19 one sees plotted the ratio R12

22 after setting the momentum of the forward jet to kA = 40
GeV, the momentum of the backward jet to kB = 50 GeV and their rapidities to YA = 10 and YB = 0
respectively. For the transverse momentum of the central jet three values kJ = 30, 45, 70 GeV were
chosen and the rapidity of the central jet yJ varies between the two rapidities of the forward-backward
jets. The claim is that these ratio distributions as defined in Eq. 47 are probing the fine structure
of the QCD radiation in the high energy limit and one should expect the LHC data to agree with
the theoretical BFKL estimates especially in the regions where yJ is closer to (YA − YB)/2. Apart
from the analytic approach followed in Ref. [50], it would be very interesting to see BFKL theoretical
estimates with Monte Carlo techniques [51–54] for these proposed ratio observables.

4 Discussion

The LHC has opened up a new era in particle physics. So far, there is no clear signal for new physics
and the SM seems to secure even more its position as the best and only theory we have to describe
the fundamental interactions (Gravity excluded). Despite that though, there is an awful lot we do not
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know about the SM. If we exclude lattice works, the only way we have at our disposal to do calculations
is perturbation theory. And clearly, knowing the first two-three terms of an expansion to a function
does not give a full insight to the function itself and its special properties. It only allows to learn
about the behavior of the function in the small region where the expansion makes sense. It remains
to be seen whether the LHC era will be an exciting time of new physics but even if not, it should be
the era in which we learn and understand more about the SM, especially more so if it surfaces at the
end of the day as the only fundamental theory available to describe consistently experimental data.

To that end, the role of phenomenology is crucial. We do not calculate theoretical estimates and
then compare to data sets in order to fill out a checklist of processes. We do confront our theory using
the experiment because we want to understand better our theory. We want to see whether different
approaches within the same fundamental model can reveal properties that were previously masked.
Phenomenology in modern particle physics, apart from carrying the responsibility of validating or
falsifying a theory, it should also shed light to corners of a valid theory that are not in plain view.

BFKL physics is connected to some very important and still open issues within QCD and beyond.
Factorization theorems, the transition from the perturbative to the non-perturbative regime, the
correct degrees of freedom in high energies, the connection of QCD to the old Regge theory are
few examples. BFKL phenomenology should try to give answers to all these important questions.
Before that though, it needs to answer the most pressing question: which is the rough collision energy
threshold after which BFKL dynamics becomes –for the relevant kinematical configurations–, if not
dominant, at least the main player. Does the LHC reach beyond that threshold? In that respect, to
find the window of applicability for this formalism, more work is needed in identifying observables
where the BFKL approach is distinct. We should define more exclusive experimental quantities such
that BFKL fits the measured data and all other possible approaches fail if we are already beyond the
threshold at the LHC. It remains to be seen whether the second run of the LHC will be the time of
great progress for BFKL phenomenology.
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Figure 18: Kinematics of a 3-jet event.
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Abstract

For the first time, at the LHC forward physics is dominated by Pomeron exchange in the t channel, enabling

full use of Regge factorization. Elastic scattering and diffraction dissociation are related by using this property

of the theory. The possibility of an Odderon exchange is scrutinized. The dynamics of the dip-bump structure

in elastic scattering is modelled. In diffracion dissociation the role of low missing mass resonances is estimated.

Fits to the LHC data at 7 TeV are presented.

1 Introduction. Regge factorization

With the advent of the LHC, elastic and inelastic scattering entered a new area, where diffraction
can be seen uncontaminated by non-diffractive events. In terms of the Regge-pole theory this means,
that the scattering amplitude is completely determined by a Pomeron exchange, and, in a simple-
pole approximation, Regge factorization is of practical use! Let us remind that the Pomeron is not
necessarily a simple pole: perturbative QCD suggests that the Pomeron is made of an infinite number
of poles (useless in practice), and the unitarity condition requires corrections to the simple pole, whose
calculation is far from unique. Instead a simple Pomeron pole approximation is efficient in describing
a variety of diffraction phenomena.

The elastic scattering amplitude is simply

A(s, t) = ξ(t)β(t)2(s/s0)
αP (t)−1 +AR(s, t), (48)

where ξ(t) is the signature factor, and α(t) is the (linear) Pomeron trajectory. The signature factor
can be written as ξ(t) = e−iπ/2. The residue is chosen to be a simple exponential, β(t) = ebP t. ”Minus
one” in the propagator term (s/s0)

αP (t)−1 of (48) correspond for normalization σT (s) = ImA(s, t = 0).
The scale parameter s0 is not fixed by the Regge-pole theory: it can be fitted do the data or fixed
to a ”plausible” value of a hadronic mass, or to the inverse ”string tension” (inverse of the Pomeron
slope), s0 = 1/α′. The second term in Eq. (48), corresponding to sub-leading Reggeons, has the same
functional form as the first one (that of the Pomeron), just the values of the parameters differ.

Fig. 20 shows the simplest configurations of Regge-pole diagrams for elastic, single- and double
diffraction dissociation, as well as central diffraction dissociation (CD). In this lecture we consider
only SD and DD.

Factorization of the Regge residue β(t) and the ”propagator” (s/s0)
αP (t)−1 is a basic property of the

theory. At the LHC for the first time we have the opportunity of testing Regge-factorization directly,
since the scattering amplitude here is dominated by a simple Pomeron-pole exchange, identical in
elastic and inelastic diffraction. Simple factorization relations between elastic (dσel

dt ), single (dσel
dt ) and

double ( d3σDD

dtdM2
1 dM

2
2
) DD are known from the literature Really, by writing the scattering amplitude as

7Corresponding author. See Table 1 for the complete list of lectures given at the school.
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Figure 20: Diagrams for elastic scattering and diffraction dissociation (single, double and central).

product of the vertices, elastic f and inelastic F , multiplied by the (universal) propagator (Pomeron
exchange), f2sα fFsα, F 2sα for elastic scattering, SD and DD, respectively, one gets

d3σDD

dtdM2
1dM

2
2

=
d2σSD1

dtdM2
1

d2σSD2

dtdM2
2

/
dσel
dt

. (49)

Assuming eBt as a t−dependence for both SD and elastic scattering, integration over t yields:

d3σDD

dM2
1dM

2
2

= k
d2σSD1

dM2
1

d2σSD2

dM2
2

/σel. (50)

where k = r2/(2r − 1), r = BSD/Bel.
For pp interactions at the ISR, r = 2/3 and hence k = 4/3. Taking the value r = 2/3, consistent

with the experimental results at Fermilab and ISR, one obtains σDD = 4σSD
3σel

,. Notice that for r =
1/2, k → ∞. Thus k is very sensitive to the ratio r, which shows that direct measurements of the
slopes at the LHC are important. Interestingly, relation (50) can be used in different ways, e.g. to
cross check any among the four inputs.

To summarize this discussion, we emphasize the important role of the ratio between the inelastic
and elastic slope, which at the LHC is close to its critical value BSD/Bel = 0.5 (it cannot go below!),
which means a very sensitive correlation between these two quantities. The right balance may require a
correlated study of the two by keeping the ratio above 0.5. This constrain may guide future experiments
on elastic and inelastic diffraction.

2 Elastic scattering

The experimental data on proton-proton elastic and inelastic scattering emerging from the measure-
ments at the LHC, call for an efficient model to fit the data and identify their diffractive (Pomeron)
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component. To this end, there is a need for a reasonably simple and feasible model of the scattering
amplitude, yet satisfying the basic theoretical requirements such as analyticity, crossing and unitarity.
In our opinion, the expected (dip-bump) structure in the differential cross section is most critical in
discriminating models of high-energy diffraction, although other observables, such as the rate of the
increase of the total cross sections, the ratio of the elastic to total cross section, detail concerning
the shape of the elastic cross section, such as its “break” at small |t| and flattening at large |t| are
important as well.

We show that, while the contribution from secondary reggeons is negligible at the LHC, the inclusion
of the Odderon is mandatory, even for the description of pp scattering alone. To make our analyzis
complete, we include in our fits p̄p data as well.

Simplicity and efficiency are the main reasons why the model of Donnachie and Landshoff (DL)
is so popular and useful. A supercritical Pomeron term, appended with non-leading (secondary)
Reggeon contributions, with linear Regge trajectories describes elastic scattering data in a wide range
of energies at small −t. Due to this simplicity it can be used also as a part of more complicated
inelastic reactions, whenever Regge-factorization holds.

Any extension of this model should include:

• The dip-bump structure typical to high-energy diffractive processes;

• Non-linear Regge trajectories;

• Possible Odderon (odd-C asymptotic Regge exchange),and be

• Compatible with s− and t− channel unitarity;

The first attempt to describe high-energy diffraction, in particular the appearance of the characteris-
tic dip-bump structure in the differential cross sections, was made by Chou and Yang: the distribution
of matter in the nuclei was assumed to follow that of the electric charge (form factors). The original
“geometrical” Chou and Young model qualitatively reproduces the t dependence of the differential
cross sections in elastic scattering, however it does not contain any energy dependence, subsequently
introduced by means of Regge-pole models.

A particularly efficient parametrization of dip was suggested by Phillips and Barger, right after its
first observation at the ISR. Their formula reads

dσ

dt
= |

√
A exp(Bt/2) +

√
C exp(Dt/2 + iφ)|2, (51)

where A, B, C, D and φ are determined independently at each energy.
We suggest a simple model that can be used as a handle in studying diffraction at the LHC. It

combines the simplicity of the above models approach, and goes beyond their limitations. Being
flexible, it can be modified according to the experimental needs or theoretical prejudice of its user and
can be considered as the “minimal model” of high-energy scattering while its flexibility gives room
for various generalizations/modifications or further developments (e.g. unitarization, inclusion of spin
degrees of freedom etc.).

Consider the spinless case of the invariant high-energy scattering amplitude, A (s, t), where s and t
are the usual Mandelstam variables. The basic assumptions of the model are:

α(0)\C + -

> 1 P O

< 1 f ω

Table 3: Relative contribution of various reggeons to the scattering amplitude.
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1. The scattering amplitude is a sum of four terms, two the asymptotic (Pomeron (P) and Odderon
(O)) and two non-asymptotic ones or secondary Regge pole contributions.

Viewed vertically, P and f (second column) have positive C-parity, thus entering in the scattering
amplitude with the same sign in pp and p̄p scattering, while the Odderon and ω (third column) have
negative C-parity, thus entering pp and p̄p scattering with opposite signs, as shown below:

A (s, t)p̄ppp = AP (s, t) +Af (s, t)± [Aω (s, t) +AO (s, t)] , (52)

where the symbols P, f, O, ω stand for the relevant Regge-pole amplitudes and the super(sub)script,
evidently, indicate p̄p(pp) scattering with the relevant choice of the signs in the sum (52). This sum
can be extended by adding more Reggeons, whose role may become increasingly important towards
lower energies; their contribution can be effectively absorbed by f and ω.

2. We treat the Odderon, the C-odd counterpart of the Pomeron on equal footing, differing by its
C− parity and the values of its parameters (to be fitted to the data). We examined also a fit to pp
scattering alone, without any Odderon contribution. The (negative) result is presented in Sec. 4 of
Ref. [1].

3. The main subject of our study is the Pomeron, and it is a double pole (DP), lying on a nonlinear
trajectory, whose intercept is slightly above one. This choice is motivated by the unique properties of
the DP: it produces logarithmically rising total cross sections at unit Pomeron intercept. By letting
αP (0) > 1, we allow for a faster rise of the total cross section 8 Due to its geometric form (see below)
the DP reproduces itself against unitarity (eikonal) corrections. As a consequence, these corrections
are small, and one can use the model at the “Born level” without complicated (and ambiguous)
unitarity (rescattering) corrections. DP combines the properties of Regge poles and of the geometric
approach, initiated by Chou and Yang.

4. Regge trajectories are non-linear complex functions. In a limited range and with limited precision,
they can be approximated by linear trajectories (which is a common practice, reasonable when non-
linear effects can be neglected). This nonlinearity is manifest e.g. as the “break” i.e. a change the
slope ∆B ≈ 2 GeV2 around t ≈ −0.1 GeV2 and at large |t|, beyond the second maximum, |t| > 2
GeV2, where the cross section flattens and the trajectories are expected to slowdown logarithmically.
A simple mechanism of the diffractive dip-bump structure combining geometrical features and Regge

behavior was suggested by L. Jenkovszky and A. Wall. In their model the dip is generated by the
Pomeron contribution. The relevant Pomeron is a double pole arises from the interference between this
dipole with a simple one, it is accompanied by. The dip-bump in the model shows correct dynamics,
that is it develops from a shoulder, progressively deepening in the ISR energy region. As energy
increases further, the dip is filled by the Odderon contribution. At low energies the contribution from
non-leading, “secondary” Reggeons is also present.

Physically, the components of the Pomeron have the following interpretation: the first term in Eq.
(57) is a Gaussian in the impact parameter representation, while the second term contains absorption
corrections generating the dip.

The dipole Pomeron produces logarithmically rising total cross sections and nearly constant ratio
of σel/σtot at unit Pomeron intercept, αP (0) = 1. While a mild, logarithmic increase of σtot does not
contradict the data, the rise of the ratio σel/σtot beyond the SPS energies requires a supercritical DP
intercept, αP (0) = 1+ δ, where δ is a small parameter αP (0) ≈ 0.05. Thus DP is about “twice softer”
then that of Donnachie-Landshoff, in which αP (0) ≈ 0.08.
In spite of a great varieties of models for high-energy diffraction (for a recent review see [2]), only a

few of them attempted to attack the complicated and delicate mechanism of the diffraction structure.
In the 80-ies and early 90-ies, DP was fitted to the ISR, SPS and Tevatron data. Now we find it
appropriate to revise the state of the art in this field, to update the earlier fits, analyze the ongoing

8A supercritical Pomeron trajectory, αP (0) > 1 in the DP is required by the observed rise of the ratio σel/σtot, or,
equivalently, departure form geometrical scaling, although the intercept is about half compared to that in the DL model
since the double pole (or dipole) itself drives the rise in energy.
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measurements at the LHC and/or make further predictions. We revise the existing estimates of
the Pomeron contribution to the cross sections as a functions of s and t and argue that while the
contribution from non-leading trajectories in the nearly forward region is negligible (smaller than the
experimental uncertainties), the Odderon may be important, especially in the non-forward direction.

2.1 A simple Regge-pole model

We use the normalization:

dσ

dt
=

π

s2
|A(s, t)|2 and σtot =

4π

s
�mA(s, t)

∣∣∣
t=0

. (53)

Neglecting spin dependence, the invariant proton(antiproton)-proton elastic scattering amplitude is
that of Eq. (52). The secondary Reggeons are parametrized in a standard way [3,4], with linear Regge
trajectories and exponential residua, where R denotes f or ω - the principal non-leading contributions
to pp or p̄p scattering:

AR (s, t) = aRe
−iπαR(t)/2ebRt

(
s/s0

)αR(t)
, (54)

with αf (t) = 0.70 + 0.84t and αω (t) = 0.43 + 0.93t; the values of other parameters of the Reggeons
are quoted in Tables 5, 6, 7.

As argued, the Pomeron is a dipole in the j−plane

AP (s, t) =
d

dαP

[
e−iπαP /2G(αP )

(
s/s0

)αP
]
= (55)

e−iπαP (t)/2
(
s/s0

)αP (t)[
G′(αP ) +

(
L− iπ/2

)
G(αP )

]
.

Since the first term in squared brackets determines the shape of the cone, one fixes

G′(αP ) = −aP e
bP [αP−1], (56)

where G(αP ) is recovered by integration, and, as a consequence, the Pomeron amplitude Eq. (55) can
be rewritten in the following “geometrical” form

AP (s, t) = i
aP s

bP s0
[r21(s)e

r21(s)[αP−1] − εP r
2
2(s)e

r22(s)[αP−1]], (57)

where r21(s) = bP + L− iπ/2, r22(s) = L− iπ/2, L ≡ ln(s/s0).
The main features of the nonlinear trajectories are: 1) presence of a threshold singularity required

by t−channel unitarity and responsible for the change of the slope in the exponential cone (the so-
called “break”) near t = −0.1 GeV2, and 2) logarithmic asymptotic behavior providing for a power
fall-off of the cross sections in the “hard” region. The combination of theses properties is however not
unique.

We examine representative examples of the Pomeron trajectories, namely: 1) Linear Eq. (TR.1);
2) With a square-root threshold, Eq. (TR.2), required by t−channel unitarity and accounting for
the small-t “break”, as well as the possible “Orear”, e

√
−t behavior in the second cone; and 3) A

logarithmic one, Eq. (TR.3) anticipating possible “hard effects” at large |t| (in fact, our fits (see
below) do not show the expected large-t logarithmic regime in the transition region |t| < 8 GeV2.

αP ≡ αP (t) = 1 + δP + α1P t, (TR.1)

αP ≡ αP (t) = 1 + δP + α1P t− α2P

(√
4α2

3P − t− 2α3P

)
, (TR.2)

αP ≡ αP (t) = 1 + δP − α1P ln (1− α2P t) . (TR.3)
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Neglecting spin dependence, the invariant proton(antiproton)-proton elastic scattering amplitude is
that of Eq. (52). The secondary Reggeons are parametrized in a standard way [3,4], with linear Regge
trajectories and exponential residua, where R denotes f or ω - the principal non-leading contributions
to pp or p̄p scattering:

AR (s, t) = aRe
−iπαR(t)/2ebRt

(
s/s0

)αR(t)
, (54)

with αf (t) = 0.70 + 0.84t and αω (t) = 0.43 + 0.93t; the values of other parameters of the Reggeons
are quoted in Tables 5, 6, 7.

As argued, the Pomeron is a dipole in the j−plane

AP (s, t) =
d

dαP

[
e−iπαP /2G(αP )

(
s/s0

)αP
]
= (55)

e−iπαP (t)/2
(
s/s0

)αP (t)[
G′(αP ) +

(
L− iπ/2

)
G(αP )

]
.

Since the first term in squared brackets determines the shape of the cone, one fixes

G′(αP ) = −aP e
bP [αP−1], (56)

where G(αP ) is recovered by integration, and, as a consequence, the Pomeron amplitude Eq. (55) can
be rewritten in the following “geometrical” form

AP (s, t) = i
aP s

bP s0
[r21(s)e

r21(s)[αP−1] − εP r
2
2(s)e

r22(s)[αP−1]], (57)

where r21(s) = bP + L− iπ/2, r22(s) = L− iπ/2, L ≡ ln(s/s0).
The main features of the nonlinear trajectories are: 1) presence of a threshold singularity required

by t−channel unitarity and responsible for the change of the slope in the exponential cone (the so-
called “break”) near t = −0.1 GeV2, and 2) logarithmic asymptotic behavior providing for a power
fall-off of the cross sections in the “hard” region. The combination of theses properties is however not
unique.

We examine representative examples of the Pomeron trajectories, namely: 1) Linear Eq. (TR.1);
2) With a square-root threshold, Eq. (TR.2), required by t−channel unitarity and accounting for
the small-t “break”, as well as the possible “Orear”, e

√
−t behavior in the second cone; and 3) A

logarithmic one, Eq. (TR.3) anticipating possible “hard effects” at large |t| (in fact, our fits (see
below) do not show the expected large-t logarithmic regime in the transition region |t| < 8 GeV2.

αP ≡ αP (t) = 1 + δP + α1P t, (TR.1)

αP ≡ αP (t) = 1 + δP + α1P t− α2P

(√
4α2

3P − t− 2α3P

)
, (TR.2)

αP ≡ αP (t) = 1 + δP − α1P ln (1− α2P t) . (TR.3)
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An important property of the DP Eq. (57) is the presence of absorptions, quantified by the value
of the parameter εP in Eq. (57); this property, together with the non-linear nature of the trajectories,
justifies the neglect of the rescattering corrections.

The unknown Odderon contribution is assumed to be of the same form as that of the Pomeron,
Eqs. (55), (57), apart from different values of adjustable parameters (labeled by the subscript “O”).
Also, only one trajectory of type (TR.1) is considered for the Odderon.

AO(s, t) =
aO s

bO s0
[r21O(s)e

r21O(s)[αO−1]], (58)

The adjustable parameters are: δP , αiP , aP , bP , εP for the Pomeron and δO, αiO, aO, bO for the
Odderon. The results of the fitting procedure is presented below.

2.2 Fitting to the data

The model contains from 14 to 16 parameters (depending on the choice of the trajectories) to be fitted
to 1024 data points simultaneously in s and t. By a straightforward minimization one has little chances
to find the solution, because of possible correlations between different contribution and the parameters,
including the P − f and O−ω mixing and the unbalanced role of different contributions/data points.
Although we apply the best global fit (minimal χ2) as a formal criterion for the valid description,
we are primarily interested in the dip region, critical for the identification of the Pomeron and the
Odderon. As mentioned in the Introduction, we perform also a fit to pp data alone, see Subsection
4.1, to see whether the observed dynamics of dip can be reproduced by the Pomeron alone. The
contribution to the global χ2 from tiny effects, such as the small-|t| “break” in the first (and second)
cone, possible oscillations in the slope of the cone(s) etc. should not corrupt the study of the dynamics
in the dip-bump region.

To avoid false χ2 minima, we proceed step-by-step. We start with a fit to the to the forward data:
the total cross section and the ratio ρ = �eA(s, t = 0)/�mA(s, t = 0) with the Pomeron contribution
alone, by assuming that the contribution from the Odderon is small and no absorption in the Pomeron
amplitude, εP = 0. The forward data are sensitive only to the parameters like aP , δp, therefore we fit
them at first. Using obtained values of the parameters as an initial point we proceed with the fitting
of the pp and p̄p differential cross sections data in the first cone |t| < 0.5 GeV2, thus applying further
constraints on previously mentioned parameters, bP and αiP . These fits give satisfactory description
(χ2/NDF ≈ 1.5) of the total cross sections, ratios of real to imaginary part of the forward amplitude
and of the first cone in both pp and p̄p cases for each energy. To describe the second cone and the
dip-bump structure, we fit the εP and the Pomeron’s trajectory parameters: αiP . Next we assume
that a shelf, which is clearly seen in pp̄ data at 546 and 630 GeV, is generated by the Odderon. Since
there is no information about Odderon’s structure we fit all its parameters simultaneously, but fixing
the Pomeron. After these steps to polish out the minimum we release all parameters of the primary
reggeons and add the secondary regeons for the final fit.

To find the best set of parameters we minimize a combined χ2 = χ2
tot + χ2

ρ + χ2
pp + χ2

pp̄ using the
MINUIT code. The obtained minimal value of χ2 for the model with trajectory (TR.1) corresponds
to χ2/NDF = 3. Details of the fit results for different trajectories are summarized in Tables (5,6,7).
Finally we note that the best fit to the data does not necessarily implies the best physical model. For

example, the inclusion of spin may affect any seemingly perfect fit to the data. In our opinion, such a
minimization procedure improves our understanding of the physical meaning of each term introduced
phenomenologically in the amplitude.

To check the role of the Odderon, we first fit only pp scattering without any Odderon (that is
supposed to fill the dip in p̄p). The best fit is shown in Figs 21 (a,b), demonstrating that, while the
Pomeron appended with sub-leading reggeons reproduces the dip for several energies, namely 45, 53,
62 GeV, it fails otherwise (we remind that the deepening of dip is not monotonic: after the minimum
at

√
s ≈ 35 GeV the trend gets reversed). The presence of the Odderon seems inevitable. Henceforth

we use the complete amplitude Eq. (52), including the Odderon.
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Figure 21: (a) Total pp cross section calculated in the model, Eqs. (2-8, TR.1), without the Odderon
term and fitted to the data in the range

√
s = 5 — 30 TeV; (b) Differential pp cross sections calculated

in model, Eqs. (2-8, TR.1), without the Odderon term and fitted to the data in the range −t = 0.1
— 8 GeV2

.

2.3 Elastic cross sections and the diffraction minimum at the LHC

Figure 22 (a) shows the pp and p̄p total elastic scattering cross section calculated in model with the
parameters presented in Table 5. On this plot the yellow band represents statistical uncertainties on
the calculated values of the total cross section. Figure 22 (b) shows the ratio of the real to imaginary
part of the forward amplitude. The model with a linear trajectory sufficiently well describes the
forward quantities in a wide range of collision energies for pp and p̄p. Different choices of the Pomeron
trajectory give similar description of the data. The values of parameters fitted with different trajectory
forms are summarized in Tables 5,6,7. Figures 23 (a,b) show the fitted p̄p and pp differential elastic
scattering cross sections. The model reasonably describe both reactions with slight excess around
the dip region at

√
s =23 GeV for pp scattering and small deviations for |t| > 1 GeV2 in p̄p. In

Figure 24 predictions for three different center of mass energies are shown. The yellow area exhibits
the statistical uncertainty on the calculations, described earlier. Calculations are characterized by
an approximately exponential fall-off in range 0 < |t| < 8 GeV2, with the slope change around −t ≈
0.6 GeV2. The dip moved towards lower momentum transfer and became almost filled by the Odderon
contribution. Predictions on elastic scattering at the LHC are summarized in the Table 4.

2.4 Inelastic cross section σin(s) and the ratio σel/σtot

We calculate σel(s) by integration

σel =

∫ tmax

tmin

(dσ/dt dt), (59)

where formally tmin = −s/2 and tmax = tthreshold. Since the integral is saturated basically by the first
cone, we use tmax = 0 and tmin = −25 GeV2 (tmin = −3 GeV2 would do as well.) Next we calculate
σin(s) = σtot − σel The calculated ratios σel(s)/σtot(s) and σin(s)/σtot(s) are shown in Figure 25 (a).
Figure 25 (b) shows pp inelastic cross section. On that figure recent measurements by ATLAS and
CMS are also shown. The model is found to be in a good agreement with p̄p and low energy pp data
as well as with the the newest measurements at 7 TeV (not fitted).
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Figure 21: (a) Total pp cross section calculated in the model, Eqs. (2-8, TR.1), without the Odderon
term and fitted to the data in the range

√
s = 5 — 30 TeV; (b) Differential pp cross sections calculated

in model, Eqs. (2-8, TR.1), without the Odderon term and fitted to the data in the range −t = 0.1
— 8 GeV2

.

2.3 Elastic cross sections and the diffraction minimum at the LHC

Figure 22 (a) shows the pp and p̄p total elastic scattering cross section calculated in model with the
parameters presented in Table 5. On this plot the yellow band represents statistical uncertainties on
the calculated values of the total cross section. Figure 22 (b) shows the ratio of the real to imaginary
part of the forward amplitude. The model with a linear trajectory sufficiently well describes the
forward quantities in a wide range of collision energies for pp and p̄p. Different choices of the Pomeron
trajectory give similar description of the data. The values of parameters fitted with different trajectory
forms are summarized in Tables 5,6,7. Figures 23 (a,b) show the fitted p̄p and pp differential elastic
scattering cross sections. The model reasonably describe both reactions with slight excess around
the dip region at

√
s =23 GeV for pp scattering and small deviations for |t| > 1 GeV2 in p̄p. In

Figure 24 predictions for three different center of mass energies are shown. The yellow area exhibits
the statistical uncertainty on the calculations, described earlier. Calculations are characterized by
an approximately exponential fall-off in range 0 < |t| < 8 GeV2, with the slope change around −t ≈
0.6 GeV2. The dip moved towards lower momentum transfer and became almost filled by the Odderon
contribution. Predictions on elastic scattering at the LHC are summarized in the Table 4.

2.4 Inelastic cross section σin(s) and the ratio σel/σtot

We calculate σel(s) by integration

σel =

∫ tmax

tmin

(dσ/dt dt), (59)

where formally tmin = −s/2 and tmax = tthreshold. Since the integral is saturated basically by the first
cone, we use tmax = 0 and tmin = −25 GeV2 (tmin = −3 GeV2 would do as well.) Next we calculate
σin(s) = σtot − σel The calculated ratios σel(s)/σtot(s) and σin(s)/σtot(s) are shown in Figure 25 (a).
Figure 25 (b) shows pp inelastic cross section. On that figure recent measurements by ATLAS and
CMS are also shown. The model is found to be in a good agreement with p̄p and low energy pp data
as well as with the the newest measurements at 7 TeV (not fitted).
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Figure 22: (a) Total pp and p̄p cross sections calculated in the model, Eqs. (2-8, TR.1), and fitted to
the data in the range

√
s = 5 — 30 TeV and 5 GeV — 1.8 TeV, respectively. (b) Ratio of the real

to imaginary part of the forward amplitude for pp and p̄p, calculated in model and fitted to the data.
The curves correspond to calculations with the parameters shown in Table (5).

2.5 Local Nuclear Slope

Having fitted the parameters to the data on differential and total cross sections as well as on the ratio
ρ, we proceed to calculate the local slope

B(s, t) =
d

dt

(
ln

dσ(s, t)

dt

)
. (60)

It is a sensitive tool to investigate the fine structure of the cone.
The purpose of the present calculations of B(s, t) is to reproduce and predict the behavior of the

slope (usually not fitted) at different energies, including those of the LHC. We have calculated the
local nuclear slope B(s, t) within the present model using the parameters from Table 5, and compared
it with the “experimental” local nuclear slope, obtained by the “overlapping bins” procedure. To
calculate B(s, t), we use the approximate formula

B(s, t) =
1

2∆t(
dσ
dt (s, t+∆t)− dσ

dt (s, t−∆t))
dσ
dt (s, t)

. (61)

The results of the calculations are shown in Fig. 26. One can see that B(s, t) agrees with the
experimental data for 63 GeV pp and 1800 GeV p̄p. With increasing energy, the curvature decreases
and changes the sign when the energy exceeds ∼ 2 TeV.

2.6 Pomeron dominance at the LHC

A basic problem in studying the Pomeron is its identification i.e. its discrimination from other con-
tributions. We try to answer the important question: where (in s and in t) and to what extent are
the elastic data from the LHC dominated by the Pomeron contribution? The answer to this question
is of practical importance since, by Regge-factorization, it can be used in other diffractive processes,
such as diffraction dissociation. It is also of conceptual interest in our definition and understanding of
the phenomenon of high-energy diffraction.
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Figure 23: (a) p̄p differential cross sections calculated in model, Eqs. (2-8, TR.1), and fitted to the
data, and fitted to the data in the range −t = 0.1 — 8 GeV2. (b) pp differential cross sections
calculated in the model and fitted to the data. The curves present calculations with the parameters
shown in Table (5).

First we show the energy variation of the relative importance of the Pomeron with respect to
contributions from the secondary trajectories and the Odderon. In the case of the pp total cross-
section, we calculated the ratio:

R(s, t = 0) =
�m (A(s, t)−AP (s, t))

�mA(s, t)
, (62)

where the total scattering amplitude A includes the Pomeron contribution AP plus the contribution
from the secondary Reggeons and the Odderon. The results are shown in Fig. 27 (a).

We conclude that starting from the Tevatron energy region, the relative contribution of the non-
Pomeron terms to the total cross-section becomes smaller than the experimental uncertainty and hence
at higher energies they may be completely neglected, irrespective of the model used. Such a discrim-
ination (between Pomeron and non-Pomeron contributions) is more problematic in the non-forward
direction, where the real and imaginary parts of various components of the scattering amplitude be-
have in a different way and the phase can not be controlled experimentally. Similarly, we calculate
the ratio for non-forward scattering (t �= 1):

R(s, t) =
|(A(s, t)−AP (s, t)|2

|A(s, t)|2
. (63)

Thus, we have calculated this ratio for pp scattering at LHC energies within the framework of the
model. The results are shown in Fig. 27 (b), where R(s, t) is plotted versus |t| <1 GeV2 at the
energy equal to 14 TeV. The common feature of these results is that the Reggeons and the Odderon
contributions increase in the vicinity of the dip (shoulder in the case of pp scattering).

Further studies of the small-t curvature (the “break” or fine structure of the Pomeron), with the
Coulombic term added will reproduce (and predict) the behavior of elastic cross sections in the
Coulomb interference region, while the intermediate- and large-t behavior can be accounted for by
using a Pomeron trajectory with a logarithmic asymptotics.

We conclude that:
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Figure 23: (a) p̄p differential cross sections calculated in model, Eqs. (2-8, TR.1), and fitted to the
data, and fitted to the data in the range −t = 0.1 — 8 GeV2. (b) pp differential cross sections
calculated in the model and fitted to the data. The curves present calculations with the parameters
shown in Table (5).

First we show the energy variation of the relative importance of the Pomeron with respect to
contributions from the secondary trajectories and the Odderon. In the case of the pp total cross-
section, we calculated the ratio:

R(s, t = 0) =
�m (A(s, t)−AP (s, t))

�mA(s, t)
, (62)

where the total scattering amplitude A includes the Pomeron contribution AP plus the contribution
from the secondary Reggeons and the Odderon. The results are shown in Fig. 27 (a).

We conclude that starting from the Tevatron energy region, the relative contribution of the non-
Pomeron terms to the total cross-section becomes smaller than the experimental uncertainty and hence
at higher energies they may be completely neglected, irrespective of the model used. Such a discrim-
ination (between Pomeron and non-Pomeron contributions) is more problematic in the non-forward
direction, where the real and imaginary parts of various components of the scattering amplitude be-
have in a different way and the phase can not be controlled experimentally. Similarly, we calculate
the ratio for non-forward scattering (t �= 1):

R(s, t) =
|(A(s, t)−AP (s, t)|2

|A(s, t)|2
. (63)

Thus, we have calculated this ratio for pp scattering at LHC energies within the framework of the
model. The results are shown in Fig. 27 (b), where R(s, t) is plotted versus |t| <1 GeV2 at the
energy equal to 14 TeV. The common feature of these results is that the Reggeons and the Odderon
contributions increase in the vicinity of the dip (shoulder in the case of pp scattering).

Further studies of the small-t curvature (the “break” or fine structure of the Pomeron), with the
Coulombic term added will reproduce (and predict) the behavior of elastic cross sections in the
Coulomb interference region, while the intermediate- and large-t behavior can be accounted for by
using a Pomeron trajectory with a logarithmic asymptotics.

We conclude that:
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Figure 24: Predictions for the pp differential cross section calculated in model, Eqs. (2-8, TR.1) for
three different LHC energies. Curves present calculations with the parameters shown in Table (5). The
width of the yellow band corresponds to the uncertainty in the cross sections, estimated as described
in Sec. 3.

1. A single shallow dip (in fact, a break) is expected in the elastic differential cross section at the
LHC, followed by a smooth behavior in t.

2. The Odderon is indispensable in the description of elastic scattering. Its relative contribution,
small in the forward direction, increases away from t = 0, becoming particularly important in the
dip-bump region.

3. The contribution from the non-leading (secondary) Regge trajectories can be neglected in the
kinematic region of the LHC measurements. Their relative contribution as a function of s and t has
been quantified in Sec. 2.6 Figs. 27.

4. To summarize, our predictions for the LHC are:

σtot (mb) σel (mb) σinel (mb) σel
σtot

ρ

7 TeV 98± 1 26 72 0.27 0.16

14 TeV 111± 2 32 79 0.29 0.16

B (t = 0.1) GeV−2 B (t = 0.3) GeV−2 −tmin GeV2

7 TeV 19.2 19.6 0.65

14 TeV 20.4 20.9 0.60

Table 4: Predictions for total elastic, inelastic pp cross sections, local slope and the position of the
diffractive minimum calculated in model with the parameters presented in Table (5).

3 Odderon at the LHC

The nature of the Odderon - an asymptotic odd-C Regge pole exchange, counterpart of the Pomeron
- for a long time remains a subject of debate. Although there is little doubt about its existence,
we still lack direct evidence of the Odderon. Various reactions supposedly dominated by Odderon
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Figure 25: (a) The ratios σel
σtot

and σinel
σtot

calculated in model using the trajectory (TR.1). (b) Predic-
tions for the pp inelastic cross section calculated in model, Eq. (53). The curves correspond to the
calculations with the parameters quoted in Table (5).

Pomeron Odderon Reggeons

aP 262 aO 0.088 −af 12.6

bP [GeV−2] 8.4 bO [GeV−2] 14.2 bf [GeV−2] 4.4
δP 0.05 δO 0.17 − −
α1P 0.44 α1O 0.043 aω 8.2
εP 0.015 εO 0. bω [GeV−2] 23.8

sP [GeV2] 100 sO [GeV2] 100 s0 [GeV2] 1

σtot, σρ,
dσpp

dt ,
dσpp̄

dt

χ2/NDF 3.2

Table 5: Fitted parameters of the model with trajectory TR.1.

exchanges, called ”Odderon filters”, may offer only indirect evidence either because of low statistics
or contamination by competing exchanges.

In quantum chromodynamics the Odderon corresponds to the exchange of an odd number of gluons.
Relevant calculations were done in a number of papers.

The only direct way to see the Odderon is by comparing particle and antiparticle scattering at high
enough energies. The high-energy proton-proton and proton-antiproton elastic scattering amplitude
is a difference or sum of even- and odd C−parity contributions, Ap̄p

pp(s, t) = “Even”± “Odd”, where,
essentially, the even part consists of the Pomeron and f Reggeon, while the odd part contains the
Odderon and the ω Reggeon. It is clear from the above formula that the odd component of the
amplitude can be extracted from the difference of the proton-antiproton and proton-proton scattering
amplitudes, and, since at high enough energies the contributions from secondary Regge trajectories
die out, this difference offers a direct way of extracting the Odderon contribution. Unfortunatelly,
pp and p̄p elasctic scatterings were typically measured at different

√
s, with the exception of the ISR

energies of 31, 53, 62 GeV, see Fig. 28.
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Figure 25: (a) The ratios σel
σtot

and σinel
σtot

calculated in model using the trajectory (TR.1). (b) Predic-
tions for the pp inelastic cross section calculated in model, Eq. (53). The curves correspond to the
calculations with the parameters quoted in Table (5).

Pomeron Odderon Reggeons

aP 262 aO 0.088 −af 12.6

bP [GeV−2] 8.4 bO [GeV−2] 14.2 bf [GeV−2] 4.4
δP 0.05 δO 0.17 − −
α1P 0.44 α1O 0.043 aω 8.2
εP 0.015 εO 0. bω [GeV−2] 23.8

sP [GeV2] 100 sO [GeV2] 100 s0 [GeV2] 1

σtot, σρ,
dσpp

dt ,
dσpp̄

dt

χ2/NDF 3.2

Table 5: Fitted parameters of the model with trajectory TR.1.

exchanges, called ”Odderon filters”, may offer only indirect evidence either because of low statistics
or contamination by competing exchanges.

In quantum chromodynamics the Odderon corresponds to the exchange of an odd number of gluons.
Relevant calculations were done in a number of papers.

The only direct way to see the Odderon is by comparing particle and antiparticle scattering at high
enough energies. The high-energy proton-proton and proton-antiproton elastic scattering amplitude
is a difference or sum of even- and odd C−parity contributions, Ap̄p

pp(s, t) = “Even”± “Odd”, where,
essentially, the even part consists of the Pomeron and f Reggeon, while the odd part contains the
Odderon and the ω Reggeon. It is clear from the above formula that the odd component of the
amplitude can be extracted from the difference of the proton-antiproton and proton-proton scattering
amplitudes, and, since at high enough energies the contributions from secondary Regge trajectories
die out, this difference offers a direct way of extracting the Odderon contribution. Unfortunatelly,
pp and p̄p elasctic scatterings were typically measured at different

√
s, with the exception of the ISR

energies of 31, 53, 62 GeV, see Fig. 28.
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Figure 26: pp and pp̄ slope B(s, t) calculated from the model, Eq. (55).

Pomeron Odderon Reggeons

aP 253 aO 0.11 −af 12.4

bP [GeV−2] 8.4 bO [GeV−2] 14 bf [GeV−2] 4.0
δP 0.05 δO 0.16 − −
α1P 0.41 α1O 0.046 aω 8.0

α2P [GeV−1] 3.34 α2O [GeV−2] − bω [GeV−2] 15.4
α3P [GeV2] 0.14 − − − −

εP 0.017 εO − − −
sP [GeV2] 100 sO [GeV2] 100 s0 [GeV2] 1

σtot, σρ,
dσpp

dt ,
dσpp̄

dt

χ2/NDF 3.1

Table 6: Fitted parameters of the model with trajectory TR.2.

At present, the only way to extract the Odderon from the difference of the p̄p and pp scattering
amplitudes is by means of a reliable interpolation of both amplitudes (or cross sections) over the
missing energy regions. While the energy dependence of the forward amplitude (or total cross sections)
is controlled by the Regge-pole theory, its t dependence, especially in the dip-bump region, to large
extent is model-dependent and unpredictable.

A simple, general and reliable parametrization of the complicated diffraction structure in high at
high energies at any fixed energy is a sum of two exponentials in t related by a complex phase eiφ.
Using this generic expression Phillips and Barger (PB) (for brevity we shall referred to as the PB
ansatz) obtained good fits to the proton-proton differential cross sections, including the dip-bump
region at several CERN ISR fixed energies. Let us remind what is the PB ansatz:

A(s, t) = i[
√
A exp(Bt/2) + exp(iφ(s))

√
C exp(Dt/2)], (64)

where s and t are the standard Mandelstam variables; A, B, C, D and φ were fitted to each energy
independently, i.e. energy dependence in the PB ansatz enters parametrically.

As mentioned, in addition to elastic pp scattering, the PB ansatz describes also pp̄ data, with a
different set of the parameters (see below), thus opening the way to be used as a tool in extracting
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(a) (b)

Figure 27: (a) Relative importance of the non-leading (non-Pomeron) contributions R(s,t=0) to the pp
total cross-sections versus energy. (b) Relative importance of non-leading (non-Pomeron) contribution
R(s,t) to the pp differential cross-sections calculated versus t.

Pomeron Odderon Reggeons

aP 258 aO 0.0386 −af 12.4

bP [GeV−2] 8.6 bO [GeV−2] 20.8 bf [GeV−2] 4.3
δP 0.05 δO 0.16 − −
α1P 1.33 · 104 α1O 8.86 · 103 aω 8.1

α2P [GeV−2] 3.2 · 10−5 α2O [GeV−2] 3.66 · 10−6 bω [GeV−2] 282.3
εP 0.02 εO 0.47 − −

sP [GeV2] 100 sO [GeV2] 100 s0 [GeV2] 1

σtot, σρ,
dσpp

dt ,
dσpp̄

dt

χ2/NDF 3.08

Table 7: Fitted parameters of the model with trajectory TR.3.

the Odderon from the difference of the two. However, in its original form, the PB ansatz does not
describe the

√
s dependence of the model parameters.

In this section we try to remedy this limitation, by combining the appealingly simple and efficient
form of its t dependence with energy dependence inspired to the Regge-pole model.
We address the following issues: 1) smooth interpolation between the values of the parameters fitted

at fixed energy values; 2) Extracting the Odderon contribution from the difference of the p̄p and pp
cross sections.

3.1 Generalized PB model

Here we use the norm where

σtot = 4π�A(t = 0) = 4π[
√
A+

√
C cosφ] (65)

and
dσ

dt
= π|A(t)|2 = π[AeBt + CeDt + 2

√
A
√
Ce(B+D)t/2 cosφ]. (66)
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R(s,t) to the pp differential cross-sections calculated versus t.
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Table 7: Fitted parameters of the model with trajectory TR.3.

the Odderon from the difference of the two. However, in its original form, the PB ansatz does not
describe the

√
s dependence of the model parameters.

In this section we try to remedy this limitation, by combining the appealingly simple and efficient
form of its t dependence with energy dependence inspired to the Regge-pole model.
We address the following issues: 1) smooth interpolation between the values of the parameters fitted

at fixed energy values; 2) Extracting the Odderon contribution from the difference of the p̄p and pp
cross sections.

3.1 Generalized PB model

Here we use the norm where

σtot = 4π�A(t = 0) = 4π[
√
A+

√
C cosφ] (65)

and
dσ

dt
= π|A(t)|2 = π[AeBt + CeDt + 2

√
A
√
Ce(B+D)t/2 cosφ]. (66)
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Figure 28: Timeline of proton and antiproton elastic scattering measurements. New accelerators are
run first at the maximum available energies, however, at the start of the Spp̄S accelerator, the pp and
the pp̄ elastic scattering data were measured at the same

√
s = 31, 53 and 62 GeV.

Following the Regge-pole theory, we make the following assignment

√
A →

√
A(s) = a1s

−εa1 + a2s
εa2 ,

√
C →

√
C(s) = csεc (67)

inspired by the Donnachie and Landshoff model of cross sections (see Eq. (65)) with effective falling
(sub-leading Reggeons) and rising (Pomeron) components. It follows from our fits that the falling
(sub-leading Reggeon) components in

√
C is small, hence it is neglected.

The slopes B and D in the Regge-pole theory are unambiguously logarithmic in s, providing shrink-
age of the cone:

B → B(s) = b0 + b1 ln(s/s0), D → D(s) = d0 + d1 ln(s/s0). (68)

In the above formulae a normalization factor s0 = 1 GeV2 is implied.
The phase φ is the weakest point of this “toy” model or generalized PB model. In Regge theory, it

should depend on t rather than on s. Fortunately, at high
√
s the dependence of Φ on energy is weak

(see the fits below). However, this is not the case as the energy decreases. The best we can do, is to
fit the data with

cos(φ(s)) = k0 + k1s
−εcos . (69)

The ”low”-energy behaviour is a week point in any case. Apart from the varying phase, we must
account in some way for the sub-leading (f and ω) Reggeon contributions. This is done partly by the
inclusion in

√
A(s) of a decreasing term (absent in

√
C). A complete treatment of these terms with

proper t−dependent signatures will require a radical revision of the model, and we hope to come back
to this issue in the future.

Now we proceed with this simple approach that has a chance to be viable at high energies, where
the Pomeron and Odderon dominate and the above complications may be insignificant.

To understand better the existence of any connection between ansatz (64) and the Regge-pole model,
we plot the values of the parameters A, B, C, D and φ against s and fit their “experimental” values
to Regge-like formulas.

This can be done in two complementary way: A successive”two-step” fit. First gain the values of
the parameters A, B, C, D, φ from the fits to the pp and p̄p data, then fit their Regge forms (see
below) to the obtained “experimental” values of A, B, C, D, φ. Alternatively, one may determine
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the parameters of Eqs.(67,68) from a single simultaneous fit to all available data. We chose the first
option (5 parameters) since otherwise there were too many (at least, 12) free parameters. Thus, we
proceed with a two-step fit, by which the final values are determined from a fit to the ”experimental”
values of A, B,C,D and φ.

We fitted separately pp and pp̄ in two variables, s and t, by using pp and pp̄ data on total and
differential cross sections ranging from the ISR to the LHC for pp and from Spp̄S to the Tevatron for
p̄p.

Here the following remarks are in order:
1) It is clear from Eqs. (67) and (68) that, while the parameters A and C are particularly sensitive

to the data on total cross sections, B and D are correlated mainly with the differential cross sections
(the slopes!).

2) Although we are interested mainly in the high-energy behaviour (the Odderon!), low energies
effects cannot be fully neglected. They are taken into account approximately by including in A and
C sub-leading terms of the type sε, ε ≈ 0.5.

3) Having fitted A, B, C, D and φ, we perform a cross-check by calculating the resulting total
cross sections.

4) At high energies, the proton-proton and antiproton-proton total cross sectoins are supposed to
converge. (We consider only this simple option, although we are aware of alternatives.) Since the
existing data are not yet in this asymptotic domain, we introduce an extra constraint.

5) The most delicate issue is the phase, that in Regge phenomenology are expected to be t – rather
than s – dependent. Our fits show considerable energy dependence of the phase at low energies but
week dependence at high energies, where we are particularly interested in looking for the Odderon
signal. Postponing the introduction of a true Regge-pole motivated, a t-dependent phase to a further
study here we assume a simple parametrization cosφ = k0 + k1s

εφ , fitting to the
√
s dependence to

the values of cosφ directly extracted from data.

3.2 Fitting the parameters to the data

We calculate the s dependence of the parameters using a fitting strategy consisting of three consecutive
steps described in detail below. In doing so, the following criteria are applied:

• best χ2 for each fit;

• the −t range was set within 0.35− 2.5 GeV2;

• for each fixed energy the model was fitted simultaneously to dσ/dt and σtot (focussing on the
dip region);

• from the resulting fits σtot was reconstructed in the whole available energy range;

Fig. 1 shows a fit to the data on the pp and p̄p differential cross sections. The parameters A, B, C, D
and φ were fitted to each energy separately. Given the simplicity of the model, the fits look reasonable.

Fig. 2 shows the fitted values of the parameters A, B, C, D and φ both for pp and p̄p scattering
to be used as ”experimental” data in the second stage of our fitting procedure, in which the explicit
expressions (67), (68) and (69) are inserted. The fitted values of the parameters and relevant χ2/NDF
values are quoted in Tables 1 and 2.

3.3 Fitting the parameters ai, bi, ... entering Eqs. (67), (68) and (69) to the ”data”
A, B, C, D, cos(φ)..., quoted in Tables 8 and 9.

The resulting values of the parameters after the second stage of fitting are:
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Figure 29: The PB model fitted to the pp and p̄p data at discrete energy values
.

√
App(s) = 1.31s0.106 + 3.90s−0.298, (70)

√
Cpp(s) = 0.00117s0.358,

Bpp(s) = 5.13 + 0.555 ln s,

Dpp(s) = −0.838 + 0.312 ln s.

cos(φpp(s)) = −0.928− 0.863s−0.429.

√
App(s) = 1.31s0.106 + 4.28s−0.298,

√
Cpp(s) = 0.00177s0.358,

Bpp(s) = 7.87 + 0.274 ln s,

Dpp(s) = −0.552 + 0.312 ln s,

cos(φpp(s)) = −0.928 + 4.37s−0.328.
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Energy
√
A B

√
C D cos(φ) χ2/NDF

(GeV)

23.4 3.13± 0.6% 8.66± 0.4% 0.019± 8.3% 1.54± 5.1% -0.97± 0.3% 1.6

30.5 3.21± 0.2% 8.95± 0.3% 0.014± 7.4% 1.28± 5.6% -0.98± 0.2% 1.1
44.6 3.33± 0.7% 9.32± 0.5% 0.017± 8.0% 1.45± 5.3% -0.93± 0.8% 1.7
52.8 3.38± 0.3% 9.44± 0.6% 0.017± 7.6% 1.43± 5.0% -0.92± 0.9% 1.1
62.0 3.49± 0.5% 9.66± 0.6% 0.018± 9.9% 1.53± 6.3% -0.92± 1.6% 1.5

7000.0 8.51± 1.6% 15.05± 0.8% 0.670± 2.3% 4.71± 0.8% -0.93± 0.3% 1.4

Table 8: Values of the parameters from a fit to the pp data at various
√
s. The quoted errors correspond

to the relative errors, as given by CERN MINUIT fitting package (status= converged, error matrix
accurate).

Energy
√
A B

√
C D cos(φ) χ2/NDF

(GeV)

63 3.43± 1.1% 10.07± 1.3% 0.022±30.8% 1.90±14.8% -0.60±22.7% 0.7

546 5.06± 1.2% 11.25± 1.3% 0.204±21.0% 3.55± 8.6% -0.86± 2.7% 0.6
630 5.13± 3.9% 11.26± 3.7% 0.176±26.6% 3.23± 9.6% -0.81± 7.9% 0.5

1960 6.85± 3.7% 12.46± 3.3% 0.629±41.6% 4.69±15.4% -0.90± 3.6% 0.4

Table 9: Values of the parameters fitted to pp̄ data

The lowest right icon in Fig. 2 is a “cross-check”, showing the pp and p̄p total cross-sections
calculated from Eq. (65) with the explicit values of the parameters defined by (67), (68) and (69).
The p̄p total cross-section turns down at highest energies, deflecting dramatically from that of pp.
The reason for that non-physical effect is the scarcity of pp̄ data, leaving too much freedom in the
high-energy extrapolation of the cross section, where one expects asymptotic equality σpbarp

t = σpp
t for

s → ∞. This deficiency should and can be cured by imposing an additional constraint on the model.
This will be done in the next Subsection, by fixing (tuning) the parameter εa2 ((the leading powers in
s of

√
A) to be the same in pp and p̄p scattering.

The above, unbiased fit does not satisfy automatically the required asymptotic constraint σpp
t = σp̄p

t ,
since the available freedom (especially due to the lack of simultaneous pp and pp̄ elastic scattering
data at sqrts = 540, 630, 1800 and 7000 GeV) leave much freedom for the extrapolation to energies
beyond the existing accelerators. To remedy this problem, we have tuned the parameters to meet
the above constraint in the currently available energy range. Below are the results of the “tuned” fit
satisfying the asymptotic condition σpp

t = σp̄p
t in the

√
s ≤ 14 TeV energy range.

The refitted s−dependent values of the parameters for pp and pp scatterings are:

√
App(s) = 1.41s0.0966 + 2.78s−0.267, (71)

√
Cpp(s) = 0.00223s0.308,

Bpp(s) = 4.86 + 0.586 ln s,

Dpp(s) = −0.189 + 0.250 ln s.

cos(φpp(s)) = −0.928− 0.838s−0.425.
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Energy
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Table 8: Values of the parameters from a fit to the pp data at various
√
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1960 6.85± 3.7% 12.46± 3.3% 0.629±41.6% 4.69±15.4% -0.90± 3.6% 0.4

Table 9: Values of the parameters fitted to pp̄ data

The lowest right icon in Fig. 2 is a “cross-check”, showing the pp and p̄p total cross-sections
calculated from Eq. (65) with the explicit values of the parameters defined by (67), (68) and (69).
The p̄p total cross-section turns down at highest energies, deflecting dramatically from that of pp.
The reason for that non-physical effect is the scarcity of pp̄ data, leaving too much freedom in the
high-energy extrapolation of the cross section, where one expects asymptotic equality σpbarp

t = σpp
t for

s → ∞. This deficiency should and can be cured by imposing an additional constraint on the model.
This will be done in the next Subsection, by fixing (tuning) the parameter εa2 ((the leading powers in
s of

√
A) to be the same in pp and p̄p scattering.

The above, unbiased fit does not satisfy automatically the required asymptotic constraint σpp
t = σp̄p

t ,
since the available freedom (especially due to the lack of simultaneous pp and pp̄ elastic scattering
data at sqrts = 540, 630, 1800 and 7000 GeV) leave much freedom for the extrapolation to energies
beyond the existing accelerators. To remedy this problem, we have tuned the parameters to meet
the above constraint in the currently available energy range. Below are the results of the “tuned” fit
satisfying the asymptotic condition σpp

t = σp̄p
t in the

√
s ≤ 14 TeV energy range.

The refitted s−dependent values of the parameters for pp and pp scatterings are:

√
App(s) = 1.41s0.0966 + 2.78s−0.267, (71)

√
Cpp(s) = 0.00223s0.308,

Bpp(s) = 4.86 + 0.586 ln s,

Dpp(s) = −0.189 + 0.250 ln s.

cos(φpp(s)) = −0.928− 0.838s−0.425.
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√
App(s) = 1.41s0.0996 + 4.00s−0.267,

√
Cpp(s) = 0.00588s0.264,

Bpp(s) = 6.55 + 0.398 ln s,

Dpp(s) = 2.351 + 0.068 ln s,

cos(φpp(s)) = −0.908 + 4.376s−0.328.

3.4 Extracting the Odderon from the differencee of p̄p and pp data

The existence of a parametrization for both pp and p̄p scattering offers the possibility to extract the
odd-C contribution, by using the formula

Ap̄p
pp = Aeven ±Aodd, (72)

where Aeven and Aodd are respectively the C-even and C-odd components of the scattering amplitude.
While the C− odd component contains the Pomeron and the f trajectory (both known), the C even
part is made of the poorly known Odderon and the familiar ω trajectory. At the LHC energies, the
contribution from secondary trajectories, e.g. f and ω, is negligible, therefore, by taking the difference
between the known (fitted) pp̄ and pp amplitudes one gets a pure odd-C contribution, that, in the
LHC energy range, is the Odderon. From the explicit expressions for pp and p̄p amplitudes (cross
sections) we calculate the Odderon amplitude (or its contribution to the cross section) by taking the
difference Ap̄p − App = AOdd. The result (the energy dependence for several fixed values of t and t
dependence for several fixed values of s) is shown in Fig. 4

The extracted model parameters are used then to evaluate the even and odd contributions to the
forward scattering amplitude. In Fig. 5 we show the Pomeron and the Odderon contributions as the
sum or the difference of the differential cross section of pp̄ and pp elastic scattering. We see that, as
expected, the Pomeron dominates at large colliding energies, while the Odderon contribution is small
and at t = 0 even changes sign. A particularly interesting feature is shown on the lower right panel of
Fig. 5, where the Odderon/Pomeron ratio is shown at different values of t at various

√
s. Apparently,

at
√
s ≈ 100 GeV, the Odderon/Pomeron ratio becomes t-independent and the t-dependent curves

pass through the same point of about 0.03 .
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Figure 30: Energy-dependent values of the parameters extracted form a fit to pp and pp̄ data. The
data on σtot are from the Particle Data Group database
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Figure 30: Energy-dependent values of the parameters extracted form a fit to pp and pp̄ data. The
data on σtot are from the Particle Data Group database
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Figure 31: Energy-dependent values of the parameters from a fit to pp and pp data, constraint by
σpp̄
t = σpp

t as
√
s → ∞. The lowest right icon shows a cross-check for the (asymptotically converting)

total cross sections.
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Figure 32: Odd- (”Odderon”) and even (”Pomeron”) parts of the dσ/dt cross sections calculated from
the difference |A|2p̄p − |A|2pp = ∆Odd and from the sum |A|2p̄p + |A|2pp = ΣPom fitted to the data.

• We strongly recommend to run the LHC accelerator the injection energy
√
s = 900 GeV and at

the Tevatron energy of 1.8-1.96 TeV, so that the missing energy range of pp elastic scattering
be covered and elastic pp scattering data be measured in the region where already elastic pp̄
scattering is measured. It would be also desireable to measure elastic pp scattering at the√
s = 500 GeV region, which corresponds to the upper energy range of the RHIC accelerator.

Such data may significantly improve the possibility to determine the Odderon contribution to
elastic scattering. Using the presently available data, the indefinite rise of the C(s), multiplied
by a negative ”signature factor” cosφ, prevents the use of the generalized PB model beyond the
LHC energy region of 14-15 TeV;

• For the sake of simplicity, we ignore the low-t non-exponential behaviour (sharpening) of the
differential cross section. This simplification has dramatic impact on the low −t behaviour of
the Odderon contribution because of the large errors due to the cancellation of the Pomeron
contribution.

• The s, rather than t-dependent) signature factor (phase) is in agreement with the data, but it
is in contrast to expectations based on Regge phenomenology;

• oversimplified treatment of the low-energy (”secondary Reggeons”) contributions (Odderon/Pomeron
here imply, generally, odd- and even exchanges);

• absence for the moment of any physical interpretation in terms of Reggeon exchanges of the
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Figure 32: Odd- (”Odderon”) and even (”Pomeron”) parts of the dσ/dt cross sections calculated from
the difference |A|2p̄p − |A|2pp = ∆Odd and from the sum |A|2p̄p + |A|2pp = ΣPom fitted to the data.

• We strongly recommend to run the LHC accelerator the injection energy
√
s = 900 GeV and at

the Tevatron energy of 1.8-1.96 TeV, so that the missing energy range of pp elastic scattering
be covered and elastic pp scattering data be measured in the region where already elastic pp̄
scattering is measured. It would be also desireable to measure elastic pp scattering at the√
s = 500 GeV region, which corresponds to the upper energy range of the RHIC accelerator.

Such data may significantly improve the possibility to determine the Odderon contribution to
elastic scattering. Using the presently available data, the indefinite rise of the C(s), multiplied
by a negative ”signature factor” cosφ, prevents the use of the generalized PB model beyond the
LHC energy region of 14-15 TeV;

• For the sake of simplicity, we ignore the low-t non-exponential behaviour (sharpening) of the
differential cross section. This simplification has dramatic impact on the low −t behaviour of
the Odderon contribution because of the large errors due to the cancellation of the Pomeron
contribution.

• The s, rather than t-dependent) signature factor (phase) is in agreement with the data, but it
is in contrast to expectations based on Regge phenomenology;

• oversimplified treatment of the low-energy (”secondary Reggeons”) contributions (Odderon/Pomeron
here imply, generally, odd- and even exchanges);

• absence for the moment of any physical interpretation in terms of Reggeon exchanges of the
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components in the PB ansatz.

Given these limitations/simplifications, our approach can be considered as semi-quantitative, show-
ing however some new aspects of the enigmatic Odderon.

4 Diffraction dissociation

Measurements of single (SD), double(DD) and central(CD) diffraction dissociation is among the
priorities of the LHC research program.

In the past, intensive studies of high-energy diffraction dissociation were performed at the Fermilab,
on fixed deuteron target, and at the ISR. Fig. 35 shows representative curves of low-mass SD as mea-
sured at the Fermilab. One can see the rich resonance structure there, typical for low missing masses,
often ignored by extrapolating whole region by a simple 1/M2 dependence. When extrapolating (in
energy), one should however bear in mind that, in the ISR region, secondary Reggeon contributions
are still important (their relative contribution depends on momenta transfer considered), amounting
to nearly 50% in the forward direction. At the LHC, however, their contribution in the nearly forward
direction in negligible, i.e. less than the relevant error bars in the measured total cross section.

In most of the papers on the subject SD is calculated from the triple Regge limit of an inclusive
reaction, as shown in Fig. 33.

In that limit, the double diffraction cross section can be written as

d2σ

dtdM2
x

=
G

PP,P (t)
13,2

16π2s20

(
s

s0

)2αP (t)−2(M2

s0

)αP (0)−αP (t)

.

This approach has two shortcomings. The first one is that it leaves outside the small-M2 resonance
region. The second one is connected with the fact that whatever the Pomeron, the (partial) SD
cross section overshoots the total one, thus obviously conflicting with unitarity. Various ways of
resolving this deficiency are known from the literature, including the vanishing (decoupling) of the
triple Pomeron coupling, but none of them can be considered completely satisfactory.

Figure 33: From SD to the triple Regge limit.

We instead follow the idea according to which the Reggeon (here, the Pomeron) is similar to the
photon and that the Reggeon-nucleon interaction is similar to deep-inelastic photon-nucleon scattering
(DIS), with the replacement −Q2 = q2 → t and s = W 2 → M2

x . There is an obvious difference between
the two: while the C parity of the photon is negative, it is positive for the Pomeron. We believe that
while the dynamics is essentially invariant under the change of C, the difference between the two
being accounted for by the proper choice of the parameters. Furthermore, while Jaroszewicz and
Landshoff, in their Pomeron-nucleon DIS structure function (SF) (or Pp total cross section) use the
Regge asymptotic limit, we include also the low missing mass, resonance behavior. As is known, gauge
invariance requires the DIS SF to vanish as Q2 (here, t) → 0. This property is built in the SF, and
it has important consequences for the behavior of the resulting cross sections at low t.

It is evident that Regge factorization is essential in both approaches (triple Regge and the present
one). It is feasible when Regge singularities are isolated poles. While the pre-LHC data require the
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inclusion of secondary Reggeons, at the LHC we are in the fortunate situation of a single Pomeron
exchange (Pomeron dominance) in the t channel in single and double diffraction (not necessarily so
in central diffraction, to be treated elsewhere). Secondary Regge pole exchanges will appear however,
in our dual-Regge treatment of Pp scattering (see below), not to be confused with the the t channel
of pp. This new situation makes diffraction at the LHC unique in the sense that for the first time
Regge-factorization is directly applicable. We make full use of it.

4.1 Measurements prior to the LHC: CERN ISR and SPS, Fermilab. Generalities

Diffraction dissociation was predicted by theory and was intensively studied prior to the LHC on fixed
targets (deuteron jets) at the Fermilab by a very successful Soviet-US collaboration and subsequently
at the ISR, SPS and RHIC colliders. Below we briefly summarize the results and conclusions of those
studies, mainly of single SD.

1. First measurements concerned low missing masses near the threshold region. Resonance peaks
e.g. in the reaction pp → X, depending on the relevant value of the momentum transfer t, were
observed beyond the threshold. The origin and properties of theses peaks, still subject of debates,
were revealed. The main deficiency of the missing mass method is the lack of any information on the
decay properties of the produced particles. The missing information was obtained in bubble chamber
experiments and in spark chambers, used also in exclusive channels at the ISR Collider.

Apart from low missing masses, SD was found to persist also to high missing masses. Diffraction
(coherence) imposes, however, an upper limit on the highest missing masses Mx, roughly as ξ =
M2

X/s < 0.05.
Beyond the resonance region, the smooth Mx dependence of the cross section is approximated by
dσ

dtdM2 ∼ Mn, n ≈ −2. The value of n is related to the intercept of the trajectories exchanged in the
proton-Reggeon scattering, as will be shown in Sec. 4.3

2. As expected, SD and DD are peaked in the forward direction, and the slope of the exponential
peak of SD was found to be around 8 ÷ 12 GeV−2, varying with s, t and M2. Near the threshold,
the slope is much (about twice) larger than that in elastic scattering, however near Mx ∼ 1.6 GeV it
is already half of that of elastic pp. The correlation between the slope parameter and the mass of the
excited state is a common feature of SD.

A diffraction minimum around t ≈ 1 GeV2, similar to that in elastic hadron scattering, is expected
also in SD (and DD). There are indications of such a structure in pp → p(nπ+) at rather small |t|,
around |t| ∼ 0.2 ÷ 0.3 GeV2 at

√
s = 53 GeV, however its origin, fate and affinity to the dip-bump

structure in elastic scattering is still a matter of debate.
Diffraction is limited both in the missing mass (coherence), ξ < 0.05 and in t (”soft” collisions).

There is a transition region in t from ”soft” to ”hard” collisions, with a possible dip-bump structure
between the two. To be sure, in our analysis we leave outside these interesting but controversial points,
concentrating on the ”first” cone with clear exponential behavior.

Before the advent of the LHC, single diffraction dissociation was intensively studied in many different
experiments: low energy ISR and SPS CERN experiments, low energy Fermilab (fixed deuteron target)
experiments and high energy UA4, UA5, E710 and CDF experiments. All they cover the range
14 <

√
s < 1800 GeV, |t| < 2 GeV2, and missing masses range from the threshold up to ξ < 0.15.

Here ξ = M2

s . The diffraction region is limited up to ξ < 0.15. At ξ ∼ 0.15 non-diffraction contribution
become sizeable to diffractive one, and differential cross section become growing with ξ. The main
results of these measurements and of their theoretical interpretation can be summarized as follows

1. Energy dependence. At energies below 30 GeV the integrated SD cross section rises with s
according to the standard prescription of the the Regge-pole theory, however it slows down beyond.
This effect was expected due to the familiar problem related to the violation of unitarity, namely that
at high energies, implying the triple Pomeron limit, the DD cross section overshoot the total cross
section, σSD > σt(s). Various means were suggested to remedy this deficiency, including decoupling
(vanishing) of the triple Pomeron vertex. K. Goulianos instead renormalizes the standard Pomeron
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inclusion of secondary Reggeons, at the LHC we are in the fortunate situation of a single Pomeron
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were revealed. The main deficiency of the missing mass method is the lack of any information on the
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the slope is much (about twice) larger than that in elastic scattering, however near Mx ∼ 1.6 GeV it
is already half of that of elastic pp. The correlation between the slope parameter and the mass of the
excited state is a common feature of SD.

A diffraction minimum around t ≈ 1 GeV2, similar to that in elastic hadron scattering, is expected
also in SD (and DD). There are indications of such a structure in pp → p(nπ+) at rather small |t|,
around |t| ∼ 0.2 ÷ 0.3 GeV2 at

√
s = 53 GeV, however its origin, fate and affinity to the dip-bump

structure in elastic scattering is still a matter of debate.
Diffraction is limited both in the missing mass (coherence), ξ < 0.05 and in t (”soft” collisions).

There is a transition region in t from ”soft” to ”hard” collisions, with a possible dip-bump structure
between the two. To be sure, in our analysis we leave outside these interesting but controversial points,
concentrating on the ”first” cone with clear exponential behavior.

Before the advent of the LHC, single diffraction dissociation was intensively studied in many different
experiments: low energy ISR and SPS CERN experiments, low energy Fermilab (fixed deuteron target)
experiments and high energy UA4, UA5, E710 and CDF experiments. All they cover the range
14 <

√
s < 1800 GeV, |t| < 2 GeV2, and missing masses range from the threshold up to ξ < 0.15.

Here ξ = M2

s . The diffraction region is limited up to ξ < 0.15. At ξ ∼ 0.15 non-diffraction contribution
become sizeable to diffractive one, and differential cross section become growing with ξ. The main
results of these measurements and of their theoretical interpretation can be summarized as follows

1. Energy dependence. At energies below 30 GeV the integrated SD cross section rises with s
according to the standard prescription of the the Regge-pole theory, however it slows down beyond.
This effect was expected due to the familiar problem related to the violation of unitarity, namely that
at high energies, implying the triple Pomeron limit, the DD cross section overshoot the total cross
section, σSD > σt(s). Various means were suggested to remedy this deficiency, including decoupling
(vanishing) of the triple Pomeron vertex. K. Goulianos instead renormalizes the standard Pomeron
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flux to meet the data. Such a ”renormalization” produces a break near
√
s slowing down the rise of

σSD(s) in accord with the CDF data from the Tevatron, as shown in Fig. 34.

Figure 34: Renormalization by Dino Goulianos
.

An alternative approach to resolve this crises (violation of unitarity) is possible within the dipole
Pomeron approach.

2. t− dependence. SD cross section and the slope B(s, t,M2) were measured in the range
0.01 < |t| < 2. The diffraction cone in SD essentially is exponential in t; a dip, similar to that in
elastic scattering, is likely to appear (somewhere near t ∼ 1 GeV2).

3. M2 dependence. Probably, this is the most delicate issue in the present studies (and diffraction
in general). At the ISR, Fermilab and Tevatron, SD was measured in a wide span of the missing mass,
starting from the inelastic threshold M2

th = (mp + mπ)
2 up to ξ < 0.05 (or even to ξ < 0.15 and

higher), Fig. 35(b).
As shown in Figs. 35, there is a rich resonance structure in the small M2 region. In most of

the papers on the subject, this resonance structure is ignored and replaced by a smooth function
∼ M−2. Moreover, this simple power-like behavior is extended to the largest available missing masses.
In Secs. 4.2 and 4.9 we question this point on the following reasons: a) The low-M2, resonances
introduce strong irregularities in the behavior of the resulting cross sections. LHC measurements, are
able to probe low-M2 region, and will be sensitive to these structures. b) The large-M behavior of
the amplitude (cross sections) is another delicate point. Essentially, it is determined by the proton-
Pomeron (pP ) total cross section, proportional to the pP structure function, discussed in details in
Sec. 4.2. By duality, the averaged contribution from resonances sums up to produce high missing
mass Regge behavior (M2)−n, where n is related to the intercept of the exchanged Reggeon and may
be close (but not necessarily equal) to the above-mentioned empirical value ∼ 1.

4.2 Model for single and double diffraction dissociation

The model relies on the following premises:
1. Regge factorization is feasible since, as stressed repeatedly, at the LHC energies in the region

of |t| < 1 GeV2, which is typical for diffraction, the contribution from secondary Reggeons is negli-
gible, and, for a single Pomeron term, factorization (49) is exact. Due to factorization, the relevant
expressions for the cross sections (elastic, SD, DD) have simple forms (78), (79), (80). Such relations
are known from literature.
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Figure 35: Compilation of low-mass SD data form Fermilab experiments.

2. The inelastic pPX vertex receives special care. Following Refs. we consider this vertex as a
deeply inelastic process, similar to γp → X in lepton-hadron DIS, e.g et HERA or JLab. The virtual
photon of DIS here is replaced by the (virtual) Pomeron with an obvious change of Q2, typical of DIS,
to −t in the present pP → X sub-processes of Fig. 36 the total c.m. energy here being M . There
is one important difference the two, namely the quantum numbers of the Pomeron and the photon
(positive and negative C parities, respectively). However, this is not essentially since the dynamics is
the same and the the produced states in the pP system will be those of the relevant nucleon trajectory
with the right quantum numbers (see below). Contrary to Jaroszewicz and Landshoff who use the
Regge asymptotic (in the missing mass) form of the Pp structure function and, consequently the triple
Pomeron limit, leaving outside the low-M resonance structure, we concentrate on the low-M resonance
region with and use a ”Reggeized Breit-Wigner” formula for the structure function elaborated in Ref.
(see also earlier citations therein). By duality, the relevant sum of the two parts (low- and high missing
masses) should be equivalent.

Having justified and accepted the factorized form of the scattering amplitude, the main object of
our study is now the inelastic proton-Pomeron vertex or transition amplitude. It can be treated as
the proton structure function (SF), probed by the Pomeron, and proportional to the Pomeron-proton
total cross section, σPp

T (M2
x , t), with the norm σPp

T (M2
x , t) = ImA(M2, t), in analogy with the proton

SF probed by a photon (in ep scattering e.g. at HERA or JLab).

νW2(M
2
x , t) = F2(x, t) =

4(−t)(1− x)2

α(M2
x −m2

p)(1 + 4m2
px

2/(−t))3/2
ImA(M2, t),

where α is the fine structure constant, ν =
M2

x−m2
p−t

2mp
, and x = −t

2mpν
is the Bjorken variable.

The only difference is that the Pomeron’s (positive) C parity is opposite to that of the photon. This
difference is evident in the values of the parameters but is unlikely to affect the functional form of the
SF itself, for which we choose its high-M2

x (low Bjorken x) behavior. Notice that the the total energy
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in this subprocess, the analogy of s = W 2 in DIS, here is M2
x and t here replaces q2 = −Q2 of DIS.

Notice that gauge invariance requires that the SF vanishes towards Q2 → 0 (here, t), resulting in the
dramatic vanishing of the SD and DD differential cross section towards t = 0. How fast does the SF
(and relevant cross sections) recover from t = 0 a priori is not known.

Figure 36: Virtual photon + proton → M2
x transition.

Furthermore, according to the ideas of two-component duality, the cross sections of any process,
including that of pP → X, is a sum of a non-diffraction component, in which resonances sum up in
high-energy (here: mass M2 plays the role of energy s) Regge exchanges and the smooth background
(below the resonances), dual to the Pomeron exchange. The dual properties of diffraction dissociation
can be quantified also by finite mass sum rules. In short: the high-mass behavior of the pP → X cross
section is a sum of a decreasing term going like ∼ 1

Mm ,m ≈ 2 and a ”Pomeron exchange” increasing
slowly with mass. All this has little affect on the low-mass behavior at the LHC, however normalization
implies calculation of cross sections integrated over all physical values of M2, i.e. until M2 < 0.05s.

3. The background is a delicate issue. In the reactions (SD, DD) under consideration there are two
sources of the background. The first is that related to the t channel exchange in Fig 35(b) and it can
be accounted for by rescaling the parameter s0 in the denominator of the Pomeron propagator. In any
case, at high energies, those of the LHC, this background is included automatically in the Pomeron.
The second component of background comes from the subprocesses pP → X. Its high-mass behavior is
not known experimentally and it can be only conjecture on the bases of the known energy dependence
of the typical meson-baryon processes appended by the ideas of duality. The conclusion is that the
Pp total cross section at high energies (here: missing masses M) has two components: a decreasing

one, dual to direct-channel resonances and going as σPp
tot ∼

∑
R(s

′)αR(0)−1 =
∑

R

(
M2

)αR(0)−1
, where

R are non-leading Reggeons, and a slowly rising Pomeron term producing ∼ M2·0.08.

4.3 Duality

Any meson-baryon total cross section (or scattering amplitude) is a sum of two contributions: diffrac-
tive and non-diffractive. By the concept of two-component duality, the diffractive component, the
smooth background at low energies (here: missing masses) is dual to a Pomeron t-channel exchange
at high energies, while the non-diffractive component contains direct channel resonances, dual to
high-energy t− channel (sub-leading) Reggeon exchanges, as shown in Fig. 37.
According to our present knowledge about two-body hadronic reactions, two distinct classes of

reaction mechanisms exist.
The first one includes the formation of resonances in the s−channel and the exchange of parti-

cles, resonances, or Regge trajectories in the t−channel. The low-energy resonance behavior and the
high-energy Regge asymptotics are related by duality, which at Born level, or, alternatively, for tree
diagrams, mathematically can be formalized in the Veneziano model, which is a combination of Euler
Beta-functions.

The second class of mechanisms does not exhibit resonances at low energies and its high-energy
behavior is governed by the exchange of a vacuum Regge trajectory, the Pomeron, with an intercept
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Figure 37: Connection, through unitarity (generalized optical theorem) and Veneziano-duality, be-
tween the inelastic form factor and sum of direct-channel resonances.

equal to or slightly greater than one. Harari and Rosner hypothesized that the low-energy non-
resonating background is dual to the high-energy Pomeron exchange, or diffraction. In other words,
the low energy background should extrapolate to high-energy diffraction in the same way as the
sum of narrow resonances sum up to produce Regge behaviour. However, contrary to the case of
narrow resonances, the Veneziano amplitude, by construction, cannot be applied to (infinitely) broad
resonances. This becomes possible in a generalization of narrow resonance dual models called dual
amplitudes with Mandelstam analyticity (DAMA), allowing for (infinitely) broad resonances, or the
background.

In the resonance region, roughly 1 < M < 4 GeV, the non-diffractive component of the amplitude
is adequately described by a ”reggeized Breit-Wigner” term Eq. (73), following from the low-energy
decomposition of a dual amplitude, with a direct-channel meson-baryon (Pomeron-proton, in our case)
trajectory (see Fig. 7 in Ref. [8]), with relevant nucleon resonances lying on it, appended by a Roper
resonance (see Eq. (77)).

ImA(a+ b → c+ d) = R Pomeron

s−channel
∑

ARes Non-resonant background

t−channel
∑

ARegge Pomeron (I = S = B = 0; C = +1)

High energy dependence sα−1, α < 1 sα−1, α ≥ 1

Table 10: Two-component duality

By duality, a proper sum of direct channel resonances produces smooth Regge behavior, and, to
avoid ”double counting”, one should not add the two. Actually, this is true only for an infinite number
of resonance poles. For technical reasons, we include only a finite number of resonance poles, moreover,
apart from the ”regular” contribution of the nucleon resonances, lying on the N∗ trajectory, the Roper
resonance is also included (see Sec. 4.5). The spectroscopic status of this resonance is disputable. It
has no place on the known baryonic trajectories, but its hight exceeds that of the neighboring, next
most important N∗(1680). In view of the ”truncated” series of resonance poles, we do not expect
that it will reproduce correctly the high-energy Regge behavior, therefore we add it to the total cross
section in the form of an ”effective” Regge pole contribution.

The second, diffractive component, is essentially the contribution from a Pomeron pole exchange
σPp
T ∼ (M2)α(0)−1, with α(0) ≈ 1.08, and, as shown by Donnachie and Landshoff, this term also can

give some contribution to the low-energy (here, missing mass) flat background.
To summarize this discussion, Regge-pole exchanges take place at two distinct parts of the diagrams

shown in Fig. 20: in the t channel, where, at the LHC, only the Pomeron contributes, and in the
inelastic form factor, sub-diagram shown in Fig. 36, where, depending of the value of the missing
mass, both the Pomeron and Reggeons are equally important. At low missing masses, the direct-
channel proton trajectory N∗, dominates, replaced by an effective Reggeon exchange at high masses,
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background.

In the resonance region, roughly 1 < M < 4 GeV, the non-diffractive component of the amplitude
is adequately described by a ”reggeized Breit-Wigner” term Eq. (73), following from the low-energy
decomposition of a dual amplitude, with a direct-channel meson-baryon (Pomeron-proton, in our case)
trajectory (see Fig. 7 in Ref. [8]), with relevant nucleon resonances lying on it, appended by a Roper
resonance (see Eq. (77)).
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Table 10: Two-component duality

By duality, a proper sum of direct channel resonances produces smooth Regge behavior, and, to
avoid ”double counting”, one should not add the two. Actually, this is true only for an infinite number
of resonance poles. For technical reasons, we include only a finite number of resonance poles, moreover,
apart from the ”regular” contribution of the nucleon resonances, lying on the N∗ trajectory, the Roper
resonance is also included (see Sec. 4.5). The spectroscopic status of this resonance is disputable. It
has no place on the known baryonic trajectories, but its hight exceeds that of the neighboring, next
most important N∗(1680). In view of the ”truncated” series of resonance poles, we do not expect
that it will reproduce correctly the high-energy Regge behavior, therefore we add it to the total cross
section in the form of an ”effective” Regge pole contribution.

The second, diffractive component, is essentially the contribution from a Pomeron pole exchange
σPp
T ∼ (M2)α(0)−1, with α(0) ≈ 1.08, and, as shown by Donnachie and Landshoff, this term also can

give some contribution to the low-energy (here, missing mass) flat background.
To summarize this discussion, Regge-pole exchanges take place at two distinct parts of the diagrams

shown in Fig. 20: in the t channel, where, at the LHC, only the Pomeron contributes, and in the
inelastic form factor, sub-diagram shown in Fig. 36, where, depending of the value of the missing
mass, both the Pomeron and Reggeons are equally important. At low missing masses, the direct-
channel proton trajectory N∗, dominates, replaced by an effective Reggeon exchange at high masses,
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appended by a Pomeron. The Roper resonance (with its controversial status) in the direct channel
stay apart. Although we concentrate on the low missing mass region, the behavior of the cross sections
at high masses are important in the calculation of the cross sections integrated in M2. We remind
that we impose a limit on diffraction events to be about ξ < 0.05 or M < 200 GeV (as is used in some
experiments).

4.4 Resonances in the Pp system; the N∗ trajectory

The Pp total cross section at low missing masses is dominated by nucleon resonances. In the dual-Regge
approach [7], the relevant cross section is a ”Breit-Wigner” sum Eq. (73), in which the direct-channel
trajectory is that of N∗.

σPp
T (M2

x , t) = ImA(M2
x , t) = Im


 ∑

n=0,1,...

af(t)2(n+1)

2n+ 0.5− αN∗(M2
x)


 . (73)

The Pomeron-proton channel, Pp → M2
X couples to the proton trajectory, with the I(JP ) res-

onances: 1/2(5/2+), F15, m = 1680 MeV, Γ = 130 MeV; 1/2(9/2+), H19, m = 2200 MeV,
Γ = 400 MeV; and 1/2(13/2+), K1,13, m = 2700 MeV, Γ = 350 MeV. The status of the first
two is firmly established, while the third one, N∗(2700), is less certain, with its width varying between
350± 50 and 900± 150 MeV . Still, with the stable proton included, we have a fairly rich trajectory,
α(M2), whose real part is shown in Fig. 7 of Ref. [8].
Despite the seemingly linear form of the trajectory, it is not that: the trajectory must contain an

imaginary part corresponding to the finite widths of the resonances on it. The non-trivial problem of
combining the nearly linear and real function with its imaginary part was solved by means of dispersion
relations.

We use the explicit form of the trajectory derived in Ref. [9], ensuring correct behaviour of both its
real and imaginary parts. The imaginary part of the trajectory can be written in the following way:

Imα(s) = sδ
∑
n

cn

(
s− sn

s

)λn

· θ(s− sn) , (74)

where λn = Re α(sn). Eq. (74) has the correct threshold behaviour, while analyticity requires that
δ < 1. The boundedness of α(s) for s → ∞ follows from the condition that the amplitude, in the
Regge form, should have no essential singularity at infinity in the cut plane.

The real part of the proton trajectory is given by

Re α(s) = α(0) +
s

π

∑
n

cnAn(s) , (75)

where

An(s) =
Γ(1− δ)Γ(λn + 1)

Γ(λn − δ + 2)s1−δ
n

2F1

(
1, 1− δ;λn − δ + 2;

s

sn

)
θ(sn − s) +

{
πsδ−1

(
s− sn

s

)λn

cot[π(1− δ)]−

Γ(−δ)Γ(λn + 1)sδn
sΓ(λn − δ + 1)

2F1

(
δ − λn, 1; δ + 1;

sn
s

)}
θ(s− sn) .

The proton trajectory, called N+ also trajectory , contains the baryons N(939) 1
2

+
, N(1680) 5

2

+
,

N(2220) 9
2

+
and N(2700) 13

2

+
. In the fit, the input data are the masses and widths of the resonances.
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The quantities to be determined are the parameters cn, δ and the thresholds sn. We set n = 1, 2, x
and s1 = (mπ +mN )2 = 1.16 GeV2, s2 = 2.44 GeV2 and sx = 11.7 GeV2.
Other parameters of the trajectory, obtained in the fit, are summarized below: α(0) = −0.41,

δ = −0.46± 0.07, c1 = 0.51± 0.08, c2 = 4.0± 0.8 and cx = (4.6± 1.7) · 103. Taking the central values
of these parameters we obtain the following values for the λ’s: λ1 = 0.846, λ2 = 2.082, λx = 11.177.
The elastic contribution, is separated from SD and DD by a gap extending from the proton mass

mp to the first threshold, at mp +mπ, and it should be treated separately.
Thus, we obtain:

ImA(M2
X , t) = a

∑
n=1,3

[f(t)]2(n+1) Imα(M2
X)

(2n+ 0.5−Reα(M2
X))2 + (Imα(M2

X))2
. (76)

4.5 The Roper resonance

Apart from the well established protonic trajectory with a sequence of four particles, there is a promi-
nent single resonance I = 1/2, J = 1/2+ with mass 1440 MeV, known as the Roper resonance. It is
wide, the width being nearly one fourth of its mass, its spectroscopic status being disputable. There
is no room for the Roper resonance on the proton trajectory of Sec. 4.4, although it could still be a
member of protons daughter trajectory. Waiting for a future better understanding of Roper’s status,
here we present the contribution to SD cross section of a single Roper resonance, calculated from a
simple Breit-Wigner formula:

ImARoper(M
2
x , t) = b

f2(t)MRoperΓRoper/2

(M2
x −M2

Roper)
2 + (ΓRoper/2)2

, (77)

where MRoper = 1440 MeV, ΓRoper = 325 MeV, and c is another normalization parameter.

4.6 Compilation of the basic formulae

This subsection contains a compilation of the main formulae used in the calculations and fits to the
data.

The elastic cross section is:
dσel
dt

= AelFp
4(t)

(
s

s0

)2(α(t)−1)

. (78)

The single diffraction (SD) dissociation cross section is:

2 · d
2σSD

dtdM2
x

= Fp
2(t)Finel

2(t,M2
x)

(
s

M2
x

)2(α(t)−1)

. (79)

Double diffraction (DD) dissociation cross section:

d3σDD

dtdM2
1dM

2
2

= NDDFinel
2(t,M2

1 )Finel
2(t,M2

2 )

(
ss0

M2
1M

2
2

)2(α(t)−1)

. (80)

with the norm NDD = 1
4Ael

, with the inelastic vertex:

Finel
2(t,M2

x) = Ares
1

M4
x

σPp
T (M2

i , t) + CbgσBg, (81)

where the Pomeron-proton total cross section is the sum N∗ resonances (Eq. (76)) and the Roper
resonance (Eq. (77)), with a relevant norm factor R (we remove the t dependent fres(t) out of the
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Double diffraction (DD) dissociation cross section:

d3σDD

dtdM2
1dM

2
2

= NDDFinel
2(t,M2

1 )Finel
2(t,M2

2 )

(
ss0

M2
1M

2
2

)2(α(t)−1)

. (80)

with the norm NDD = 1
4Ael

, with the inelastic vertex:

Finel
2(t,M2

x) = Ares
1

M4
x

σPp
T (M2

i , t) + CbgσBg, (81)

where the Pomeron-proton total cross section is the sum N∗ resonances (Eq. (76)) and the Roper
resonance (Eq. (77)), with a relevant norm factor R (we remove the t dependent fres(t) out of the
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sum):

σPp
T (M2

x , t) = R
[fres(t)]

2 ·MRoper

(
ΓRoper

2

)

(
M2

x −M2
Roper

)2
+

(
ΓRoper

2

)2+[fres(t)]
4
∑
n=1,3

Imα(M2
x)

(2n+ 0.5−Re α(M2
x))

2 + (Imα(M2
x))

2
,

(82)
and the background corresponding to non-resonance contributions:

σBg =
fbg(t)

1
(M2

x−(mp+mπ)2)
ς + (M2

x)
η
, (83)

NB: In Eq. (83) Mx, mp and mp are in [GeV].
The Pomeron trajectory is:

α(t) = 1.075 + 0.34t,

and the t−dependente elastic and inelastic form factors are:

Fp(t) = ebelt, fres(t) = ebrest, fbg(t) = ebbgt.

The slope of the cone is defined as:

B =
d

dt
ln

dσ

dt
, (84)

where dσ
dt stands for dσel

dt , dσSD
dt , or dσDD

dt , defined by Eq. (78), (79) and (80), respectively.
The local slope BM at fixed M2

x is defined in the same way:

BM =
d

dt
ln

d2σ

dtdM2
x

(85)

NB: dσ
dt in Eq. (84) is in units of [mb·GeV−2], and d2σ

dtdM2
x
in Eq. (85) in units of [mb·GeV−4].

The integrated cross sections are calculated as:

dσSD
dt

=

∫ M2
2

M2
1

d2σSD
dtdM2

x

dM2
x (86)

for the case of SD and:

dσDD

dt
=

∫ ∫

f(M2
x1

,M2
x2

)

d3σSD
dtdM2

x1
dM2

x2

dM2
x1
dM2

x2
(87)

for the case of DD.
We also calculate the fully integrated cross sections:

σSD =

∫ 1

0
dt

∫ 0.05s

M2
th

dM2
x

d2σSD
dtdM2

x

, (88)

σDD =

∫ 1

0
dt

∫ ∫

∆η>3
dM2

x1
dM2

x2

d3σDD

dtdM2
x1
dM2

x2

(89)

and
d2σDD

dM2
x1
dM2

x2

=

∫ 1

0

d3σDD

dtdM2
x1
dM2

x2

dt. (90)
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4.7 Fitting procedure

The model contains 12 parameters, a large part of which is fixed either by their standard values (e.g.
those of Regge trajectories, except for the Pomeron slope, whose slope exceeds the ”standard” value
to meet the SD data) or are set close to previous fits.

• In our strategy we first adjust the model to the ”standard candles” of elastic pp scattering at
high energies (starting form 500 GeV). We considered only the data corresponding to the first
cone, described by a linear exponential, implying also a linear Pomeron trajectory.

The elastic data and Regge theory fix the parameters s0, α(0), α
′, Ael, bel. The relevant curves,

the data and values of the fitted parameters are shown in Fig. 9(a) of Ref. [8], and in Tables 12
and 11.

The data at larger |t|, with the dip-bump structure and subsequent flattening of the cross section,
both in elastic scattering and in SD may indicate the onset of new physics and the transition
to hard scattering, implying a non-exponential residue and/or a non-linear Pomeron trajectory,
that goes beyond the present study.

NB: The parameter s0 is strongly correlated with the slope parameters bel, bres and bbg.

• Single diffraction dissociation (SD) is an important pillar in our fitting procedure. The
following parameters were fitted to SD data: Ares, Cbg, R, bres, bbg, ς, η. As input data we used:

a)double differential cross sections d2σSD
dtdM2 versus M2

x at |t| = 0.05 GeV2 (see Fig. 38(a)) and b)

at at |t| = 0.5 GeV2 (see Fig. 38(b)); c)single differential cross sections dσSD
dt vs. t (see Fig. 10(b)

of Ref. [8]); d) fully integrated cross sections versus energy
√
s (see Fig. 10(a) of Ref. [8]).

At low t (below 0.5 GeV2), the t− dependence of SD cross section are well described by an
exponential fit, see Figs. 10(b) of Ref. [8] and Fig. 38(b)), but beyond this region the cross
sections start flattening due to transition effects towards hard physics.

Low-energy data
√
s < 100 GeV (see Figs. 10(a) of Ref. [8], Fig. 39) require the inclusion of

non-leading Reggeons, so they are outside our single Pomeron exchange in the t channel.

• Double diffraction dissociation (DD) cross sections follow, up to some fine-tuning of the
parameters, from our fits to SD and factorization relation.

Integration in M2
1 and M2

2 comprises the range ∆η > 3, where ∆η = ln
(

ss0
M2

1M
2
2

)
.

The χ2 values are quoted at relevant figures. The values of the fitted parameters are presented in
Table 13 and our prediction are summarized in Table VI of Ref. [8].

Data [GeV−2]

Bel(7 TeV) 19.9± 0.3

Bel(1.8 TeV) 17.0± 0.5

17.9± 2.5
16.99

Bel(546 GeV) 15.35

15.0

Data [mb] Calcuation [mb]

σel(7 TeV) 25.4± 1.1 24.5

σel(1.8 TeV) 16.6± 1.6 17.99

σel(546 GeV) 13.6 13.8

Table 11: Forward slope of elas-
tic pp scattering, see Fig. 9(b) of
Ref. [8]

Table 12: pp elastic cross section, Eq. (78), cal-
culated with the parameters quoted in Tab. 13.
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Ael[mb] 33.579

bel[GeV−2] 1.937

Ares[mb·GeV4] 2.21

Cbg[mb] 2.07
R 0.45

bres[GeV−2] −0.507
bbg[GeV−2] −1.013

s0 1

ς 0.8

η 1

α(t) = α(0) + α′t

α(0) 1.075

α′[GeV−2] 0.34

Table 13: Fitted parameters, see Eqs. (78), (79), (80).
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Figure 38: Double differential cross sections for SD at t = −0.05 (a) and t = −0.5 (b) calculated from
Eq. (79); χ2/n= 1.2, n= 8 for 1800 GeV2 and χ2/n= 4.6, n= 8 for 546 GeV2 (only Fig. (a));

4.9 Summary

Below we summary the main results :

• At the LHC, in the diffraction cone region (t < 1 GeV2) proton-proton scattering is dominated
(over 95%) by Pomeron exchange. This enables full use of factorized Regge-pole models. Contri-
butions from non-leading (secondary) trajectories can (and should be) included in the extension
of the model to low energies, e.g. below those of the SPS.

• Unlike to the most of the approaches which use the triple Regge limit for construction of inclusive
diffraction, our approaches based on the assumed similarity between the Pomeron-proton and
virtual photon-proton scattering. The proton structure function (SF) probed by the Pomeron
is the central object of our studies. This SF, similar to the DIS SF, is exhibits direct-channel
(i.e. missing mass, M) resonances transformed in resonances in single- double- and central
diffraction dissociation. The high-M behaviour of the SF (or Pomeron-proton cross section) is
Regge-behaved and contains two components: one decreasing roughly like M−m, m ≈ 2 due to
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Figure 40: Double differential DD cross section as a function of M2
1 and M2

2 integrated over t; see
Eq. (80).

the exchange of a secondary Reggeon (not to be confused with the Pomeron exchange in the t
channel!). The latter dominates the large-M part of the cross sections. Its possible manifestation
may be seen in the data see Fig. 15(b) of Ref. [8]. On the other hand, the large-M region is the
border of diffraction, ξ > 0.05.

• An important and intriguing prediction of the present model is the possible turn-down of the
cross sections towards t = 0. The forward direction cannot be reached kinematically in SD or
DD, moreover even the non-zero but small |t| events are difficult to be reached, especially that
they are masked by electromagnetic interactions (although weaker than in elastic scattering.
Further studies, both theoretical and experimental, of this intriguing phenomena are of great
importance.

Predicted values for integrated, within various limits of t and/or M2, cross sections can be also
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Eq. (80).

the exchange of a secondary Reggeon (not to be confused with the Pomeron exchange in the t
channel!). The latter dominates the large-M part of the cross sections. Its possible manifestation
may be seen in the data see Fig. 15(b) of Ref. [8]. On the other hand, the large-M region is the
border of diffraction, ξ > 0.05.

• An important and intriguing prediction of the present model is the possible turn-down of the
cross sections towards t = 0. The forward direction cannot be reached kinematically in SD or
DD, moreover even the non-zero but small |t| events are difficult to be reached, especially that
they are masked by electromagnetic interactions (although weaker than in elastic scattering.
Further studies, both theoretical and experimental, of this intriguing phenomena are of great
importance.

Predicted values for integrated, within various limits of t and/or M2, cross sections can be also
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Figure 41: (a) Single differential cross section dσDD
dt as a function of t integrated over the region of

resonances
(
M2

1M
2
2 < 16 GeV2

)
and over the whole region of diffraction (∆η > 3), see Eq. (80). (b)

The slope B = d
dt ln

(
dσDD
dt

)
is calculated from Eq. (80).

found in that section. The quality of the fit is quantified by the relevant χ2 values.

• The model has an important and interesting prediction, following from the gauge invariance
of the structure functions (Pp production amplitudes), namely that the cross sections turn
down at very small values of |t|, probably accessible in the nearly forward direction of future
measurements. This result was anticipated in Ref. [7].

• Our approach in this paper is inclusive, ignoring e.g. the angular distribution of the produced
particles from decaying resonances. All resonances, except Roper, lie on the N∗ trajectory. Any
complete study of the final states should included also spin degrees of freedom, ignored in the
present model.

• For simplicity we used linear Regge trajectories and exponential residue functions, thus limiting
the applicability of our model to low and intermediate values of |t|. Its extension to larger |t| is
straightforward and promising. It may reveal new phenomena, such as the the possible dip-bump
structure is SD and DD as well as the transition to hard scattering at large momenta transfers,
although it should be remembered that diffraction (coherence) is limited (independently) both
by t and ξ.

Comment on the Bibliography:

The results presented in these Lectures are based on the following papers: a) [1,5,6] (elastic scattering),
b) [7] (diffraction dissociation), and c) [2, 10] (review).
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Abstract

In this contribution we give a brief review on the application of perturbative QCD to the hard diffractive

processes. Such reactions involving a hard scale can be understood in terms of quarks and gluons degrees of

freedom and have become an useful tool for investigating the low-x structure of the proton and the behavior of

QCD in the high-density regime. We start using the information from the ep collisions at HERA concerned to

the inclusive diffraction to introduce the concept of diffractive parton distributions. Their interpretation in the

resolved pomeron model is addressed and we discuss the limits of diffractive hard-scattering factorization for

hadron-hadron collisions. Some examples of phenomenology for the diffractive production of W/Z, heavy QQ̄

and quarkonium in hadron-hadron reactions are presented. We also discuss the exclusive diffractive processes

in ep interactions. They are in general driven by the gluon content of proton which is strongly subject to

parton saturation effects in the very high energy limit. These saturation effects are well described within the

color dipole formalism. We present some examples of corresponding phenomenology as the elastic vector meson

production and the DVCS relying on the color dipole approach.

1 Introduction

Diffractive scattering envolves a large area of study in particle physics and gives rise to a wide range of
theoretical approaches. Several aspects of diffraction in electron-proton collisions can be successfully
described in QCD if a hard scale (large photon vituality, heavy quark/quarkonia masses, large trans-
verse momentum of particles) is present. An important ingredient is the use of factorization theorems,
which render parts of the dynamics accessible to calculation in perturbation theory. Namely, hard
physics is associated with the well established parton picture and perturbative QCD. The remaining
non-perturbative quantities, as the diffractive PDFs can be extracted from measurements and contain
specific information about small-x partons in the proton that can only be obtained in diffractive pro-
cesses. In first part of this contribution we will review the main features of diffractive deep inelastic
scattering, where there are abundant and precise data which allow to explore the transition from hard
to soft physics. On the other hand, for the hard diffractive hadron-hadron collisions the situation is
more evolved since factorization is broken by rescattering between spectator partons which are related
with multiple scattering effects. We will give some examples of phenomenology using the resolved
pomeron model and simplified absorption corrections (the gap survival probability) for the diffractive
production of heavy electroweak bosons, heavy quarks and quarkonia production in pp̄ and pp collisions
of collider energies. We quote the review papers [1–3] and textbooks [4–6] to the reader interested in a
deeper analysis of the soft/hard diffraction phenomena in hadron-hadron and lepton-hadron collisions.

In the second part of this contribution, we discuss the diffractive exclusive processes in ep collisions.
We analyse the combination of data on inclusive and diffractive ep scattering and their connection to
the test the onset of parton saturation at HERA. In particular, the diffractive vector meson production
and deeply virtual Compton scattering (DVCS) have been extensively studied at HERA and provide a
valuable probe of the QCD dynamics at high energies. In a general way, these processes are driven by
the gluon content of target (proton or nuclei) which is strongly subject to parton saturation effects as
well as considerable nuclear shadowing corrections when one considers scattering on nuclei. The cross
sections for exclusive processes in DIS are proportional to the square of scattering amplitude, which
turn it strongly sensitive to the underlying QCD dynamics. They have been successfully described
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1 Introduction
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described in QCD if a hard scale (large photon vituality, heavy quark/quarkonia masses, large trans-
verse momentum of particles) is present. An important ingredient is the use of factorization theorems,
which render parts of the dynamics accessible to calculation in perturbation theory. Namely, hard
physics is associated with the well established parton picture and perturbative QCD. The remaining
non-perturbative quantities, as the diffractive PDFs can be extracted from measurements and contain
specific information about small-x partons in the proton that can only be obtained in diffractive pro-
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scattering, where there are abundant and precise data which allow to explore the transition from hard
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of collider energies. We quote the review papers [1–3] and textbooks [4–6] to the reader interested in a
deeper analysis of the soft/hard diffraction phenomena in hadron-hadron and lepton-hadron collisions.

In the second part of this contribution, we discuss the diffractive exclusive processes in ep collisions.
We analyse the combination of data on inclusive and diffractive ep scattering and their connection to
the test the onset of parton saturation at HERA. In particular, the diffractive vector meson production
and deeply virtual Compton scattering (DVCS) have been extensively studied at HERA and provide a
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well as considerable nuclear shadowing corrections when one considers scattering on nuclei. The cross
sections for exclusive processes in DIS are proportional to the square of scattering amplitude, which
turn it strongly sensitive to the underlying QCD dynamics. They have been successfully described
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using color dipole approach and phenomenological model inspired in general aspects of parton satu-
ration physics. We give some examples of the corresponding phenomenology using those approaches.
We quote the review papers [7–11] and textbook [12] for a pedagogical treatment of these topics.

2 Regge phenomenology for hadron interactions
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low-mass state). A general feature of such diffractive processes is the two groups of final-state particles
being well separated in phase space and in particular have a large gap in rapidity (LRG) between them.
Therefore, classical definition of diffraction in hadron-hadron or (virtual) photon-hadron scattering
is the quasi elastic scattering of one hadron combined with the dissociation of the second hadron or
photon.

Diffractive hadron-hadron scattering can be described within Regge theory [13], which it was de-
veloped in the 1960s and predates the theory of the strong interactions, QCD. In this framework, the
exchange of particles in the t-channel is summed coherently to give the exchange of so-called regge
trajectories. At sufficient high energies, diffraction is characterized by the exchange of a specific tra-
jectory, the Pomeron, which has the quantum numbers of the vacuum. Afterwards, it was found that
QCD perturbation theory in the high-energy limit can be organized following the general concepts of
Regge theory, referred to as BFKL formalism [14].

In Regge theory the basic idea is that sequences of hadrons of mass mi and spin ji lie on Regge
trajectories α(t) such that α(m2

i ) = ji. The corresponding Regge phenomenology is able to successfully
describe all kinds of soft high energy hadronic scattering data: differential, elastic and total cross
section measurements. The high energy behaviour of a hadron scattering amplitude at small angles
(t → 0) has the form

A(s, t) ∼
∑
R

β(t) sαR(t) (91)

Here, s is the square of the centre-of-mass energy and t is the square of the four-momentum transfer.
The observed hadrons were found to lie on trajectories αR(t) which are approximately linear in t. The
leading such trajectories are the ρ, a2, ω and f trajectories which are all approximately degenerate
with [15]

αR(t) � 0.5 + 0.9t. (92)

From experimental point of view, the total cross sections are observed to increase slowly with energy
at high energies. Thus, one needs a higher lying trajectory as we can see using the optical theorem.
This theorem expresses the total cross section for the process AB → X in terms of the imaginary part
of the forward elastic scattering amplitude (AB → AB):

σ(AB → X) =
1

s
ImA(s, 0) =

∑
R

βR sαR(0)−1. (93)

To account for the s → ∞ dependence of the total cross sections a Pomeron trajectory is invoked
with intercept αIP (0) ∼ 1.08. This Regge Pomeron is often called the soft Pomeron. The total, elastic
and differential hadronic cross section data are found to be well described in the small-t limit by taking
a universal pole form for the Pomeron

αIP (t) � 1.08 + 0.25t, (94)
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plus the other sub-leading trajectories as in Eq. (92) [15]. As a remark, the Pomeron should be
regarded as an effective trajectory, since the corresponding power behaviour on energy of the total
cross sections will ultimately violate the Froissart bound.

The effort in understanding diffraction in QCD has reached significant progress from studies of
diffractive events [16] at the ep collider HERA (Ee± � 27.5 GeV and Ep � 920 GeV). The virtual
photons/gauge bosons produced in these interactions can provide a hard scale where perturbative
QCD methods can be applied. Several aspects of diffracion are well understood in QCD when a
hard scale is present and then the dynamics can be formulated in the language of quarks and gluons.
The possibility at HERA to scan a very large interval of photon virtualities allows to investigate what
happens towards the non-perturbative region. This brings information on the soft diffractive processes
as well.

In order to apply the Regge phenomenology to inclusive deep-inelastic scattering (DIS) and es-
pecially to its diffractive component one makes use of the generalized optical theorem (Mueller’s
theorem [17]). The optical theorems express the total cross sections in terms of the imaginary parts
of the 2-body (or 3-body) forward elastic scattering amplitudes, or to be precise the discontinuities of
the amplitudes across the cuts along the W 2 (or M2) axes. In the case of the inclusive DIS the optical
theorem gives

F2 ∝
∑
i

βi(W
2)αi(0)−1 ∝

∑
i

βix
1−αi(0) (95)

for small x, see (99). In the naive parton model the valence and sea quark contributions to F2

are associated with meson and Pomeron exchange respectively, and so using (100) we have xqV ∝
x1−αR(0) ∝ x0.5, xqS ∝ x1−αIP (0) ∝ x−0.08 for small-x values.
For diffractive DIS, γ∗p → Xp, one applies Mueller’s optical theorem [17]. In the limit of large

s/M2, the cross section is given by the discontinuity across the M2 cut of the (three-body) γ∗pp̄
elastic amplitude, where a sum over the exchange Reggeons is implied. The Regge prediction depends
on whether M2 is large or small. For small M2 the quark box gives the main contribution to photon-
Pomeron scattering. Assuming C = 1 vector current coupling of the Pomeron to quarks Ref. [18], the
resulting contribution to diffraction is found to be

FD
2 ∼ β(1− β). (96)

On the other hand, for large M2 one has the double Regge limit (s/M2 → ∞ and M2 → ∞) and
the diffractive structure function is described by a sum of triple Regge diagrams

FD
2 ∼

∑
i,j,k

βijk

( s

M2

)αj(t)+αk(t)
(M2)αi(0). (97)

The leading behaviour, which is given by the triple Pomeron contribution, is

FD
2 ∼ (M2)αIP (0)−2αIP (t) ∼ 1/M2. (98)

In next section, we address the extraction of diffractive structure function at HERA and its interpre-
tation in the Regge phenomenology and the corresponding factorization formalism for the diffractive
DIS processes.

3 Difractive DIS and diffractive parton distributions

Let us consider the inclusive DIS, ep → eX, where X represents all the fragments of the proton
which has been broken up by the high energy electron. The basic subprocess γ∗p → X, which can be
expressed in terms of two functions F2 and FL which characterize the structure of the proton. These
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proton structure functions depend on two invariant variables, the virtuality of the photon Q2 ≡ −q2

and the Bjorken x-variable

x ≡ Q2

2p.q
=

Q2

Q2 +W 2
, (99)

where p and q are the four-momenta of the proton and virtual photon, respectively. The quantity W is
the total γ∗p centre-of-mass energy. In the parton model, x is the fraction of the proton’s momentum
carried by the quark struck by the virtual photon. In this simple quark model FL = 0 and

F2 = FT =
∑
q

e2q xq(x) (100)

is independent of Q2. The sum is over the flavours of quarks, with electric charge eq (in units of e)
and distributions q(x). FT,L are the proton structure functions for DIS by transversely, longitudinally
polarised photons. In the parton-QCD model (including the QCD radiation from the valence quarks
and gluon radiation) the parton distributions q(x) = q(x,Q2) acquire dependence on the hard scale
associated to the process. They are now evoluted by evolution equations on the virtuality Q2 (the
DGLAP equations [19]).

The general form of the DIS cross section, up to target mass corrections, is

d2σ(ep → eX)

dxdQ2
=

2πα2

xQ4

{
[1 + (1− y)2] F2(x,Q

2) − y2FL(x,Q
2)
}

(101)

where α is the electromagnetic coupling. The third variable y is needed to fully characterize the DIS
process, ep → eX, namely y = Q2/xs where

√
s is the total centre-of-mass energy of the electron-

proton collision.
Now, in a typical diffractive event at HERA the collision of the virtual photon with the proton

produces a hadronic final state X with the photon quantum numbers and invariant mass MX . A large
gap in rapidity is present between X and the final-state proton, which emerges with its momentum
barely changed. Diffractive DIS thus combines features of hard and soft scattering. The kinematics of
γ∗p → Xp can be described by the invariants Q2 = −q2 and t = (p− p′)2, and by the scaling variables
xIP and β given by

xIP =
(p− p′) · q

P · q =
Q2 +M2

X − t

W 2 +Q2 −M2
p

, β =
Q2

2(p− p′) · q =
Q2

Q2 +M2
X − t

, (102)

where W 2 = (p + q)2. The variable xIP is the fractional momentum loss of the incident proton. The
quantity β has the form of a Bjorken variable defined with respect to the momentum p−p′ lost by the
initial proton instead of the initial proton momentum p. The usual Bjorken variable x = Q2/(2p · q)
is related to β and xIP as βxIP = x.

The cross section for ep → eXp in the one-photon exchange approximation can be written in terms

of diffractive structure functions F
D(4)
2 and F

D(4)
L as

dσ4(ep → eXp)

dβ dQ2 dxIP dt
=

4πα2

βQ4

[(
1− y +

y2

2

)
F

D(4)
2 (β,Q2, xIP, t)−

y2

2
F

D(4)
L (β,Q2, xIP, t)

]
, (103)

in analogy with the way dσ(ep → eX)/(dx dQ2) is related to the structure functions F2 and FL for
inclusive DIS, ep → eX. Here y = (p · q)/(p · k) is the fraction of energy lost by the incident lepton

in the proton rest frame. The structure function F
D(4)
L corresponds to longitudinal polarization of

the virtual photon; its contribution to the cross section is small in a wide range of the experimentally

accessible kinematic region (in particular at low y). The structure function F
D(3)
2 is obtained from

F
D(4)
2 by integrating over t:

F
D(3)
2 (β,Q2, xIP) =

∫
dt F

D(4)
2 (β,Q2, xIP, t). (104)
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In a parton model picture, inclusive diffraction γ∗p → Xp proceeds by the virtual photon scattering
on a quark, in analogy to inclusive scattering. In this picture, β is the momentum fraction of the
struck quark with respect to the exchanged momentum p − p′. The diffractive structure function
describes the proton structure in these specific processes with a fast proton in the final state. FD

2 may
also be viewed as describing the structure of whatever is exchanged in the t-channel in diffraction. In
the Regge language this is the exchange of a Pomeron if multiple regge exchange can be neglected.
However, the Pomeron in QCD (for instance, the two-gluon exhange model) cannot be interpreted as
a particle on which the virtual photon scatters. Using the QCD factorization theorem for inclusive
diffraction, γ∗p → Xp, the diffractive structure function, in the limit of large Q2 at fixed β, xIP and
t, can be written as [20–22]

F
D(4)
2 (x,Q2, xIP, t) =

∑
a

∫ xIP

0
dξ FD

a/p(ξ, µ
2, xIP , t) Ca(x/ξ,Q2/µ2) , (105)

with a = q, g denoting a quark or gluon distribution in the proton, respectively. In the infinite
momentum frame the diffractive parton distributions describe the probability to find a parton with
the fraction ξ of the proton momentum, provided the proton stays intact and loses only a small fraction
xIP of its original momentum. Ca are the coefficient functions describing hard scattering of the virtual
photon on a parton a. They are identical to the coefficient functions known from inclusive DIS,

Ca(x/ξ,Q2/µ2) = e2a δ(1− x/ξ) + O(αs) . (106)

Formula in Eq. (105) is the analogue of the inclusive leading twist description for inclusive DIS.
The scale µ2 is the factorization/renormalization scale and we notice that since the l.h.s of Eq. (105)

does not depend on this scale (dF
D(4)
2 /dµ2 = 0), one finds the renormalization group equations for

the diffractive parton distribution

µ2 d

dµ2
FD
a/p(ξ, µ

2, xIP , t) =
∑
b

∫ xIP

ξ

dz

z
Pa/b(ξ/z, αs(µ

2)) FD
b/p(z, µ

2, xIP , t) , (107)

where Pa/b are the standard Altarelli-Parisi splitting functions in leading (LO) or next-to-leading
(NLO) logarithmic approximation. Since the scale µ is arbitrary, we can choose µ = Q � ΛQCD. If
we refer the longitudinal momenta of the partons to xIP p instead of the proton total momentum p,
the structure functions and parton distributions become functions of β = x/xIP or β′ = ξ/xIP . Using
this notation, one rewrites Eqs. (105) and (107) in the following way:

F
D(4)
2 (β,Q2, xIP , t) =

∑
a

∫ 1

0
dβ′ xIPFD

a/p(β
′, µ2, xIP , t) Ca(β/β′, Q2/µ2) (108)

and

µ2 d

dµ2
FD
a/p(β, µ

2, xIP , t) =
∑
b

∫ 1

β

dz

z
Pa/b(β/z, αs(µ

2)) FD
b/p(z, µ

2, xIP , t) . (109)

Thus, we obtain a description similar to inclusive DIS but modified by the additional variables xIP
and t. Moreover, the Bjorken variable x is replaced by its diffractive analogue β. Notice that xIP and
t play the role of parameters of the evolution equations and does not affect the evolution. According
to the factorization theorem the evolution equations (109) are applicable to all orders in perturbation
theory. In LO approximation for the coefficient functions (106), one finds for the diffractive structure
function (summing over the quark flavours)

F
D(4)
2 (β,Q2, xIP , t) =

∑
a=q,q̄

e2a β xIPFD
a/p(β,Q

2, xIP , t) , (110)

where the sum over the quark flavours is performed.
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The collinear factorization formula (108) holds to all orders in αs for diffractive DIS [22]. However,
this is no longer true in hadron–hadron hard diffractive scattering [2,23], where collinear factorization
fails due to final state soft interactions. Thus, unlike inclusive scattering, the diffractive parton
distributions are no universal quantities. The can safely be used, however, to describe hard diffractive
processes involving leptons.

Using a Regge language, in the resolved pomeron model (Ingelman-Schlein model [24]) diffraction
is described with the help of the concept of pomeron exchange. It is assumed that the pomeron has
a hard structure and in DIS diffraction this structure would be resolved by the virtual photon. Thus,
the resolved pomeron model is based on the assumption of Regge factorization. In this picture the

diffractive structure function takes a factorized form F
D(4)
2 = fIP F

IP
2 , where fIP is the Pomeron flux

describing the emission of the Pomeron from the proton and its subsequent propagation, and where F IP
2

is the pomeron structure function. Phenomenologically, such a factorizing ansatz works not too badly
and is often used. In the context of the diffractive parton distributions it means that the following
factorization holds [25, 26]

xIPFD
a/p(β,Q

2, xIP , t) = f(xIP , t) fa/IP (β,Q
2) , (111)

where the pomeron flux f(xIP , t) is given by

f(xIP , t) =
F 2(t)

8π2
x
1−2αIP (t)
IP . (112)

Thus, the variables (xIP , t), related to the loosely scattered proton, are factorized from the variables
characterizing the diffractive system (β,Q2). F (t) is the Dirac electromagnetic form factor [18],
αIP (t) = 1.1 + 0.25 GeV−2 · t is the soft pomeron trajectory [15] and the normalization of f(xIP , t)
follows the convention of [18]. The function fa/IP (β,Q

2) in Eq. (111) describes the hard structure in
DIS diffraction, and is interpreted as the pomeron parton distribution. Now, the diffractive structure
function (110) becomes

F
D(4)
2 (β,Q2, xIP , t) = f(xIP , t)

∑
a=q,q

e2a β fa/IP (β,Q
2) , (113)

where the summation over quarks and antiquarks is performed. The Q2-evolution of fa/IP (β,Q
2)

is given by the DGLAP equations (109). The t-dependence in the pomeron parton distributions
is neglected. The pomeron parton distributions are determined as the parton distributions of real
hadrons. Some functional form with several parameters is assumed at an initial scale and then the
parameters are found from a fit to data [27–30] using the DGLAP evolution equations.

Despite the success for describing diffractive DIS and related processes in ep collisions the diffractive
hard-scattering factorization does not apply to hadron-hadron collisions [21, 22]. The discrepancy is
quite large as the fraction of diffractive dijet events at CDF is a factor 3 to 10 smaller than would be
expected on the basis of the HERA data [31]. The same type of discrepancy is consistently observed
in all hard diffractive processes in pp̄ events, see e.g. [32]. In general, while at HERA hard diffraction
contributes a fraction of order 10% to the total cross section, it contributes only about 1% at the
Tevatron. Attempts to establish corresponding factorization theorems fail because of interactions
between spectator partons of the colliding hadrons. The contribution of these interactions to the cross
section does not decrease with the hard scale. Since they are not associated with the hard-scattering
subprocess, we no longer have factorization into a parton-level cross section and the parton densities
of one of the colliding hadrons. These interactions are generally soft, and we have at present to rely on
phenomenological models to quantify their effects [33]. The yield of diffractive events in hadron-hadron
collisions is lowered precisely because of these soft interactions between spectator partons. They can
produce additional final-state particles which fill the would-be rapidity gap. This is the season for
the often terminology rapidity gap survival. When such additional particles are produced, a very fast
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proton can no longer appear in the final state because of energy conservation. Diffractive factorization
breaking is thus intimately related to multiple scattering in hadron-hadron collisions.

In next section, we give some examples of phenomenology of hard diffraction in hadron-hadron
collisions using the resolved pomeron model supplemented by rapidity gap survival corrections for
some representative processes as heavy electroweak boson, heavy quarks and quarkonia production in
Tevatron and LHC energies.

4 Some examples of phenomenology in proton-proton collisions

One of the main baseline process in hard diffraction is the production of heavy gauge bosons. In
what follows we summarize the results obtained in [34], where the diffractive W and Z production are
computed for the Tevatron energy and estimates are provided for the CERN LHC experiment. For
the hard diffractive processes we will consider the resolved-pomeron picture [24] where the Pomeron
structure is probed as discussed in previous section. The generic cross section for a process in which
partons of two hadrons, A and B, interact to produce a massive electroweak boson, A+B → W±+X,
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where xifi/h(xi, µ
2) is the distribution function of a parton of flavour i = a, b in the hadron h = A,B.

The quantity dσ̂/dt̂ gives the elementary hard cross section of the corresponding subprocess and
µ2 = M2

W is the hard scale in the QCD evolution. In the expression for diffractive processes, one
assumes that one of the hadrons, say hadron A, emits a Pomeron whose partons interact with partons of
the hadron B. Thus the parton distribution xafa/A(xa, µ

2) in Eq. (114) is replaced by the convolution
between a distribution of partons in the Pomeron, βfa/IP(β, µ

2), and the “emission rate” of Pomerons
by the hadron, fIP/h(xIP, t). The last quantity, fIP/h(xIP, t), is the Pomeron flux factor and its explicit
formulation is described in terms of Regge theory. Therefore, we can rewrite the parton distribution
as
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xIP
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xIP
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where we have defined the quantity f̄(xIP) ≡
∫ 0
−∞ dt fIP/A(xIP, t).

Concerning theW± diffractive production, one considers the reaction p+p̄(p) → p+ W (→ e ν)+ X,
assuming that a Pomeron emitted by a proton in the positive z direction interacts with a p̄ (or a p)
producing W± that subsequently decays into e± ν. By using the same concept of the convoluted
structure function, the diffractive cross section for the inclusive lepton production becomes
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V 2
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where

xa =
MW eηe

(
√
s xIP)

[
A±

√
(A2 − 1)

]
, xb =

MW e−ηe

√
s

[
A∓

√
(A2 − 1)

]
, (117)

with A = MW /2ET , ET being the lepton transverse energy, GF is the Fermi constant and the hard
scale µ2 = M2

W . The quantity Vab is the Cabibbo-Kobayashi-Maskawa matrix element and t̂ =

−ET MW

[
A+

√
(A2 − 1)

]
. The upper signs in Eqs. (117) refer to W+ production (that is, e+
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proton can no longer appear in the final state because of energy conservation. Diffractive factorization
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detection). The corresponding cross section for W− is obtained by using the lower signs and t̂ ↔ û.
The detection of this reaction is triggered by the leptons (e+ for W+ and e− for W−) that appears
boosted towards negative rapidity η in coincidence with a rapidity gap in the right hemisphere.

Since the same concept, the cross section for the diffractive hadroproduction oh the boson Z is given
by

σZ =
∑
a,b

∫
dxIP
xIP

∫
dxb
xb

∫
dxa
xa

f̄(xIP)fa/IP(xa, µ
2)fb/p̄(p)(xb, µ

2) (118)

×
[
2πCZ

a,bGFM
2
Z

3
√
2s

]
dσ̂(ab → ZX)

dt̂
,

where

CZ
qq̄ =

1

2
− 2|eq||sin2θW + 4|eq|2sin4θW (119)

with θW being the Weinberg angle. The definitions for xa,b are similar as for the W case and now
µ2 = M2

Z . θC = 0.2269 is the Cabibbo angle and the other values of the electroweak parameters are
taken from the Particle Data Group [35].

As we discussed in previous section, the factorization does not necessarily hold for diffractive pro-
duction processes. The suppression of the single-Pomeron Born cross section due to the multi-Pomeron
contributions depends, in general, on the particular hard process. We will consider this suppression
through a gap survival probability factor, S2

gap, using two theoretical estimates for this factor: (a)
model of [36] (labeled KMR), which considers a two-channel eikonal model. The survival probability
is computed for single, central and double diffractive processes at several energies. We will consider
the results for single diffractive processes, where S2

gap(KMR) = 0.15 for
√
s = 1.8 TeV (Tevatron) and

S2
gap(KMR) = 0.09 for

√
s = 14 TeV (LHC). (b) The second theoretical estimate is from [37] (labeled

GLM), which considers a single channel eikonal approach, where S2
gap(GLM) = 0.126 for

√
s = 1.8

TeV (Tevatron) and S2
gap(GLM) = 0.081 for

√
s = 14 TeV (LHC).

√
s Rapidity Data (%) Estimate (%)

1.8 TeV |ηe| < 1.1 1.15± 0.55 [38] 0.715± 0.045

1.8 TeV |ηe| < 1.1 1.08± 0.25 [39] 0.715± 0.045
1.8 TeV 1.5 < |ηe| < 2.5 0.64± 0.24 [39] 1.700± 0.875
1.8 TeV Total W → eν 0.89± 0.25 [39] 0.735± 0.055
14 TeV |ηe| < 2 — 0.311± 0.016

Table 14: Data versus model predictions for diffractive W± hadroproduction (cuts ETmin = 20 GeV
and xIP < 0.1).

Let us present some results for hard diffractive production of W and Z based on the present dis-
cussion. They are compared with experimental data from [38, 39] in Table I, where estimates for the
LHC are also presented. In the numerical calculations, we have used the new H1 parameterizations
for the diffractive pdf’s [30] As the larger uncertainty comes from the gap survival factor, the error in
the predictions correspond to the theoretical band for S2

gap. In the theoretical expressions of previous
section one computes only the interaction of pomerons (emmitted by protons) with antiprotons (pro-
tons in LHC case), that means events with rapidity gaps on the side from which antiprotons come
from. Disregarding the gap factor, the diffractive production rate is approximately 7 % (using the
cut |η| < 1) being very large compared to the Tevatron data. When considering the gap survival
probability correction, the values are in better agreement with data. When considering central W
boson fraction, −1.1 < ηe < 1.1 (cuts of CDF and D0 [38, 39]), we obtain a diffractive rate of 0.67 %
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using the KMR estimate for S2
gap, whereas it reaches 0.76% for the GLM estimate. The average rate

considering the theoretical band for the gap factor is then RW = 0.715 ± 0.045 %. Considering the
forward W fraction, 1.5 < |ηe| < 2.5 (D0 cut), one obtains RW = 0.83 % for KMR and RW = 2.58
% for GLM, with an averaged value of RW = 1.7± 0.875 %. In this case, our estimate is larger than
the central experimental value RD0

W = 0.64 %. For the total W → eν we have RW = 0.68 % for KMR
and RW = 0.79 % for GLM and the mean value RW = 0.735 ± 0.055 %, which is in agreement with
data and consistent with a large forward contribution. Finally, we estimate the diffractive ratio for
LHC energy,

√
s = 14 TeV. In this case we extrapolate the pdf’s in proton and diffractive pdf’s in

Pomeron to that kinematical region. This procedure introduces somewhat additional uncertainties in
the theoretical predictions. We take the conservative cuts |ηe| < 2, ETmin = 20 GeV for the detected
lepton and xIP < 0.1. We find RW = 0.327 % for KMR gap survival probability factor and RW = 0.295
% for GLM, with a mean value of RLHC

W = 0.0311 ± 0.016 %. The CMS Collaboration already has a
signal for single diffractive boson production [40] at 7 TeV, where the diffractive ratio was determined
to be 0.73± 0.34 [40].

We now refer to recent works on this topic. For instance, in Ref. [41] the analysis of diffractive
electroweak vector boson production was done and the author show that the single diffractive W
production asymmetry in rapidity is a good observable at the LHC to test the concept of the flavour
symmetric pomeron parton distributions. Along these studies, in Ref. [42] has been shown taht double
diffractive electroweak boson production is an ideal probe of QCD based mechanisms of diffraction.
Namely, assuming the resolved pomeron model with flavour symmetric pdfs, the W production asym-
metry in rapidity equals zero at LHC. On the other hand, in the soft color interaction (SCI) model [43]
that asymmetry is non-zero and it is similar to the asymmetry in the inclusive case. A discrepancy
also occurs for the ratio W/Z, which is independent of rapidity in the resolved pomeron model and
rapidity-dependent in SCI models. Finally, the diffractive production has been addressed also within
the color dipole approach [44], where the introduction of higher twist contributions and breakdown of
diffractive factorization are naturally embeded.

The next example refers to the heavy quark production in single and double diffractive dissociation
in hadron colliders. In what follows we summarize the results found in Refs. [45–47]. Let us present
the main formulas for the inclusive diffractive cross sections for the production of heavy quarks in
proton-proton collisions at high energies. In the inclusive case, the process is described for partons
of two protons, interacting to produce a heavy quark pair, p + p → QQ̄ + X, with center of mass
energy

√
s. At LHC energies, the gluon fusion channel dominates over the qq̄ annihilation process and

qg scattering. The NLO cross section is obtained by convoluting the partonic cross section with the
parton distribution function (PDF), g(x, µF ), in the proton, where µF is the factorization scale. At

any order, the partonic cross section may be expressed in terms of dimensionless scaling functions fk,l
ij

that depend only on the variable ρ [48],

σ̂ij(ŝ,m
2
Q, µ

2
F , µ

2
R) =

α2
s(µR)

m2
Q

∞∑
k=0

[4παs(µR)]
k

a∑
l=0

f
(k,l)
ij (ρ) lnl

(
µ2
F

m2
Q

)
, (120)

where ρ = ŝ
4m2

Q−s0
, i, j = q, q̄, g, specifying the types of the annihilating partons, ŝ is the partonic

center of mass, mQ is the heavy quark mass, µR is the renormalization scale (s0 = 1 GeV2). It is
calculated as an expansion in powers of αs with k = 0 corresponding to the Born cross section at
order O(α2

s). The first correction, k = 1, corresponds to the NLO cross section at O(α3
s). To calculate

the fij in perturbation theory, both renormalisation and factorisation scale of mass singularities must
be performed. The subtractions required are done at the mass scale µ. The running of the coupling
constant αs is determined by the renormalization group. The total hadronic cross section for the
heavy quark production is obtained by convoluting the total partonic cross section with the parton
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distribution functions of the initial hadrons [49]

σpp(s,m
2
Q) =

∑
i,j

∫ 1

τ
dx1

∫ 1

τ
x1

dx2f
p
i (x1, µ

2
F )f

p
j (x2, µ

2
F )σ̂ij(ŝ,m

2
Q, µ

2
F , µ

2
R),

with the sum i, j over all massless partons. Here, x1,2 are the hadron momentum fractions carried by
the interacting partons, fp

i(j) is the parton distribution functions, evaluated at the factorization scale
and assumed to be equal to the renormalization scale in our calculations. Here, the cross sections were
calculated with the following mass and scale parameters: µc = 2mc, mc = 1.5 GeV, µb = mb = 4.5
GeV, based on the current phenomenology for heavy quark hadroproduction [50].

For diffractive processes, we rely on the resolved pomeron model where the Pomeron structure
(quark and gluon content) is probed. In the case of single diffraction, a Pomeron is emitted by one
of the colliding hadrons. That hadron is detected, at least in principle, in the final state and the
remaining hadron scatters off the emitted Pomeron. A typical single diffractive reaction is given by
p+ p → p+QQ̄+X, with the cross section assumed to factorise into the total Pomeron–hadron cross

section and the Pomeron flux factor [24], fIP/i(x
(i)
IP , |ti|). As usual, the Pomeron kinematical variable

xIP is defined as x
(i)
IP = s

(j)
IP /sij , where

√
s
(j)
IP is the center-of-mass energy in the Pomeron–hadron j

system and
√
sij =

√
s the center-of-mass energy in the hadron i–hadron j system. The momentum

transfer in the hadron i vertex is denoted by ti. A similar approach can also be applied to double
Pomeron exchange (DPE) process, where both colliding hadrons can in principle be detected in the
final state. Thus, a typical reaction would be p+p → p+QQ̄+X+p, and DPE events are characterized
by two quasi–elastic hadrons with rapidity gaps between them and the central heavy flavor products.
The inclusive DPE cross section may then be written as,

dσ(pp → pp+QQ̄+X)

dx
(1)
IP dx

(2)
IP d|t1|d|t2|

= fIP/p(x
(1)
IP , |t1|) fIP/p(x(2)IP , |t2|)

∑
i,j=q,g

σ
(
IP+ IP → QQ̄+X

)
,

(121)

where the Pomeron-Pomeron cross section is given by,

σ
(
IP+ IP → QQ̄+X

)
=

∫ ∫
dx1 dx2 σ̂ij(ŝ,m

2
Q, µ

2)fi/IP
(
β1, µ

2
)
fj/IP

(
β2, µ

2
)
,

(122)

where fi/IP
(
β, µ2

)
are the diffractive parton (quark, gluon) distribution functions (DPDFs) evaluated

for parton momentum fraction βa = xa/x
a
IP (a = 1, 2) and evolution scale µ2.

We further correct Eq. (121) by considering the suppression of the hard diffractive cross section
by multiple-Pomeron scattering effects. As a baseline value, we follow Ref. [36]. For the present
purpose, we consider S2

gap = 0.032 (0.031) at
√
s = 5.5 (6.3) TeV in nucleon-nucleon collisions, which

is obtained using a parametric interpolation formula for the KMR survival probability factor [36] in
the form S2

gap = a/[b + ln(
√
s/s0)] with a = 0.126, b = −4.688 and s0 = 1 GeV2. This formula

interpolates between survival probabilities for central diffraction (CD) in proton-proton collisions of
4.5% at Tevatron and 2.6% at the LHC. In addition, in order to analyze the model dependence of
the cross section, we consider another approach to inclusive diffractive production of heavy quarks.
In order to do so, the Bialas-Landshoff (BL) approach [51, 52] for the process p+ p → p+QQ̄+ p is
taken into account. The calculation that follows concerns central inclusive process, where the QCD
radiation accompanying the produced object is allowed. Thus, we did not include a Sudakov survival
factor T (κ, µ) [53] which is needed for exclusive central processes. The cross-section is given by [54]:

σIPIP(BL) =
1

2s (2π)8

∫
|Mfi|2 [F (t1)F (t2)]

2 dPH, (123)
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where F (t) is the nucleon form-factor approximated by F (t) = exp (b t), with slope parameter b = 2
GeV−2. The differential phase-space factor is denoted by dPH. Following [54], the use of Sudakov
parameterization for momenta is given by

Q =
x

s
p1 +

y

s
p2 + v, k1 = x1p1 +

y1
s
p2 + v1,

k2 =
x2
s
p1 + y2p2 + v2, r2 = xQp1 + yQp2 + vQ,

where v, v1, v2, vQ are two-dimensional four-vectors describing the transverse components of the
momenta. The momenta for the incoming (outgoing) protons are p1, p2 (k1, k2) and the momentum
for the produced quark (antiquark) is r2 (r1), whereas the momentum for one of the exchanged gluons
is Q. The square of the invariant matrix element averaged over initial spins and summed over final
spins is given by [54],

|Mfi|2 =
x1y2H

(sxQyQ)
2 (δ1δ2)

1+2ε δ2α
′t1

1 δ2α
′t2

2

(
1−

4m2
Q

sδ1δ2

)
exp [2β (t1 + t2)] .

(124)

In the expression above, δ1 = 1−x1, δ2 = 1−y2, t1 = −�v21 and t2 = −�v22. The factor exp [2β (t1 + t2)]
takes into account the effect of the momentum transfer dependence of the non-perturbative gluon
propagator with β = 1 GeV−2. The overall normalization can be expressed as,

H = S2
gap × 2s

[
4πmQ (G2D0)

3µ4

9 (2π)2

]2 (
αs

α0

)2

, (125)

where αs is the perturbative coupling constant (it depends on the hard scale) and α0 (supposed to be
independent of the hard scale) is the unknown nonperturbative coupling constant. In the numerical
calculation, we use the parameters [54] ε = 0.08, α′ = 0.25 GeV−2, µ = 1.1 GeV and G2D0 = 30
GeV−1µ−1. The Regge Pomeron trajectory is then αIP(t) = 1 + ε + α′t. It is taken kmin = 0 for
the minimum value for the transverse momentum of the quark. For the strong coupling constant, we
use αs = 0.2 (0.17) for charm (bottom). An indirect determination of the unknown parameter α0 has
been found in Ref. [55] using experimental data for central inclusive dijet production cross section at
Tevatron. Namely, it has been found the constraint S2

gap (
√
s = 2TeV)/α2

0 = 0.6, where S2
gap is the

gap survival probability factor (absorption factor). Considering the KMR [36] value S2
gap = 0.045 for

CD processes at Tevatron energy, one obtains α2
0 = 0.075.

QQ̄ σinc [µb] σDPE [µb] RDPE [%]

cc̄ 7811 13.6–0.53 0.17–7×10−3

bb̄ 393 0.053–0.027 0.01–0.007

Table 15: The inclusive and DPE (corrected by absorption effects) cross sections in pp collisions at the
LHC (14 TeV). For the inclusive diffractive cross section the first value corresponds to the resolved
pomeron mode and the second one BL model. The corresponding diffractive ratios, RDPE, are also
presented.

The calculations for the inclusive and diffractive cross sections as well as the diffractive ratios
to heavy quark production in proton-proton collisions are showed at Tab. (15). For the inclusive
diffractive cross section the first value corresponds to the partonic picture of Pomeron, Eq. (121), and
the second one to the BL approach, Eq. (123). We assume the value S2

gap = 0.026 for the absorption
corrections at energy of 14 TeV. The partonic PDFs and scales are mentioned in previous section.
For the diffractive gluon PDF, we take the experimental (H1 collaboration) FIT A [30]. The main
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GeV−2. The differential phase-space factor is denoted by dPH. Following [54], the use of Sudakov
parameterization for momenta is given by

Q =
x

s
p1 +

y

s
p2 + v, k1 = x1p1 +

y1
s
p2 + v1,

k2 =
x2
s
p1 + y2p2 + v2, r2 = xQp1 + yQp2 + vQ,

where v, v1, v2, vQ are two-dimensional four-vectors describing the transverse components of the
momenta. The momenta for the incoming (outgoing) protons are p1, p2 (k1, k2) and the momentum
for the produced quark (antiquark) is r2 (r1), whereas the momentum for one of the exchanged gluons
is Q. The square of the invariant matrix element averaged over initial spins and summed over final
spins is given by [54],

|Mfi|2 =
x1y2H

(sxQyQ)
2 (δ1δ2)

1+2ε δ2α
′t1

1 δ2α
′t2

2

(
1−

4m2
Q

sδ1δ2

)
exp [2β (t1 + t2)] .

(124)

In the expression above, δ1 = 1−x1, δ2 = 1−y2, t1 = −�v21 and t2 = −�v22. The factor exp [2β (t1 + t2)]
takes into account the effect of the momentum transfer dependence of the non-perturbative gluon
propagator with β = 1 GeV−2. The overall normalization can be expressed as,

H = S2
gap × 2s

[
4πmQ (G2D0)

3µ4

9 (2π)2

]2 (
αs

α0

)2

, (125)

where αs is the perturbative coupling constant (it depends on the hard scale) and α0 (supposed to be
independent of the hard scale) is the unknown nonperturbative coupling constant. In the numerical
calculation, we use the parameters [54] ε = 0.08, α′ = 0.25 GeV−2, µ = 1.1 GeV and G2D0 = 30
GeV−1µ−1. The Regge Pomeron trajectory is then αIP(t) = 1 + ε + α′t. It is taken kmin = 0 for
the minimum value for the transverse momentum of the quark. For the strong coupling constant, we
use αs = 0.2 (0.17) for charm (bottom). An indirect determination of the unknown parameter α0 has
been found in Ref. [55] using experimental data for central inclusive dijet production cross section at
Tevatron. Namely, it has been found the constraint S2

gap (
√
s = 2TeV)/α2

0 = 0.6, where S2
gap is the

gap survival probability factor (absorption factor). Considering the KMR [36] value S2
gap = 0.045 for

CD processes at Tevatron energy, one obtains α2
0 = 0.075.

QQ̄ σinc [µb] σDPE [µb] RDPE [%]

cc̄ 7811 13.6–0.53 0.17–7×10−3

bb̄ 393 0.053–0.027 0.01–0.007

Table 15: The inclusive and DPE (corrected by absorption effects) cross sections in pp collisions at the
LHC (14 TeV). For the inclusive diffractive cross section the first value corresponds to the resolved
pomeron mode and the second one BL model. The corresponding diffractive ratios, RDPE, are also
presented.

The calculations for the inclusive and diffractive cross sections as well as the diffractive ratios
to heavy quark production in proton-proton collisions are showed at Tab. (15). For the inclusive
diffractive cross section the first value corresponds to the partonic picture of Pomeron, Eq. (121), and
the second one to the BL approach, Eq. (123). We assume the value S2

gap = 0.026 for the absorption
corrections at energy of 14 TeV. The partonic PDFs and scales are mentioned in previous section.
For the diffractive gluon PDF, we take the experimental (H1 collaboration) FIT A [30]. The main
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theoretical uncertainty in the diffractive ratio is the survival probability factor, whereas uncertainties
associated to factorization/renormalization scale, parton PDFs and quark mass are minimized taking
a ratio. The present results are consistent with a previous estimate performed in Ref. [47], where a
value S2

gap = 0.04 was considered and cross sections were computed at LO accuracy.
The single diffraction case can be also addresses, where the reaction is given by p+p → p+QQ̄+X.

The single diffractive cross section may then be written as [47]

dσSD (pp → p+QQ̄+X)

dx
(a)
IP d|ta|

= fIP/a(x
(a)
IP , |ta|)σ

(
IP+ p → QQ̄+X

)
, (126)

where xIP is the Pomeron kinematical variable, defined as xaIP = s
(b)
IP /sab, where

√
sbIP is the center-

of-mass energy in the Pomeron-hadron b system and
√
sab =

√
s is the center-of-mass energy in the

hadrona-hadronb system, with ta denoting the momentum transfer in the hadron a vertex. In terms
of pomeron pdfs and pomeron flux, the expression for the single diffractive cross section for QQ̄
production is written as [47]

σSD
ab (s,m

2
Q) =

∑
i,j=qq̄,g

∫ 1

ρ
dx1

∫ 1

ρ/x1

dx2

∫ xmax
IP

x1

dx
(1)
IP

x
(1)
IP

× f̄IP/a

(
x
(1)
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)
fi/IP

(
x1

x
(1)
IP

, µ2

)
fj/b(x2, µ

2) σ̂ij(ŝ,m
2
Q, µ

2) (1 � 2).

The calculations for the inclusive and diffractive cross sections, as well the diffractive ratios to heavy
quark production in proton-proton collisions are showed at Tab. (16). We take the value S2

gap = 0.06
for the absorption corrections in hadronic collisions at the LHC. The partons PDF and scales are
mentioned in previous section. For the diffractive gluon PDF, we take the experimental FIT A (the
fully integrated cross section is insensitive to a different choice, i.e. FIT B). The main theoretical
uncertainty in the diffractive ratio is the survival probability factor, whereas uncertainties associated
to factorization/renormalization scale, parton PDFs and quark mass are minimized taking a ratio.

Heavy Quark σinc [µb] σSD [µb] RSD

cc̄ 7811 178 2.3 %

bb̄ 393 7 1.7 %

Table 16: The inclusive and single diffractive (corrected by absorption effects) cross sections in pp
collisions at the LHC (14 TeV). The corresponding diffractive ratios, RSD, are also presented.

As a last example, we consider the diffractive quarkonium production at the LHC. We use the Color
Evaporation Model (CEM) [56] for the production model. The main reasons for this choice are its
simplicity and fast phenomenological implementation, which are the base for its relative success in
describing high energy data. In this model, the cross section for a process in which partons of two
hadrons, h1 and h2, interact to produce a heavy quarkonium state, h1 + h2 → H(nJCP) + X, is
given by the cross section of open heavy-quark pair production that is summed over all spin and color
states. All information on the non-perturbative transition of the QQ̄ pair to the heavy quarkonium
H of quantum numbers JPC is contained in the factor FnJPC that a priori depends on all quantum
numbers [56],

σ(h1 h2 → H[nJCP]X) = FnJPC σ̄(h1 h2 → QQ̄X) , (127)

where σ̄(QQ̄) is the total hidden cross section of open heavy-quark production calculated by integrating
over the QQ̄ pair mass from 2mQ to 2mO, with mO is the mass of the associated open meson. The



74 New Trends in High Energy and QCD – IIP proceedings

hidden cross section can be obtained from the usual expression for the total cross section to NLO as
mentioned before. Here, we assume that the factorization scale, µF , and the renormalization scale, µR,
are equal, µ = µF = µR. We also take µ = 2mQ, using the quark masses mc = 1.2 GeV and mb = 4.75
GeV. These parameters provide an adequate description of open heavy-flavour production [57]. The
invariant mass is integrated over 4m2

c ≤ ŝ ≤ 4m2
D in the charmonium case and 4m2

b ≤ ŝ ≤ 4m2
B for

Υ production. The factors FnJPC are experimentally determined [58] to be F11−− ≈ 2.5 × 10−2 for
J/Ψ and F11−− ≈ 4.6× 10−2 for Υ. These coefficients are obtained with NLO cross sections for heavy
quark production [58].

In the resolved pomeron model, the diffractive process p + p → pp + H[nJCP] + X, may then be
written as

dσSD (pi + pj → pi +H[nJCP] +X)

dx
(i)
IP d|ti|

= FnJPCfIP/pi(x
(i)
IP , |ti|) σ̄

(
IP+ pj → QQ̄+X

)
,

(128)

where the Pomeron kinematical variable xIP is defined as x
(i)
IP = s

(j)
IP /sij , where

√
s
(j)
IP is the center-

of-mass energy in the Pomeron–hadron j system and
√
sij =

√
s the center-of-mass energy in the

hadron i–hadron j system. The momentum transfer in the hadron i vertex is denoted by ti. A similar
factorization can also be applied to central diffraction, where both colliding hadrons can in principle
be detected in the final state. The central quarkonium production, p1 + p2 → p1 +H[nJCP] + p2, is
characterized by two quasi–elastic hadrons with rapidity gaps between them and the central heavy
quarkonium products. The double pomeron exchange cross section may then be written as,

dσDPE (pi + pj → pi +H[nJCP] + pj)

dx
(i)
IP dx

(j)
IP d|ti|d|tj |

= FnJPC ×

fIP/i(x
(i)
IP , |ti|) fIP/j(x

(j)
IP , |tj |) σ̄

(
IP+ IP → QQ̄+X

)
.

Here, we assume that one of the hadrons, say proton p1, emits a Pomeron whose partons interact
with partons of the proton p2. Using the same notation as for the diffractive heavy quark production,
the hidden heavy flavour cross section can be obtained from Pomeron-hadron cross sections for single
and central diffraction processes,

dσ
(
IP+ h → QQ̄+X

)
dx1 dx2

=
∑

i,j=qq̄,g

fi/IP

(
x1/x

(1)
IP ; µ2
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)
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IP
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(x2, µ

2
F ) σ̂ij(ŝ,m

2
Q, µ

2
F , µ

2
R) + (1 � 2) , (129)

and

dσ
(
IP+ IP → QQ̄+X

)
dx1 dx2

=
∑

i,j=qq̄,g

fi/IP

(
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IP ; µ2

F
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IP
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(
x2/x

(2)
IP ; µ2

F

)

x
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IP

σ̂ij(ŝ,m
2
Q, µ

2
F , µ

2
R).

We will consider the theoretical estimates for S2
gap from Ref. [36], which considers a two-channel

eikonal model and rescattering effects. Thus, we have S2
gap(SD) = 0.15, [0.09] and S2

gap(DPE) =
0.08, [0.04] for

√
s = 1.8 TeV (Tevatron) [

√
s = 14 TeV (LHC)].



74 New Trends in High Energy and QCD – IIP proceedings

hidden cross section can be obtained from the usual expression for the total cross section to NLO as
mentioned before. Here, we assume that the factorization scale, µF , and the renormalization scale, µR,
are equal, µ = µF = µR. We also take µ = 2mQ, using the quark masses mc = 1.2 GeV and mb = 4.75
GeV. These parameters provide an adequate description of open heavy-flavour production [57]. The
invariant mass is integrated over 4m2
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We will consider the theoretical estimates for S2
gap from Ref. [36], which considers a two-channel

eikonal model and rescattering effects. Thus, we have S2
gap(SD) = 0.15, [0.09] and S2

gap(DPE) =
0.08, [0.04] for

√
s = 1.8 TeV (Tevatron) [

√
s = 14 TeV (LHC)].
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√
s Quarkonium RSD (%) RDPE (%)

2.0 TeV J/Ψ 0.93 0.2

14 TeV J/Ψ 0.50 0.15
2.0 TeV (Υ +Υ′ +Υ′′) 0.78 0.06
14 TeV (Υ +Υ′ +Υ′′) 0.39 0.03

Table 17: Model predictions for single and DPE diffractive quarkonium production [58] in Tevatron
and the LHC (14 TeV).

5 Exclusive diffractive processes in ep collisions

Let us now consider the case of diffractive processes where a photon dissociates into a single particle.
Due to the vacuum quantum numbers carried by the pomeron this particle can in particular be a
vector meson having the same photon quantum numbers. In addition, we can have also a deeply
virtual Compton scattering (DVCS), γ∗p → γp. It is known from HERA data that the energy
dependence of these processes becomes steep in the presence of a hard scale, which can be either the
photon virtuality Q2 or the mass of the meson in the case of J/Ψ or Υ production [11]. This is similar
to the energy dependence of the γ∗p total cross section, which changes from flat to steep when going
from real photons to Q2 of a few GeV2. In pQCD diffraction proceeds by two-gluon exchange and
the transition from a virtual photon to a real photon or to a qq̄-pair subsequently hadronizing into a
meson is a short-distance process involving these gluons, provided that either Q2 or the quark mass
is large. Within certain approximations, the DVCS and vector meson cross sections are proportional
to the square of the gluon distribution in the proton, evaluated at a scale of order Q2 +M2

V and at a
momentum fraction xIP = (Q2 +M2

V )/(W
2 + Q2), where the vector meson mass MV now takes the

role of MX in inclusive diffraction [59]. In analogy to the case of the total γ∗p cross section, the energy
dependence of the cross sections thus reflects the x and scale dependence of the gluon density in the
proton, which grows with decreasing x with a slope becoming steeper as the scale increases.

The inclusive DIS cross section is related to the imaginary part of the forward virtual Compton
amplitude. Therefore, the usual gluon distribution gives the probability to find one gluon in the
proton. On the other hand, the corresponding graphs for DVCS and exclusive meson production
represent the amplitudes of exclusive processes, which are proportional to the probability amplitude
for first extracting a gluon from the initial proton and then returning it to form the proton in the
final state. Making use of high energy theorems, at large Q2 the short-distance factorization holds,
in analogy to the case of inclusive DIS. QCD factorization theorems [60] state that in the limit of
large Q2 the Compton amplitude factorizes into a hard-scattering subprocess and a hadronic matrix
element describing the emission and reabsorption of a parton by the proton target. The analogous
result for exclusive meson production involves in addition the qq̄ distribution amplitude of the meson,
the so-called meson wave function, which is a non-perturbative input. In this collinear factorization
approach, the hadronic matrix elements for exclusive processes are not the usual PDFs as the proton
has not the same momentum in the initial and final state. Consequently, they are more general
functions named generalized PDFs taking into account the momentum difference between the initial
and final state proton.

In last decades, a different type of factorization has been very fruitful in phenomenology. It is the
high-energy or kt factorization approach, which is based on the BFKL formalism. Now, the gluon
distribution appearing in the factorization formulae depends explicitly on the transverse momentum
kt of the emitted gluon. In collinear factorization, this kt is integrated over in the parton distributions
and set to zero when calculating the hard-scattering process. Similarly, the meson wave functions
appearing in kt factorization explicitly depend on the relative transverse momentum between the q
and q̄ in the meson, whereas this is integrated over in the quark-antiquark distribution amplitudes of



76 New Trends in High Energy and QCD – IIP proceedings

the collinear approach. The two formalisms implement different ways of separating different parts of
the dynamics in a scattering process. The building blocks in a short-distance factorization formula
correspond to either small or large particle virtuality, whereas the separation criterion in high-energy
factorization is the particle rapidity.

The different building blocks in the graphs for Compton scattering and meson production can be
rearranged in a such way that it admits a very intuitive interpretation in a reference frame where the
photon carries large momentum. In the typical proton rest frame the initial photon splits into a quark-
antiquark pair, which scatters on the proton and finally forms a photon or meson again. In addition,
one can perform a Fourier transformation and trade the relative transverse momentum between quark
and antiquark for their transverse distance r, which is conserved in the scattering on the target. The
quark-antiquark pair acts as a color dipole, and its scattering on the proton is described by a dipole
cross section, σqq̄ depending on r and on xIP (or on x in the case of inclusive DIS). The wave functions
of the photon and the meson depend on r after Fourier transformation, and at small r the photon wave
function is perturbatively calculable. Typical values of r in a scattering process are determined by
the inverse of the hard momentum scale, i.e. r ∼ (Q2 +M2

V )
−1/2. An important result of high-energy

factorization is the relation

σqq̄(r, x) =
π2

3
αS(A/r) r

2xg(x,A/r), (130)

at small r, where we have replaced the generalized gluon distribution by the usual one in the spirit of
the leading log x approximation. A more precise version of the relation (130) involves the kt dependent
gluon distribution. The dipole cross section vanishes at r = 0 in accordance with the phenomenon of
color transparency, where a hadron becomes more and more transparent for a color dipole of decreasing
size.

5.1 The parton saturation phenomenom and saturation models

Diffraction involves scattering on small-x gluons in the proton. Taking the density in the transverse
plane of gluons with longitudinal momentum fraction x that are resolved in a process with hard scale
Q2 one can think of 1/Q as the transverse size of these gluons as seen by the probe. The number density
of gluons at given x increases with increasing Q2, as described by DGLAP evolution. According to
the BFKL evolution equation it also increases at given Q2 when x becomes smaller, so that the gluons
become more and more densely packed. At some point, they will start to overlap and thus reinteract
and screen each other. One then enters a regime where the density of partons saturates and where the
linear DGLAP and BFKL evolution equations cease to be valid. If Q2 is large enough to have a small
coupling αs, we have a theory of this non-linear regime called Color Glass Condensate (CGC) [7, 8].
To quantify the onset of non-linear effects, one introduces a saturation scale Q2

s depending on x, such
that for Q2 < Q2

s(x) these effects become important. For smaller values of x, the parton density in
the target proton is higher, and saturation sets in at larger values of Q2.
The color dipole picture is well suited for the theoretical description of saturation effects. When

such effects are important, the relation (130) between dipole cross section and gluon distribution ceases
to be valid; in fact the gluon distribution itself is then no longer an adequate quantity to describe
the dynamics of a scattering process. In a certain approximation, the evolution of the dipole cross
section with x is described by the Balitsky-Kovchegov equation [61], which supplements the BFKL
equation with a non-linear term taming the growth of the dipole cross section with decreasing x.
Essential features of the saturation phenomenon are captured in a phenomenological model for the
dipole cross section, originally proposed by Golec-Biernat and Wüsthoff, see [62, 63]. In this model,
the dipole size r now plays the role of 1/Q. At small r the cross section rises following the relation
σqq̄(r, x) ∝ r2xg(x). At some value Rs(x) of r, the dipole cross section is so large that this relation
ceases to be valid, and σqq̄ starts to deviate from the quadratic behavior in r. As r continues to
increase, σqq̄ eventually saturates at a value typical of a meson-proton cross section. In terms of the
saturation scale introduced above, Rs(x) = 1/Qs(x). For smaller values of x, the initial growth of σqq̄
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with r is stronger because the gluon distribution is larger. The target is thus more opaque and as a
consequence saturation sets in at lower r.

An important feature found both in this phenomenological model [64] and in the solutions of the
Balitsky-Kovchegov equation [65] is that the total γ∗p cross section only depends onQ2 and xB through
a single variable τ = Q2/Q2

s(x). This property, referred to as geometric scaling, is well satisfied by
the data at small xB and is an important piece of evidence that saturation effects are visible in these
data. Phenomenological estimates find Q2

s of the order 1 GeV2 for x around 10−3 to 10−4. The dipole
formulation is suitable to describe not only exclusive processes and inclusive DIS, but also inclusive
diffraction γ∗p → Xp. For a diffractive final state X = qq̄ at parton level, the theory description is
very similar to the one for deeply virtual Compton scattering, with the wave function for the final
state photon replaced by plane waves for the produced qq̄ pair. The inclusion of the case X = qq̄g
requires further approximations [62] but is phenomenologically indispensable for moderate to small
β. In next section, we give some examples where one uses the phenomenological models including
saturation physics to compute the exclusive production of particles (vector mesons or real photons at
the final state) and compare them to the available high precision HERA data.

6 Examples of phenomenology in photon-proton interactions

Let us consider photon-hadron scattering in the color dipole frame, in which most of the energy is car-
ried by the hadron, while the photon has just enough energy to dissociate into a quark-antiquark pair
before the scattering. In this representation the probing projectile fluctuates into a quark-antiquark
pair (a dipole) with transverse separation r long after the interaction, which then scatters off the
hadron [66]. In the dipole picture the amplitude for production of an exclusive final state E, such as
a vector meson (E = V ) or a real photon in DVCS (E = γ) is given by (See e.g. Refs. [66–68])

Aγ∗p→Ep
T,L (x,Q2,∆) =

∫
dz d2r (ΨE∗Ψ)T,LAqq̄(x, r,∆) , (131)

where (ΨE∗Ψ)T,L denotes the overlap of the photon and exclusive final state wave functions. The
variable z (1 − z) is the longitudinal momentum fractions of the quark (antiquark), ∆ denotes the
transverse momentum lost by the outgoing proton (t = −∆2) and x is the Bjorken variable. For
DVCS, the amplitude involves a sum over quark flavors. Moreover, Aqq̄ is the elementary elastic
amplitude for the scattering of a dipole of size r on the target. It is directly related to N (x, r, b) and
consequently to the QCD dynamics (see below). One has that [68]

Aqq̄(x, r,∆) = i

∫
d2b e−ib.∆ 2N (x, r, b) , (132)

where b is the transverse distance from the center of the target to one of the qq̄ pair of the dipole.
Consequently, one can express the amplitude for the exclusive production of a final state E as follows

Aγ∗p→Ep
T,L (x,Q2,∆) = i

∫
dz d2r d2be−i[b−(1−z)r].∆(Ψ∗

EΨ)T 2N (x, r, b),

(133)

where the factor [i(1 − z)r].∆ in the exponential arises when one takes into account non-forward
corrections to the wave functions [68]. Finally, the differential cross section for exclusive production
is given by

dσT,L
dt

(γ∗p → Ep) =
1

16π
|Aγ∗p→Ep

T,L (x,Q2,∆)|2 (1 + β2) , (134)

where β is the ratio of real to imaginary parts of the scattering amplitude. For the case of heavy
mesons, skewness corrections are quite important and they are also taken into account. (For details,
see Refs. [67, 68]).
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The photon wavefunctions appearing in Eq. (133) are well known in literature [66]. For the meson
wavefunction, we have considered the Gauss-LC model which is a simplification of the DGKP wave-
functions (for a review on the meson wavefunctions see Ref. [11]). The motivation for this choice is its
simplicity and the fact that the results are not sensitive to a different model. In photoproduction, this
leads only to an uncertainty of a few percents in overall normalization. We consider the quark masses
mu,d,s = 0.14 GeV, mc = 1.4 GeV and mb = 4.5 GeV. The parameters for the meson wavefunction
can be found in Ref. [67]. In the DVCS case, as one has a real photon at the initial state, only
the transversely polarized overlap function contributes to the cross section. Summed over the quark
helicities, for a given quark flavor f it is given by,

(Ψ∗
γΨ)fT =

Nc αeme
2
f

2π2

{[
z2 + z̄2

]
ε1K1(ε1r)ε2K1(ε2r) +m2

fK0(ε1r)K0(ε2r)
}
,

(135)

where we have defined the quantities ε21,2 = zz̄ Q2
1,2 +m2

f and z̄ = (1 − z). Accordingly, the photon

virtualities are Q2
1 = Q2 (incoming virtual photon) and Q2

2 = 0 (outgoing real photon).
The scattering amplitude N (x, r, b) contains all information about the target and the strong inter-

action physics. In the Color Glass Condensate (CGC) formalism [7, 8], it encodes all the information
about the non-linear and quantum effects in the hadron wave function. It can be obtained by solving an
appropriate evolution equation in the rapidity y ≡ ln(1/x), which in its simplest form is the Balitsky-
Kovchegov equation. In leading order (LO), and in the translational invariance approximation—in
which the scattering amplitude does not depend on the collision impact parameter b—it reads

∂N (r, Y )

∂Y
=

∫
dr1K

LO(r, r1, r2)[N (r1, Y ) +N (r2, Y )−N (r, Y )−N (r1, Y )N (r2, Y )],

(136)

where N (r, Y ) is the scattering amplitude for a dipole (a quark-antiquark pair) off a target, with
transverse size r ≡ |r|, Y ≡ ln(x0/x) (x0 is the value of x where the evolution starts), and r2 = r−r1.
KLO is the evolution kernel, given by

KLO(r, r1, r2) =
Ncαs

2π2

r2

r21r
2
2

, (137)

where αs is the (fixed) strong coupling constant. This equation is a generalization of the linear BFKL
equation (which corresponds of the first three terms), with the inclusion of the (non-linear) quadratic
term, which damps the indefinite growth of the amplitude with energy predicted by BFKL evolution. It
has been shown [69] to be in the same universality class of the Fisher-Kolmogorov-Pertovsky-Piscounov
(FKPP) equation [70] and, as a consequence, it admits the so-called traveling wave solutions. This
means that, at asymptotic rapidities, the scattering amplitude is a wavefront which travels to larger
values of r as Y increases, keeping its shape unchanged. Thus, in such asymptotic regime, instead of
depending separately on r and Y , the amplitude depends on the combined variable rQs(Y ), where
Qs(Y ) is the saturation scale. This property of the solution of BK equation is a natural explanation
to the geometric scaling, a phenomenological feature observed at the DESY ep collider HERA, in the
measurements of inclusive and exclusive processes [64, 71–73]. Although having its properties been
intensely studied and understood, both numerically and analytically, the LO BK equation presents
some difficulties when applied to study DIS small-x data. In particular, some studies concerning this
equation [74–78] have shown that the resulting saturation scale grows much faster with increasing
energy (Q2

s ∼ x−λ, with λ � 4.88Ncαs/π ≈ 0.5 for αs = 0.2) than that extracted from phenomenology
(λ ∼ 0.2 − 0.3). This difficulty could be solved by considering smaller values of the strong coupling
constant αs, but this procedure would lead to physically unrealistic values. One can conclude that
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Figure 42: Energy dependence of the γp cross section for ρ0 production for different photon virtualities.
Data from (a) ZEUS and (b) H1 collaborations [94, 95].

higher order corrections to LO BK equation should be taken into account to make it able to describe
the available small-x data.

The calculation of the running coupling corrections to BK evolution kernel was explicitly performed
in [79,80], where the authors included αsNf corrections to the kernel to all orders. The improved BK
equation is given in terms of a running coupling and a subtraction term, with the latter accounting
for conformal, non running coupling contributions. In the prescription proposed by Balitsky in [80]
to single out the ultra-violet divergent contributions from the finite ones that originate after the
resummation of quark loops, the contribution of the subtraction term is mmized at large energies.
In [82] this contribution was disregarded, and the improved BK equation was numerically solved
replacing the leading order kernel in Eq. (136) by the modified kernel which includes the running
coupling corrections and is given by [80]

KBal(r, r1, r2) =
Ncαs(r

2)

2π2

[
r2

r21r
2
2

+
1

r21

(
αs(r

2
1)

αs(r22)
− 1

)
+

1

r22

(
αs(r

2
2)

αs(r21)
− 1

)]
. (138)

From a recent numerical study of the improved BK equation [83], it has been confirmed that the
running coupling corrections lead to a considerable increase in the anomalous dimension and to a
slow-down of the evolution speed, which implies, for example, a slower growth of the saturation scale
with energy, in contrast with the faster growth predicted by the LO BK equation. Moreover, as shown
in [82, 84, 85] the improved BK equation has been shown to be really successful when applied to the
description of the ep HERA data for the inclusive and diffractive proton structure function, as well as
for the forward hadron spectra in pp and dA collisions. It is important to emphasize that the impact
parameter dependence was not taken into account in Ref. [82], the normalization of the dipole cross
section was fitted to data and two distinct initial conditions, inspired in the Golec Biernat-Wusthoff
(GBW) [86] and McLerran-Venugopalan (MV) [87] models, were considered. The predictions resulted
to be almost independent of the initial conditions and, besides, it was observed that it is impossible
to describe the experimental data using only the linear limit of the BK equation, which is equivalent
to Balitsky-Fadin-Kuraev-Lipatov (BFKL) equation [88]. In next section we will compare the results
of the RC BK approach to the experimental data on exclusive processes at DESY-HERA and present
our predictions for the kinematical range of a future electron - proton collider [89].

In what follows we calculate the exclusive observables using as input in our calculations the solution
of the RC BK evolution equation. The results has been published in Ref. [90]. In numerical calculations
we have considered the GBW initial condition for the evolution (we quote Ref. [82] for details) and it
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Figure 43: Energy dependence of the γp cross section for J/Ψ production for different photon virtu-
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was verified the MV initial condition gives cross section with overall normalization 10− 15% smaller
and unchanged energy dependence. Furthermore, we compare the RC BK predictions with those
from the non-forward saturation model of Ref. [91] (hereafter MPS model), which captures the main
features of the dependence on energy, virtual photon virtuality and momentum transfer t. In the MPS
model, the elementary elastic amplitude for dipole interaction is given by,

Aqq̄(x, r,∆) = 2πR2
p e

−B|t|N (rQsat(x, |t|), x) , (139)

with the asymptotic behaviors Q2
sat(x,∆) ∼ max(Q2

0,∆
2) exp[−λ ln(x)]. Specifically, the t dependence

of the saturation scale is parametrised as

Q2
sat (x, |t|) = Q2

0(1 + c|t|)
(
1

x

)λ

, (140)

in order to interpolate smoothly between the small and intermediate transfer regions. For the param-
eter B we use the value B = 3.754 GeV−2 [91]. Finally, the scaling function N is obtained from the
forward saturation model [92].

Here, in order to take into account the skewedness correction, in the limit that x′ � x � 1, the
elastic differential cross section should be multiplied by a factor R2

g, given by [93]

Rg(λe) =
22λe+3

√
π

Γ(λe + 5/2)

Γ(λe + 4)
,

with λe ≡
∂ ln

[
A(x, Q2, ∆)

]
∂ ln(1/x)

, (141)

which gives an important contribution mostly at large virtualities. In addition, we will take into ac-
count the correction for real part of the amplitude, using dispersion relationsReA/ImA = tan (πλe/2).
In the MPS model, the skewedness correction is absorbed in the model parameters and only real part
of amplitude will be considered.

Let us start to compare the RC BK predictions to the available HERA data for exclusive vector
meson (ρ, J/Ψ and Υ) photo and electroproduction. In Fig. 42 we present the predictions of the
RC BK and MPS models for the diffractive ρ0 vector meson production and compare it with the
current experimental data from ZEUS (left panel) and H1 (right panel) Collaborations [94,95]. These
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was verified the MV initial condition gives cross section with overall normalization 10− 15% smaller
and unchanged energy dependence. Furthermore, we compare the RC BK predictions with those
from the non-forward saturation model of Ref. [91] (hereafter MPS model), which captures the main
features of the dependence on energy, virtual photon virtuality and momentum transfer t. In the MPS
model, the elementary elastic amplitude for dipole interaction is given by,
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with the asymptotic behaviors Q2
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2) exp[−λ ln(x)]. Specifically, the t dependence
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x
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in order to interpolate smoothly between the small and intermediate transfer regions. For the param-
eter B we use the value B = 3.754 GeV−2 [91]. Finally, the scaling function N is obtained from the
forward saturation model [92].

Here, in order to take into account the skewedness correction, in the limit that x′ � x � 1, the
elastic differential cross section should be multiplied by a factor R2

g, given by [93]

Rg(λe) =
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√
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with λe ≡
∂ ln
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which gives an important contribution mostly at large virtualities. In addition, we will take into ac-
count the correction for real part of the amplitude, using dispersion relationsReA/ImA = tan (πλe/2).
In the MPS model, the skewedness correction is absorbed in the model parameters and only real part
of amplitude will be considered.

Let us start to compare the RC BK predictions to the available HERA data for exclusive vector
meson (ρ, J/Ψ and Υ) photo and electroproduction. In Fig. 42 we present the predictions of the
RC BK and MPS models for the diffractive ρ0 vector meson production and compare it with the
current experimental data from ZEUS (left panel) and H1 (right panel) Collaborations [94,95]. These
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measurements are interesting as they cover momenta scale that are in the transition region between
perturbative and nonperturbative physics, where saturation effects is expected to play an very impor-
tant role. As the numerical RC BK solution there exists only for forward dipole-target amplitude we
need an approximation to compute the non-forward amplitude. Here, we assume the usual exponential
ansatz for the t-dependence which implies that the total cross-section is given by

σtot(γ
∗p → V p) =

1

BV

[
dσT
dt

∣∣∣∣
t=0

+
dσL
dt

∣∣∣∣
t=0

]
. (142)

Notice that values of the slope parameter BV are not very accurately measured. We use the parametri-
sation

BV (Q2) = 0.60

[
14

(Q2 +M2
V )

0.26
+ 1

]
(143)

obtained from a fit to experimental data referred in Ref. [90]. The uncertainty in this approximation
can be larger than 20–30 % depending on the Q2 value. It is verified that the effective power λe

is similar for both RC BK (solid line curves) and MPS (long dashed curves) predictions, with the
deviation starting only at the higher Q2 values where the predictions differ by a factor 1.5. This can be
a result of the similar small-x behaviour for both models, where the effective power ranges from the soft
Pomeron intercept λe(Q

2 = 0) ≈ αIP(0) = 1.08 up to a hard QCD intercept λe(Q
2) � cNcαs/π ≈ 0.3

for large Q2. The data description is fairly good, with the main theoretical uncertainty associated to
the choice of the light cone wavefunction (about a 15 % error). It was verified that the contribution
of real part of amplitude and skewedness are very small for ρ production.

In Fig. 43 we present the predictions of the RC BK model for the diffractive J/Ψ production
and compare with the ZEUS (left panel) and H1 (right panel) data [94, 95]. It is verified that the
effective power λe is similar for both RC BK and MPS only in the photoproduction case. The situation
changes when the photon virtuality increases. The effective power for RC BK (solid line curves) is
enhanced in Q2 in comparison with the non-forward saturation model (long dashed curves). The
data description is reasonable since it is a parameter-free calculation and the uncertainties are similar
as for ρ production. For J/Ψ production, the contribution of real part of amplitude increase by
10 % the overall normalization, while the skewedness have a 20 % effect. In the MPS model, as
discussed before, the off-forward effects are absorbed in the parameters of model. The RC BK and
MPS predictions differ by a factor 1.4 for large energies. For sake of completeness, in Fig. 44 the
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results for Υ photoproduction is presented. The RC BK and MPS predictions are similar in the
HERA energy range and differ by a factor 1.5 for large energies. It is known so far that the dipole
approach underestimates the experimental data for Υ. However, the deviation concerns only to overall
normalization, whereas the energy dependence is fairly described. The referred enhancement in the
effective power λe is already evident in Υ photoproduction as the meson mass, mV = 9.46 GeV, is
a scale hard enough for deviations to be present. Skewedness is huge in the Υ case, giving a factor
R2

g ≈ 1.3 in photoproduction. For this reason, we have included this effect in both models. However,
this is not enough to bring the theoretical results closer to experimental measurements.
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Figure 45: Energy dependence of the DVCS cross section for different photon virtualities. Data from
H1 collaboration [99].

Finally, we analyse the DVCS cross section and compare it to the recent H1 data [99]. The cross sec-
tions are presented as a function of W , for different values of Q2, in Fig. 45. Here, the approximations
concerning the final state particle are not present and the cross section suffers of less uncertainties.
For the slope value, we take the experimental parametrization [99], B (Q2) = a[1−b log(Q2/Q2

0)], with
a = 6.98 ± 0.54 GeV2, b = 0.12 ± 0.03 and Q2

0 = 2 GeV2. The situation for DVCS is similar as for
vector meson photoproduction, where the effective power λe is similar for both RC BK and MPS for
small virtualities and starts to change as Q2 grows. Skewedness is increasingly important for DVCS
at high Q2 and it was introduced for RC BK model. For the MPS model this effect is absorbed in the
its parameters as noticed before. The RC BK and MPS predictions are similar for the HERA energy
range, describing the current data, and differ by a factor 1.2 for large energies.
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Abstract

In these lectures, we give a brief description of diffractive and photon exchange physics at the LHC.

1 Experimental definition of diffraction

In this section, we discuss the different experimental ways to define diffraction. As an example, we
describe the methods used by the H1 and ZEUS experiments at HERA, DESY, Hamburg in Germany
since it is simpler for an ep collider.

1.1 The rapidity gap method

HERA is a collider where electrons of 27.6 GeV collide with protons of 920 GeV. A typical event
as shown in the upper plot of Fig. 1 is ep → eX where electron and jets are produced in the final
state. We notice that the electron is scattered in the H1 backward detector10 (in green) whereas some
hadronic activity is present in the forward region of the detector (in the LAr calorimeter and in the
forward muon detectors). The proton is thus completely destroyed and the interaction leads to jets
and proton remnants directly observable in the detector. The fact that much energy is observed in
the forward region is due to colour exchange between the scattered jet and the proton remnants. In
about 10% of the events, the situation is completely different. Such events appear like the one shown
in the bottom plot of Fig. 46. The electron is still present in the backward detector, there is still
some hadronic activity (jets) in the LAr calorimeter, but no energy above noise level is deposited in
the forward part of the LAr calorimeter or in the forward muon detectors. In other words, there is
no color exchange between the proton and the produced jets. As an example, this can be explained if
the proton stays intact after the interaction.

This experimental observation leads to the first definition of diffraction: request a rapidity gap (in
other words a domain in the forward detectors where no energy is deposited above noise level) in the
forward region. For example, the H1 collaboration requests no energy deposition in the rapidity region
3.3 < η < 7.5 where η is the pseudorapidity. Let us note that this approach does not insure that the
proton stays intact after the interaction, but it represents a limit on the mass of the produced object
MY < 1.6 GeV. Within this limit, the proton could be dissociated. The adavantage of the rapidity gap
method is that it is quite easy to implement and it has a large acceptance in the diffractive kinematical
plane.

9Presented at the School “New trends in HEP and QCD”, October 21 - November 6 2014, Natal, Brazil.
10At HERA, the backward (resp. forward) directions are defined as the direction of the outgoing electron (resp.
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Figure 46: “Usual” and diffractive events in the H1 experiment.

1.2 Proton tagging

The second experimental method to detect diffractive events is also natural: the idea is to detect
directly the intact proton in the final state. The proton loses a small fraction of its energy and is
thus scattered at very small angle with respect to the beam direction. Some special detectors called
roman pots can be used to detect the protons close to the beam. The basic idea is simple: the roman
pot detectors are located far away from the interaction point and can move close to the beam, when
the beam is stable, to detect protons scattered at vary small angles. The inconvenience is that the
kinematical reach of those detectors is much smaller than with the rapidity gap method. On the other
hand, the advantage is that it gives a clear signal of diffraction since it measures the diffracted proton
directly.

A scheme of a roman pot detector as it is used by the H1 or ZEUS experiment is shown in Fig. 47.
The beam is the horizontal line at the upper part of the figure. The detector is located in the pot
itself and can move closer to the beam when the beam is stable enough (during the injection period,
the detectors are protected in the home position). Step motors allow to move the detectors with
high precision. A precise knowledge of the detector position is necessary to reconstruct the transverse
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momentum of the scattered proton and thus the diffractive kinematical variables. The detectors are
placed in a secondary vaccuum with respect to the beam one.

Figure 47: Scheme of a roman pot detector.

1.3 Diffractive kinematical variables

After having described the different experimental definitions of diffraction at HERA, we will give
the new kinematical variables used to characterise diffraction. A typical diffractive event is shown
in Fig. 48 where ep → epX is depicted. In addition to the usual deep inelastic variables, Q2 the
transfered energy squared at the electron vertex, x the fraction of the proton momentum carried by
the struck quark, W 2 = Q2(1/x − 1) the total energy in the final state, new diffractive variables are
defined: xP (called ξ at the Tevatron and the LHC) is the momentum fraction of the proton carried
by the colourless object called the pomeron, and β the momentum fraction of the pomeron carried by
the interacting parton inside the pomeron if we assume the pomeron to be made of quarks and gluons:

xP = ξ =
Q2 +M2

X

Q2 +W 2
(144)

β =
Q2

Q2 +M2
X

=
x

xP
. (145)

2 Diffractive structure function measurement at HERA

2.1 Diffractive factorisation

In the following diffractive structure function analysis, we distinguish two kinds of factorisation at
HERA. The first factorisation is the QCD hard scattering collinear factorisation at fixed xP and t (see
left plot of Fig. 49) [1], namely
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Figure 48: Scheme of a diffractive event at HERA.

dσ(ep → eXY ) = fD(x,Q
2, xP , t)× dσ̂(x,Q2) (146)

where we can factorise the flux fD from the cross section σ̂. This factorisation was proven recently,
and separates the γq coupling to the interaction with the colourless object.

The Regge factorisation at the proton vertex allows to factorise the (xP , t) and (β,Q2) dependence,
or in other words the hard interaction from the pomeron coupling to the proton (see right plot of
Fig. 49).

Figure 49: Diffractive factorisation.

2.2 Measurement of the diffractive proton structure function

The different measurements are performed using the three different methods to define diffractive
events described in the first section. As an example, the H1 collaboration measures the diffractive
cross section σD using the rapidity gap method:

d3σD

dxPdQ2dβ
=

2πα2
em

βQ4

(
1− y +

y2

2

)
σD
r (xP , Q

2, β) (147)

where σD
r is the reduced diffractive cross section. The measurement [2] is presented in Fig. 50. We

notice that the measurement has been performed with high precision over a wide kinematical domain:
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0.01 < β < 0.9, 3.5 < Q2 < 1600 GeV2, 10−4 < xP < 5.10−2. The data are compared to the result of
a QCD fit which we will discuss in the following.

Figure 50: Measurement of the diffractive structure function by the H1 collaboration.

The rapidity gap data are also compared with the data obtained either using the MX method or
the one using proton tagging in roman pot detectors. Since they do not correspond exactly to the
same definition of diffraction, a correction factor of 0.85 must be applied to the ZEUS MX method to
be compared to the rapidity gap one (this factor is due to the fact that the two methods correspond
to two different regions in MY , namely MY < 1.6 GeV for H1 and MY < 2.3 GeV for ZEUS). It is
also possible to measure directly in the H1 experiment the ratio of the diffractive structure function
measurements between the rapidity gap and the proton tagging methods as illustrated in Fig. 51.
Unfortunately, the measurement using the proton tagging method is performed only in a restricted
kinematical domain. No kinematical dependence has been found within uncertainties for this ratio
inside this kinematical domain (see Fig. 51 for the β and Q2 dependence, and Ref. [3] for the xP
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dependence as well). Note that the ratio could still be depending on β and Q2 outside the limited
domain of measurement.

Figure 51: Measurement of the ratio of the diffractive structure function between the rapidity gap and
the proton tagging methods (H1 experiment).

2.3 QCD analysis of the diffractive structure function measurement

As we mentionned already, according to Regge theory, we can factorise the (xP , t) dependence from
the (β,Q2) one. The first diffractive structure function measurement from the H1 collaboartion [4]
showed that this assumption was not true. The natural solution as observed in soft physics was
that two different trajectories, namely pomeron and secondary reggeon, were needed to describe the
measurement, which lead to a good description of the data. The diffractive structure function then
reads:

FD
2 ∼ fp(xP )(F

D
2 )Pom(β,Q2) + fr(xP )(F

D
2 )Reg(β,Q

2) (148)

where fp and fr are the pomeron and reggeon fluxes, and (FD
2 )Pom and (FD

2 )Reg the pomeron and
reggeon structure functions. The flux parametrisation is predicted by Regge theory:

f(xP , t) =
eBP t

x
2αP (t)−1
P

(149)

with the following pomeron trajectory

αP (t) = αP (0) + α′
P t. (150)

The t dependence has been obtained using the proton tagging method, and the following values have
been found: α′

P = 0.06+0.19
−0.06 GeV−2, BP = 5.5+0.7

−2.0 GeV−2 (H1). Similarly, the values of αP (0) have
been measured using either the rapidity gap for H1 or the MX method for ZEUS in the QCD fit
described in the next paragraph [2, 5]. The Reggeon parameters have been found to be α′

R = 0.3
GeV−2, BR = 1.6 GeV−2 (H1). The value of αR(0) has been determined from rapidity gap data and
found to be equal to 0.5. Since the reggeon is expected to have a similar qq̄ structure as the pion and
the data are poorly sensitive to the structure function of the secondary reggeon, it was assumed to be
similar to the pion structure with a free normalisation.
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The next step is to perform Dokshitzer Gribov Lipatov Altarelli Parisi (DGLAP) [6] fits to the
pomeron structure function. If we assume that the pomeron is made of quarks and gluons, it is
natural to check whether the DGLAP evolution equations are able to describe the Q2 evolution of
these parton densities. As necessary for DGLAP fits, a form for the input distributions is assumed
at a given Q2

0 and is evolved using the DGLAP evolution equations to a different Q2, and fitted to
the diffractive structure function data at this Q2 value. The form of the distribution at Q2

0 has been
chosen to be:

βq = Aqβ
Bq(1− β)Cq (151)

βG = Ag(1− β)Cg , (152)

leading to three (resp. two) parameters for the quark (resp. gluon) densities. At low β, the evolution
is driven by g → qq̄ while q → qg becomes more important at high β. All diffractive data with
Q2 > 8.5 GeV2 and β < 0.8 have been used in the fit [2,5] (the high β points being excluded to avoid
the low mass region where the vector meson resonances appear). This leads to a good description of
all diffractive data included in the fit.

The DGLAP QCD fit allows to get the parton distributions in the pomeron as a direct output of
the fit, and is displayed in Fig. 52 as a blue shaded area as a function of β. We first note that the
gluon density is much higher than the quark one, showing that the pomeron is gluon dominated. We
also note that the gluon density at high β is poorly constrained which is shown by the larger shaded
area.

Another fit was also performed by the H1 collaboration imposing Cg = 0. While the fit quality
is similar, the gluon at high β is quite different, and is displayed as a black line in Fig. 52 (z is the
equivalent of β for quarks). This shows further that the gluon is very poorly constrained at high β
and some other data sets such as jet cross section measurements are needed to constrain it further.

3 Diffraction at the LHC

The LHC is a pp collider located close to Geneva, at CERN, Switzerland. It is presently the collider
with the highest center-of-mass energy of about 13 TeV.

3.1 Diffractive kinematical variables

The difference between diffraction at HERA and at the Tevatron is that diffraction can occur not only
on either p side as at HERA, but also on both sides. The former case is called single diffraction whereas
the other one double pomeron exchange. In the same way as we defined the kinematical variables xP
and β at HERA, we define ξ1,2(=xP at HERA) as the proton fractional momentum loss (or as the p
momentum fraction carried by the pomeron), and β1,2, the fraction of the pomeron momentum carried
by the interacting parton. The produced diffractive mass is equal to M2 = sξ1 for single diffractive
events and to M2 = sξ1ξ2 for double pomeron exchange. The size of the rapidity gap is of the order
of ∆η ∼ log 1/ξ1,2.

The rapidity gap method can be only used at low luminosity at the LHC. At high instantaneous
luminosity, many interactions (called pile up) occur within the same bunch crossing. The pile up
interactions will fill in the rapidity gap devoid of any energy, making difficult to use the rapidity gap
method. It is thus preferable to tag directly the protons at the LHC.

3.2 Diffraction at the LHC

In this short report we discuss some potential measurements that can be accomplished in forward
physics at the LHC. We distinguish between the low luminosity (no pile up), medium luminosity
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Figure 52: Extraction of the parton densities in the pomeron using a DGLAP NLO fit (H1 collabora-
tion).

(moderate pile up) and high luminosity (high pile up) environments. Forward physics is fundamental
at the LHC since it adresses the QCD dynamics at the interface between hard and soft physics. For
instance, the soft total pp cross section probes long transverse distances, and the BFKL pomeron is
valid at short distances. Most of the energy in a standard pp collision goes in the forward direction and
not in the central one, and it is important to tune the MC expectations for a good understanding of
the event topology. In addition, diffraction and especially photon exchange processes allow performing
searches beyond the standard model. Further more, diffractive events are important to tune MC and
understand underlying events and soft QCD. Almost all Monte Carlo are designed for hard processes
and new physics, and they have difficulties with incorporating diffraction and need improvement.
Diffractive measurements are fundamental to achieve this goal. More details about the different
measurements can be found in [7].
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3.3 LHC running conditions and forward detectors

Forward detectors

At the LHC, the different detectors are sensitive to different programs of forward physics. The LHCf
detector [8] measures the multiplicities and energy flow in the very forward direction at very low
luminosity. The selection of diffractive events in LHCb [9] and Alice [10] is performed by using the
so-called rapidity gap method and will benefit from new scintillators that cover the forward region
as was installed previously in CMS. The present coverage of the CMS and ATLAS forward detectors
will be complemented by the AFP and CMS-TOTEM/CT-PPS projects to add additional proton
detectors at about 220 meters from the interaction point [11, 12].

Running at low and high β∗ using the CMS-TOTEM, CT-PPS and ATLAS-AFP detectors allows
accessing different kinematical domains for diffraction. In Fig. 53 are dispalyed the acceptances in
proton relative energy loss ξ versus the proton transverse momentum pT for two values of β∗ (0.65 m,
the nominal collision optics, and 90 m) for vertical (ALFA) or horizontal (AFP) roman pot detector
configurations located about 220 m from the ATLAS interaction point. We notice that one can access
low and high mass diffraction (low and high ξ) at high β∗ in ALFA and only low mass diffraction (up
to ξ ∼0.15) at low β∗ using AFP. Both measurements will be thus interesting in order to cover easily
low and high mass diffraction. The kinematical coverage is similar for the vertical (CMS-TOTEM)
and the horizontal pots (CT-PPS) of CMS and TOTEM.

Figure 53: Acceptance ξ versus t at low and high β∗ for vertical (ALFA) and horizontal (AFP) roman
pots at 220 m.

Different luminosity conditions

As we mentioned in the last section, we distinguish between the low, medium and high luminosity
runs.

The low luminosity runs (without pile up) allow performing multiplicity and energy flow measure-
ments useful to tune MC as well as to measure the total and soft diffractive cross sections in the
ATLAS/ALFA and TOTEM experiments. Additional measurements such as single diffraction, low
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The low luminosity runs (without pile up) allow performing multiplicity and energy flow measure-
ments useful to tune MC as well as to measure the total and soft diffractive cross sections in the
ATLAS/ALFA and TOTEM experiments. Additional measurements such as single diffraction, low
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mass resonances and glueballs typically require a few days of data taking (0.1 to 1. pb−1).
Medium luminosity runs are specific for the different LHC experiments. LHCb accumulate typically

a few fb−1 at low pile up during their nominal data taking while the CMS-TOTEM and ATLAS
(ALFA and AFP) can accumulate low pile up data in low and high β∗ special runs at low luminosity
at the LHC. It is then typically possible to accumulate 1 to 10 pb−1 at high β∗ with a pile up µ ∼1
with a few days of data taking and 10 to 100 pb−1 at low β∗ with one to two weeks of data taking at
µ ∼2 to 5.

High pile up data taking means taking all the luminosity delivered typically to ATLAS and CMS
with a pile up µ between 20 and 100. It is also possible to collect data at a lower pile up µ ∼25 by
restricting to end of store data taking (up to 40% of the total luminosity can be collected in this way).
or to data originating from the tails of the vertex distribution.

3.4 Low luminosity measurements

In addition to measurements of the total and soft diffraction cross sections performed at high β∗ in
dedicated runs, data taken without pile up are specially interesting to measure multiplicities and energy
flow especially useful to tune MC benefitting from the different coverage in rapidity of the different
LHC experiments. There is also a special interested especially driven by the cosmic ray community to
measure the multiplicities in proton-oxygen runs at the LHC since models make different predictions
in those conditions even if they lead to similar predictions in proton proton interactions at 14 TeV.
This will allow making precise predictions on proton oxygen events for cosmic ray physics.

Another example of fundamental measurements to be performed at very low luminosity is the
measurement of the size of the forward gap in diffractive events when the protons are tagged in AFP
or in TOTEM. The differences between the models are much larger when the protons are tagged [13],
and this will allow further tuning of the models as shown in Fig. 54.
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Figure 54: Size of rapidity in diffractive events for different MC models when protons are tagged in
AFP or not.

3.5 Medium luminosity measurements

Inclusive diffractive measurements

Medium luminosity measurements with the rapidity gap method used in Alice (two new scintillator
hodoscopes covering −7.0 < η < −4.9 and 4.8 < η < 6.3 are being installed in Alice in order to
improve the forward coverage) or with proton tagging in AFP and CMS-TOTEM allow constraining
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further the pomeron structure using γ+jet and dijet events [14]. The aim is to answer mainly the
following questions that are fundamental from the QCD point of view:

• Is it the same object (the same pomeron) which explains diffraction in pp (LHC) and ep (HERA)?
Are the measurements compatible between the different accelerators?

• If yes, what are the further constraints of the pomeron structure in terms of quarks and gluons?

• What is the value of the survival probability? It is important to measure it since it is difficult
to compute it theoretically being sensitive to non-perturbative physics

Figure 55: Feasibility studies of measuring jet production cross section in single diffractive and double
pomeron exchange events.

Feasibility studies have been performed in ATLAS (and measurements started in CMS-TOTEM at 8
TeV) concerning the possibility to measure jet production cross sections in single diffractive and double
pomeron exchange events at low β∗. The results are shown in Fig. 55 where the sample purity is shown
as a function of pile up (the main background being due to non diffractive events superimposed by
protons originating from soft diffractive events). In order to obtain a quite pure sample with a purity
larger than 70%, low pile up runs (µ ∼0.1) are needed for single diffractive jet measurements whereas
moderate pile up (µ ∼ 2− 3) is needed for double pomeron exchange jet measurements together with
the request of the presence of a single reconstructed vertex. Typically, a few days of data taking will
be enough to perform these measurements useful to constrain further the pomeron structure. It is
also worth noticing that these measurements are also possible at higher values of β∗.
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further the pomeron structure using γ+jet and dijet events [14]. The aim is to answer mainly the
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• Is it the same object (the same pomeron) which explains diffraction in pp (LHC) and ep (HERA)?
Are the measurements compatible between the different accelerators?

• If yes, what are the further constraints of the pomeron structure in terms of quarks and gluons?

• What is the value of the survival probability? It is important to measure it since it is difficult
to compute it theoretically being sensitive to non-perturbative physics

Figure 55: Feasibility studies of measuring jet production cross section in single diffractive and double
pomeron exchange events.
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TeV) concerning the possibility to measure jet production cross sections in single diffractive and double
pomeron exchange events at low β∗. The results are shown in Fig. 55 where the sample purity is shown
as a function of pile up (the main background being due to non diffractive events superimposed by
protons originating from soft diffractive events). In order to obtain a quite pure sample with a purity
larger than 70%, low pile up runs (µ ∼0.1) are needed for single diffractive jet measurements whereas
moderate pile up (µ ∼ 2− 3) is needed for double pomeron exchange jet measurements together with
the request of the presence of a single reconstructed vertex. Typically, a few days of data taking will
be enough to perform these measurements useful to constrain further the pomeron structure. It is
also worth noticing that these measurements are also possible at higher values of β∗.
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The CMS-TOTEM collaboration also studied many additional processes to be measured at high
β∗ [12]. For instance, 10 pb−1 of data are enough to obtain 3080 ± 90 single diffractive J/Ψ by tagging
two muons of opposite charges with 3.05 < Mµµ < 3.15 GeV, 340±10 and 30±1 single diffractive W
and Z by requesting a leading lepton with pT >20 GeV.

Last but not least, the medium luminosity runs will allow probing the BFKL evolution using the
jet gap jet events in diffraction [14].

Exclusive diffraction

γ

γ
p

p

p

p

Figure 56: Exclusive diffractive and photon exchange processes. The left diagram shows the double
pomeron exchange event for reference, the second one the QCD exclusive production, the third one
the production of a system X via photon exchanges, and the last one the exclusive photo-production
events.

The advantage of the exclusive diffractive and photon exchange processes illustrated in Fig. 56 is
that all particles can be measured in the final state. Both protons can be measured in AFP or CMS-
TOTEM and the produced particles (jets, vector mesons, Z boson....) in ATLAS or CMS, and there is
no energy losses such as in the pomeron remnants as shown in Fig. 56, left diagram. It is thus possible
to reconstruct the properties of the object produced exclusively (via photon and gluon exchanges)
from the tagged proton since the system is completely constrained. It is worth mentioning that it
is also possible to constrain the background by asking the matching between the information of the
two protons and the produced object, and thus, central exclusive production is a potential channel for
beyond standard modelphysics at high masses.

Exclusive vector mesons can be measured for instance in the LHCb experiment which recently
measured for the first time the diffractive production of charmonium [15]. The Herschel scintillators
are now being installed in LHCb to enhance the coverage at high rapidities in order to get a better
control of non-exclusive background. Such channels are also sensitive to new physics: if a medium
mass resonance due to a glueball or a tetraquark state exists, it could lead to a bump in the invariant
mass distribution of the charmonium states.

The CMS-Totem experiment also performed extensive studies of possible measurements of exclusive
states at high β∗. It is worth mentioning that the search for glueball states and the probe of the low
x gluon density down to x ∼10−4 will be possible. With 1 pb−1, it will be possible to confirm or not
the existence of the unobserved possible f0(1710) and f0(1500) decay modes and with 5 to 10 pb−1,
the unambiguous spin determination and the precise measurement of cross-section times branching
ratio. In addition, the measurement of the cross section times branching ratio for the three χC,0,1,2

states, will be performed allowing a comparison with the results to the LHCb measurement [16] and
the exclusive QCD calculations [17]

In addition, it is possible to measure the exclusive dijet production at the LHC with about 40 fb−1

and a pile up of 40 as was shown by the ATLAS and CT-PPS collaborations. Despite the high level of
pile up background, it is possible to obtain a pure enough of exclusive jets that can further constrin
the models of exclusive diffractive production.
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4 Soft diffraction and measurement of the total cross section in
ATLAS and TOTEM

4.1 The TOTEM experiment and the measurement of the total cross section

In this section, we will only give a short summary of the measurement of the total cross section
by the TOTEM collaboration. For more details, see the proceedings written by U. Maor at this
workshop [18].In Fig. 57, we display the different beam conditions (different values of β∗) that can be
used to perform the total cross section as a function of t on the widest possible kinematical range. It is
foreseen to perform the measurement at a β∗ ∼1000 m in the next years at a center-of-mass energy of
13 TeV. The present result on the total, elastic and inelastic cross sections originating from TOTEM
and ATLAS-ALFA experiments is given in Fig. 58 [19]. given in Fig. 58.

Figure 57: Different beam conditions needed to measure the total cross section on a wide kinematical
range in |t|.

4.2 Prospects in ATLAS/ALFA

The main motivation for installing the ALFA detectors is the total cross section measurement. The
idea is to measure the elastic cross section in the Coulomb and interference region (see Fig. 2), which
can be used to provide an absolute measurement of the luminosity. The elastic cross section is the
sum of the coulombian, nuclear and interference terms

dN

dt
= L

(
4πα2G4(t)

|t|2 − αρσtotG
2(t)e−B|t|/2

|t| +
σ2
tot(1 + ρ)2e−B|t|

16π

)
. (153)

The luminosity L, the total cross section, and the B and ρ parameters appearing in the elastic
cross section formula are determined by fitting the dN/dt spectrum in the interference and nuclear
regions. The measurement requires the possibility to detect the protons in the final state down to
t ∼ 3.7 10−4 GeV2 which means a proton angle down to 3 µrad, which requires special high β∗ runs
at low luminosity. The total uncertainties on the elastic cross section measurement are expected to
be less than 3% ( beam properties: 1.2%, detector properties: 1.4%, background substraction: 1.1%
and a 1.8% statistical error for 100 hours of measurement at low luminosity).

The ALFA detector also allows to measure soft single diffractive events in dedicated runs where
ALFA will be used to measure elastic events. It is possible to measure forward protons in the region:
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ALFA will be used to measure elastic events. It is possible to measure forward protons in the region:
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Figure 58: Measurement of the total, inelastic, and elastic cross sections by the TOTEM and ATLAS-
ALFA collaborations.

6.3 < Eproton < 7 TeV, and single diffractive measurements are possible for ξ < 0.01 and non-diffractive
proton measurements for 0.01 < ξ < 0.1. 1.5 million events are expected in 100 hours at 1027 cm−2s−1.

5 Photon induced processes at the LHC and anomalous coupling
studies

In this section, we discuss some potential measurements to be performed using proton tagging detectors
at the LHC based on γ-induced processes. The main motivation is to explore rare events, searching
for beyond standard model physics such as quartic anomalous couplings between photons and W/Z
bosons and photons. We assume in the following intact protons to be tagged in dedicated detectors
located at about 210 m for ATLAS (220 m for CMS).

In the first part of this section, we discuss the SM production of W and γ pairs at the LHC via
photon exchanges. In the second, third and fourth sections, we discuss the sensitivities of these
processes to trilinear and quartic gauge anomalous couplings.

5.1 Standard Model exclusive γγ, WW and ZZ production

Standard Model exclusive γγ production at the LHC: Photon and gluon induced processes

In Fig. 60 and 61, we show the leading processes leading to two photons and two intact protons in
the final state as an example. The first diagram (Fig. 60) corresponds to exclusive QCD diphoton
production via gluon exchanges (the second gluon ensures that the exchange is colorless leading to
intact protons in the final state) and the second one (Fig. 61) via photon exchanges, It is worth noticing
that quark, lepton and W loops need to be considered in order to get the correct SM cross section for
diphoton production as shown in Fig 62. The QCD induced processes from the Khoze Martin Ryskin
model are dominant at low masses whereas the photon induced ones (QED processes) dominate at
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Figure 59: Coulombian, nuclear and interference terms in the elastic cross section.

higher diphoton masses [17]. It is very important to notice that the W loop contribution dominates
at high diphoton masses [20–22] whereas this contribution is omitted in most studies. This is the first
time that we put all terms inside a MC generator, FPMC [23].

Standard Model WW and ZZ production

In the Standard Model (SM) of particle physics, the couplings of fermions and gauge bosons are
constrained by the gauge symmetries of the Lagrangian. The measurement of W and Z boson pair
productions via the exchange of two photons allows to provide directly stringent tests of one of the
most important and least understood mechanism in particle physics, namely the electroweak symmetry
breaking.

The process that we study is the W pair production induced by the exchange of two photons [24].
It is a pure QED process in which the decay products of the W bosons are measured in the central
detector and the scattered protons leave intact in the beam pipe at very small angles and are detected in
AFP or CT-PPS. All these processes as well as theb different diffractive backgrounds were inplemented
in the FPMC Monte Carlo [23].

After simple cuts to select exclusive W pairs decaying into leptons, such as a cut on the proton
momentum loss of the proton (0.0015 < ξ < 0.15) — we assume the protons to be tagged in AFP
or CT-PPS at 210 and 420 m — on the transverse momentum of the leading and second leading
leptons at 25 and 10 GeV respectively, on �ET > 20 GeV, ∆φ > 2.7 between leading leptons, and
160 < W < 500 GeV, the diffractive mass reconstructed using the forward detectors, the background
is found to be less than 1.7 event for 30 fb−1 for a SM signal of 51 events [24].
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Figure 60: Diphoton QCD exclusive
production.

Figure 61: Diphoton production via photon
exchanges.
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Figure 62: Diphoton production cross section as a function of the diphoton mass requesting two
intact protons in the final state and the photons to have a transverse momentum larger than 10 GeV.
The QCD exclusive processes (Khoze Martin Ryskin) in full line dominate at low masses while QED
diphoton production dominates at higher masses (dashed lines). The QED production corresponds to
diphoton production via lepton/fermion loops (dotted line) and W boson loops (dashed-dotted line).

5.2 Triple anomalous gauge couplings

In Ref. [25], we also studied the sensitivity to triple gauge anomalous couplings at the LHC. The
Lagrangian including anomalous triple gauge couplings λγ and ∆κγ is the following

L ∼ (W †
µνW

µAν −WµνW
†µAν)

+(1 + ∆κγ)W †
µWνA

µν +
λγ

M2
W

W †
ρµW

µ
νA

νρ). (154)

The strategy is the same as for the SM coupling studies: we first implement this lagrangian in
FPMC [23] and we select the signal events when the Z and W bosons decay into leptons. The
difference is that the signal appears at high mass for λγ and ∆κγ only modifies the normalization and
the low mass events have to be retained. The sensitivity on triple gauge anomalous couplings is a gain
of about a factor 3 with respect to the LEP limits, which represents one of the best reaches before the
LHC.

5.3 Quartic WW and ZZ anomalous couplings

The parameterization of the quartic couplings based on [26] is adopted. The cuts to select quartic
anomalous gauge coupling WW events are similar as the ones we mentioned in the previous section,
namely 0.0015 < ξ < 0.15 for the tagged protons corresponding to the AFP or CT-PPS detector
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Figure 63: Number of events for signal due to
different values of anomalous couplings after
all cuts (see text) for a luminosity of 30 fb−1.
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at 210 and 420 m, �ET > 20 GeV, ∆φ < 3.13 between the two leptons. In addition, a cut on the
pT of the leading lepton pT > 160 GeV and on the diffractive mass W > 800 GeV are requested
since anomalous coupling events appear at high mass. After these requirements, we expect about 0.7
background events for an expected signal of 17 events if the anomalous coupling is about four orders
of magnitude lower than the present LEP limit [27] (|aW0 /Λ2| = 5.4 10−6) or two orders of magnitude
lower with respect to the D0 and CDF limits [28] for a luminosity of 30 fb−1. The strategy to select
anomalous coupling ZZ events is analogous and the presence of three leptons or two like sign leptons
are requested. Table 1 gives the reach on anomalous couplings at the LHC for luminosities of 30 and
200 fb−1 compared to the present OPAL limits from the LEP accelerator [27]. More recent limits were
published recently by the D0 and CMS collaborations [28] on aW0 and aWC , and they are respectively
1.5 10−4 and 5 10−4 from CMS with a form factor of 500 GeV,

Figs. 63 and 64 show respectively the number of expected events for signal as a function of the
anomalous coupling value and the 5σ discovery contours for all WW and ZZ anomalous couplings for
30 and 200 fb−1. It is possible to reach the values expected in extra dimension models. The tagging
of the protons using the ATLAS Forward Physics detectors is the only method at present to test so
small values of quartic anomalous couplings.

Couplings OPAL limits Sensitivity @ L = 30 (200) fb−1

[GeV−2] 5σ 95% CL

aW0 /Λ2 [-0.020, 0.020] 5.4 10−6 2.6 10−6

(2.7 10−6) (1.4 10−6)

aWC /Λ2 [-0.052, 0.037] 2.0 10−5 9.4 10−6

(9.6 10−6) (5.2 10−6)

aZ0 /Λ
2 [-0.007, 0.023] 1.4 10−5 6.4 10−6

(5.5 10−6) (2.5 10−6)

aZC/Λ
2 [-0.029, 0.029] 5.2 10−5 2.4 10−5

(2.0 10−5) (9.2 10−6)

Table 18: Reach on anomalous couplings obtained in γ induced processes after tagging the protons
in AFP or CT-PPS compared to the present OPAL limits. The 5σ discovery and 95% C.L. limits are
given for a luminosity of 30 and 200 fb−1 [24]

The search for quartic anomalous couplings between γ and W bosons was performed again after
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The search for quartic anomalous couplings between γ and W bosons was performed again after
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a full simulation of the ATLAS detector including pile up [29] assuming the protons to be tagged in
AFP or CT-PPS at 210 m only. Integrated luminosities of 40 and 300 fb−1 with, respectively, 23 or
46 average pile-up events per beam crossing have been considered. In order to reduce the background,
each W is assumed to decay leptonically (note that the semi-leptonic case in under study). The full
list of background processes used for the ATLAS measurement of Standard Model WW cross-section
was simulated, namely tt̄, WW , WZ, ZZ, W+jets, Drell-Yan and single top events. In addition,
the additional diffractive backgrounds mentioned in the previous paragraph were also simulated, The
requirement of the presence of at least one proton on each side of AFP or CT-PPS within a time
window of 10 ps allows us to reduce the background by a factor of about 200 (50) for µ = 23 (46). The
pT of the leading lepton originating from the leptonic decay of the W bosons is required to be pT >
150 GeV, and that of the next-to-leading lepton pT > 20 GeV. Additional requirement of the dilepton
mass to be above 300 GeV allows us to remove most of the diboson events. Since only leptonic decays
of the W bosons are considered, we require in addition less than 3 tracks associated to the primary
vertex, which allows us to reject a large fraction of the non-diffractive backgrounds (e.g. tt̄, diboson
productions, W+jet, etc.) since they show much higher track multiplicities. Remaining Drell-Yan
and QED backgrounds are suppressed by requiring the difference in azimuthal angle between the
two leptons ∆φ < 3.1. After these requirements, a similar sensitivity with respect to fast simulation
without pile-up was obtained.

5.4 Quartic photon anomalous couplings

Theoretical motivations

In this section, four-photon (4γ) interactions through diphoton production via photon fusion with
intact outgoing protons are considered. In the assumption of a new physics mass scale Λ heavier than
experimentally accessible energy E, all new physics manifestations can be described using an effective
Lagrangian valid for Λ � E. Among these operators, the pure photon dimension-eight operators

L4γ = ζγ1FµνF
µνFρσF

ρσ + ζγ2FµνF
νρFρλF

λµ (155)

can induce the γγγγ process, highly suppressed in the SM [20, 30]. We discuss here possible new
physics contributions to ζγ1,2 that can be probed and discovered at the LHC using the forward proton
detectors.

Loops of heavy charged particles contribute to the 4γ couplings [20, 30] as ζγi = α2
emQ

4m−4N ci,s,
where c1,s is related to the spin of the heavy particle of mass m running in the loop and Q its electric
charge. The factor N counts all additional multiplicities such as color or flavor. These couplings
scale as ∼ Q4 and are enhanced in presence of particles with large charges. For example, certain light
composite fermions, characteristic of composite Higgs models, have typically electric charges of several
units. For a 500 Gev vector (fermion) resonance with Q = 3 (4), large couplings ζγi of the order of
10−13 − 10−14 Gev−4 can be reached.
Beyond perturbative contributions to ζγi from charged particles, non-renormalizable interactions of

neutral particles are also present in common extensions of the SM. Such theories can contain scalar,
pseudo-scalar and spin-2 resonances that couple to the photon and generate the 4γ couplings by
tree-level exchange as ζγi = (fsm)−2 di,s, where d1,s is related to the spin of the particle. Strongly-
coupled conformal extensions of the SM contain a scalar particle (s = 0+), the dilaton. Even a 2
TeV dilaton can produce a sizable effective photon interaction, ζγ1 ∼ 10−13 GeV−4. These features
are reproduced at large number of colors by the gauge-gravity correspondence in a warped extra
dimension. Warped-extra dimensions also feature Kaluza-Klein (KK) gravitons [31], that can induce
anomalous couplings [30]

ζγi =
κ2

8k̃4
di,2 , (156)
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where k̃ is the IR scale that determines the first KK graviton mass and κ is a parameter that can be
taken O(1). For κ ∼ 1, and m2 � 6 TeV, the photon vertex can easily exceed ζγ2 ∼ 10−14 GeV−4.

Experimental sensitivity to quartic four photon couplings

As we mentionned already, the γγγγ process (Fig. 61) can be probed via the detection of two intact
protons in the forward proton detectors and two energetic photons in the corresponding electromag-
netic calorimeters [20]. The SM cross section of diphoton production with intact protons is dominated
by the QED process at high diphoton mass — and not by gluon exchanges — and is thus very well
known.

As mentioned in Ref. [32], the photon identification efficiency is expected to be around 75% for
pT > 100 GeV, with jet rejection factors exceeding 4000 even at high pile-up (>100). In addition, about
1% of the electrons are mis-identified as photons. These numbers are used in the phenomenological
study presented below.
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Figure 65: Diphoton invariant mass distribution for the signal (ζ1 = 10−12, 10−13 Gev−4, see Eq. 155)
and for the backgrounds (dominated by γγ with protons from pile-up), requesting two protons in the
forward detectors and two photons of pT > 50 GeV with at least one converted photon in the central
detector, for a luminosity of 300 fb−1 and an average pile-up of µ = 50.

Cut / Process
Signal
(full)

Signal

with (without)
f.f (EFT)

Excl. DPE
DY,
di-jet

+ pile up

γγ
+ pile up

[0.015 < ξ1,2 < 0.15,

pT1,(2) > 200, (100) GeV]
130.8 36.9 (373.9) 0.25 0.2 1.6 2968

mγγ > 600 GeV 128.3 34.9 (371.6) 0.20 0 0.2 1023

[pT2/pT1 > 0.95,

|∆φ| > π − 0.01]
128.3 34.9 (371.4) 0.19 0 0 80.2

√
ξ1ξ2s = mγγ ± 3% 122.0 32.9 (350.2) 0.18 0 0 2.8

|yγγ − ypp| < 0.03 119.1 31.8 (338.5) 0.18 0 0 0

Table 19: Number of signal events for S = 1, Qeff = 4, m = 340 GeV and background events after
various selections for an integrated luminosity of 300 fb−1 and µ = 50 at

√
s = 14 TeV. Values obtained

using the corresponding EFT couplings with and without form factors are also displayed. At least one
converted photon is required. Excl. stands for exclusive backgrounds and DPE for double pomeron
exchange backgrounds (see text).

As for the previous studies, the anomalous γγγγ process has been implemented in the Forward
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where k̃ is the IR scale that determines the first KK graviton mass and κ is a parameter that can be
taken O(1). For κ ∼ 1, and m2 � 6 TeV, the photon vertex can easily exceed ζγ2 ∼ 10−14 GeV−4.

Experimental sensitivity to quartic four photon couplings

As we mentionned already, the γγγγ process (Fig. 61) can be probed via the detection of two intact
protons in the forward proton detectors and two energetic photons in the corresponding electromag-
netic calorimeters [20]. The SM cross section of diphoton production with intact protons is dominated
by the QED process at high diphoton mass — and not by gluon exchanges — and is thus very well
known.

As mentioned in Ref. [32], the photon identification efficiency is expected to be around 75% for
pT > 100 GeV, with jet rejection factors exceeding 4000 even at high pile-up (>100). In addition, about
1% of the electrons are mis-identified as photons. These numbers are used in the phenomenological
study presented below.
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Figure 65: Diphoton invariant mass distribution for the signal (ζ1 = 10−12, 10−13 Gev−4, see Eq. 155)
and for the backgrounds (dominated by γγ with protons from pile-up), requesting two protons in the
forward detectors and two photons of pT > 50 GeV with at least one converted photon in the central
detector, for a luminosity of 300 fb−1 and an average pile-up of µ = 50.
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Physics Monte Carlo (FPMC) generator [23]. The FPMC generator was also used to simulate the
background processes giving rise to two intact protons accompanied by two photons, electrons or jets
that can mimic the photon signal. Those include exclusive SM production of γγγγ via lepton and
quark boxes and γγ → e+e−. The central exclusive production of γγ via two-gluon exchange, not
present in FPMC, was simulated using ExHuME [33]. This series of backgrounds is called “Exclusive”
in Table 19 and Figs. 65, 66. FPMC was also used to produce γγ, Higgs to γγ and dijet productions
via double pomeron exchange (called DPE background in Table 19 and Fig. 65). Such backgrounds
tend to be softer than the signal and can be suppressed with requirements on the transverse momenta
of the photons and the diphoton invariant mass. In addition, the final-state photons of the signal are
typically back-to-back and have about the same transverse momenta. Requiring a large azimuthal
angle |∆φ| > π − 0.01 between the two photons and a ratio pT,2/pT,1 > 0.95 greatly reduces the
contribution of non-exclusive processes.

Additional background processes include the quark and gluon-initiated production of two photons,
two jets and Drell-Yan processes leading to two electrons. The two intact protons arise from pile-up
interactions (these backgrounds are called γγ + pile-up and e+e−, dijet + pile-up in Table 19).These
events were produced using HERWIG [34] and PYTHIA [35]. The pile-up background is further
suppressed by requiring the proton missing invariant mass to match the diphoton invariant mass
within the expected resolution and the diphoton system rapidity and the rapidity of the two protons
to be similar.
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Figure 66: Diphoton to missing proton mass ratio (left) and rapidity difference (right) distributions
for signal considering two different coupling values (10−12 and 10−13 GeV−4, see Eq. 155) and for
backgrounds after requirements on photon pT , diphoton invariant mass, pT ratio between the two
photons and on the angle between the two photons. At least one converted photon is required. The
integrated luminosity is 300 fb−1 and the average pile-up is µ = 50.

The number of expected signal and background events passing respective selections is shown in
Table 19 for an integrated luminosity of 300 fb−1 for a center-of-mass energy of 14TeV [20]. Ex-
ploiting the full event kinematics with the forward proton detectors allows to completely suppress the
background with a signal selection efficiency after the acceptance cuts exceeding 70%. Tagging the
protons is absolutely needed to suppress the γγ + pile-up events. Further background reduction is
even possible by requiring the photons and the protons to originate from the same vertex that pro-
vides an additional rejection factor of 40 for 50 pile-up interactions, showing the large margin on the
background suppression. A similar study at a higher pile-up of 200 was performed and led to a very
small background. The sensitivities on photon quartic anomalous couplings are given in Table 20.
The sensitivity extends up to 7 · 10−15 GeV−4 allowing us to probe further the models of new physics
described above.

If discovered at the LHC, γγγγ quartic anomalous couplings would be a major discovery related to
the existence of extra dimensions in the universe asa an example. In addition, it might be inveestigated
if there could be a link with some experiments in atomic physics. As an example, the Aspect photon
correlation experiments [36] might be interpreted via the existence of extra dimensions. Photons
could communicate through extra dimensions and the deterministic interpretation of Einstein for
these experiments might be true if such anomalous couplings exist. From the point of view of atomic
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Luminosity 300 fb−1 300 fb−1 300 fb−1 300 fb−1 3000 fb−1

pile up (µ) 50 50 50 50 200

coupling ≥ 1 conv. γ ≥ 1 conv. γ all γ all γ all γ

(GeV−4) 5 σ 95% CL 5 σ 95% CL 95% CL

ζ1 f.f. 8 · 10−14 5 · 10−14 4.5 · 10−14 3 · 10−14 2.5 · 10−14

ζ1 no f.f. 2.5 · 10−14 1.5 · 10−14 1.5 · 10−14 9 · 10−15 7 · 10−15

ζ2 f.f. 2 · 10−13 1 · 10−13 9 · 10−14 6 · 10−14 4.5 · 10−14

ζ2 no f.f. 5 · 10−14 4 · 10−14 3 · 10−14 2 · 10−14 1.5 · 10−14

Table 20: 5σ discovery and 95% CL exclusion limits on ζ1 and ζ2 couplings in GeV−4 (see Eq. 155)
with and without form factor (f.f.), requesting at least one converted photon (≥ 1 conv. γ) or not
(all γ). All sensitivities are given for 300 fb−1 and µ = 50 pile up events (medium luminosity LHC)
except for the numbers of the last column which are given for 3000 fb−1 and µ = 200 pile up events
(high luminosity LHC).

physics, the results of the Aspect experiments would depend on the distance of the two photon sources.
Further more, it is clear that extra dimensions might be relevant also for the fast expansion of the
universe within inflation models.

5.5 Conclusion

In this section, we detailled the interest of tagging the intact protons to study in detail WW , ZZ
and γγ productions via photon exchanges. Uprecedented sensitivities can be achieved at the LHC
in the CMS-TOTEM and ATLAS experiments on quartic anomalous couplings, especially on γγγγ
couplings, that will lead to one of the best sensitivity on extra dimensions at the LHC.

6 The installation of forward proton detectors in CMS and ATLAS

6.1 The AFP and CT-PPS projects

Several improvements are made to the ATLAS and CMS detectors to exploit the new energy regime
of 13 TeV at the LHC; this section describes the project to install the ATLAS Forward Proton (AFP)
detector at 206 and 214 meters on both sides of the ATLAS experiment [29] (see Fig. 67) and the
similar project by the TOTEM and CMS collaborations, the so called CT-PPS, to be installed on both
sides of the CMS detector. In this article, we will concentrate on the main characteristics of the AFP
and CT-PPS detectors, while their physics reach was described in the previous section [20,24,25].

Each arm of the AFP detector will consist of two sections: AFP1 at 206 meters, and AFP2, at
220 meters. In AFP1, a tracking station composed by 6 layers of Silicon detectors will be deployed.
The second section, AFP2, will contain a second identical tracking station and a timing detector. In
addition, a similar structure could be installed at about 420 m from the ATLAS interaction point.
The aim of the combined two arms of this setup is to tag the protons emerging intact from the
pp interactions, allowing ATLAS to exploit the program of diffractive and photon induced processes
described in the previous sections. Likewise, the CT-PPS of CMS will also use the same combination
of tracking and timing detectors, with the far station using specially designed cylindrical roman pots
to house the timing detectors.
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sides of the CMS detector. In this article, we will concentrate on the main characteristics of the AFP
and CT-PPS detectors, while their physics reach was described in the previous section [20,24,25].

Each arm of the AFP detector will consist of two sections: AFP1 at 206 meters, and AFP2, at
220 meters. In AFP1, a tracking station composed by 6 layers of Silicon detectors will be deployed.
The second section, AFP2, will contain a second identical tracking station and a timing detector. In
addition, a similar structure could be installed at about 420 m from the ATLAS interaction point.
The aim of the combined two arms of this setup is to tag the protons emerging intact from the
pp interactions, allowing ATLAS to exploit the program of diffractive and photon induced processes
described in the previous sections. Likewise, the CT-PPS of CMS will also use the same combination
of tracking and timing detectors, with the far station using specially designed cylindrical roman pots
to house the timing detectors.
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Figure 67: Scheme of the AFP proton detector in ATLAS. The same detector is implemented on the
other side of ATLAS.

Figure 68: Scheme of the movable beam pipe.

6.2 Movable beam pipes and roman pots

In order to house the detectors needed by the AFP and CT-PPS projects, two different types of
modification of the beam-pipe are currently considered: (i) roman pots and (ii) movable beam pipes).
Roman pots have been used already in many experiments at the SPS, HERA, Tevatron and LHC
colliders (in the TOTEM and ATLAS-ALFA experiments). The roman pots, in their basic design,
are pockets where the detectors can be hosted. These pockets are pushed inside the beam pipe to a
position closer to the beam line once stable beam has been declared (a typical motion is of the order
of a few cm). To minimize multiple scattering, protons will enter the roman pots via a thin window
located at the bottom of the pot, on the side facing the beams. Different types of roman pots can
host the tracking and timing detectors: tracking detectors need less space than timing detectors, and
therefore can be housed in smaller roman pots.

Conversely, in the movable beam pipe design, no pocket is pushed closer to the beam, but the whole
beam pipe moves closer to the beam. The idea of movable Hamburg beam pipes is quite simple [37]:
a section of the LHC beam pipe is replaced by a larger one, specially designed to have a cutout to
host the detectors. When allowed by beam conditions, using specially designed bellows that allow
for transverse motions, this part of the beam pipe is moved, by about 2.5 cm, so that the detectors
located at its edge (called pocket) are brought closer to the beam. In its design, the most challenging
aspect is the minimization of the thickness of the portions called floor and window (see Fig. 68).
This is necessary as the floor might be rather long, of the order of 10-40 centimeters in the direction
parallel to the motion of the particles: minimizing its depth of the floor ensures that the detectors
can be brought as close to the beam as possible allowing detecting protons scattered at very small
angles. Two configurations exist for the movable beam pipes: the first one at 206 m from the ATLAS
interaction point hosts a Si detector (floor length of about 100 mm) and the second one (floor length
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of about 400 mm) the timing and the Si detectors.
The AFP and CT-PPS detectors will use Roman Pots in their starting configuration. In the mean-

time, the development of the Hamburg beam pipe is carried on together by both collaborations.
However, it is clear that movable beam pipes are needed at 420 m, if later upgrades include installa-
tion of forward detectors at that location. At 420 m, not enough space is available and new specially
designed cryostats have been developed to host these movable beam pipes in the cold region. The
usage of roman pots at 420 m would require a costly cryogenic bypass to be installed to isolate the
part of the beam pipe where roman pots would be installed.

6.3 3D Silicon detectors

The purpose of the tracker system is to measure points along the trajectory of beam protons that are
deflected at small angles as a result of collisions. The tracker, when combined with the LHC dipole
and quadrupole magnets, forms a powerful momentum spectrometer. Silicon tracker stations will be
installed in Hamburg beam pipes or roman pots at ± 206 and ± 214 m from the ATLAS interaction
point (and also at 420 m later if these additional detectors are appoved).

The key requirements for the silicon tracking system at 220 m are:

• Spatial resolution of ∼ 10 (30) µm per detector station in x (y)

• Angular resolution for a pair of detectors of a few µrad

• High efficiency over the area of 20 mm × 20 mm corresponding to the distribution of diffracted
protons

• Minimal dead space at the edge of the sensors towards the beam line, allowing measuring the
scattered protons at low angles

• Sufficient radiation hardness in order to sustain the radiation at high luminosity

• Capable of robust and reliable operation at high LHC luminosity

The basic building unit of the AFP detection system is a module consisting of an assembly of
a sensor array, on-sensor read-out chip(s), electrical services, data acquisition and detector control
system. The module will be mounted on the mechanical support with embedded cooling and other
necessary services. The sensors are double sided 3D 50×250 micron pixel detectors with slim-edge
dicing built by FBK and CNM companies. The sensor efficiency has been measured to be close to
100% over the full size in beam tests. A possible upgrade of this device will be to use 3D edgeless
Silicon detectors built in a collaboration between SLAC, Manchester, Oslo, Bergen...

A new front-end chip FE-I4 has been developed for the Si detector by the Insertable B Layer (IBL)
collaboration in ATLAS [38]. The FE-I4 integrated circuit contains readout circuitry for 26 880 hybrid
pixels arranged in 80 columns on 250 µm pitch by 336 rows on 50 µm pitch, and covers an area of
about 19 mm × 20 mm. It is designed in a 130 nm feature size bulk CMOS process. Sensors must
be DC coupled to FE-I4 with negative charge collection. The FE-I4 is very well suited to the AFP
requirements: the granularity of cells provides a sufficient spatial resolution, the chip is radiation hard
enough up to a dose of 3 MGy, and the size of the chip is sufficiently large that one module can be
served by just one chip.

The dimensions of the individual cells in the FE-I4 chip are 50 µm × 250 µm in the x and y
directions, respectively. Therefore to achieve the required position resolution in the x-direction of ∼
10 µm, six layers with sensors are required (this gives 50/

√
12/

√
5 ∼ 7 µm in x and roughly 5 times

worse in y). Offsetting planes alternately to the left and right by one half pixel will give a further
reduction in resolution of at least 30%. The AFP sensors are expected to be exposed to a dose of
30 kGy per year at the full LHC luminosity of 1034cm−2s−1.



110 New Trends in High Energy and QCD – IIP proceedings

of about 400 mm) the timing and the Si detectors.
The AFP and CT-PPS detectors will use Roman Pots in their starting configuration. In the mean-

time, the development of the Hamburg beam pipe is carried on together by both collaborations.
However, it is clear that movable beam pipes are needed at 420 m, if later upgrades include installa-
tion of forward detectors at that location. At 420 m, not enough space is available and new specially
designed cryostats have been developed to host these movable beam pipes in the cold region. The
usage of roman pots at 420 m would require a costly cryogenic bypass to be installed to isolate the
part of the beam pipe where roman pots would be installed.

6.3 3D Silicon detectors

The purpose of the tracker system is to measure points along the trajectory of beam protons that are
deflected at small angles as a result of collisions. The tracker, when combined with the LHC dipole
and quadrupole magnets, forms a powerful momentum spectrometer. Silicon tracker stations will be
installed in Hamburg beam pipes or roman pots at ± 206 and ± 214 m from the ATLAS interaction
point (and also at 420 m later if these additional detectors are appoved).

The key requirements for the silicon tracking system at 220 m are:

• Spatial resolution of ∼ 10 (30) µm per detector station in x (y)

• Angular resolution for a pair of detectors of a few µrad

• High efficiency over the area of 20 mm × 20 mm corresponding to the distribution of diffracted
protons

• Minimal dead space at the edge of the sensors towards the beam line, allowing measuring the
scattered protons at low angles

• Sufficient radiation hardness in order to sustain the radiation at high luminosity

• Capable of robust and reliable operation at high LHC luminosity

The basic building unit of the AFP detection system is a module consisting of an assembly of
a sensor array, on-sensor read-out chip(s), electrical services, data acquisition and detector control
system. The module will be mounted on the mechanical support with embedded cooling and other
necessary services. The sensors are double sided 3D 50×250 micron pixel detectors with slim-edge
dicing built by FBK and CNM companies. The sensor efficiency has been measured to be close to
100% over the full size in beam tests. A possible upgrade of this device will be to use 3D edgeless
Silicon detectors built in a collaboration between SLAC, Manchester, Oslo, Bergen...

A new front-end chip FE-I4 has been developed for the Si detector by the Insertable B Layer (IBL)
collaboration in ATLAS [38]. The FE-I4 integrated circuit contains readout circuitry for 26 880 hybrid
pixels arranged in 80 columns on 250 µm pitch by 336 rows on 50 µm pitch, and covers an area of
about 19 mm × 20 mm. It is designed in a 130 nm feature size bulk CMOS process. Sensors must
be DC coupled to FE-I4 with negative charge collection. The FE-I4 is very well suited to the AFP
requirements: the granularity of cells provides a sufficient spatial resolution, the chip is radiation hard
enough up to a dose of 3 MGy, and the size of the chip is sufficiently large that one module can be
served by just one chip.

The dimensions of the individual cells in the FE-I4 chip are 50 µm × 250 µm in the x and y
directions, respectively. Therefore to achieve the required position resolution in the x-direction of ∼
10 µm, six layers with sensors are required (this gives 50/

√
12/

√
5 ∼ 7 µm in x and roughly 5 times

worse in y). Offsetting planes alternately to the left and right by one half pixel will give a further
reduction in resolution of at least 30%. The AFP sensors are expected to be exposed to a dose of
30 kGy per year at the full LHC luminosity of 1034cm−2s−1.

C. Royon 111

The baseline CT-PPS tracking system is also based on 3D pixel sensors, produced either by FBK
(Trento, Italy) or CNM (Barcelona, Spain), which provide the best performance in terms of active
region and radiation hardness.

The chosen configuration for the tracking system consists of two detector stations in each arm.
Each station will contain one stack of silicon tracking detectors. Each stack will consist of six planes,
where each plane conatains a 1.6 × 2.4 cm2 pixel sensor read out by six PSI46dig readout chips
ROCs [39]. Each ROC reads 52 × 80 pixels with dimensions 150 × 100 µm2. The design of the
front-end electronics and of the DAQ is based on that developed for the Phse I upgrade of the CMS
silicon pixel detectors [40].

Figure 69: A schematic diagram of the QUARTIC fast timing detector.

6.4 Timing detectors

Requirements and present achievement

A fast timing system that can precisely measure the time difference between the two outgoing scattered
protons is a key component of the AFP and CT-PPS detectors. The time difference is equivalent to
a constraint on the event vertex, thus the AFP and CT-PPS timing detectors can be used to reject
overlapping background events by establishing that the two scattered protons did not originate from
the same vertex that triggered the central ATLAS or CMS detectors. The final timing system should
have the following characteristics [41]:

• 10 ps or better resolution (which leads to a factor 40 rejection on pile up background)

• Efficiency close to 100% over the full detector coverage

• High rate capability (there is a bunch crossing every 25 ns at the nominal LHC)

• Enough segmentation for multi-proton timing

• High level trigger capability

Fig. 69 shows a schematic overview of the first proposed timing system in AFP, consisting of a
quartz-based Cerenkov detector coupled to a microchannel plate photomultiplier tube (MCP-PMT),
followed by the electronic elements that amplify, measure, and record the time of the event along
with a stabilized reference clock signal. The QUARTIC detector consists of an array of 8×4 fused
silica bars ranging in length from about 8 to 12 cm and oriented at the average Cerenkov angle. A
proton that is sufficiently deflected from the beam axis will pass through a row of eight bars emitting
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Cerenkov photons providing an overall time resolution that is approximately
√
8 times smaller than

the single bar resolution of about 30 ps, thus approaching the 10 ps resolution goal. Prototype tests
have generally been performed on one row (8 channels) of 5 mm × 5 mm pixels, while the initial
detector is foreseen to have four rows to obtain full acceptance out to 20 mm from the beam. The
beam tests lead to a time resolution per bar of the order of 34 ps. The upgraded design of the timing
detector has equal rate pixels, and we plan to reduce the width of detector bins close to the beam,
where the proton density is highest.

The CT-PPS also has a detector based on Cerenkov technology as the baseline proposal. It has
chosen a Cherenkov L-bar Quartic design (Quartz Timing Cherenkov) with 5 × 4 equal to twenty 3
× 3 mm2 independent channels. They are read-out by SiPM photodetectors, relatively far from the
beam, in a region where the neutron flux is ∼2 1012 neq/cm2 per 100 fb−1. SiPM devices that tolerate
this radiation level are available, and already in use in the CMS detector [42]. The SiPMs will probably
require replacement after 100 fb−1, which is feasible given the small number of devides involved. Two
such Quartic detectors fit inside a cylindrical roman pot, providing a combined resolution of the order
of 20 ps.

Future developments

At higher luminosity of the LHC (phase I starting in 2019), higher pixelisation of the timing detector
will be required in order to fight against high pile up environment. For this sake, a R&D phase to
develop timing detector developments based on Silicon sensors [11], and diamonds [43] has started.
This new R&D aims at installing a prototype of such detector at the LHC in the TOTEM experiment
as soon as they are available. In parallel to this sensor R&D, a new timing readout chip has been
developed in Orsay/Saclay. It uses waveform sampling to reach the best possible timing resolution
and it is described in detail in the next section.

The CT-PPS project has now been endorsed by the CMS and TOTEM collaboration at least for
the first phase at low luminosity. If everythings works as expected, and the beam induced background
(not easily simulated) is not found to be an issue at 14 TeV, the project will be naturally approved
to work at higher luminosity. The AFP project is almost at the same stage, pending the approval at
low luminosities until enough resources are found within and outside the ATLAS collaboration.

6.5 Timing detector optimisation for pile up rejection

In this section, we discuss possible optimisation of the timing detector in terms of spacial resolution
in order to reject pile up background.

Proton detection in the forward region

The main source of background in the timing detectors is due to pile up events. Intact protons
may obviously originate from the diffractive and photon-exchange events but also from additional
soft interactions (pile up). For instance a non-diffractive WW event can be superimposed with two
single diffractive soft events with intact porons and it is important to be able to distinguish this
background from the event where both protons originate from the WW vertex. In order to suppress
this background, it is useful to measure precisely the proton time-of-flights in order to know if the
protons originate from the main event hard vertex or not.

Two parameters to build a detector are important to reject pile up:

• the precision of the proton time-of-flight, which is the timing detector resolution. Typically a
measurement of 10 ps gives a precision of 2.1 mm on the vertex position

• the pixelisation of the timing detector: at highest luminosity, the number of intact protons per
bunch crossing is high and in order to compute the time-of-flight of each proton it is needed
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Cerenkov photons providing an overall time resolution that is approximately
√
8 times smaller than
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to have enough pixelisation or space resolution so that each proton can be detected in different
cells of the timing detector. If two protons with different time-of-flight fall in the same cell, the
information is lost.

Pixelisation of the timing detector

In order to study the required pixelisation of the timing detector, we simulated 10 million minimum bias
events (non diffractive, single diffractive and double diffractive events) using the PYTHIA generator.
The protons were transported through the LHC magnets up to the proton detectors. Events are
characterised as no tagged (NT), single tagged (ST) and double tagged (DT) depending on the number
of protons in the forward proton detector acceptance. For one minimim bias event, we get a probability
of 97% NT, p =1.6% ST, and q =0.01% DT. The multinomial distribution was adopted to simulate
pile up since we assume that the different interactions are independant [44]. For a given number of
pile up proton N , the probability to have NL (NR) protons tagged in the left (right) side only, NB

protons on both sides and NN protons not tagged reads:

P (NB, NL, NR, NN ) =
N !

NB!NL!NR!NN !
pNLqNBpNR(1− 2p− q)NN (157)

and the probability of no proton tagged, of at least one proton tagged on the left side, and of at least
one proton tagged on both sides reads

Pno hit = P (0, 0, 0, N) = (1− 2p− q)N (158)

Phit left =

N∑
NL=1

P (0, NL, 0, N −NL) = (1− p− q)N − (1− 2p− q)N (159)

Pdouble hit = 1− Pno hit − 2Phit left = 1 + (1− 2p− q)N − 2(1− p− q)N (160)

Figure 70: No tag, single tag on the left or right side (same by definition) and double tagged probablity.

The hit probabilities can then be calculated for various pile up values (see Fig. 70). For a pile up
µ =50 (100) for instance, the probability of no tag is 19% (3.6%). Let us note that this simplified
approach does not work at very high pile up (300 for instance) since we neglected the cases when two
or more protons from pile up events can hit one side of the detector at the same time. In order to
illustrate this, the percentage of events corresponding to 0, 1, 2, 3... protons on one side for µ =50,
100 and 300 is given in Fig. 71. This leads to larger inefficiencies that can be taken account in a more
refined approach or by a full pile up simulation, which was performed for the γγγγ quartic anomalous
coupling study. The detector needed to detect intact protons has a coverage of about 2 cm×2 cm and
is located 15σ from the beam. The inefficiency of such a detector assuming 20×8 pixels is given in
Fig. 72. The numbers displayed in the table correspond to the probability of getting one proton or
more in a given pixel for µ =100 or a 20×8 pixellised detector. The upper limit on the inefficiencies if
the order of 8% for the pixels closest to the bins, but is found negligible for pixels further away which
measure higher mass diffractive objects. For comparison, the inefficiences for µ =50 is about half, and
vertical bar detectors lead to larger inefficiencies between 10 and 20% on a large part of the detector
(a 7 bar detector with 2 mm width for the first bar and 3.25 mm for other bars, leads to inefficiences
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betweem 8% and 19% for the first 6 bars). It is also worth mentioning that this study only includes
physics backgrounds and not beam-induced backgrounds which are not in the simulation. Recent
results from TOTEM show that the beam-induced backgrounds have the tendency to be high and
located in the pixels closest to the beam [45], and this is why a full pixelised detector is preferable to
bars.
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Figure 71: Probability of getting 0, 1, 2, 3... intact protons on one side of the detector for 3 different
values of µ.

Figure 72: Probability of more than 1 proton to fall in a given pixel of the timing detector.

7 The SAMPIC chip

7.1 Introduction: Timing measurements in particle physics and in medical imag-
ing

In order to measure rare events at the LHC, the luminosity (or in other words the number of in-
teractions per second) has to be as large as possible. In order to achieve this goal, the number of
interactions per bunch crossing can be very large, up to 40-70 during the LHC running of 2015-2017
as an example. Timing measurements are crucial at the LHC in order to determine if the intact pro-
tons originate from the main hard interaction or from secondary ones (pile up). Measuring the proton
time-of-flight with a typical precision of 10 ps allows constraining the protons to originate from the
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ing

In order to measure rare events at the LHC, the luminosity (or in other words the number of in-
teractions per second) has to be as large as possible. In order to achieve this goal, the number of
interactions per bunch crossing can be very large, up to 40-70 during the LHC running of 2015-2017
as an example. Timing measurements are crucial at the LHC in order to determine if the intact pro-
tons originate from the main hard interaction or from secondary ones (pile up). Measuring the proton
time-of-flight with a typical precision of 10 ps allows constraining the protons to originate from the
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main interaction point of the event (hard interaction) with a precision of about 2.1 mm. For a pile
up of 40 (which means about 40 interactions occuring in the same bunch crossing at the LHC), such
a precision on time-of-flight measurements leads to a reduction in background of a factor of about
40 [44].

Timing measurements have also many applications in drone technology and in medical imaging
as an example. The “holy grail” of medical imaging would be a PET detector with a 10 ps timing
precision. With such an apparatus, image reconstruction is no longer necessary (the analysis can be
performed online) since many fake coincidences can be suppressed, only attenuation corrections are
needed, and real time image formation can be performed.

In order to achieve a 10 ps precision, many steps are needed going from the detector to the electronics
and the readout software. In this article, we will concentrate on the achievement concerning the
picosecond timing electronics that is currently being done in IRFU/SEDI Saclay and in LAL-Orsay [46,
47].

7.2 SAMPIC: SAMpler for PICosecond time pick-off

Figure 73: Scheme of the SAMPIC chip.

Figure 74: Picture of the SAMPIC chip and its acquisition board.

Before SAMPIC, the most performant Time to Digit Converters (TDCs) used digital counters
and Delay Line Loops (DLLs). The timing resolution is limited by the DLL step and with most
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advanced Application Specific Integrated Circuit (ASICs), one gets a resolution of about 20 ps (new
developments at CERN target 5 ps). The inconvenient is that a TDC needs a digital input signal: the
analog input signal has to be transformed into a digital one with a discriminator which means that
the timing resolution will be given by the quadratic sum of the discriminator and the TDC timing
resolutions, thus leading to worse timing resolutions.

A new approach had to be developed using the principle of a wafeform based TDC. The idea is
to acquire the full waveform shape of a detector signal in an ASIC dedicated to picosecond timing
measurements. The input signal range has to be between 0.1 and 1. V with a fast rising time up to
1.ns in order to get the best possible performance of SAMPIC. The present version of the chip holds
16 channels (50 Ω terminated) with independent dead time. The possible trigger modes are either self
triggered or triggered externally. Each channel includes an analog memory (64 cells) and recording
is triggered by a discriminator. A Gray counter associated to DLLs allows assigning a time to the
different samples and an ADC provides the conversion into a digital signal.

Three timing measurements with different precision are performed in SAMPIC. The time stamp
Gray counter has a 6 ns step (it samples the reference clock), the DLL 150 ps (it defines a region of
interest) and the waveform shape a few ps RMS after interpolation between the acquired points (they
are acquired on a 64 step analog memory).

As we already mentioned, SAMPIC acquires the full waveform shape of a detector signal. The
discriminator is used only for triggering, not for timing, and thus there is no jitter originating from
the discriminator. All the information concerning the signal is kept in SAMPIC, and it is possible to
use offline signal processing algorithms in order to improve the timing resolution. It can also be used
to obtain other signal characteristics such as the deposited charge. In the present version, SAMPIC
suffers an important dead time per channel due to the ADC conversion of about 1 µs. It will be
reduced by about one order a magnitude in the next version of SAMPIC, using in particular the so
called “ping-pong” method and analog buffering. Two SAMPIC chips can be hosted in a mezzanine
board developed in LAL, Orsay, leading to a 32-channel system. The input into SAMPIC is sent
via MCX connectors. SAMPIC can be read out using an USB-Ethernet-Optic fiber readout is also
provided. A 5 V voltage power supply is the only element needed to run the mezzanine board and the
readout software runs on Windows or Linux. A scheme of SAMPIC is given in Fig. 74 and a picture
of SAMPIC together with its acquisition board in Fig. 72.

SAMPIC is quite cheap (about 10 Euros per channel) with respect to a few 1000s Euros for pre-
vious technology, which means that it can be used in large scale detectors such as PET for medical
applications.

As a reference, a table giving the parameters of the SAMPIC chip is given in Fig. 75.

7.3 SAMPIC performance

Electronics tests

In this section, we describe the SAMPIC performance obtained from pure electronics tests. The
maximum signal size is about 1.V, and after corrections, the average noise is quite low, of about 1 mV
RMS (the noisiest cells being 1.5 mV RMS), which means a dynamic 10 bits RMS.

The SAMPIC cross talk was measured by sending a signal of 800 mV with a 300 ps rise time on
one channel and reading out the neighbouring channels. The cross talk was found to be less than 1%.
The quality of sampling was tested using a sinus wave signal, and the signal was perfectly reproduced
without corrections at a sampling frequency of 10 Gigasamples per second. The sampling speed in
SAMPIC is possible between 3 and 8.2 Gigasamples per second on 16 channels (up to 10 Gigasamples
per second for 8 channels).

The timing resolution was studied by using two different channels of SAMPIC. The same signal
was sent on both channels, one being delayed compared to the other one using a delay box or longer
cables. The pulse had an amplitude of about 1.2 V, and we used the 6.4 Gigasamples per second
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Figure 75: Parameters of the SAMPIC chip.

configuration. The RMS of the time difference between the two signals as a function of delay is given
in Fig. 76 using two different offline algorithms to reconstruct the time difference (CDF as constant
fraction discriminator and CC as cross correlation using a linear or a spline interpolation between the
different points measured by SAMPIC). The time resolution is quite flat as a function of the delay
between the two signals and is about 5 ps, leading to a time resolution per channel of about 4 ps.

A similar study of the timing resolution versus the signal amplitude is shown in Fig. 77. The signal
has to be above 450 mV in order to obtain the best timing resolution possible of about 4 ps.

Figure 76: RMS on the time difference between two signals, one being delayed with respect to the
other using two offline algorithms (Constant Fraction Discriminator (CFD) and cross correlation (CC))
using a linear or a spline interpolation.
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Figure 77: RMS on the time difference between two signals as a function of the signal amplitude using
two offline algorithms (Constant Fraction Discriminator (CFD) and cross correlation (CC)) using a
linear or a spline interpolation.

Timing resolution using detectors

The second series of tests was performed by plugging SAMPIC into a real detector. We used a laser
signal splitted in two, and going through two fast Si detectors [11]. The time difference between the
two channels was measured using SAMPIC. The result is shown in Fig. 78 using the offline cross
correlation algorithm. The time resolution is about 30 ps. It is of course dominated by the fast Si
detectors, the resolution of SAMPIC being of the order of 4 ps. Additional studies are being performed
in beam tests using diamond detectors leading to a time resolution of 80 to 90 ps [48].
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Figure 78: Time difference between two SAMPIC channels reading out Si detectors, a laser signal
splitted in two going through the two Si detectors.

7.4 Conclusion

A self triggered timing chip demonstrator has been designed and characterised with 1.6 GHz band-
width, up to 10 Gigasamples per second, low noise and of the order of 4 ps timing resolution. The
chip is now ready and can be used for tests. Tests already started within the AFP, CT-PPS and
CMS/TOTEM projects using quartz, diamond and Si detectors. Work is still going on in order to
improve the chip concerning the DAQ system optimisation (firmware and software) and the improve-



118 New Trends in High Energy and QCD – IIP proceedings
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Timing resolution using detectors

The second series of tests was performed by plugging SAMPIC into a real detector. We used a laser
signal splitted in two, and going through two fast Si detectors [11]. The time difference between the
two channels was measured using SAMPIC. The result is shown in Fig. 78 using the offline cross
correlation algorithm. The time resolution is about 30 ps. It is of course dominated by the fast Si
detectors, the resolution of SAMPIC being of the order of 4 ps. Additional studies are being performed
in beam tests using diamond detectors leading to a time resolution of 80 to 90 ps [48].
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Figure 78: Time difference between two SAMPIC channels reading out Si detectors, a laser signal
splitted in two going through the two Si detectors.

7.4 Conclusion

A self triggered timing chip demonstrator has been designed and characterised with 1.6 GHz band-
width, up to 10 Gigasamples per second, low noise and of the order of 4 ps timing resolution. The
chip is now ready and can be used for tests. Tests already started within the AFP, CT-PPS and
CMS/TOTEM projects using quartz, diamond and Si detectors. Work is still going on in order to
improve the chip concerning the DAQ system optimisation (firmware and software) and the improve-
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ment of the dead time using the “ping-pong” method. SAMPIC can now be used in many applications
for tests in addition to particle physics for instance in medical imaging, drones, in detectors including
many channels due to the low cost per channel.

8 Conclusion

In these lectures, we described some topics related to diffraction at the LHC going from soft diffraction
to hard inclusive, exclusive diffraction and to photon-exchange processes. We finished by describing
the experimental setup that is being built by the CMS, TOTEM and ATLAS collaborations.
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44. C. Royon, M. Saimpert, O. Kepka, R. Žlebč́ık, Acta Phys. Polon. B, Proceedings supplement,

7(4), 735 (2014).

C. Royon 121

45. M. Beretti, talk given at LHC Working Group on Forward Physics and Diffraction, Trento (2014).
46. E. Delagnes, H. Grabas, D. Breton, J. Maalmi, P. Rusquart, Acta Phys. Polon. B, Proceedings

supplement, 7(4), 685 (2014).
47. D. Breton, E. Delagnes, J. Maalmi, P. Rusquart, Acta Phys. Polon. B, Proceedings supplement,

7(4), 685 (2014).
48. Beam tests performed at CERN/DESY [TOTEM Collaboration], private communication.





Gary Shiu



124 New Trends in High Energy and QCD – IIP proceedings

String Theory and Particle Physics Model Building
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Abstract

These lectures are devoted to introducing some basic notions of string theory, with an emphasis on their

applications to particle physics model building. I will discuss different ways of building four-dimensional string

vacua with N ≤ 1 supersymmetry, and various attempts to construct realistic models. Focussing on D-brane

models, I will describe how several beyond the Standard Model ideas such as supersymmetry, extra dimensions

(large or warped), and technicolor-like theories can arise in string theory.

1 Introduction

String theory is by far our best developed quantum theory of gravity. As such, it provides a consistent
framework to address questions about early universe cosmology and black hole physics. As other
lecturers in this school have discussed, the holographic principle provides a powerful tool to study
strongly coupled gauge theories akin to QCD. But does string theory have anything to say about
physics beyond the Standard Model (BSM) that we hope to unveil from the LHC?

Many of us have our own favorite scenario (or scenarios) of BSM physics. Only experiment can tell,
and it may well be something that nobody has thought about. However, it is fair to say that the main
contenders of BSM physics are:

• Supersymmetry

• Extra Dimensions

• Strong dynamics (technicolor)

Let’s see how string theory score on this front. Supersymmetry was discovered to some extent first
in the context of string theory, as a way to introduce fermions and to remove the unwanted tachyons
(see, e.g., recent textbooks [1–5]). The idea of extra dimensions dated back to Kaluza and Klein so
string theory cannot claim credit for their discovery. However, theories with extra dimensions are not
renormalizable. To make sense of these theories, we need to complete them in the UV. String theory
provides such a UV completion. In fact, string theory requires extra dimensions. Moreover, as we will
see in these lectures, there are stringy constraints on extra dimensional physics that are not apparent
from a low-energy bottom-up approach. So, one might hope that string theory can shed light on what
kinds of extra dimensional scenarios are more likely to be realized in nature. Finally, technicolor [6,7],
just like extra dimensions, was introduced without any input from string theory. Nevertheless, one of
the earlier proponents of this idea is a string theorist! More importantly, the advent of the AdS/CFT
correspondence [8–11] provides a dual gravity description of such theories, and have offered insights
into technicolor model building. In contrast to what we might have thought, string theory has a lot
to say about BSM physics. More generally, the driving force behind the studies of physics beyond the
Standard Model is arguably the hierarchy problem which is intrinsically about the existence of a high
cutoff scale. String theory is one of the best motivated theories at work at such high energies. At any
rate, string theory has shown to be a rather rich scenario generator. While we are still in the dark
waiting for the dawn, string theory ideas such as branes and different extra dimensional scenarios may
shed light on what to anticipate at the LHC.
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Therefore, my lectures will be centering around string constructions with a view towards these BSM
ideas. I will first introduce the five different superstring theories which are formulated in 10 dimensions
and discuss their low energy effective theories upon compactication. As you will see, D-brane models
allow for the possibility of a much lower fundamental scale and so are of interests to the LHC. I
then discuss different ways in which chirality can arise in D-brane models, and apply these results to
building “semi-realistic” models. Finally, I will discuss how warped models can be constructed from
string theory. These models are string theory realizations of the Randall-Sundrum scenario [12, 13].
They can also be thought of as the gravity duals of technicolor theories.

My lectures are drawn heavily from my review articles [14, 15] and several excellent lectures notes
on the subject [16,17]. I refer the readers to the review and these lecture notes for details that I have
omitted and for references therein. Due to severe page limitations, the list of references in this set
of lecture notes will be kept to a minimal. I apologize to those whose important work has not been
properly cited. Fortunately, the referencing in the aforementioned articles is rather exhaustive and so
the readers should be able to start from the references given there and follow the trails.

2 String Theory Scenarios

2.1 The Pre D-brane Era

First, let us go back in time to the mid 1980s (when many of the students in the school were still
babies!) and assess the state of string phenomenology. It was known that there are five consistent
string theories, all formulated in ten dimensions: Type I theory with gauge symmetry SO(32) (open
and closed strings), Type IIA and IIB closed strings, and two closed heterotic strings with gauge
symmetries E8 ×E8 and SO(32) respectively. The massless spectrum of these five string theories are
shown in the table. The yet unknown extension of string theory, M-theory, adds a further theory

Theory Strings Supercharges Bosonic Spectrum

Heterotic Closed Oriented 16 gµν , Bµν , φ

E8 × E8 Aij
µ in adjoint rep.

Heterotic Closed Oriented 16 gµν , Bµν , φ

SO(32) Aij
µ in adjoint rep.

Type I Open 16 NS-NS: gµν , φ

SO(32) Closed Unoriented R-R: C2

Open: Aij
µ in adjoint rep.

Type IIA Closed Oriented 32 NS-NS: gµν , Bµν , φ

R-R: C1, C3

Type IIB Closed Oriented 32 NS-NS: gµν , Bµν , φ

R-R: C0, C2, C4

Table 21: The massless bosonic spectrum for the five consistent string theories in 10-dimensions. In
Type I and II theories, the spectrum is splitted into an NS-NS sector corresponding to states built
out of two worldsheet bosonic states in the NS-R formulation of the theories and a R-R sector corre-
sponding to those constructed from two worldsheet fermionic states. The number of supersymmetries
is related to the number of supercharges. 16 supercharges correspond to N = 1 supersymmetry in 10
dimensions, leading to N = 4 supersymmetry in 4D upon dimensional reduction on a torus, whereas
32 supercharges correspond to N = 2 and N = 8 in 10D and 4D respectively.

to these five, which has the massless spectrum of 11-dimensional supergravity gMN , CMNP (plus
the fermionic partners). One can appreciate the difficulty in constructing a realistic string model by
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comparing the spectrum in this table to that of the Standard Model.
A few observations are in order:

• Among the five string theories, three of them (Type I and the two heterotic strings) already
contain gauge bosons in ten dimensions. They seem more promising as a starting point to
construct the Standard Model and chiral fermions upon dimensional reduction.

• For this reason, Type II theories look much less interesting. There was even a no-go theorem
which forbids them to produce the Standard Model at low energies [18]. We will revisit this
no-go theorem again after we discuss D-branes.

• The heterotic E8 ×E8 attracted much of the attention because it seems the most promising for
phenomenology: upon compactification to 4D, it can give rise to chiral N = 1 supersymmetric
models with familiar gauge and matter content. The observable sector comes from the first E8

which contains the Standard Model gauge symmetry

E8 ⊃ SU(3)× SU(2)× U(1) (161)

and several families of mater fields. The second E8 gives rise to a hidden sector, which fits
perfectly with attempts of supersymmetric model building prior to string theory. A hidden
sector was often proposed to break supersymmetry at an intermediate scale ∼ 1012 GeV and
gravity plays the role of messenger of supersymmetry breaking to the observable sector, which
feels the breaking of supersymmetry just above the electroweak scale ∼ 103 GeV.

• Type I and the SO(32) heterotic string can in principle also lead to realistic gauge and matter
content at low energies. However, the connection to GUT model building and the hidden sector
paradigm is less direct.

Therefore, in the mid 1980s, the standard paradigm of string phenomenology was the E8 × E8

heterotic string. A great deal of effort was dedicated to constructing and studying different compac-
itifications that lead to realistic models. The properties of the compact 6D manifold determine the
low-energy physics. Hence, Calabi-Yau manifolds (or its singular limits known as orbifolds) are often
chosen because they preserve N = 1 supersymmetry in 4D, as well as permitting the existence of
chiral fermions. In the simplest case (known as the standard embedding), the observable E8 symme-
try group is broken to E6 which was a natural grand unified group, with the hidden E8 unbroken.
Also, the number of chiral families is given by the topological Euler number of the manifold. This
deep connection between geometry with physics results in a great flourish of activities in string model
building.

Energy Scales in Heterotic String Theories

Instead of discussing details of these heterotic string constructions, let us take a first look at a more
basic property, namely, the fundamental energy scale. In heterotic string theory, both gravity and
gauge fields come from the same source which are closed strings. So, both kinds of fields propagate in
the full 10 spacetime dimensions. In 10D, the low energy effective action takes the form:

S10d = M8
s

∫
d10x

√−ge−2φ

(
R+

1

4
M−2

s F 2
MN + . . .

)
(162)

where Ms = 1/
√
α′ is the string scale and φ is the dilaton field. We have suppressed the fermionic

part of the effective action. Upon compactification to 4D, each of the two terms above will receive a
volume factor coming from the integration of the 6 extra dimensions (assuming a factorized geometry
M10 = M4 ×M6). Comparing with the 4D effective action for gravity and Yang-Mills gauge fields:

Seff
4d =

∫
d4x

√−g

(
M2

PR4 +
1

4g2YM

F 2
µν + . . .

)
(163)
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we obtain the expression for the gravitational and gauge couplings:

M2
P =

1

g2s
M8

s V6, g−2
YM =

1

g2s
M6

s V6 (164)

where V6 is the overall volume of the extra dimensions and gs =< eφ >. (Precise numerical factors
can be found in Polchinski’s textbook [2]). Taking the ratio of these expressions, the volume and the
dilaton factors cancel and we obtain:

M2
P � g−2

YMM2
s (165)

Therefore for αYM ≡ g2YM/(4π) not too different from 1/25 (as expected from low energies), we have
the fundamental scale Ms to be not far from the Planck scale MP ∼ 1019 GeV, i.e.,

Ms � gYMMP ∼ (1017 − 1018)GeV (166)

Note that:

• Ms is very high, which makes the heterotic scenario very hard to test directly.

• In addition, the compactification scale Mc ≡ V
−1/6
6 cannot be too small, because Mc is the scale

of KK modes of the Standard Model gauge bosons and matter.

• To trust the low energy supergravity approximation, Mc < Ms, this gives gYM < gs and so we
are in the perturbative limit.

• Since the relevant energy scales (Mc and Ms) are much bigger than MEW , we need to protect
Standard Model physics from large radiative corrections. Usually, supersymmetry is invoked to
do the job.

• Although our present discussion assumes V6 and gs are parameters dialable at will, they are
actually vevs of scalar fields known as moduli. These moduli parametrizes the size and shape of
the extra dimensions and are stabilized by a potential. Moduli stabilization is a subject on its
own and we will discuss some recent ideas in the last lecture.

2.2 The Post D-brane Era

String phenomenology has taken a drastic turn in the mid 1990s. The discovery of string dualities sug-
gested that the five consistent string theories together with 11D SUGRA are different manifestations
of the same underlying M-theory. It has also become clear that higher dimensional surfaces known
as D-branes play a key role in string theory and its applications to phenomenology, giving support to
the “brane world” idea.

The techniques of constructing realistic models have been very much increased. We can now start
from any of the 6 descriptions of M-theory and obtain models with features of the Standard Model.

1. 11D SUGRA: Just as the requirement of N = 1 supersymmetry in 4D singles out Calabi-Yau
compactifications of string theory, G2 manifolds provide a geometric construction if we start
from 11D. These G2 manifolds are much less understood but it has been shown that it is not
possible to obtain chiral fermions except for singular points. General and elegant results exist
for these constructions but no explicit compact models have been constructed in this way so far
(except in the weak coupling limit when such compactifications reduce to known string theory
constructions).

A simpler way to obtain N = 1 models from 11D SUGRA is in fact closely related to the
heterotic string theory we just discussed. In the strong coupling limit, an extra dimension opens
up. In the Horava-Witten construction, the 11-th dimension is an interval (an S1/Z2 orbifold).
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One can think of the two E8 as living at the endpoints of the interval which are 10D surfaces.
Further compactification on Calabi-Yau manifolds give rise to interesting chiral models. Some
explicit models have been constructed although their phenomenological properties are difficult
to extract given the mathematical complexity and the fact that we do not actually know what
is the full completion of 11D SURGRA. Still interesting results continued to be obtained in this
direction. Incidentally, an additional dimension accessible only to gravity and not to gauge and
matter fields helps solve the discrepancy between the unification scale and the Planck scale.

2. Type I, IIA, IIB Strings: The main new ingredient in these models is the existence of D-branes,
which are surfaces on which open strings can end. D-branes can carry gauge and matter fields
within their worldvolume. They come in various dimensions: a Dp brane has 1 time and p
space dimensions. The subject of these lectures is to introduce model building techniques with
D-branes. Details will be discussed further as we go along, but as a preview, let us mention that
to get chiral models, the branes have to placed at singular points of a manifold, or to intersect
at non-trivial angles and chiral matter lives only at the intersection, or to turn on world-volume
flux.

Further generalizations of these D-brane constructions include the so called F-theory (proposed
by Vafa). In Type IIB string theory, the two scalar fields of the 10D theory, the dilaton and
axion are combined into one complex field S = a + iφ, which realizes the S-duality symmetry
SL(2,Z):

S → aS + b

cS + d
a, b, c, d ∈ Z with ad− bc = 1 (167)

which is similar to how the modular parameter of a torus transforms. Therefore, one can “ge-
ometrize” this varying axio-dilaton background as compactification on a 4 complex dimensional
Calabi-Yau manifold which is locally a product of this torus with a six-dimensional (non Calabi-
Yau) base B3 under which the Type II theory is compactified. The four-fold is then said to be
an elliptically fibered Calabi-Yau11. These compactifications naturally incorporate D7-branes,
which are given by points in the base12 where the elliptic fibration degenerates.

Let us take stock of these new insights we gain in the post D-brane era. The common feature in
these new constructions is the fact that our world can be a brane – either a D-brane or the end-of-
the-world brane in the Horava-Witten construction, or possibiliy a surface at the singularity of a G2

or elliptically fibered Calabi-Yau four-fold in M and F-theory respectively. The brane world scenario
has been a subject of intense investigations during the past 10 years and new mechanisms have been
proposed to solve longstanding problems with the Standard Model, such as the hierarchy problem,
gauge coupling unification, neutrino masses, the strong CP problem etc, without necessarily referring
to string theory. Some of these topics will be discussed in Bodgan Dobrescu’s lectures. Here we will
concentrate only on string theoretical realizations.

One of the interesting properties of this scenario is that it allows for a fundamental scale of nature
to be much lower than the Planck scale and therefore closer to the energies accessible to experiments.
We wil discuss explicit realizations of this scenario in the next lecture.

D-brane Scenarios

Before we discuss the construction of D-brane models, let us revisit the relation between the gravita-
tional and gauge couplings with the fundamental scale.

If the Standard Model is localized on the worldvolume of Dp branes, the low energy effective action

11In particular, B3 itself can be thought of as a local product of K3 and P1.
12More precisely, points in P1.
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in 4D takes the form:

S4d =

∫
d4x

√−g

(
M8

s V6e
−2φR4 +

1

4
Mp−3

s Vp−3e
−φF 2

µν + . . .

)
(168)

There are two crucial differences in comparison to the heterotic case. First, the power of the dilaton
is different for the gravity and the gauge kinetic terms. Second, the total volume V6 enters on the
gravity part but only the volume of the p − 3 cycle (i.e., p − 3 dimensional subspace) of the internal
manifold Vp−3 that the p-branes wrap around appears in the gauge part of the action. In particular
for a D3-brane, there is no volume factor contribution to the gauge coupling. The gravitational and
gauge couplings are then related to the fundamental string scale as follows:

M2
P =

M8
s

(2π)7
V6

g2s
, α−1

YM = 4π
Mp−3

s Vp−3

gs
(169)

where we have restored factors of 2 and π. We can easily see that if the Standard Model fits inside a
D3-brane, for instance, we may have Ms substantially smaller than MP as long as the volume of the
extra dimensions are large enough, without affecting the gauge couplings. More generally, the above
relations illustrate the “brane world” effect where the dimensions transverse to the branes (which
are not necessarily D3-branes) if large can lower the fundamental string scale. In the heterotic case,
setting the volume very large would make the gauge couplings extremely small, which is unrealistic.

The different power of the dilaton in the gravity and gauge kinetic terms also give rise to added
flexibilities. Even if the Standard Model is within a set of D9-branes which fill all space, for sufficiently
weak string coupling, the string scale can be significantly lower than the Planck scale because of the
difference in dilaton factor. However, this dilaton factor can only help us in getting a few orders of
magnitude suppression (say Ms = MGUT rather than Ms = MEW ) since otherwise the gauge couplings
will be too weak.

The possibility of having large dimensions add a “geometrical” view of the hierarchy problem,
though we still need to explain why the size of the dimensions are stabilized to a large value. Several
scenarios have been proposed depending on the value of the fundamental scale. The main scenarios
at present are:

1. Ms ∼ MP . This is analogous to the heterotic scenario and similar comments apply.

2. Ms ∼ MGUT ∼ 1016 GeV. This corresponds to a compactification scale r ≡ V
1/6
6 ∼ 10−30cm

or equivalently Mc ∼ 1014 GeV. This is analogous to the Horava-Witten construction and allow
the possibility of the unification of gauge and gravitational couplings (if the Standard Model is
realized on the same set of branes).

3. Ms ∼ MI ∼ 1010−12 GeV ∼ √
MEWMP . If the Standard Model is realized on a set of D3-

branes, this corresponds to a compactification scale r ∼ 10−23 cm. This proposal was based
on the special role played by the intermediate scale MI in different issues beyond the Standard
Model. Examples include the scale of SUSY breaking in graviy mediated SUSY breaking scenario
and the scale of the axion field introduced to solve the strong CP problem. This then allows
one to identify the string scale with the SUSY breaking scale and opens up the possibility for
non-SUSY string models to be relevant at low energies, solving the hierarchy problem. A simple
example is to have a set of D3 branes breaking the supersymmetry preserved by the background
geometry and the SUSY breaking effects are transmitted to the observable sector by Planck
suppressed interactions.

4. Ms ∼ MEW ∼ TeV. This is the string theory realization [19] of the large extra dimensions
scenario a la ADD [20–22]. We will discuss concrete models in the next lecture. If only two of
the extra dimensions are large, the corresponding compactification scale is about a mm, which
is the extreme case of the “brane world” scenario. However, the hierarchy problem is not totaly
solved. We still need to explain why the compactification size is so large.
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Thus, D-branes offer many more scenarios with MEW < Ms < MP in contrast to the heterotic string
where the fundamental string scale is fixed by the low energy couplings. Which of these scenarios is
actually realized depends on how the moduli (size and shape of the extra dimensions) are stabilized.

Without going into details of the construction, a few observations can already be made:

• Gauge unification is not necessarily realized in D-brane models. The tree-level gauge coupling
depends on the volume of the cycles the branes wrap around and can be different for different
gauge factors of the Standard Model.

• We may or may not consider SUSY in the D-brane constructions because the fundamental string
scale can be much lower than the Planck scale. However, stable D-brane configurations realizing
non-supersymmetric models are harder to construct since they usually come with (i) closed string
tachyons, and (ii) runaway potentials for moduli (dilaton, volume, etc). So, for the purpose of
these lectures, we wil focus on N = 1 supersymmetric examples. In particuar, one of our goals
is to construct N = 1 supersymmetric extensions of the Standard Model.

• D-brane models can be easily combined with other ingredients such as sources of moduli sta-
bilization and supersymetry breaking such as background fluxes. These background fluxes are
generalizations of the electromagnetic fluxes in string theory, and will be the subject of the last
lecture.

• Although we will focus on D-brane models, much of our discussions can be generalized to other
brane constructions in M/F theory models.

• D-brane models have been used to motivate many new BSM ideas. Just like the heterotic case,
they are also useful in realizing more traditional scenarios such as hidden sector and gravity
mediated SUSY breaking, but now in a more geometrical and stringy way.

3 D-branes and Chirality

We now turn to the main point of these lectures, which is the construction of realistic D-brane models.
In addition to the SU(3) × SU(2) × U(1) gauge structure, an important property of the Standard
Model is that it is chiral. Before we can appreciate issue involved in introducing chirality to D-brane
models, let us recall a few facts about D-branes:

3.1 D-brane Primer

D-branes are interesting objects for constructing particle physics models because their worldvolumes
support non-Abelian gauge fields. What is interesting is that not only are they solutions to the
SUGRA equations of motion, they admit a full string description as boundaries on which open strings
can end. For the purpose of this lecture, there are several properties of D-branes we need to recall:

• D-branes are dynamical objects – the open strings ending on them describe the collective coordi-
nates of the D-branes. The worldvolume of a Dp brane contains a U(1) gauge field, 9− p scalars
and the corresponding fermion partners. The scalars correspond to the Goldstone modes of the
part of the Poincare symmetry broken by the presence of the brane. The fermions are Goldstinos
for supersymmetry. The D-brane breaks half of the supersymmetries. Therefore in flat space,
after toroidal compactification, one D-brane carries the spectrum of an N = 4 supersymmetric
vector superfield.

• Furthermore, D-branes are BPS objects for which a no force condition applies. One can under-
stand this condition as follows. Both D-branes have the same positve tension and therefore are
naturally attracted to each other by gravitational interactions. The exchange of the dilaton field
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has the same effect of an attraction. However, D-branes are also charged under the antisym-
metric Ramond-Ramond fields for which the interaction is repulsive, given both branes have the
same charge. It turns out the combined effect of these three interactions cancels exactly if both
of them are D-branes. This can be seen explicitly by computing a one-loop open string diagram
corresponding to a cylinder (see, e.g., [2]). An anti D-brane carries the opposite RR charge as a
D-brane and so there is a net attractive force between them.

• This gives rise to an interesting phenomenon which is essentially (but not quite) the inverse
Higgs effects. Open strings with both endpoints on one brane give rise to the U(1) gauge field
for that brane. In the presence of a second brane, besides having the second U(1) there are
now pairs of strings with endponts on each of the two branes. These correspond to massive
states with mass proportional to the separation of the branes. We may identify one string with
a particle like W+ (of the Standard Model) and the string with opposite orientation with W−.
The important point is that when both branes overlap these particles become massless and
enhance the U(1) × U(1) symmetry to the full U(2) symmetry. This is then the way to obtain
non-Abelian supersymmetric theories on the branes. The bi-fundamental matter fields are also
enhanced to adjoints.

• There are additional properties of D-branes which are useful for model building and we will
discuss them along the way. (Other properties are given in the appendix for completeness).

3.2 D-branes and Chirality

However, the D-brane configurations we have considered so far are too simple to incorporate chirality, a
key property of the Standard Model. This is because of the large amount of supersymmetry preserved
by the D-brane configurations considered. In flat space, a D-brane preserve N = 4 supersymmetry
since D3-branes are 1/2 BPS. However, changing the compactification space from a torus to an orbifold
or a Calabi-Yau does not improve the situation since this is a local issue at the location of the brane.

To make this point more precise, consider a D3-brane sitting at a point P in the extra dimensional
space M6, with background fluxes. The background fluxes can in principle break the supersymmetry
to N = 1 or N = 0 so chirality is possible. However, one can continuously deform M6 and dilute the
fluxes to reach again flat space. Along this deformation, the gauge group does not change, so gauge
protected quantities, like the number of chiral families should not change. Therefore, the spectrum
in the original configuration is non-chiral. (A more stringy argument goes as follows. At P , we see
flat space and constant fluxes. Around P , we start seeing deviations from flat space and non-constant
fluxes. From the D3-brane point of view, this comes from closed strings running in loops, etc. So,
we have the initial D3-brane theory together with perturbative corrections. If the initial theory is
non-chiral, so will be the final theory.)

In general, an open string with both ends on a stack of N D-branes tansforms in the adjoint
representation of U(N), hence the theory is non-chiral. Let us consider instead a stack of ND3 D3-
branes and ND7 D7-branes. If we place them on top of each other, we have

U(ND3)× U(ND7) (170)

gauge groups and matter in the representations:

m(ND3, ND7) +m′(ND3, ND7) (171)

where m, m′ are multiplicities. But since we can separate them by a distance � the strings between
D3 and D7 will have a minimal mass of �/α′. Hence m = m′ and the theory is non-chiral.
How could one obtain chirality? Four dimensional chirality is a violation of four-dimensional parity.

In string theory, the chirality in 4D is correlated with the chirality in the 6 extra dimensions. Hence
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Figure 79: An orbifold identifies points in space under a discrete symmetry

Figure 80: Intersecting branes

to achieve 4D chirality, the D-brane configuration must violate 6D parity. The D-brane configurations
we consided so far are too simple to introduce a preferred orientation in 6D.

This observation also suggests how one can construct D-brane configurations which admit 4D chiral
fermions. The requirement is that the configuration introduces a preferred orientation in the 6 trans-
verse dimensions. There are several ways to achieve this. These seemingly different strategies are in
fact related.

1. D-branes at singularities: We can consider placing D-branes in spaces that are not smooth.
Chirality can arise if the D-branes are sitting at a singularity. A simple example is to consider
a stack of D3-branes sitting at an orbifold singularity. An orbifold is a discrete identification of
space and this defines a preferred orientation.

2. Intersecting branes: We can also consider pairs of D-branes that cannot be separated from
one another. Intersecting D-branes lead to chiral fermions in the sector of open strings stretched
between different kinds of D-branes. (Again, the angle between one stack of branes with respect
to another defines a preferred orientation).

3. Magnetized D-branes: Finally, chirality also arises when we turn on a non-trivial field strength
background for the worldvolume U(1) gauge fields. The magnetic fields introduce a preferred
orientation in the internal dimensions through the wedge product F ∧F ∧F as the volume form.

We will discuss these three methods in this particular order. The main point we will try to make
is that these constructions are “modular” in the sense that we can locally obtain the Standard Model
witout having to know all the details of the compactification. This is of great importance because we
can follow a bottom-up approach instead of looking at random compactifications that could give rise
to the Standard Model.

We will present this bottom-up approach for building realistic models. Most of the important details
of the model, such as the gauge group, chiraliy, number of chiral families, etc, will depend only on the
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Figure 81: Magnetized D-branes

structure of the singularities that the branes sit at or the way the branes intersect. This can happen
in all sorts of spaces and therefore we can keep the main properties whether we are talking about a
complicated Calabi-Yau space or a simple toroidal orbifold compactification. This makes the models
constructed more robust. This is the main practical advantage of D-brane model building over the
heterotic string.

Before we go on, let me point out that these methods of obtaining chirality are in fact related by
dualities. The simplest way to see this is to note that turning on a gauge bundle on the worldvolume
of D-branes induces lower-dimensional D-brane charges. For example, one can think of a Dp brane
with n units of magnetic flux on a torus:

as a bound state of a Dp brane and n Dp−2 brane. Now there is a remarkable symmetry of string
theory known as T-duality:

R → α′/R (172)

which maps a universe of enormous universe to a universe which is incredibly small in size. Here
α′ = 1/�s where �s is the string length. This symmetry has the effect of exchanging the momentum
and winding states. The mass spectrum of string theory is therefore the same under this large ↔
small radius interchange. However, the dimension of D-branes changes: A Dp brane with its world-
volume extended along the T-dual direction will become a Dp−1 brane whereas a Dp brane with its
worldvolume transverse to the T-dual direction will become a Dp+1 brane. Now let’s T-dualize along
one direction:

The Dp and the Dp−2 branes both turn into a Dp−1 brane but they orient along different directions.
Thus branes with magnetic fluxes become branes at angles. Likewise, we will see later that the D3-
branes at singularities which give rise to chiral fermions, known as fractional branes, can be thought
of higher dimensional branes wrapping around a collapsed cycle with some gauge bundle on them.

So, why do we discuss these approaches separately if the setups are dual to one another? It turns
out that in some situations, one side of the duality is simplier than the other. Furthermore, we will in
the last lecture consider D-brane models with fluxes. Under duality, the background flux turns into a
non-trivial metric background and the two descriptions are no longer equivalent at least in this simple
form. So it is useful to have an intuition about each of these approaches independently.
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Figure 82: Intersecting branes and magnetized D-branes are related by T-duality

Figure 83: A T 2/Z2 orbifold

4 D-branes at Singularities

First, let us discuss how one can construct chiral models from D-branes at singularities. We will begin
with a quick review of orbifolds.

• A manifold M6 is by definition locally like R6, but string theory is defined even on manifolds
that are not smooth. The extra dimensions can contain singularities, like orbifold or conifold
singularities.

• Orbifolds are spaces that locally look like R6 or R6/Γ where Γ is a discrete subgroup of SO(6),
the rotation group of the 6 extra dimensional space.

• Although the gravity background is singular, strings are well-behaved at orbifold singularities.
This has been shown in the classic papers [23, 24] for closed strings and [25] for open strings.

• What is an orbifold? Consider a simple case T 2/Z2. The Z2 orbifold symmetry acts on the
two-dimensional torus as follows:

θ : (x1, x2) → (−x1,−x2) (173)

There are 4 fixed points: (0, 0), (1/2, 0), (0, 1/2), (1/2, 1/2) (if we normalize the radii of T 2 to 1).

Locally, the singularity looks like a cone and globally the T 2/Z2 orbifold is a tetrahedral (or
ravioli) as show in Figure 84.

• Let’s look at a slightly more non-trivial example: T 2/Z3. The discrete Z3 orbifold symmetry
acts on the complex coordinates z = x1 + ix2 of the torus as follows:

θ : z → αz where α = e2πi/3 (174)

There are three fixed points as shown in the Figure 85.

Note that vectors undergo a non-trivial rotation when transported along a closed curve around
the singularity (local holonomy).
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Figure 84: A T 2/Z2 orbifold is a tetrahedral.

Figure 85: A Z3 orbifold

• In general, we can consider a local singularity of the form C3/Γ where Γ = ZN . The discrete
symmetry ZN acts on the complex coordinates of C3 as follows:

θ : (z1, z2, z3) → (α�1z1, α
�2z2, α

�3z3) (175)

where α = e2πi/N , �i ∈ Z such that θN = 1.

• One can check that if θ is a matrix of determinant 1:

θ ∈ SU(3) ⇔ �1 ± �2 ± �3 = 0 (mod N) (176)

for some choices of sign, then

Γ ⊂ SU(3) ⊂ SO(6) , SUSY is preserved (177)

If this condition is not satisfied, then we find closed tachyons in the closed string spectrum. For
concreteness, we will take the choice of signs, �1 + �2 + �3 = 0 (mod N).

• Furthermore, only if we require: ∑
i

�i = even (178)

do we have fermions in the spectrum. In more technical terms, the orbifold is called a spin
manifold.

• The orbifold action has the following effects on closed strings. It projects out states that are not
invariant under the twist, reducing the number of states in the spectrum. It also increases the
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(a) An untwisted sector state (b) A twisted sector state.

Figure 86: Untwisted & twisted sectors of a Z3 orbifold (figure from Ref. [26].)

number of states in another way since it now includes the so called “twisted sector”. An open
string around a fixed point with its two endpoints lying at points which are identified under
the orbifold is not included in the spectrum of states in the unorbifolded space but it is a valid
closed string in the orbifold. In other words, there are two sectors:

– Untwisted sector: strings closed on C3

– Twisted sector: strings not closed on C3 but closed on C3/Γ (confined to the singularity)

• Closed strings are not charged under the D-brane gauge group and so they will not give us
the Standard Model particles. We will not analyze their spectrum. However, the closed string
spectrum determines the types and number of moduli fields we have. They will be important
later on when we discuss moduli stabilization.

• The open string spectrum is our main concern for particle physics model building. We know
how to quantize open strings exactly to all orders in α′ in these backgrounds. We will however
discuss only the massless spectrum.

• If we are away from the singularity, things work as in flat space. The branes are arranged in a
ZN invariant fashion. They are identified and the open string spectrum is that of U(N) N = 4
SYM (plus α′ corrections).

• If the branes sit on the singularity, we have an “orbifolded” gauge theory. The spectrum is given
by the open strings that are well defined at the singularity. This means open strings invariant
under the action of θ.

• The orbifold twist θ has two actions

– θ ∈ SO(6): R-symmetry group of D = 4, N = 4 SYM.

– θ ∈ U(N): “permutes” the D-brane positions.

The action of θ on the U(N) gauge degrees of freedom is then given by an N × N matrix Γθ.
We will elaborate on this shortly.

4.1 Explicit Examples

We now see explicitly how the spectrum of D-branes at a ZN singularity, like the fixed points of
orbifolds, become chiral. As discussed before, the spectrum is determined by the local properties so
for simplicity, let us consider a D3-brane in flat 10D space with the six extra dimensions modded out
by a ZN twist θ. (There are too many N in this business! Here, we refer to N for the order of the
twist, n for the number of overlapping D-branes, and N for the number of supersymmetries).
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(a) An untwisted sector state (b) A twisted sector state.

Figure 86: Untwisted & twisted sectors of a Z3 orbifold (figure from Ref. [26].)
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If we have a stack of n D-branes, the original gauge group is U(n). The gauge degrees of freedom
are represented by the Chan-Paton matrices λi

j , i, j = 1, . . . , n, associated to the endpoints of the
open strings and which belongs to the adjoint of U(n). The action of the orbifold twist on the gauge
degrees of freedom are given by:

λ → ΓθλΓ
−1
θ (179)

where Γθ is of order N and can be diagonalized to take the simple form:

Γθ =




In0

αIn1

α2In2

·
·

αN−1InN−1




(180)

Here Ink
is the identity matrix in nk dimensions and the integers nk satisfy the constraint

∑
k nk = n.

(i.e., n D-branes are split into groups of nk’s).
Let us now see how the original N = 4 vector multiplet transforms under the action of the twist

defined by θ and Γθ. We can write the N = 4 multiplet in terms of the N = 1 multiplets:

• Vector Multiplet: V ≡ (Aµ, λ)

• Chiral Multiplets: Φa ≡ (φa, ψa), a = 1, 2, 3 (a labels the 3 complex extra dimensions)

Therefore Φa which has an a index feels both the action of θ and Γθ where V feels only the action
through Γθ.
Remember that we have to keep only the states that are invariant under the twist. This means that

V = ΓθV Γ−1
θ . This breaks the gauge group to:

U(n) → U(n0)× U(n1)× · · · × U(nN−1) (181)

with the number of factors equal to the order of the twist N . This means that if we want three gauge
factors, we should have a Z3 twist and so on.
The surviving chiral superfields satisfy Φa = α�aΓθΦaΓ

−1
θ . The first factor being the action of

θ. Therefore remembering that λ carries adjoint indices (which are composed of fundamentals and
anti-fundamentals) we can easily see that the remaining matter fields transform as:

3∑
a=1

N−1∑
i=0

(ni,ni+�a) (182)

Here the sum over i is understood to be mod N , and ni means the fundamental of U(ni).
This is a typical spectrum in this class of models. The matter fields tend to come in bi-fundamentals

of the product of gauge groups. These can be arranged into “quiver” diagrams (see figure). These
diagrams are made out of one node per group factor, i.e., the i-th node corresponding to the gauge
group U(ni). There are also arrows joining the nodes. An arrow going from the i-th to the j-node
correspond to a chiral field the representation (ni, nj) (note the orientation). A closed triangle of
arrow would indicate the existence of a gauge invariant cubic superpotetial for those fields.

A D3-brane in a quiver node is called a “fractional” D3-brane, and it cannot be taken away from
the singularity. This is why two fractional D3-branes in different nodes can host a chiral fermion.
Besides putting D-branes at a C2/ZN singularity, one can also consider other types of singularities
such as the conifold.

From the generic chiral spectrum in eqn. (182), we can extract a very simple but powerful conclusion:
Only for Z3 will we get the chiral matter spectrum in three identical copies or families. The reason
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Figure 87: The Z3 quiver

is that only for that case we have �1 = �2 = �3 mod N , since �1 = �2 = 1 and �3 = −2 = 1 mod 3.
Other twists given by (1/N, 1/N,−2/N) will give rise to two families. Therefore three is not only the
maximum number of families for this class of models but is obtained only for one twist, the Z3 twist.
This is a rather remarkable result.

If we want to have the Standard Model we can consider n0 = 3, n1 = 2, n2 = 1 to get the gauge
group U(3)× U(2)× U(1). The spectrum will then be:

3×
[
(3,2) + (1,2) + (3,1)

]
(183)

where we have suppressed the U(1) quantum numbers. This gives the 3 families of left-handed quarks,
right-handed up quarks, and leptons, just as in the Standard Model. However, we can easily see that
we are missing at least the right-handed down quarks. Actually, the spectrum as it is, is anomalous.
What happens from the string theory point of view is that there are uncancelled tadpoles for twisted
sector fields. We will take care of this shortly and construct models that are fully consistent, but until
then we can explore some general properties of the model as it stands now.

First, there are actually three U(1)’s. Only one combination of them is anomaly free and it is
defined in general (for any N) by:

QY = −
(
1

3
Q3 +

1

2
Q2 +

N−2∑
s=1

Q
(s)
i

)
(184)

In a general orbifold all other N − 1 additional U(1) factors are anomalous and therefore massive due
to a version of the Green-Schwarz mechanism. The Green-Schwarz mechanism is the cancellation of
one-loop diagrams by tree-level diagrams due to the exchange of p-forms. We will discuss the Green-
Schwarz mechanism in more detail later. For now, we can quickly check that this U(1) does correspond
to the hypercharge, as expected since hypercharge is essentially the only non-anomalous U(1) with
the spectrum of the Standard Model. For instance, fields transforming in the (3,2) representation
have QY charge −1

3 + 1
2 = 1

6 as correspond to left-handed quarks. Fields transforming in the (3,1)

(which necessarily have charge −1 under one of the Q
(s)
1 generators) have a QY charge −1

3 + 1 = −2
3 ,

as corresponds to right-handed U quarks, etc.
It is worth noticing that the normalization of this hypercharge U(1) depends on the order of the

twist N . In fact, by normalizing U(n) generators such that Tr2a = 1
2 , the normalization of the Y

generator is fixed to be
k1 = 5/3 + 2(N − 2) (185)

This amounts to a dependence on N in the Weinberg angle, namely

sin2 θW =
g21

g21 + g22
=

1

k1 + 1
=

3

6N − 4
(186)

Thus the weak angle decreases as N increases. Notice that the SU(5) result 3/8 is only obtained for
a Z2 singularity. However in that case the D3-brane spectrum is necessarily vector-like and hence
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Figure 88: A bottom-up construction of the MSSM

one cannot reproduce the Standard Model spectrum. For the interesting case for us, N = 3, we find
sin2 θW = 3/14.
Now, back to the uncancelled tadpoles. To cancel these tadpoles at the singlarity it is necessary

to have not only the D3-branes but also D7-branes. There are three types of D7-branes that can be
introduced depending on which 2 of the 3 complex dimensions they contain. The consistency condition
(tadpole cancellation) can be written as

TrΓθ,73 − TrΓθ,71 − TrΓθ,72 + 3TrΓθ,3 = 0 (187)

This condition can be obtained by analyzing one-loop open string diagrams with boundaries on various
combinations of D3 and D7-branes. More intuitively, we can understand this condition as equivalent
to non-Abelian anomaly cancellation in the effective field theory (since 3− 7 strings introduce chiral
matter fields charged under the D3-brane gauge groups). Notice that without the D7-branes we could
not have the Standard Model on the D3-brane. Nevertheless, the choice n0 = n1 = n2 = 3 gives an
anomaly free spectrum even without introducing D7-branes, and so the trinification model with gauge
group U(3)3 can be realized.
The D7-branes will have extra gauge groups and matter fields living on the D7-brane which can be

obtained in a similar way, with a matrix Γθ,7i (with i = 1, 2, 3 labeling different D7-branes) acting
on the gauge degrees of freedom of the D7-branes. There are also massless matter fields living at
the intersection of the D7 and D3-branes, corresponding to open strings with one endpoint on the
D3-branes and the other on the D7-branes. This will complete the spectrum of the Standard Model
and render the model anomaly free at the singularity. The D7-brane gauge couplings depend on the
volumes of the wrapped cycles. If the volumes are large, the D7 gauge groups act essentially as global
symmetries. We can picture the Standard Model realized on the D3-D7 system as follows:

As an illustration, a particular example of configuration of D3 and D7 branes and the resulting
spectrum is given in the following table:

A similar model can be constructed choosing n0 = 3, n1 = 2, and n2 = 2 with

Γθ = diag
(
I3, αI2, α

2I2
)

(188)

giving rise to a left-right symmetric model with gauge group:

U(3)× U(2)L × U(2)R (189)

and three families of chiral matter:

3×
[
(3,2,1) + (3,1,2) + (1,2,2) + (1,2,1) + (1,1,2)

]
(190)
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Matter fields Q3 Q2 Q1 Qur
1

Qur
2

Y

33 sector

3(3, 2) 1 -1 0 0 0 1/6

3(3̄, 1) -1 0 1 0 0 -2/3

3(1, 2) 0 1 -1 0 0 1/2

37r sector

(3, 1) 1 0 0 -1 0 -1/3

(3̄, 1; 2′) -1 0 0 0 1 1/3

(1, 2; 2′) 0 1 0 0 -1 -1/2

(1, 1; 1′) 0 0 -1 1 0 1

7r7r sector

3(1; 2)′ 0 0 0 1 -1 0

Table 22: Spectrum of SU(3) × SU(2) × U(1) model. We present the quantum numbers under the U(1)9

groups. The first three U(1)’s come from the D3-brane sector. The next two come from the D7r-brane sectors,
written as a single column with the understanding that e.g. fields in the 37r sector are charged under the U(1)
in the 7r7r sector.

where we suppressed the U(1) charges above. Again, B − L is the only anomaly free U(1), the other
U(1)’s acquire a mass by the Green-Schwarz mechanism.

It is important to emphasize that this is not the full story for these models. Remember that we
are building them step by step from a bottom-up approach. There are further issues involved in
constructing compact models. So far we have concentrated only on a singularity in flat space modded
out by the action of ZN . If we compactify the extra dimensions, the total RR charge of the D7-branes
has to cancel, since there is no place for the RR flux to escape in the compact space (think of an
analogous problem of an electric charge in electromagnetism). This will force us to add objects with
negative RR charges like anti D7-branes or orientifold planes. For stability reasons, the anti D7-branes
have to be separated from the D7-branes or else they will annihilate. They can be placed at different
orbifold fixed points, for instance. Orientifolds are stringy objects that we will introduce in the next
lecture.

An anti D7-brane breaks supersymmetry since it preserves the half of the supersymmetry that the
D-brane breaks. Therefore if both are present, the full supersymmetry is broken. If the anti-branes are
trapped at different fixed points, then only bulk fields can mediate the breaking of supersymmetry to
the observable brane. This is a realization of the gravity mediated SUSY breaking scenario. In order
to obtain a realistic spectrum of supersmmetric particles, the scale of SUSY breaking (string scale in
this model) is typically the intermediate scale MI ∼ 1011 GeV. The LR model mentioned earlier is
particularly interesting in this regard since the unification scale is also close to MI . Therefore, one
might realize gauge unification at the string scale and low energy supersymmetry breaking solving the
hierarchy problem. (The intermediate scale MI is also motivated from axion physics).

Finally, let us emphasize again the flexibility of this bottom-up approach in model building. Our
discussions can be generalized to F-theory since the D3-brane gauge and matter content depends
only on the local geometry. However, F-theory allows for more general D7-brane configurations, e.g.,
it allows D7-branes carrying both “electric” and “magnetic” charges to coexist in the model (more
precisely, they are the so called (p, q) 7-branes). Furthermore, singularities beyond the simplest ZN

singularities discussed here have been considered in Ref. [27]. These include non-Abelian twists, orien-
tifold singularities, and conifold singularities. For the case of non-Abelian singularities, an interesting
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Figure 89: A building block of the Standard Model

model was proposed in [28] (see also [29]). There, a singularity of the type C3/G with G = ∆27 was
considered. The group G = ∆27 is one of the non-Abelian discrete subgroups of SU(3) and thus
preserves SUSY on the D3-brane, like in the ZN cases. The ∆27 group is actually one of the ∆3n2

series whose action on C3 is given by:

e1 : (z1, z2, z3) → (ωnz1, ω
−1
n z2, z3) (191)

e2 : (z1, z2, z3) → (z1, ωnz2, ω
−1
n z3)

e3 : (z1, z2, z3) → (z3, z1, z2)

One of the interesting properties of this model is that there is no need to introduce D7-branes to
cancel the local tadpoles. The gauge group on the D3-branes is U(3)2 × U(1)9 which can further be
broken to the Standard Model with three families (due partly to the Z3 subgroup of ∆27).

5 Intersecting Branes

Another mechanism to obtain D = 4 chiral fermions is to consider intersection of branes. Before
we discuss all the details and subtleties, let’s begin with the overall picture. We know by now that
an open string carries indices in the adjoint representation of U(n). The adjoint can be seen as the
product of fundamental and anti-fundamental representation, therefore one end of the open string
transform as the fundamental and the other as the anti-fundamental. When the two endpoints of the
open string lie on the same stack of branes, we have particles like the gauge bosons in the adjoint.
But when they lie on different stacks of branes it gives rise to bi-fundamentals. This is what happens
at the intersections of two branes. The states corresponding to open strings ending on each of the two
branes correspond to bi-fundamentals that can naturally lead to a chiral spectrum.

A way to obtain the Standard Model group and spectrum is to intersect several stacks of branes.
One stack of three correspond to the strong interactions, it can intersect with a stack of two D-
branes corresponding to SU(2)L. At the intersection, we have then the quark doublets. At a different
intersection point the stack of two D-branes will intersect with one brane carrying U(1) and the leptons
will be at the intersection and so on. As it turns out, we need to introduce minimally four stacks of
branes to fully account for the quantum number of all the Standard Model particles. Pictorially, the
building block looks something like this:

The four stacks of branes are named the baryonic branes, the left brane, the right brane, and the
leptonic brane for obvious reasons.

If this is all it takes to construct the Standard Model from intersecting branes, this lecture will be
very short. As you will see, there are further string theory constraints both in constructing a “local
model” and in embedding this setup in a compact setting. The purpose of this lecture is to discuss
these subtleties.
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Figure 90: The local geometry of intersecting branes

5.1 Local Geometry and Spectrum

The basic configuration of intersecting D-brane models leading to 4D chiral fermions involve two stacks
of D6-branes, each spanning our 4D space and three additional real dimensions.

The local geometry is fully specified by the angles of rotations between the branes, which can be
depicted as follows:

As we discussed, chiral fermions in bi-fundamental representations are localized at the intersection of
the brane worldvolumes, which is our usual 4D space. The appearance of chirality can be understood
from the fact that the geometry of the two D-branes introduces a preferred orientation in the 6D
space. We can see this by considering the relative rotation of the second D6-brane with respect to the
first. This also explains why we consider configuration of D6-branes (and not other types of branes,
like D4 and D5, etc). D6-branes are the only type of branes that intersect at a point and so the chiral
fermions are confined in our four-dimensional space. They don’t intersect at a line or a surface for
instance, so one can define an orientation in the full 6D space.

The open string spectrum can also be obtained easily. In fact, one can quantize open strings in this
intersecting brane background and obtain the full string spectrum and not only the massless states
(see appendix) but we will skip over these details. As far as massless states go, the open strings ending
on the same stack of D-branes provide the U(N) gauge bosons, three real adjoint scalars and their
superpartners propagating over the 7D worldvolume of the D6-branes. The open strings stretching
between different kinds of branes lead to a 4D chiral fermion transforming in the bi-fundamental
representation and localized at the intersection. The chirality is encoded in the orientation defined by
the intersection.

This last point requires some elaboration. Notice that:
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D6-brane. Under a π rotation of any of these angles, a D6-brane becomes an D6-brane:

(θa1 , θ
a
2 , θ

a
3) → (θ1 + π, θa2 , θ

a
3) → (θa1 + π, θa2 + π, θ3) (193)

D6 D6 D6
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Figure 90: The local geometry of intersecting branes
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Figure 91: A non-chiral intersection of D-branes

• We can always choose −π ≤ θabi ≤ π. Then if θabi �= 0,±π,

�θab = −�θba (194)

and so
εab ≡ sign(θab1 θab2 θab3 ) = −εba (195)

is a well defined quantity.

• If some θabi = 0 or π, then εab is not well defined, but the system is non-chiral since one can
separate the branes, as shown in Figure 91. If they are separated by a length �, the minimal
mass is �/α′.

• If all θabi �= 0, π, then the intersection cannot be removed by deforming the D6-branes. Therefore,
there could be a chiral fermion at the intersection.

• It was shown by [30] that there is indeed an D = 4 chiral fermion, of chirality εab, at the
intersection, as well as some light scalars (also in bi-fundamental representation) whose masses
depend on the θabi ’s. In string units, their masses are given by

1

2π
(−θ1 + θ2 + θ3)

1

2π
(θ1 − θ2 + θ3)

1

2π
(θ1 + θ2 − θ3) 1− 1

2π
(−θ1 − θ2 − θ3) (196)

where for simplicity of notation, we drop the ab superscript. These light scalars can be massless,
massive or tachyonic depending on the angles between the branes. This point will become clear
after we analyze the SUSY preserved by the branes (see Section 5.3).

• Notice that:

– An open string from a to b has quantum number (Na, N b) and chirality εab.

– An open string from b to a has quantum number (Na, Nb) and chirality −εab.

They are anti-particles of one another and together gives the two fermionic degrees of freedom
corresponding to one chiral Weyl fermion from a 4D spacetime point of view.

5.2 Compactification

Although intersecting D6-branes provide a mechanism to obtain 4D chiral fermions, the gauge bosons
can propagate in the entire worldvolume of the D6-branes and so the gauge interactions remain 7D.
Likewise, the gravitational interactions remain 10D before compactification. So, let us introduce the
intersecting D-branes in a compact setting.

The general kind of configurations we will consider is string theory on a spacetime of the form
M4 ×X6 where X6 is compact.

The D6-branes are space-filling and wrap 3-cycles of the compact space. The new feature is that two
3-cycles in the compact space intersect several times, leading to replicated families of chiral fermions.
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Figure 92: Compactification and intersecting brane models

Figure 93: The intersection number is a topological quantity.

• Consider Na D6-branes on M4 ×Πa
3 and Nb D6-branes on M4 ×Πb

3, we have

– U(Na)× U(Nb) gauge group

– One chiral fermion in (Na, N b) representation at each intersection

since we have locally the setup of flat space.

• Now, different intersections may have different εab’s, so different chiralities. The gauge protected
quantity is the net number of chiral fermions (say left-handed):

(#Intersections with εab > 0)− (#Intersections with εab < 0) (197)

• The above is a topological quantity, known as the intersection number of two 3-cycles:

Iab = [Πa] · [Πb] (198)

• Iab is topological because it does not depend on the specific embedding of Πa, only on the topol-
ogy (more precisely, the homology class [Πa]). It does not change as we deform the background
geometry or the D-branes, as illustrated in Figure 93.

• The spectrum is thus:

– Gauge Group: ΠaU(Na)

– Left chiral Fermions:
∑

a,b Iab(Na, N b)

where in our convention, Iab < 0 means right-handed chiral fermions. The possibility of Iab �= 0, 1
gives rise to an interesting mechanism of family replication.
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Figure 94: Examples of 1-cycles wrapping T 2.

• How do we compute the intersection number? Given [Πa], consider its Poincare dual defined as
follows: ∫

Πa

ω =

∫

X6

ω ∧ αa , ∀ω (199)

The intersection number is given by

Iab =

∫

X6

αa ∧ αb (200)

• As an illustration, consider T 2 whose volume form is dvolT 2 = dx ∧ dy, then

[Πa] = na[a] +ma[b] → αa = nady −madx (201)

The intersection number is

Iab =

∫

T 2

(nady −madx) ∧ (nbdy −mbdx) = (namb − nbma) (202)

Thus, the cycles shown in Figure 94 have intersection number [(2, 1)] · [(0, 1)] = 2.

• Now, consider a 6D torus which is factorizable, X6 = T 2 × T 2 × T 2. We make a further
simplification by assuming that the three-cycle are also factorizable, i.e., they can be expressed
as products of 1-cycles on each T 2:

[Πa] = [(n1
a,m

1
a)]⊗ [(n2

a,m
2
a)]⊗ [(n3

a,m
3
a)] (203)

This is not the most general form of 3-cycles13. In this case, the intersection number can be
generalized from that for T 2 to:

Iab = [Πa]⊗ [Πb] =

3∏
i=1

(
ni
am

i
b −mi

an
i
b

)
(204)

The intersection number Iab is the intersection number in homology, and can be easly shown
using the intersection of the basic homology cycles

[ai] ◦ [bj ] = δij [ai] ◦ [ai] = [bi] ◦ [bj ] = 0 (205)

and linearity and antisymmetry of the intersection pairing.

• Let’s consider a few toroidal examples to check this formula and to illustrate the point that
chirality arises when the branes cannot be separated from one another. First consider the
following system:

13In fact, by brane recombination, one can start with two factorizable ones and construct a non-factorizable 3-cycle.
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Figure 95: A non-chiral intersection of branes.

Figure 96: A chiral intersection of branes.

If we T-dualize on along all the y directions, we obtain:

D6a → D3 (206)

D6b → D7 (207)

which is the non-chiral system previously considered. This is is consistent with θabi = 0.

• If we consider instead the system:

T-dualizing along all y directions give:

D6a → D3 (208)

D6b → D9

We see that this is a chiral system (as the intersection number Iab also shows) since we cannot
separate a D3-brane from a D9 (same for D5 and D7).

• What about the following system?

T-dializing along the y directions does not turn D6b into a pure D9, but rather a bound state of
D-branes with different dimensions due to the worldvolume fluxes (see previously discussed T 2

Figure 97: Another example of chiral intersection.
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example in Section 3). The intersection number has the interpretation of the index of a Dirac
operator:

indexQD =

∫

X6

ch(Fa) ∧ ch(−Fb) ∧ Â(R) (209)

where Q = (Na, N b) and ch (Fa) is the Chern character, and Â(R) is the A-roof genus. We will
not need details of this expression. It is given here for completeness.

• Summarizing, compactification has the effect of family replication. The number of chiral families
is topological:

– Type IIA: Take two D6-branes, add and subtract intersection points. Number of chiral
families is Iab =

∫
X6

αa ∧ αb.

– Type IIB: AD2p+1-brane and aD2p′+1-brane intersect on submanifold S2m ⊂ X6. Number

of chiral families is indexQD =
∫
S2m

ch(Fa) ∧ ch(−Fb) ∧ Â(R).

5.3 Supersymmetry for intersecting branes

Intersecting D6-branes provide a particular setup for the brane world scenario:

• Gravity propagates in 10D

• Gauge bosons propagate in 7D

• Chiral matter propagates in 4D

So, in principle, we can consider both high and low string scale scenarios. In the former case, SUSY
at the string scale helps to protect the Higgs mass from large radiative corrections. In the latter, one
can consider the possibility of breaking SUSY at the string scale.

Nevertheless, we will focus on N = 1 models whose effective theory is better understood. However,
most of our results will be applicable to the N = 0 case. SUSY models have the advantage that they
are free of tachyons and the brane configurations are stable.

So, let us analyze the conditions for the D6-brane configuration to preserved SUSY. D-branes
preserves 1/2 of the supersymmetries but two D-branes can a priori preserve a different SUSY.

Let R be the SO(6) rotation that takes the first D6-branes into the second. The condition that
some supersymmetry is preserved by the combined system is that there exists a 6D spinor which is
invariant under R. Such a spinor exists if and only if R belongs to an SU(3) subgroup of SO(6). The
reason is that the spinor of SO(6) which transform as a 4 decomposes under SU(3) as

4 = 3⊕ 1 (210)

and the singlet is invariant under SU(3) transformation. This condition can be more explicitly stated
(locally at the intersection) as

θ1 + θ2 + θ3 = 0 (mod 2π) (211)

Indeed, one can check that the open string spectrum computed before is Bose-Fermi degenerate in
such cases. In the generic case, there is no supersymmetry invariant under the two stacks of branes,
and the open string sector at the intersection is non-supersymmetric. The configuration is at least
N = 1 supersymmetric if the sum of the angles is zero. N = 2 supersymmetry arises if, in addition,
one of the angles also vanishes while N = 4 arises only for parallel stacks, i.e., θi = 0.
More generally, for a Calabi-Yau manifold, the three-cycles that the D6-branes can wrap while

preserving SUSY are the so-called special Lagrangian (sLag) cycles, which are defined as follows.
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Figure 98: D-brane recombination

On a Calabi-Yau manifold there exist a covariantly constant holomorphic three-form, Ω3, and a
Kähler 2-form J . Locally, the holomorphic 3-form Ω3 and the Kähler form J can be defined by

Ω3 = dz1 ∧ dz2 ∧ dz3, J = i

3∑
i=1

dzi ∧ dz̄i. (212)

A three-cycle πa is called Lagrangian if the restriction of the Kähler form on the cycle vanishes

J |πa = 0. (213)

If the three-cycle in addition is volume minimizing, which can be expressed as the property that the
imaginary part of the three-form Ω3 vanishes when restricted to the cycle,

�(eiϕa Ω3)|πa = 0, (214)

then the three-cycle is called a sLag cycle. The parameter ϕa is a constant depending only on the
homology class of πa and determines which N = 1 supersymmetry is preserved by the brane. Thus,
different branes with different values for ϕa preserve different N = 1 supersymmetries. One can show
that (214) implies that the volume of the three-cycle is given by

Vol(πa) =

∣∣∣∣
∫

πa

�(eiϕa Ω3).

∣∣∣∣ (215)

A shift of ϕa → ϕa + π corresponds to exchanging a D-brane by its anti-D-brane, where the D-
brane really satisfies (215) without taking the absolute value. Therefore a supersymmetric cycle πa
is calibrated with respect to �(eiϕaΩ3). To obtain a globally N = 1 supersymmetric intersecting
D-brane model all D6-branes have to wrap sLag three-cycles which are calibrated with respect to the
same three-form.

Exercise: Show that for a torus, the condition that πa is sLag reduces to the condition Eq. (211)
derived before.

As mentioned earlier, the light scalars at the intersection can be massless, massive or tachyonic.

• The massless case corresponds to a situation with some unbroken supersymmetry. The massless
scalar is a modulus whose vacuum expectation value parametrizes the possibility of recombining
the two intersecting D-branes into a single smooth one.

• The configuration with tachyonic scalars corresponds to situations where this recombination is
triggered dynamically, as a result of tachyon condensation at the intersection.

• The configuration where all light scalars have positive squared mass corresponds to a non-
supersymmetric configuration, which is nevertheless dynamically stable against recombination.
Namely, the recombined 3-cycle has a volume larger than the sum of the volumes of the inter-
secting 3-cycles.
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Figure 99: RR charges and Gauss’s Law

5.4 RR tadpole Cancellation

However, compactification also leads to new subtleties. This is because D-branes act as a source for
RR fields via the disk coupling: ∫

W p+1

Cp+1 (216)

In a compact space, the total RR charge must vanish as required by Gauss’s law.
The RR charges are characterized by the 3-cycles on which the branes are wrapped. Hence, the

sum of the homological cycles wrapped by all the branes must be topologically trivial.

[πtotal] =
∑
a

Na[πa] = 0 (217)

Equivalently, one can understand this constraint as the consistency requirement of the equations of
motion for the RR fields. Keeping only terms in the spacetime action which depend on the RR 7-form
C7, we have:

SC7 =

∫

M4×X6

H8 ∧ ∗H8 +
∑
a

Na

∫

M4×πa

C7

= −
∫

M4×X6

C7 × dH2 +
∑
a

Na

∫

M4×X6

C7 ∧ δ(πa) (218)

where H8 is the 8-form field strength, H2 its Hodge dual, and δ(πa) is a bump 3-form localized on the
3-cycle. The equation of motion reads:

dH2 =
∑
a

Naδ(πa) (219)

Integrating this equation gives the tadpole constraint Eq. (217) on the homology classes.

5.5 Anomaly Cancellation

Cancellation of RR tadpoles in the underlying string theory is important because it implies the can-
cellation of chiral anomalies in the four dimensional effective field theory. These anomalies include
the cubic non-Abelian anomalies, and mixed U(1) non-Abelian anomalies, and mixed gravitational
anomalies. Let’s discuss them one by one.

1. Cubic non-Abelian anomalies

The SU(Na)
3 anomaly is proportional to the number of fundamental minus anti-fundamental

representations of SU(N). Since the matter fields transform as bifundamentals, the cubic
anomaly it is proportional to the sum of the intersection number times the number of branes:

Aa =
∑
b

IabNb (220)
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Figure 100: The Green-Schwarz term

It is easy to check that this vanishes due to RR tadpole cancellation. By taking the intersection
of the tadpole condition with any 3-cycle, we find

0 = [πa] ◦
∑
b

Nb[πb] =
∑
b

NbIab (221)

as claimed. Note that the tadpole condition is slightly stronger than the absence of cubic
anomalies because it must hold even for N = 1, 2 where no cubic anomaly exists. As we will see,
this observation will turn out important in phenomenological model building.

2. Mixed anomalies

What about mixed U(1)a − SU(Nb)
2 anomalies? The usual field theory triangle diagram gives

a non-zero contribution, even after using the RR tadpole conditions:

Aab � NaIab (222)

However, in string theory there is an extra diagram known as the Green-Schwarz diagram, where
the U(1) gauge boson mixes with a 2-form which subsequently couples to two gauge bosons of
SU(N):

Exercise: Show that the following couplings arising in the KK reduction of the D6-brane
worldvolume action

Na

∫

D6a

C5 ∧ trFa,

∫

D6b

C3 ∧ trF 2
b (223)

give rise to the Green-Schwarz term which leads to a cancellation of the residual field theory
triangle anomalies.

Solutions: Introducing a basis of 3-cycles [Λk] and its dual [Λ�̃], we can define the KK reduced
4d fields

(B2)k =

∫

[Λk]
C5, φ�̃ =

∫

[Λ�̃]
C3 = −δk�̃ ∗4d (B2)k (224)

The KK reduced 4d couplings read

Naqak

∫

4d
(B2)ktrFa, qb�̃

∫

4d
φ�trF

2
b (225)

with qak = [πa] ◦ [Λk], and similarly for qb�̃. The total amplitude is proportional to

AGS
ab = −Na

∑
k

qakqb�δk�̃ = · · · −NaIab (226)

leading to cancellation between both kinds of contributions.

3. Mixed gravitational anomalies: It is left as an exercise to show that for toroidal models, the
mixed gravitational anomalies cancel automatically, without the Green-Schwarz contribution.
(Exercise) This is no longer true for orbifolds/orientifolds.
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Figure 100: The Green-Schwarz term
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Figure 101: B ∧ F coupling and massive U(1)

Figure 102: Electroweak symmetry breaking as brane recombination.

An important observation is that any U(1) gauge boson with B ∧ F coupling gets massive, with
mass roughly of the order of the string scale.

There can be several of them, and they are not necessarily anomalous. Such U(1)’s disappear as
gauge symmetries from the low energy effective theory, but remains as global symmetries, unbroken
in perturbation theory. In constructing D-brane Standard Model, we need to make sure that the
candidate for the hypercharge is not one of these massive U(1).

5.6 Phenomenological features

Before we construct more realistic examples, let us briefly mention some phenomenological features
we can extract from the toroidal examples studied so far. These features are natural in the general
setup of intersecting brane models and are not restricted only to toroidal models.

• Proton Stability: First of all, in these models, the proton is perturbatively stable. This
is because the U(1) within the U(3) plays the role of baryon number, and is preserved as a
global symmetry, unbroken in perturbation theory though it can be broken by non-perturbative
instanton effects. In some cases, the instanton effects breaking the Standard Model baryon
number is calculable, e.g., as a Euclidean D2-brane wrapped on 3-cycles.

• Gauge Unification: These models do not have a natural gauge coupling unification, even at
the string scale. Each gauge factor has a gauge coupling controlled by the volume of the wrapped
3-cycle. Gauge couplings are related to geometric volumes, hence the moduli controlling the sizes
of these volumes are constrained by experiments.

• Electroweak Symmetry Breaking: These exists a geometric interpretation for the sponta-
neous electroweak symmetry breaking. In explicit models, the Higgs particle arises from the
light scalar at the intersections, whose vev parametrizes the possibility of recombining two in-
tersecting branes into a single smooth one. In this process, the gauge symmetry is reduced,
corresponding to a Higgs mechanism in the effective field theory.

• Yukawa Couplings: There is a natural exponential hierarchy in the Yukawa couplings. Yukawa
couplings among the scalar Higgs and chiral fermions arise at tree level in the string coupling
from open string worldsheet instantons, namely from string worldsheet spanning the triangle
with vertices at the intersections and sides on the D-branes.
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Figure 103: Yukawa couplings arise from worldsheet instantons.

Figure 104: An orientifold 6-plane

Their values are exponentially suppressed by the area of the string worldsheet in string units.
Different families are located at different intersections, leading to an exponential hierarchy in
the Yukawa couplings between different families.

5.7 Orientifold Models

It turns out what we have introduced so far are not yet sufficient to construct a realistic model. We
need an extra element, known as the orientifold planes.

Orientifold is a play of the word orbifold. Unlike an orbifold which acts only on the target space,
an orientifold acts as on the worldsheet as well.

An orientifold projection flips the orientation of the worldsheet and reflects the coordinates. The
set of points fixed under the orientifold projection is called an orientifold plane.

So, why orientifolds? We have already seen that the total RR charge in a compact space must
vanish. So, we need objects with negative charge. In order to preserve SUSY, these objects must also
carry negative tension. We will see shortly that an orientifold plane has precisely these properties.
Another reason to consider orientifolds is that as it turns out, intersecting D-brane models without
orientifold planes are bounded to contain chiral exotics.

5.8 Properties of O6-planes

To see why this is the case, let us first review the properties of orientifold planes. To cancel the RR
charges of the D6-branes, we need objects of the same dimensionality and hence O6-planes. Again,
to start, consider the simplest case which is Type IIA string theory on 10d flat space and mod it out
by the so called orientifold action ΩR(−1)FL where Ω is the worldsheet parity symmetry: (σ, τ) →
(−σ, τ) which flips the orientation of the fundamental strings; R is a Z2 geometric action, acting
locally as (x5, x7, x9) → (−x5,−x7,−x9); finally (−1)FL is the left-moving worldsheet fermion number,
introduced for technical reasons. One can argue for this (−1)FL factor from T-duality (Exercise).

The subspace in spacetime, fixed under the geometric part R of the above action, is known as an
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Figure 105: An orientifold plane carries tension and RR-charge.

Figure 106: (a) One-loop open string amplitude in the presence of O-planes, (b) without O-planes.

orientifold 6-plane. It is a 7d plane defined by x5 = x7 = x9 = 0 and spanned by the remaining 7
coordinates. Physically, it corresponds to a region of spacetime where the orientation of a string can
flip. The description of string theory in the presence of orientifold planes is modified by the inclusion
of unoriented worldsheets, for instance with the topology of the Klein bottle.

Orientifold planes have some features similar to D-branes of the same dimension. For instance, an
Op plane carries tension and are charged under the RR (p+ 1) form Cp+1.

In fact, one can compute its tension and charge by comparing the one-loop open string diagrams
with and without the orientifold plane.

One finds that the charge of an O6-plane is −4 if the charge of a D6-brane is normalized to 1.
(Actually, there are O6-planes which carry positive RR charges but to avoid confusion, let’s ignore
this possibility in what follows). Furthermore, O6-planes preserve the same supersymmetry as a
D6-brane. This implies that there is a relation between the tension and the charge of an O-plane.

Hence, in a compact space, the cancellation of RR charges implies:

∑
a

Na[πa] +
∑
a

Na[πa′ ]− 4× [πO6] = 0 (227)

where [πa′ ] is the homology class of the 3-cycle wrapped by the image D6-branes. There are additional



154 New Trends in High Energy and QCD – IIP proceedings

discrete constraints arising from cancellation of Z2 valued K-theory charges. We will skip the discussion
of such constraints for now and come back to them later when we construct concrete models.

There are however important differences between O-planes and D-branes. The most important one
being that an orientifold plane has no worldvolume degrees of freedom since open strings are not stuck
on them. So, unlike D-branes, they are not dynamical objects 14.

Although we have been discussing flat space and toroidal models so far, more generally, an O6-plane
can be defined by the quotient Ωσ(−1)FL where σ is an isometric, antiholomorphic involution of X6,
and acts on the Kahler class J and the holomorphic 3-form Ω3 as:

σJ = −J σΩ3 = e2πiϕΩ3 (228)

with ϕ ∈ R. For ϕ = 0 in local coordinates, this can be thought of as complex conjugation. The
orientifold 6-plane is localized at the fixed point of σ which topologically is a three-cycle.

5.9 Open String Spectrum with O6-planes and D6-branes

To describe orientifold models, it is convenient to go to the covering space, and include the images of
D-branes under the orientifold action. The spectrum of open strings in the orientifold construction
can be obtained by simply computing the spectrum in the covering space, and then imposing the
identification implied by the orientifold action.

First, consider configurations with parallel D6-branes and O6-planes.

Figure 107: Parallel D6-branes and O6-planes: (a) on top of each other, (b) separated.

• If the D6-branes are on top of the O-plane, the orientifold action identifies the endpoints of the
string:

|ab >↔ ±|ba > (229)

This identification breaks the U(N) gauge group to SO or Sp depending on some subtle choices
of sign.

14In F-theory, which can be thought of as Type IIB orientifold compactification with varying dilaton, an orientifold
planes can be interpreted as a bound state of mutually non-local 7-branes and so O-planes are dynamical in such a limit.
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• If the D6-branes are parallel but separated from the O-plane, the orientifold action maps a
stack of D6-branes to its image. The two U(N) factors are identified, only a linear combination
survives. This agrees with the intuition that massless modes on D-branes are not sensitive to
distant objects, hence the N D6-branes in the quotient do not notice, at the level of the massless
spectrum, the distant O6-planes.

An important observation is that due to the orientation reversal, an open string starting on a
stack of D6-branes is mapped to an open string ending on the image stack. This implies that
a fundamental representation is mapped to an anti-fundamental representation and vice versa.
This fact will be important later on.

Figure 108: An O-plane reverses the orientation of an open string.

Now, consider situations with intersecting branes (and their images) in the presence of O-planes.
There are several cases to consider (illustrated in Figures 109 and 110):

• If two stacks of D6-branes, labeled a and b, are intersecting away fom the O-plane, the orientifold
action simply maps these two stacks of branes to their images. After the identification,we are
left with a U(N)×U(M) gauge group and a chiral fermion in the bi-fundamental representation.

• Consider now the intersection of D-branes in the a-stack with the orientifold image of the b-
stack, the only difference is that the chiral fermion transform in the fundamental representations
of both gauge groups.

• Finally, we can consider a stack of D-branes intersecting with its own image either on top of the
O-plane or away from it. The open strings ending on the D6-branes and their images transform
in the symmetric or antisymmetric representations of U(N). If the intersection is right on top
of the orientifold plane, only the antisymmetric representation survives. If the intersection is
away from the O-plane, the orientifold action simply maps these two sets of symmetric plus
anti-symmetric representations to each other.

To summarize, this is the chiral spectrum of an orientifold model.
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Figure 109: Intersection of different D6-planes in the presence of an O6-plane.

Figure 110: Intersection of a D6-plane and its image in the presence of an O6-plane.

We will see later that the same chiral spectrum applies to more general backgrounds such as orbifolds
and even Calabi-Yau manifolds, provided that we interpret these homology cycles correctly.

There is one more subtlety, involving orientfold planes, when we compactified the theory. The Z2

involution σ may only be a discrete symmetry for certain choices of the moduli. For example, σ=
complex conjugate is a Z2 involution on a torus only for two choices of complex structure moduli: a
rectangular torus or a specifically “tilted” torus:
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Figure 109: Intersection of different D6-planes in the presence of an O6-plane.

Figure 110: Intersection of a D6-plane and its image in the presence of an O6-plane.

We will see later that the same chiral spectrum applies to more general backgrounds such as orbifolds
and even Calabi-Yau manifolds, provided that we interpret these homology cycles correctly.

There is one more subtlety, involving orientfold planes, when we compactified the theory. The Z2

involution σ may only be a discrete symmetry for certain choices of the moduli. For example, σ=
complex conjugate is a Z2 involution on a torus only for two choices of complex structure moduli: a
rectangular torus or a specifically “tilted” torus:
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The basic homology cycles of the tilted torus can be expressed in terms of the untilted ones:

[a′] = [a] +
1

2
[b] [b′] = [b] (230)

The orientifold image of a D-brane is again given by the reflection along the O-plane.

5.10 Getting just the Standard Model

In addition to their importance in canceling the D-brane charges, there is in fact a general argument
which shows that in the absence of O-planes, D-brane models necessarily contain SU(2) chiral exotics.
To see this, first notice that without the O-planes, the electroweak SU(2) must belong to a U(2) factor
of the gauge group. An important point emphasized earlier is that the tadpole condition implies that
the number of fundamentals and anti-fundamentals must be equal, even for U(2) (where the 2 and the
2 are distinguished by their U(1) charge). Now, since there are 3 families and the left-handed quarks
transform as (3, 2), they contribute altogether 9 anti-fundamentals of SU(2). The complete spectrum
must necessarily contain 9 fundamentals, three of which may be interpreted as left-handed leptons;
the remaining six doublets are however exotic chiral fermions, beyond the spectrum of the SM.

There are two ways to avoid these exotics, both involving orientifolds.

The U(2) case

One possibility is to exploit the fact there are two kinds of bi-fundamental fields in an orientifold
model, namely, (Na, N b) and (Na, Nb). Consider realizing the three families of left-handed quarks as
a combination of (3, 2) + 2(3, 2). The number of SU(2) doublets needed to cancel the tadpoles is 3
which is precisely number of left-handed leptons.

Exercise: Consider four stacks of branes denoted a, b, c, d (and their images), giving rise to a
gauge group U(3)a × U(2)b × U(1)c × U(1)d. If the intersection numbers between the corresponding
3-cycles are given by:

Iab = 1 Iab′ = 2 Iac = −3 Iac′ = −3

Ibd = 0 Ibd′ = −3 Icd = −3 Icd′ = 3 (231)

Show that the chiral spectrum has the non-Abelian quantum numbers of the Standard Model (plus
three right-handed neutrinos). In order to reproduce exactly the Standard Model one also needs to
require that the linear combination of U(1)’s

QY =
1

6
Qa −

1

2
Qc +

1

2
Qd (232)

to be massless.
However, several comments are in order. It is important to emphasize that at this level, we have not

constructed any explicit model. In particular, we have only presented a set of intersection numbers.
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We haven’t shown that there exist cycles on which the D-branes wrapped which lead to the given
intersection numbers. Moreover, even if we manage to do so, the intersection numbers only define
a local model. We still need to introduce additional hidden sector branes to cancel the tadpoles in
constructing compact models. On the other hand, the intersection numbers are not restricted to
toroidal models. In fact, it was shown that such topological data can indeed arise in more general
approach such as Calabi-Yau orientifolds and Gepner constructions.

The USp(2) Case

Another way to avoid the SU(2) exotics is to make use of the fact that D6-branes in the presence
of orientifold planes can give rise to symplectic groups. For symplectic groups, all representations
are real, and RR tadpole conditions do not impose any constraint on the number of doublets. Since
USp(2) ≡ SU(2), it is possible to realize the electroweak SU(2) as a symplectic group, and thus
circumvent the constraints on the number of doublets.

Again, as an exercise, you can show that the following set of branes with gauge groups U(3)a ×
USp(2)b × U(1)c × U(1)d and intersection numbers

Iab = 3 Iab′ = 3 Iac = −3 Iac′ = −3

Idb = 3 Idb′ = 3 Idc = −3 Idc′ = 3 Ibc = −1 Ibc′ = 1

(233)

give rise to the chiral spectrum of the Standard Model. The U(1) that needs to be massless in order
to reproduce the Standard Model hypercharge is

QY =
1

6
Qa −

1

2
Qc −

1

2
Qd (234)

In fact, explicit models with D6-branes on 3-cycles and these intersection numbers have been con-
structed. We will discuss some examples later.

5.11 Supersymmetric models

Let us try to embed these D-brane configurations into a supersymmetric setup. We are interested in
chiral models, which can arise in theories with N = 1 or less supersymmetry. The simplest way of
reducing the supersymmetry to N = 1 is via orbifolding. For example, the Z2 × Z2 orbifold whose
generators acts on the three complex compactified coordinates as follows:

θ : (z1, z2, z3) → (−z1,−z2, z3)

ω : (z1, z2, z3) → (z1,−z2,−z3) (235)

preserves N = 1 supersymmetry. Recall the orientifold projection introduced earlier:

ΩR(−1)FL (236)

Orbifolding introduces 3 new types of orientifold planes: ΩRθ(−1)FL , ΩRω(−1)FL , and ΩRθω(−1)FL .
Hence, there are 4 kinds of O-planes, associated to the worldsheet parity couples with four different
types of spatial reflection. The O6-planes are invariant under the Z2 involution, so we can depicted
them as follows:



158 New Trends in High Energy and QCD – IIP proceedings

We haven’t shown that there exist cycles on which the D-branes wrapped which lead to the given
intersection numbers. Moreover, even if we manage to do so, the intersection numbers only define
a local model. We still need to introduce additional hidden sector branes to cancel the tadpoles in
constructing compact models. On the other hand, the intersection numbers are not restricted to
toroidal models. In fact, it was shown that such topological data can indeed arise in more general
approach such as Calabi-Yau orientifolds and Gepner constructions.

The USp(2) Case

Another way to avoid the SU(2) exotics is to make use of the fact that D6-branes in the presence
of orientifold planes can give rise to symplectic groups. For symplectic groups, all representations
are real, and RR tadpole conditions do not impose any constraint on the number of doublets. Since
USp(2) ≡ SU(2), it is possible to realize the electroweak SU(2) as a symplectic group, and thus
circumvent the constraints on the number of doublets.

Again, as an exercise, you can show that the following set of branes with gauge groups U(3)a ×
USp(2)b × U(1)c × U(1)d and intersection numbers

Iab = 3 Iab′ = 3 Iac = −3 Iac′ = −3

Idb = 3 Idb′ = 3 Idc = −3 Idc′ = 3 Ibc = −1 Ibc′ = 1

(233)

give rise to the chiral spectrum of the Standard Model. The U(1) that needs to be massless in order
to reproduce the Standard Model hypercharge is

QY =
1

6
Qa −

1

2
Qc −

1

2
Qd (234)

In fact, explicit models with D6-branes on 3-cycles and these intersection numbers have been con-
structed. We will discuss some examples later.

5.11 Supersymmetric models

Let us try to embed these D-brane configurations into a supersymmetric setup. We are interested in
chiral models, which can arise in theories with N = 1 or less supersymmetry. The simplest way of
reducing the supersymmetry to N = 1 is via orbifolding. For example, the Z2 × Z2 orbifold whose
generators acts on the three complex compactified coordinates as follows:

θ : (z1, z2, z3) → (−z1,−z2, z3)

ω : (z1, z2, z3) → (z1,−z2,−z3) (235)

preserves N = 1 supersymmetry. Recall the orientifold projection introduced earlier:

ΩR(−1)FL (236)

Orbifolding introduces 3 new types of orientifold planes: ΩRθ(−1)FL , ΩRω(−1)FL , and ΩRθω(−1)FL .
Hence, there are 4 kinds of O-planes, associated to the worldsheet parity couples with four different
types of spatial reflection. The O6-planes are invariant under the Z2 involution, so we can depicted
them as follows:

G. Shiu 159

Figure 111: The full spectrum of the model in [31, 32] after D-brane recombination.

The chiral spectrum can be computed from the general results obtained earlier, except to keep in
mind that the homology cycles are defined on the orbifold space instead of the torus.

To provide an illustrative example, consider the following model:

Nα (n1
α,m

1
α) (n2

α,m
2
α) (n3

α,m
3
α)

Na = 6 (1, 0) (3, 1) (3,−1)

Nb = 2 (0, 1) (1, 0) (0,−1)

Nc = 2 (0, 1) (0,−1) (1, 0)

Nd = 2 (1, 0) (3, 1) (3,−1)

Nh1 = 2 (−2, 1) (−3, 1) (−4, 1)

Nh2 = 2 (−2, 1) (−4, 1) (−3, 1)

40 (1, 0) (1, 0) (1, 0)

Up to some redefinition, the subset of branes in blue gives rise to the intersection numbers in the
USp(2) case introduced earlier.

The D-brane configurations preserve SUSY if the 3-cycles are sLag. For toroidal orbifolds (see
homework), the condition can be simply stated as:

θ1 + θ2 + θ3 = 0 (237)

or equivalently, in terms of the complex structure moduli χi = (R2/R1)i:

∑
i

arctan(χi
mi

ni
) = 0 (238)

which admits solutions 15 for χi.
The spectrum is fairly complicated, but under D-brane recombination, the chiral spectrum is greatly

simplified (see [31, 32]):
Exercise: Show that unlike the toroidal model, the mixed gravitational anomalies in the Z2 × Z2

orientifold are not canceled, even after the cancellation of RR charges. They are canceled by the
Green-Schwarz mechanism.

In the strong coupling limit, these N = 1 supersymmetric intersecting D-brane models are lifted to
M theory on singular G2 manifolds. This is an interesting subject which I have no time to discuss.
For a brief discussion, see [14].

15This formula is actually only valid for the case ni
a ≥ 0. See below for some other important cases.
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I hope these examples suffice to illustrate the concepts we have learned. Much of our discussions
so far have centered on the open string sector since we are interested in getting the gauge and chiral
spectrum of the Standard Model from string theory. The closed string sector is however also relevant
for low energy dynamics, and leads to an additional set of important questions. This is the topic to
which we now turn.

6 Warped Compactifications

The main such question that we have not yet addressed is the existence of moduli, massless fields
with flat potential and hence undetermined vevs. Stabilization of these moduli (namely, providing
them with a potential which fixes their vevs and give them masses) is an important question, of
immediate relevance to phenomenology and cosmology. A proposal to attack this problem is to consider
compactification with fluxes [33–37]. We will begin with a general discussion of flux compactifications
and then discuss issues that arise when combining this mechanism of moduli stabilization with D-
brane model building. For simplicity and concreteness, we consider Type IIB compactifications with
3-form fluxes. Similar analysis should (and could in principle) be carried out for other setups.

6.1 Flux Compactification

Flux compactification has developed into a very broad subject. Here, we will focus on aspects which
are relevant for model building. General discussions can be found in some recent reviews [14, 38, 39].
The basic idea is that in string theory, there are many p-form gauge fields Cp in its massless spectrum.
In particular, Type IIB contains NS-NS 0 and 2-forms, and RR 2 and 4 forms and their magnetic
dual 8 − p forms. Analogous to electromagnetism, one can consider solutions with a non-vanishing
flux Fp+1 = dCp �= 0. Turning on fluxes has the following interesting consequences:

• The kinetic term

Skin =

∫

M
F ∧ ∗F (239)

induces a scalar potential in the 4D effective action, which in general depends on the moduli
controlling the size of the cycles Σ the flux is running through, i.e.,

∫

Σ
F �= 0 (240)

This leads to moduli stabilization. This is analogous to the statement in electromagnetism that
the electromagnetic energy U = 1

8π

∫ (
E2 +B2

)
which depends on the volume of space.

• The background flux provides a source term to the Einstein equation. Hence its backreaction
warps the geometry of space and the metric is no longer Ricci flat.

• Fluxes carry D3-charge through Chern-Simons terms in the 10D action. They can affect the
number of D-branes in compact examples.

In more details, consider Type IIB compactification with non-trivial NSNS and RR 3-form fluxes
H3 and F3. These 3-form fluxes must satisfy the Bianchi identity

dF3 = 0 dH3 = 0 (241)

and they should be properly quantized, namely, for any 3-cycle Σ ⊂ X6

1

(2π)2α′

∫

Σ
F3 ∈ Z

1

(2π)2α′

∫

Σ
H3 ∈ Z (242)
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An immediate consequence is that these background fluxes induce an effective D3 charge through
the Chern-Simons terms in the Type IIB effective action:

∫

M4×X6

H3 ∧ F3 ∧ C4 (243)

where C4 is the IIB self-dual 4-form gauge potential. This coupling implies that upon compactification,
the flux background contributes to a tadpole for C4, and hence the 3-form fluxes carry D3-brane
charges. With proper normalization factor restored, the flux-induced D3 charge is:

Nflux =
1

(4π2α′)2

∫

X6

H3 ∧ F3 =
i

(4π2α′)2

∫

X6

G3 ∧G3

2Imτ
(244)

where τ = a+ i/g2 is the IIB complex dilaton, and we complexify the 3-form fluxes

G3 = F3 − τH3 (245)

for convenience. The kinetic term for G3 is

V =
1

4κ210Imτ

∫

X6

d6yG3 ∧ ∗6G3 (246)

which induces a scalar potential. It can be written as:

V =
1

2κ210Imτ

∫

X6

d6y G−
3 ∧ ∗6G−

3 − i

4κ210Imτ

∫

X6

d6y G3 ∧G3 (247)

Here G±
3 is the imaginary self-dual/anti-self-dual (ISD/IASD) part of G3, i.e.,

∗6 G±
3 = ±iG±

3 (248)

The second term in the potential is a topological term proportional to Nflux. They will be canceled by
other sources of RR charges in a compact model. The first term is positive definite F-term potential
which precisely vanishes if the flux is imaginary self dual. Thus, the equation of motion imposes
self-duality of the 3-form flux.

It has been shown that this F-term potential VF can derived from the Gukov-Vafa-Witten super-
potential:

W =

∫

X6

G3 ∧ Ω (249)

which depends only on the complex structure (shape) moduli and the dilaton and vanishes if these
moduli are chosen such that G3 is ISD. Thus all such moduli are generically stabilized. We can
decompose the 3-form flux G3 in terms of the Hodge cohomology according to the complex structure
of the Calabi-Yau. The ISD condition implies that G3 consists of only (2, 1) and (0, 3) forms. The
(2, 1) component of the flux preserves N = 1 SUSY whereas the (0, 3) component breaks SUSY while
preserving the no-scale structure. We can see this from the F-term equation for the Kahler modulus ρ

0 = DρW ∼ W =

∫
G3 ∧ Ω ⇒ G = G(2,1) (250)

Indeed, G(0,3) induces a gravitino mass16of the order:

m2
3/2 ∼

|G3 ∧ Ω|2
ImτV ol(M6)2

(251)

16The factors in the denominator come from eK where K is the Kahler potential.
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Although our discussion here is in the context of Type IIB string theory, there should be an alterna-
tive description in Type IIA string theory where intersecting D6-branes can be introduced. However,
under duality, the three-form fluxes we consider here become metric fluxes on the Type IIA side and
the underlying geometry become complicated (more precisely, non-Kahler). The types of 3-cycles that
the D6-branes can wrap around in such geometries are not well understood. Therefore, we will restrict
ourselves to D-brane model building in Type IIB theory, i.e., branes at singularities and magnetized
D-branes. We will construct an example of each kind.

7 Warped Throats

Besides stabilizing moduli, another appealing feature of flux compactification is that the background
fluxes backreact on the metric leading to a non-trivial warp factor. If the fluxes are localized in the
compact space, strongly warped regions or warped throats can be generated.

Warped extra dimensions have been studied extensively in the past few years as a candidate for
physics beyond the Standard Model. A prototypical example is the Randall-Sundrum scenario where
the spacetime geometry is a slice of AdS5 with two boundaries known as the Planck brane and the
TeV brane, which can be interpreted as the UV and IR cutoff respectively. Localization of the SM
fields (in particular the Higgs) at the strongly warped end (i.e., the IR brane) lead to an exponential
suppression of the 4d scale, thus providing an interesting approach to the hierarchy problem.

Other than the generating the hierarchy between the Planck scale and the electroweak scale, there
are several phenomenological appeals of warped throats. Warped throats are heavily used in the
construction of string inflationary models. They are also useful in generating small numbers for
supersymmetry breaking, its mediation, and in sequestering. From a string theory point of view,
warped throats are interesting because the relevant interactions are peaked in the highly warped
region, and so warping enables us to study physics in a local region of the compactification. The
advantage is that a lot is known about local properties of string theory backgrounds such as their
metrics and types of cycles that the branes can wrap around. So one can effectively use these results
in the warped region to do concrete computations.

There are several motivations to embed warped phenomenology within string theory. First of all,
the hierarchy set by the warp factor on the IR brane has so far been imposed by hand. We need a
mechanism to stabilize this hierarchy. Secondly, as recent works have shown, details of the warped
geometry could have significant effects on precision cosmology [40] and collider data [41,42]. Therefore,
it is important to understand what kind of warped geometries can arise in string theory. Finally,
inspired by the AdS/CFT correspondence in string theory, results in RS phenomenology have been
interpreted in purely 4d terms by replacing the warped throat by a strongly interacting 4d conformal
field theory17. However, a lack of microscopic understanding of holography in the effective field theory
approach prevents this picture to go beyond a qualitative rephrasing. Hence it is worthwhile to study
the microscopic constructions of warped throats and their holographic description. To illustrate the
point, let’s consider an explicit realization of the Randall-Sundrum scenario in string theory, namely,
the warped deformed conifold.

Calabi-Yau manifolds are generically non-singular, but at special values of the parameters, they can
develop singularities. The most generic singular space is a conifold. Locally, it can be described as a
submanifold of C4 defined by

w2
1 + w2

2 + w2
3 + w2

4 = 0 (252)

This submanifold is singular at (w1, w2, w3, w4) = 0 because the normal space is ill defined.18 We can
picture the conifold singularity as a cone whose base has the topology of S3 × S2. The fact that it is

17The couplings in the low energy effective action of the strongly coupled theory is given by the wavefunction overlap
in the extra dimensions Such warped wave functions in a string theory setting have been derived in [43,44].

18In general, a variety defined by f(wi) = 0 in C4 is singular at f = df = 0 since the normal space (associated with
df) is ill defined.
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Figure 112: Conifold Transition

a cone is obvious because if wi satisfy the above equation, so does λwi for any complex constant λ.
To see why it has the topology of S3 × S2, let wi = xi + iyi, and introducing a new coordinate ρ, the
defining equation for a conifold can be recast as 3 real equations:

�x · �x− 1

2
ρ2 = 0 �y · �y − 1

2
ρ2 = 0 �x · �y = 0 (253)

The first equation describes and S3 with radius ρ/
√
2. Then the last 2 equations can be interpreted

as describing an S2 fibered over S3. At the singular point, both the S3 and the S2 shrink to zero size.

The conifold can be smoothed into a nonsingular CY manifold in two ways. In the small resolution
of the conifold, the S2 is expanded to a finitie size. In the deformed conifold, the S3 is expanded to
finite size. Since we will be turning on 3-form fluxes in the background, it is the deformed conifold
that will be relevant to us. The deformation corresponds to replacing 0 by z which can be assumed
to be real and non-negative after a rescaling of ccordinates:

w2
1 + w2

2 + w2
3 + w2

4 = z (254)

To see that the S3 has a finite size after the deformation, decompose wi into real and imaginary parts
as before yields

z = �x · �x− �y · �y (255)

Using the definition

ρ2 = �x · �x+ �y · �y (256)

we see that the size of the S3 is finite:

z ≤ ρ2 < ∞ (257)

The singularity at the origin is avoided for z > 0. As ρ2 gets close to z the S2 disappears leaving just
an S3 with finite size.
We now introduce fluxes to this geometry in order to stabilize the (complex structure) modulus

controlling the size of S3. Dirac quantization implies that these fluxes integrated over all 3-cycles of
the CY be integers. In the vicinity of the conifold, there are 2 relevant cycles: one of which (the
A-cycle) is the S3 on which all the wi are real. In general compact examples, there also exists a dual
B-cycle which intersects A exactly once (and can be constructed by taking w1,2,3 to be imaginary and
w4 real and positive). The warped deformed conifold (sometimes known as the Klebanov-Strassler
solution) corresponds to putting M units of RR 3-form flux F3 on the A-cycle. The field equation
requires that NSNS 3-form flux H3 be supported on the dual cycle to F3, so let there be −K units on
the B-cycle:

1

2πα′

∫

A
F3 = 2πM

1

2πα′

∫

B
H3 = −2πK (258)

The D3-charge is therefore N = MK. We can now evaluate the flux induced superpotential

W =

∫

M
G3 ∧ Ω =

∫

M
(F3 − τH3) ∧ Ω =

∫

A
F3

∫

B
Ω+ τ

∫

B
H3

∫

A
Ω (259)
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where the sign flip in the last term is due to the ordering of A and B. The integrals appearing here
are the periods defining the complex structure of the conifold. In particular, the complex coordinate
for the collapsing A cycle is defined by

z =

∫

A
Ω (260)

The integral over the B-cycle can be determined from the monodromy around z = 0 where the A-cycle
shrinks. The result is: ∫

B
Ω = G(z) = z

2πi
ln z + holomorphic (261)

Putting things together, the superpotential is then

W = (2π)2α′ (MG(z)−Kτz) (262)

Consider the F-term equation

0 = DzW ∝ M∂zG −Kτ + ∂zK(MG −Kτz) (263)

where K is the Kahler potential. In order to obtain a large hierarchy, we will take K/gs to be large:
this result in z being exponentially small. In this regime,

DzW ∝ M

2πi
ln z − i

K

gs
+O(1) (264)

It follows that for K/Mgs >> 1, z is indeed exponentially small,

z ∼ exp(−2πK/Mgs) (265)

Thus, we obtain a hierarchy of scales if, for example, M = 1 and K/gs is of order 5.
To determine the actual warp factor requires solving the supergravity equation of motion, but one

can estimate it as follows. The warp metric for a D3-brane is:

ds2 =
( r

R

)2
ds24 +

(
R

r

)2 (
dr2 + r2dΩ2

5

)
where R4 = 4πgsN(α′)2 (266)

where r is the distance from the D3-branes located at r = 0. The deformation parameter sets a
minimum for r and hence the warp factor eAmin :

eAmin � rmin � z1/3 � exp(−2πK/3Mgs) (267)

To summarize, the background fluxes generate and stabilize an exponent hierarchy. The role of the
IR and UV branes in RS are played by the S3 of the deformed conifold and the bulk geometry.

The holographic dual of the warped deformed conifold is an N = 1 SUSY gauge theory with an
SU(N)×SU(N+M) gauge group, chiral multiplets Ai, Bi, i = 1, 2 in the (N,N +M) and (N,N+M)
representations and a superpotential W = εijεkltrAiBkAjBl. Along the RG flow to the infrared, the
theory undergoes a cascade of Seiberg dualities in which the effective N decreases in step of M .
Eventually at an infrared scale after K = N/M steps, the theory confines and the running stops. The
size of the S3 has the interpretation as the infrared confinement scale. The warp factor is associated
to the ratio between the UV and IR scales generated by the RG flow.

Thus, AdS-like warped throats with exponentially small but finite warp factor at the tip provide a
stringy realization of the RS scenario. In order to make this more precise, it is desirable to construct
warped throats with rich enough geometry at their tip to allow for chiral configurations of D-branes.
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7.1 Warped Throats and the Standard Model

Now, one might wonder if the singularity which support the chiral spectrum of the Standard Model
discussed earlier in Section 4 can arise at the tip of some warped throats. Unfortunately, the KS
throat is too simple to generate chiral physics in the infrared. On the gravity side, the geometry is
smooth after the deformation, while on the field theory side, the light degrees of freedom are simply
the glueballs of the confining theory. Hence the KS throat does not lead to the SM degrees of freedom
by putting D3-branes at the tip.

The simplest possibility is to consider throats which contain a singularity at the tip, e.g., a Z3

orbifold singularity. The first thing one might try is to construct the quotient of the deformed conifold
by a Z3 action with isolated fixed points. Unfortunately, the deformed conifold does not admit such
symmetries. For instance, we can change variables and describe the conifold as

xy − uv = z (268)

There is a Z3 symmetry: (x, u) → e2πi/3(x, u) and (y, v) → e−2πi/3(y, v), which unfortunately is freely-
acting19. Other possible Z3, such as x → e2πi/3x, y → e−2πi/3y while leaving u, v invariant, have a
whole complex curve of fixed points 20 so locally the singularity is C× C2/Z3. This singularity leads
to N = 2 worldvolume theories which are non-chiral and thus not interesting.

Progress in understanding warped throats for other geometries, generalizing the conifold, as well as
their interpretation in terms of duality cascades and infrared confinement provides useful techniques
to implement these ideas. Skipping the details, it suffices for our purposes to consider a particular
example. Consider the so called suspended pinch point (SPP) singularity, which can be described as
a hypersurface in C4 given by

xy − zw2 = 0 (269)

This geometry admits a complex deformation to the smooth geometry

xy − zw2 = εw (270)

which contains a finite size21 S3.
Moreover, the deformed geometry is invariant under a Z3 acting as

x → αx y → αy z → αz w → α2w (271)

with α = e2πi/3. Notice that the Z3 action leaves invariant the holomorphic 3-form Ω = dxdydz
zw of

the SPP, guaranteeing that the quotient is a new CY singularity. Furthermore, the Z3 action has the
origin as the unique fixed point, and hence there is a left-over Z3 singularity after the deformation.

On general grounds, it is expected that turning on M units of RR flux on the finite size 3-cycle
(as well as a suitable NSNS flux on its dual (non-compact) 3-cycle) leads to a warped throat. At its
bottom the throat is cutoff by the finite size 3-cycle, leaving behind a C3/Z3 singularity. A chiral
gauge theory is obtained by introducing a small set of D3-branes at the singularity. The latter are
probes, and do not modify the structure of the throat significantly.

In fact, one can embed the local D-brane model we just described within this throat. The D7-branes
can wrap the 4-cycle defined by w = 0 which pass through the D3-branes located at x = y = z = w = 0.

To summarize, we have succeeded in finding a throat with a semi-realistic D-brane sector at its tip.
The warped geometry also admits a tractable holographic dual. It would be interesting to construct
an explicit metric22 for these types of warped throats since they allow us to study properties of the
strongly coupled field theory dual. For example, the KK spectrum in such warped throat background
tells us about the glueball masses of the dual field theory.

19The fixed point x = y = z = w = 0 does not solve the deformed conifold equation.
20defined by uv = z
21To see this, it is most convenient to change coordinates: ρ = x/w. The deformed SPP can now be written as

ρy − zw = ε.
22The SPP singularity arises as a particular case of a cone over the La,b,c families of Einstein-Sasaki metrics constructed

in recent years. The warped deformed versions of such metrics have not been worked out yet.
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7.2 Flux Vacua with Magnetized D-branes

Finally, we construct another class of chiral D-brane models in warped compactifications Instead of
branes at singularities, we consider magnetized D-branes. Given the materials on intersecting branes
discussed earlier in Section 5, our strategy should be clear by now. Since we have developed already
some useful results regarding intersecting branes in orientifold backgrounds, we will try to adopt
these results here by T-dualizing the setup. The configuration of intersecting branes become sets of
magnetized D-branes in the IIB theory. We can then combine these magnetized D-branes with 3-form
fluxes directly within Type IIB string theory and look for vacuum solutions.

To be concrete, consider the Z2 × Z2 orientifold that we discussed before. Under T-duality, the
4 types of O6-planes turn into O3-planes and 3 sets of O7-planes. The O3-planes are points in the
Calabi-Yau whereas the O7-planes spans different compact dimensions. Let us focus on the O3-planes.
The RR tadpole cancellation, in the covering space, reads:

ND3 +NO3 = 0 ⇔ ND3 = 32 (272)

In the presence of fluxes, this tadpole condition is modified:

ND3 +Nflux = 32 (273)

where the charges appear above are defined in the covering space T 6.
What can Nflux be for the orbifold we are considering? It depends on the 3-cycles on which the

fluxes are quantized. In addition to the 3-cycles that are inherited from the torus, there are also
collapsed 3-cycles at the orbifold singularities. Since these collapsed cycles are not in the large volume
regime, we cannot trust the supergravity analysis for fluxes supported on these cycles. Therefore we
consider only untwisted fluxes, namely flux choices which exist in the parent toroidal theory and are
invariant under the Z2 × Z2 symmetry. This requires that the 3-forms have one leg along each of the
T 2. Furthermore, we will center on ISD fluxes, which have only (2, 1) and (0, 3) components. Hence,
in complex notation, G3 is a linear combination of the forms:

dz1dz2dz3 , dz1dz2dz3 , dz1dz2dz3 , dz1dz2dz3 (274)

Of course, we have yet to impose the quantitization conditions of F3 and H3 in order for G3 to be
consistent. This fixes the dilaton and the complex structure moduli. In fact, the condition that flux
quantization imposes on moduli is simply a rephrasing of the statement that a specific choice of the
moduli minimizes the flux potential.

Now, in order for F3 and H3 to be properly quantized in the orbifold, they have to be quantized
in multiples of Nmin in the covering space where Nmin is an integer depending on the order of the
orbifold group. In the present case, Nmin is 8 of which 4 comes from the order of the Z2 ×Z2 orbifold
and a factor of 2 is due to the orientifold projection23.
Back to the RR tadpoles. Due to the quantization we just discussed, Nflux is a multiple of 64. This

seems to suggest that, no matter what kind of magnetized D-branes we use to embed the Standard
Model, it is not possible to build consistent vacua without introducing some supersymmetry breaking
anti D-branes.

However, this is not the case. It was realized that certain types of magnetized D9-branes may carry
either anti D3-brane or anti D7-brane charge, while still preserving the N = 1 supersymmetry of the
orientifold background. This interesting fact was most apparent when we T-dualize the setup to Type
IIA with intersecting branes, and in fact already implicit in one of the examples we discussed before.
Consider a D6-brane wrapping the following 3-cycle:

[π] = (−2[a1] + [b1]) ◦ (−3[a2] + [b2]) ◦ (−4[a3] + [b3]) (275)

23To be precise, Nmin = 4 or 8 depending on whether the cycle Σ in the covering space passes through an odd
or even number of O3(+,+) planes. There are no such exotic O3(+,+) planes for the choice of discrete torsion (i.e.,
(h1,1, h2,1) = (3, 51)) we considered, and so Nmin = 8.
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anti D-branes.

However, this is not the case. It was realized that certain types of magnetized D9-branes may carry
either anti D3-brane or anti D7-brane charge, while still preserving the N = 1 supersymmetry of the
orientifold background. This interesting fact was most apparent when we T-dualize the setup to Type
IIA with intersecting branes, and in fact already implicit in one of the examples we discussed before.
Consider a D6-brane wrapping the following 3-cycle:

[π] = (−2[a1] + [b1]) ◦ (−3[a2] + [b2]) ◦ (−4[a3] + [b3]) (275)

23To be precise, Nmin = 4 or 8 depending on whether the cycle Σ in the covering space passes through an odd
or even number of O3(+,+) planes. There are no such exotic O3(+,+) planes for the choice of discrete torsion (i.e.,
(h1,1, h2,1) = (3, 51)) we considered, and so Nmin = 8.
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It carries a D6 charge of the same sign as that of an orientifold plane along the [a1]◦ [a2]◦ [a3] direction
but as usual the opposite sign from that of other orientifold planes. Yet, the 3-cycle is sLag if the
complex structure moduli χi = (R2/R1)i of the torus satisfy24:

arctan(χ1/2) + arctan(χ2/3) + arctan(χ3/4) = π (276)

T-dualizing this exotic D6-brane to the IIB picture, we have D9-branes with magnetic fluxes given
by

mi
a

2π

∫

T 2

F i
a = ni

a (277)

The orientifold action ΩR 25 which defines the O3-planes map mi
a → −mi

a and hence a D9-brane to an
anti-D9 brane. The brane-antibrane system usually break supersymmetry but with suitable choices
of gauge bundles on their worldvolumes, they can preserve the same supersymmetry as the orientifold
background and carry the D3 brane charge that we need. The condition for the D9 −D9 system to
preserve SUSY is:

arctan(A1/2) + arctan(A2/3) + arctan(A3/4) = π (278)

where Ai is the area of (T 2)i in string units, which is nothing but the T-dual version of Eq. (276).
Note that a D9 −D9 pair breaks SUSY in the non-compact limit as expected, but can nevertheless
preserves SUSY when the Kahler moduli take on some specific finite values.

Other than the D3-branes, there are also RR tadpoles for the D7-branes:

ND3 +Nflux = QO3 ⇔ 2
∑
a

Nan
1
an

2
an

3
a +Nflux = 32

ND71 = QO71 ⇔ 2
∑
a

Nam
1
am

2
an

3
a = −32

ND72 = QO72 ⇔ 2
∑
a

Nam
1
an

2
am

3
a = −32

ND73 = QO73 ⇔ 2
∑
a

Nan
1
am

2
am

3
a = −32 (279)

There is, however, a subtlety regarding the cancellation of RR tadpoles. In the presence of orientifold
planes, D-branes may carry discrete Z2 charges, known as K-theory charges, which are invisible from
one-loop divergences of the open string diagrams and from the cubic anomalies in the low energy
spectrum so the above tadpole constraints do not guarantee the absence of these discrete charges.
Just like the ordinary RR charges, however, these Z2 charges need to cancel globally in a consistent
model. The uncanceled Z2 charges could give rise to the so called SU(2) Witten anomalies – although
SU(2) is free of cubic anomalies, it suffers from a global gauge anomaly if there is an odd number of
fermions charged in the fundamental representation. We can detect these global SU(2) anomalies by
introducing probe D-branes on top of the orientifold planes since this gives rise to a USp(2) and hence
SU(2) gauge group on the probes. By demanding that the number of fundamental representations
charged under each probe SU(2) group to be even, we found some additional Z2 constraints:
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∑
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∑
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1
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2
an

3
a ∈ 4Z (280)

24The RHS is π because the angles θi are bigger than π for ni
a ≤ 0.

25where R : zi → −zi
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These constraints tell us that the number of D9−D9 and D5i −D5i pairs must be even.
Collecting our results, an example satisfying these constraints is given as follows:

Nα (n1
α,m

1
α) (n2

α,m
2
α) (n3

α,m
3
α)

Na = 6 (1, 0) (g, 1) (g,−1)

Nb = 2 (0, 1) (1, 0) (0,−1)

Nc = 2 (0, 1) (0,−1) (1, 0)

Nd = 2 (1, 0) (g, 1) (g,−1)

Nh1 = 2 (−2, 1) (−3, 1) (−4, 1)

Nh2 = 2 (−2, 1) (−4, 1) (−3, 1)

8Nf (1, 0) (1, 0) (1, 0)

The brane configuration looks familiar. In fact, the part in blue is one of the MSSM modules
introduced earlier. h1 and h2 label the exotic D9-branes which carry negative D3-charges. In order
for the D-brane configuration to preserve SUSY, the Kahler moduli need to satisfy:

A2 = A3

arctan(A1/2) + arctan(A2/3) + arctan(A3/4) = π (281)

which have non-trivial solutions. It is worth noting that, although the open string sector in the
presence of fluxes is not exactly solvable, the massless chiral sector is topological and hence protected
so we can compute the chiral spectrum by the same index method before. On the other hand, non-
chiral sectors can in general acquire mass terms induced by the fluxes and may disappear from the
massless spectrum.

Given the brane configuration, the RR tadpole conditions become:

g2 +Nf + 4n = 14 (282)

where Nflux = 64n with n ∈ Z. There are several solutions, among them we find:

1. n = 0, g = 3, Nf = 5

2. n = 1, g = 3, Nf = 1

3. n = 2, g = 2, Nf = 2

4. n = 3, g = 1, Nf = 1

Let’s look at these solutions in more detail. The first solution correspond to the 3-family model without
the 3-form flux studied before. The last of these solutions is also interesting for another reason. The
quantum of flux Nflux = 3 · 64 can be achieved by considering the 3-form flux:

G3 =
8√
3
e−

πi
6 (dz1dz2dz3 + dz1dz2dz3 + dz1dz2dz3) (283)

which is well quantized at the particular value τ1 = τ2 = τ3 = τ = e
2πi
3 for the untwisted complex

structure moduli and the dilaton. These are indeed the values where those fields get fixed after the
scalar potential generated by G3 is minimized. Notice that the flux is a combination of (2, 1) forms,
and hence the closed string background as a whole preserves N = 1 supersymmetry. Thus we find that
it is actually possible to find chiral N = 1 string theory vacua involving 3-form fluxes and magnetized
D-branes. Since this model has only one Standard Model family, it shold be regarded as a toy model
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illustrating that it possible to get chirality and supersymmetry in explicit flux compactifications.
Model building in general Calabi-Yau manifolds allows for more freedom to obtain realistic gauge
sectors.

Exercise: Show that the above 3-form flux in Eq. (283) stabilizes the complex structure moduli

and the dilaton to τ1 = τ2 = τ3 = τ = e
2πi
3 .

If we relax the requirement that the fluxes preserve supersymmetry, more possibilties open up.
Indeed the second solution gives rise to a 3-family MSSM-like spectrum. This is achieved by a 3-form
flux with Nflux = 64:

G3 = 2(dz1dz2dz3 + dz1dz2dz3 + dz1dz2dz3 + dz1dz2dz3) (284)

which contains a (0, 3) component and hence breaks supersymmetry (although with vanishing cos-
mological constant at leading order due to the no-scale structure). A particular value of the moduli
where such flux is well quantized is given by τ1 = τ2 = τ3 = τ = i. Notice that this gives us gs = 1
and the string perturbation theory may seem no longer realiable. It turns out that the scalar potential
derived from the above flux has several flat directions. In particular, it vanishes when one imposes
the complex structure moduli and the dilaton to be purely imaginary

τi = iti , ti ∈ R
τ = i/gs (285)

and to satisfy the constraint
gst1t2t3 = 1 (286)

Exercise: Prove the above constraint by minimizing the scalar potential induced by G3 in Eq. (284)
explicitly.

So, in principle, one can find solutions at weak coupling. Of course, α′ corrections may lift the flat
directions left by Eq. (286), dynamically fixing gs. Such an analysis is beyond our current scope.
There are several further interesting features about these models such as the Higgs sector, anomalous

U(1)’s and perturbative global symmetries, the effects of background fluxes on the open string sector
including flux induced SUSY breaking, D-brane moduli stabilization, Freed-Witten anomalies, and
etc. I don’t have time to discuss these interesting topics, but I refer the readers to [31,32] for a more
detailed discussion.

Finally, let me emphasize that the purpose of presenting these explicit models is not that the
models are fully realistic but that we want to illustrate the many subtle issues involved when one tries
to construct the Standard Model from string theory. The consistency constraints on string theory
models are highly intertwined. Contrary to what the landscape might naively suggest, not everything
goes. Hopefully, these explicit constructions could point to more general lessons about physics beyond
the Standard Model.

8 Loose Ends and Final Thoughts

I hope these lectures have given you some flavor of string phenomenology, with an emphasis on D-
brane models of particle physics. Our discussions hopefully equip the readers for further studies of the
recent developments in this field, which i did not have time to present during the school. For example,
the techniques of D-brane model building have been geometrized in F-theory, see [45–49] for some
recent reviews. The intersecting brane setup discussed in Section 5 has been adopted to constructing
interesting dark matter scenarios in string theory [50–52], and in motivating novel signatures at the
LHC [53]. The introduction to warped compactifications presented in Sections 6 and 7 would also
prepare the readers for understanding an interesting way of communicating supersymmetry breaking,
known as holographic gauge mediation [54–56]. There are certainly many more new physics scenarios
to be explored.
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As you have seen, many interesting issues arise when one tries to embed the Standard Model
within string theory. Hopefully, the general lessons we have learned will take us one step closer to
understanding what lies beyond the Standard Model.
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Abstract

General expressions for the impact factors up to terms vanishing at the space-time dimension D → 4 are

presented. Their infrared behaviour is analysed and calculation of exact in D → 4 asymptotics at small

momenta of Reggeized gluons is discussed.

1 Introduction

Reggeon-gluon impact factors are natural generalization of particle-particle ones. In the BFKL ap-
proach [1]- [4], discontinuities of elastic amplitudes are given by the convolutions of the Green functions
of two interacting Reggeized gluons with the impact factors of colliding particles describing scattering
of these particles due to interaction with the Reggeized gluons. Similarly, discontinuities of many-
gluon amplitudes in the multi-Regge kinematics (MRK) contain the Reggeon-gluon impact factors,
which describe transitions of Reggeons (Reggeized gluons) into particles (ordinary gluons) due to in-
teraction with the Reggeized gluons. These impact factors appeared firstly [5] in the derivation of
the bootstrap conditions for the gluon Reggeization (more precisely, for the multi-Regge form of the
many-gluon amplitudes). The idea of this form is the basis of the BFKL approach. It can be proved
using the s-channel unitarity. Compatibility of the unitarity with the multi-Regge form leads to the
bootstrap relations connecting discontinuities of the amplitudes with products of their real parts and
gluon trajectories [6]. It turns out that fulfilment of an infinite set of these relations guarantees the
multi–Regge form of scattering amplitudes. On the other hand, all bootstrap relations are fulfilled
if several conditions imposed on the Reggeon vertices and the trajectory (bootstrap conditions) hold
true [6]. Now fulfilment of all bootstrap conditions is proved. The most complicated condition, which
includes the impact factors for Reggeon-gluon transition, was proved recently, both in QCD [7]- [9]
and in supersymmetric Yang-Mills theories [10].

Discontinuities of n-gluon amplitudes in the MRK at n ≥ 6 can be used [11] for a simple demon-
stration of violation of the ABDK-BDS (Anastasiou-Bern-Dixon-Kosower — Bern-Dixon-Smirnov)
ansatz [12, 13] for amplitudes with maximal helicity violation (MHV) in Yang-Mills theories with
maximal supersymmetry (N=4 SYM) in the planar limit and for the calculations of the remainder
functions to this ansatz. There are two hypothesis about the remainder functions: the hypothesis
of the dual conformal invariance [14]- [20], which asserts that the MHV amplitudes are given by the
products of the BDS amplitudes and the remainder functions depending only on the anharmonic
ratios of kinematic invariants, and the hypothesis of scattering amplitude/Wilson loop correspon-
dence [18, 19], [21]- [24], according to which the remainder functions are given by the expectation
values of the Wilson loops. Both these hypothesis are not proved. They can be tested by comparison
of the BFKL discontinuities with the discontinuities calculated with their use [25]- [28].

The discontinuities of many-particle amplitudes are interesting also because they are necessary for
further development of the BFKL approach. They do not need for derivation of the BFKL equation
in the next-to-leading logarithmic approximation (NLLA), because they are suppressed by one power
of some of large logarithms in comparison with the real parts of the amplitudes and therefore in the
NLLA they don’t contribute in the unitarity relations. But their account in the next-to-next-to-leading
logarithmic approximation (NNLLA) is indispensable.
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General expressions for the impact factors up to terms vanishing at the space-time dimension D → 4 are

presented. Their infrared behaviour is analysed and calculation of exact in D → 4 asymptotics at small

momenta of Reggeized gluons is discussed.
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teraction with the Reggeized gluons. These impact factors appeared firstly [5] in the derivation of
the bootstrap conditions for the gluon Reggeization (more precisely, for the multi-Regge form of the
many-gluon amplitudes). The idea of this form is the basis of the BFKL approach. It can be proved
using the s-channel unitarity. Compatibility of the unitarity with the multi-Regge form leads to the
bootstrap relations connecting discontinuities of the amplitudes with products of their real parts and
gluon trajectories [6]. It turns out that fulfilment of an infinite set of these relations guarantees the
multi–Regge form of scattering amplitudes. On the other hand, all bootstrap relations are fulfilled
if several conditions imposed on the Reggeon vertices and the trajectory (bootstrap conditions) hold
true [6]. Now fulfilment of all bootstrap conditions is proved. The most complicated condition, which
includes the impact factors for Reggeon-gluon transition, was proved recently, both in QCD [7]- [9]
and in supersymmetric Yang-Mills theories [10].

Discontinuities of n-gluon amplitudes in the MRK at n ≥ 6 can be used [11] for a simple demon-
stration of violation of the ABDK-BDS (Anastasiou-Bern-Dixon-Kosower — Bern-Dixon-Smirnov)
ansatz [12, 13] for amplitudes with maximal helicity violation (MHV) in Yang-Mills theories with
maximal supersymmetry (N=4 SYM) in the planar limit and for the calculations of the remainder
functions to this ansatz. There are two hypothesis about the remainder functions: the hypothesis
of the dual conformal invariance [14]- [20], which asserts that the MHV amplitudes are given by the
products of the BDS amplitudes and the remainder functions depending only on the anharmonic
ratios of kinematic invariants, and the hypothesis of scattering amplitude/Wilson loop correspon-
dence [18, 19], [21]- [24], according to which the remainder functions are given by the expectation
values of the Wilson loops. Both these hypothesis are not proved. They can be tested by comparison
of the BFKL discontinuities with the discontinuities calculated with their use [25]- [28].

The discontinuities of many-particle amplitudes are interesting also because they are necessary for
further development of the BFKL approach. They do not need for derivation of the BFKL equation
in the next-to-leading logarithmic approximation (NLLA), because they are suppressed by one power
of some of large logarithms in comparison with the real parts of the amplitudes and therefore in the
NLLA they don’t contribute in the unitarity relations. But their account in the next-to-next-to-leading
logarithmic approximation (NNLLA) is indispensable.
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All this makes calculation of discontinuities of the MRK amplitudes to be very important. Since
the discontinuities contain the Reggeon-gluon impact factors, the calculation requires knowledge of
these impact factors and investigation of their properties very important. Here I discuss the current
situation with the Reggeon-gluon impact factors.

2 Reggeon-gluon impact factors in the bootstrap scheme

As it is known, in the next-to-leading order (NLO) impact factors are scheme dependent. In the
Yang-Mills theories of general form they contain contributions of gauge bosons (gluons), fermions and
scalars. In the scheme adapted for verification of the bootstrap conditions (bootstrap scheme) these
contributions were calculated in [8], [7] and [10] respectively. Using these results, one can obtain in
these scheme the NLO Reggeon-gluon impact factors in the Yang-Mills theories with fermions and
scalars in any representations of the colour group.

Here, the notation of Refs. [7]- [10] are used, in particular, the momentum expansion p = p+n1 +
p−n2+ p⊥, where n1,2 are the light-cone vectors, (n1, n2) = 1, and ⊥ means transverse to the n1, n2

plane components. For amplitudes with the negative signature, the impact factor of the transition of
the Reggeon R into the gluonG in the interaction with the Reggeized gluons G1 and G2 is antisymmetric
with respect to the G1 ↔ G2 exchange. It can be written as the difference of the s and u parts

〈GR1| = 〈GR1|s − 〈GR1|u , 〈GR|G1G2〉u = 〈GR|G2G1〉s . (287)

In the NLO each of the parts contains two colour structures. In the light-cone gauge (e(k), n2) = 0,

e = e⊥ − (e⊥k⊥)

k+
n2 (288)

for the gluon G with the momentum k and the polarization vector (e(k), the s -part has the form

〈GR1|G1G2〉s = g2δ(�q1 − �k − �r1 − �r2)�e
∗

[(
T aT b

)
c1c2

(
2�C1 + ḡ2�Φ1(�q1, �k;�r1, �r2)

)

+
1

Nc
Tr

(
T c2T aT c1T b

)
ḡ2�Φ2(�q1, �k;�r1, �r2)

]
. (289)

Here g is the bare coupling constant, ḡ2 = g2Γ(1 − ε)/(4π)2+ε, Γ(x) is the Euler gamma-function,
ε = (D − 4)/2, D is the space-time dimension, T i are the colour group generators in the adjoint
representation, q1, k, r1, r2 and a, b c1, c2 are the momenta and colour indices of the Reggeon R1,
the gluon G and the Reggeized gluons G1 and G2 respectively, the vector sign is used for transverse
components of vectors,

�C1 = �q1 − (�q1 − �r1)
�q 2
1

(�q1 − �r1)2
.

In the bootstrap scheme with the dimensional regularization

�Φ1(�q1, �k;�r1, �r2)∗ = �C1

(
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(
(�q1 − �r1)

2

�k 2

)
ln

(
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2

�k 2

)
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(
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2�q 2
1

�k 4

)
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(
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1
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1

)

−4
(�k 2)ε

ε2
+ 6ζ(2)

)
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(
ln

(
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�r 2
2

)
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(
(�q1 − �r1)

2

�r 2
2

)
+ ln

(
�q 2
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�q 2
1

)
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(
�k 2

�q 2
2

))

+2
[
�C1 ×

[
�q1 × �r1

]]
I�q1,−�r1 + 2

[
�C2 ×

[
�q1 × �k

]]
I
�q1,−�k

− 2
[ (

�C1 − �C2

)
×

[
�k × �r2

]]
I�k,�r2 .
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+
β0
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�k
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− (�q1 → �q1 − �r1, �q2 → �r2, �k → �k)

]
. (290)

Here the subscript ∗ denotes the bootstrap scheme, ζ(n) is the Riemann zeta-function (ζ(2) = π2/6),

�C2 = �q1 − �k
�q 2
1

�k 2
, (291)

[
�a× c

[
�b× �c

]]
is a double vector product,

I�p,�q =

∫ 1

0

dx

(�p+ x�q)2
ln

(
�p 2

x2�q 2

)
, I�p,�q = I−�p,−�q = I�q,�p = I�p,−�p−�q ,

β0 =
11

3
Nc −

2

3
af − 1

6
as , β̃0 =

1

3
Nc −

1

3
af +

1

6
as ,

af = 2κfnfTf , as = 2κsnsTs, Tf and Ts are defined by the relations

Tr
(
T a
f T

b
f

)
= Tfδ

ab, Tr
(
T a
s T

b
s

)
= Tsδ

ab, (292)

where T a
f and T a

s are the colour group generators for fermions and scalars, respectively, and κf (κs) is
equal to 1/2 for Majorana fermions (neutral scalars) in self-conjugated representations and 1 otherwise.
In the case of nM Majorana fermions and ns scalars in the adjoint representation af = nMNc, as =
nsNc. For N -extended SYM nM = N, ns = 2(N − 1). Remind that the result (290) is obtained in
the dimensional regularization, which differs from the dimensional reduction used in supersymmetric
theories. For N = 4 SYM in the dimensional reduction one has to take ns = 6 − 2ε. In this case

the terms with β0, β̃0 and
(
67
9 − 10af

9 − 4as
9

)
in (290) disappear. Note that the expression (290) is

obtained with the accuracy up to terms vanishing at ε → 0. With the same accuracy
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. (293)

Eqs. (290), (293) give the impact factors in the bootstrap scheme. Transition to the standard scheme
and to the scheme in which the BFKL kernel in N = 4 SYM and the energy evolution parameter are
invariant under Möbius transformations in the momentum space is discussed in [29].
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Eqs. (290), (293) give the impact factors in the bootstrap scheme. Transition to the standard scheme
and to the scheme in which the BFKL kernel in N = 4 SYM and the energy evolution parameter are
invariant under Möbius transformations in the momentum space is discussed in [29].
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3 Colour decomposition

To calculate discontinuities one needs to decompose the colour structures into irreducible represen-
tations of the colour group in the channel with two Reggeized gluons. The decomposition looks as
follows (

T aT b
)
c1c2

= Nc

∑
R

cR〈ab|P̂R|c1c2〉,

Tr
(
T c2T aT c1T b

)
= Nc

∑
R

cR(cR − 1

2
)〈ab|P̂R|c1c2〉, (294)

where P̂R are the projections operators of the two-Reggeon colour states on the irreducible represen-
tations R. Explicit form of these operators and the values of the coefficients cR can be found in [30].
In the limit of large Nc the term in (289) with the colour structure Tr

(
T c2T aT c1T b

)
disappears and

with the account of (287) the impact factors take the form

〈GR1|G1G2〉 = g2δ(�q1 − �k − �r1 − �r2)�e
∗

[
fabcf cc1c2
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2�q1 − (�q1 − �r1)

�q 2
1

(�q1 − �r1)2

−(�q1 − �r2)
�q 2
1

(�q1 − �r2)2
+

ḡ2

2

(
�Φ1(�q1, �k;�r1, �r2) + �Φ1(�q1, �k;�r2, �r1)

))
+ dabcdcc1c2

×
[
�q 2
1 (�q1 − �r2)

(�q1 − �r2)2
− �q 2

1 (�q1 − �r1)

(�q1 − �r1)2
+

ḡ2

2

(
�Φ1(�q1, �k;�r1, �r2)− �Φ1(�q1, �k;�r2, �r1)

))]
. (295)

4 Infrared behaviour of the impact factors

As is clear from the foregoing, Eq. (295) gives the impact factor up to terms vanishing in the limit
ε → 0. Unfortunately, using (295) for calculation of discontinuities does not provide such accuracy for
them. The reason is the integration measure d2+2εr1⊥d

2+2εr1⊥/(r
2
1⊥r

2
2⊥)δ(q2⊥ − r1⊥ − r2⊥) which is

singular at ε → 0. To keep in the discontinuities all terms nonvanishing in the limit ε → 0 one has to
calculate �Φ1(�q1, �k;�r1, �r2) more accurately.
In fact, greater accuracy is required only in the region of small |�r2|, because in the limit |�r1| → 0

�Φ1(�q1, �k;�r1, �r2) turns to be zero, which is seen from (290). In contrast, in the limit |�r2| → 0
�Φ1(�q1, �k;�r1, �r2) not only does not vanish but have logarithmic singularities. To keep in the disconti-
nuities all terms nonvanishing in the limit ε → 0 one has to know in the region of small |�r2| terms of
order ε in �Φ1(�q1, �k;�r1, �r2) and must not expand (�r 2

2 )
ε in powers of ε.

In the NLO, the impact factor contains contributions of two types: virtual ones, which are obtained
from the one-loop corrections to the Reggeon vertices and the gluon trajectory, and real contributions
arising from production of two real particles. In the bootstrap scheme, the real contribution to
�Φ1(�q1, �k;�r1, �r2) can be calculated at small |�r2| exactly in ε using intermediate results of Refs. [7]- [10].
It is proportional to (�r 2

2 )
ε and has the form [31]

�Φ1(�q1, �k;�r1, �r2)
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∗ = 4(�r 2
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ε Γ
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[
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ε
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Γ(4 + 2ε)

(a1(1 + ε)

ε
+ a2

)
+
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Γ(4 + 2ε)

�r2(�r2 �C2)

�r 2
2

a2

]
, (296)

where
a1 = 11 + 7ε− 2(1 + ε)af − as

2
, a2 = 1 + ε− af +

as
2

. (297)
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For N = 4 SYM, the coefficients a1 and a2 vanish in the dimensional reduction.
The virtual contribution to �Φ1(�q1, �k;�r1, �r2) in the limit of small |�r2| can be obtained with the required

accuracy using its representation [8] in terms of the Reggeon vertices and the gluon trajectory and
exact in ε expressions for the trajectory, the gluon-gluon-Reggeon vertex and fermion and scalar
contributions to the Reggeon-Reggeon-gluon vertex which can be found in Refs. [32], [33] and [10,34]
respectively and the gluon production vertex in N = 4 SYM computed through to O(ε2) in [35]. Full
expressions for the Reggeon-gluon impact factors in the region of small |�r2| in the bootstrap and the
standard schemes will be given in [31].

5 Summary

The impact factors for Reggeon-gluon transitions are an integral part of the BFKL approach. They
enter the expressions for the discontinuities of many-particle amplitudes and the bootstrap conditions
for the gluon Reggeization, and enable to demonstrate in a simple way violation of the ABDK-BDS
ansatz for MHV amplitudes in N=4 SYM in the planar limit and to check the hypotheses about the
remainder functions to this ansatz. Their knowledge is necessary for further development of the BFKL
approach.

Here the impact factors in Yang-Mills theories with fermions and scalars in any representations
of the gauge group are presented up to terms vanishing at ε → 0. Their colour decomposition is
performed and infrared behaviour is discussed.
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For N = 4 SYM, the coefficients a1 and a2 vanish in the dimensional reduction.
The virtual contribution to �Φ1(�q1, �k;�r1, �r2) in the limit of small |�r2| can be obtained with the required

accuracy using its representation [8] in terms of the Reggeon vertices and the gluon trajectory and
exact in ε expressions for the trajectory, the gluon-gluon-Reggeon vertex and fermion and scalar
contributions to the Reggeon-Reggeon-gluon vertex which can be found in Refs. [32], [33] and [10,34]
respectively and the gluon production vertex in N = 4 SYM computed through to O(ε2) in [35]. Full
expressions for the Reggeon-gluon impact factors in the region of small |�r2| in the bootstrap and the
standard schemes will be given in [31].

5 Summary

The impact factors for Reggeon-gluon transitions are an integral part of the BFKL approach. They
enter the expressions for the discontinuities of many-particle amplitudes and the bootstrap conditions
for the gluon Reggeization, and enable to demonstrate in a simple way violation of the ABDK-BDS
ansatz for MHV amplitudes in N=4 SYM in the planar limit and to check the hypotheses about the
remainder functions to this ansatz. Their knowledge is necessary for further development of the BFKL
approach.

Here the impact factors in Yang-Mills theories with fermions and scalars in any representations
of the gauge group are presented up to terms vanishing at ε → 0. Their colour decomposition is
performed and infrared behaviour is discussed.

Acknowledgments The work is supported by the Ministry of Education and Science of the Russian
Federation and by the RFBR grant 13-02-01023.

References

1. V. S. Fadin, E. A. Kuraev and L. N. Lipatov, Phys. Lett. B 60, 50 (1975).
2. . A. Kuraev, L. N. Lipatov and V. S. Fadin, Sov. Phys. JETP 44, 443 (1976) [Zh. Eksp. Teor. Fiz.

71, 840 (1976)].
3. E. A. Kuraev, L. N. Lipatov and V. S. Fadin, Sov. Phys. JETP 45, 199 (1977) [Zh. Eksp. Teor.

Fiz. 72, 377 (1977)].
4. I. I. Balitsky and L. N. Lipatov, Sov. J. Nucl. Phys. 28, 822 (1978) [Yad. Fiz. 28, 1597 (1978)].
5. J. Bartels, V. S. Fadin and R. Fiore, Nucl. Phys. B 672, 329 (2003) [hep-ph/0307076 [hep-ph]].
6. V. S. Fadin, R. Fiore, M. G. Kozlov and A. V. Reznichenko, Phys. Lett. B 639, 74 (2006) [hep-

ph/0602006 [hep-ph]].
7. M. G. Kozlov, A. V. Reznichenko and V. S. Fadin, Phys. Atom. Nucl. 74, 758 (2011) [Yad. Fiz.

74 (2011) 784].
8. M. G. Kozlov, A. V. Reznichenko and V. S. Fadin, Phys. Atom. Nucl. 75, 850 (2012).
9. M. G. Kozlov, A. V. Reznichenko and V. S. Fadin, Phys. Atom. Nucl. 75, 493 (2012).
10. M. G. Kozlov, A. V. Reznichenko and V. S. Fadin, Phys. Atom. Nucl. 77, 251 (2014). Yad. Fiz.

77 (2014) 273.
11. V. S. Fadin, AIP Conf. Proc. 1654, 070006 (2015) [arXiv:1412.3253 [hep-th]].
12. C. Anastasiou, Z. Bern, L. J. Dixon and D. A. Kosower, Phys. Rev. Lett. 91, 251602 (2003)

[hep-th/0309040 [hep-th]].
13. Z. Bern, L. J. Dixon and V. A. Smirnov, Phys.Rev. D 72, 085001 (2005) [hep-th/0505205 [hep-th]].
14. Z. Bern, M. Czakon, L. J. Dixon, D. A. Kosower and V. A. Smirnov, Phys. Rev. D 75, 085010

(2007) [hep-th/0610248 [hep-th]].
15. J. M. Drummond, J. Henn, V. A. Smirnov and E. Sokatchev, JHEP 0701, 064 (2007) [hep-

th/0607160 [hep-th]].
16. Z. Bern, J. J. M. Carrasco, H. Johansson and D. A. Kosower, Phys. Rev. D 76, 125020 (2007)

[arXiv:0705.1864 [hep-th]].

V. S. Fadin 181

17. L. F. Alday and J. M. Maldacena, JHEP 0706, 064 (2007) [arXiv:0705.0303 [hep-th]].
18. J. M. Drummond, G. P. Korchemsky and E. Sokatchev, Nucl. Phys. B 795, 385 (2008)

[arXiv:0707.0243 [hep-th]].
19. J. M. Drummond, J. Henn, G. P. Korchemsky and E. Sokatchev, Nucl. Phys. B 795, 52 (2008)

[arXiv:0709.2368 [hep-th]].
20. D. Nguyen, M. Spradlin and A. Volovich, Phys. Rev. D 77, 025018 (2008) [arXiv:0709.4665 [hep-

th]].
21. A. Brandhuber, P. Heslop and G. Travaglini, Nucl. Phys. B 794 231 (2008) [arXiv:0707.1153

[hep-th]].
22. J. M. Drummond, J. Henn, G. P. Korchemsky and E. Sokatchev, Nucl. Phys. B 826, 337 (2010)

[arXiv:0712.1223 [hep-th]].
23. J. M. Drummond, J. Henn, G. P. Korchemsky and E. Sokatchev, Phys. Lett. B 662, 456 (2008)

[arXiv:0712.4138 [hep-th]].
24. J. M. Drummond, J. Henn, G. P. Korchemsky and E. Sokatchev, Nucl. Phys. B 815, 142 (2009)

[arXiv:0803.1466 [hep-th]].
25. L.N. Lipatov and A. Prygarin, Phys. Rev. D 83, 045020 (2011) [arXiv:1008.1016 [hep-th]].
26. L. N. Lipatov and A. Prygarin, Phys. Rev. D 83, 125001 (2011) [arXiv:1011.2673 [hep-th]].
27. J. Bartels, L.N. Lipatov and A. Prygarin, Phys. Lett. B 705, 507 (2011) [arXiv:1012.3178 [hep-th]].
28. V.S. Fadin and L.N. Lipatov, Phys. Lett. B 706, 470 (2012) [arXiv:1111.0782 [hep-th]].
29. V. S. Fadin and R. Fiore, Phys. Lett. B 734, 86 (2014) [arXiv:1402.5260 [hep-th]].
30. B. L. Ioffe, V. S. Fadin and L. N. Lipatov, Quantum Chromodynamics. Perturbative and Nonper-

turbative Aspects, Cambridge Monogr. Part. Phys. Nucl. Phys. and Cosmology 30 (2014).
31. V. S. Fadin and R. Fiore, to be published.
32. J. Bartels, V. S. Fadin, L. N. Lipatov and G. P. Vacca, Nucl. Phys. B 867, 827 (2013)

[arXiv:1210.0797 [hep-ph]].
33. V. S. Fadin, M. I. Kotsky and R. Fiore, Phys. Lett. B 359, 181 (1995).
34. V. S. Fadin, R. Fiore and A. Quartarolo, Phys. Rev. D 50, 5893 (1994) hep-th/9405127 [hep-th]].
35. V. Del Duca, C. Duhr and E. W. Nigel Glover, JHEP 0912, 023 (2009) [arXiv:0905.0100 [hep-th]].





Pedro Costa
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Pedro Costa, Márcio Ferreira26, Constança Providência n

nCentro de F́ısica Computacional, Department of Physics, University of Coimbra, Coimbra, Portugal

Abstract

The effect of an external magnetic field in QCD phase diagram, namely, in the the location of the critical end

point (CEP) is investigated. Using the 2+1 flavor Nambu–Jona-Lasinio model with Polyakov loop, it is shown

that when an external magnetic field is applied its effect on the CEP depends on the strength of the coupling.

If the coupling depends on the magnetic field, allowing for inverse magnetic catalysis, the CEP moves to lower

chemical potentials eventually disappearing, and the chiral restoration phase transition is always of first order.

1 Inverse magnetic catalysis in the PNJL model

The influence of strong external magnetic fields on the structure of the QCD phase diagram is a very
important field of research due to its consequences on several physical phenomena: the measurements
in heavy ion collisions at very high energies, the behavior of the first stages of the Universe and the
understanding of compact astrophysical objects like magnetars.

The inclusion of a magnetic field in the Lagrangian density of the Nambu–Jona-Lasinio (NJL) model
and of the Polyakov–Nambu–Jona-Lasinio (PNJL) model gives rise to the Magnetic Catalysis (MC)
effect, i.e., the enhancement of the quark condensate due to the magnetic field [1–3], but fails to account
for the Inverse Magnetic Catalysis (IMC) found in LQCD calculations [4–6] where the suppression
of the quark condensate takes place due to the strong screening effect of the gluon interactions. In
order to overcome this discrepancy, it was proposed, by using the SU(2) NJL model [7] and the
SU(3) NJL/PNJL models [8], that the model coupling, Gs, can be seen as proportional to the running
coupling, αs, and consequently, a decreasing function of the magnetic field strength allowing to include
the impact of αs(eB) in both models. Indeed, the strong screening effect of the gluon interactions
in the region of low momenta weakens the interaction which is reflected into a decrease of the scalar
coupling with the intensity of the magnetic field [9].

Since there is no LQCD data available for αs(eB), by using the NJL model we can fit Gs(eB)
in order to reproduce the pseudocritical chiral transition temperatures, Tχ

c (eB), obtained in LQCD
calculations [4]. The resulting fit function that reproduces the Tχ

c (eB) is

Gs(ζ) = G0
s

(
1 + a ζ2 + b ζ3

1 + c ζ2 + d ζ4

)
(298)

with a = 0.0108805, b = −1.0133 × 10−4, c = 0.02228, and d = 1.84558 × 10−4 and where ζ =
eB/Λ2

QCD. We also have used ΛQCD = 300 MeV.
In the NJL model, the renormalized pseudocritical chiral transition temperatures, Tχ

c /T
χ
c (eB = 0),

are plotted in left panel of Fig. 113 as a function of eB: with the magnetic field dependent coupling
Gs(eB) (green line), given by Eq. (298); with LQCD results (red dots); and the usual constant coupling
Gs = G0

s (black dashed dot line), that shows magnetic catalyzes with increasing Tχ
c /T

χ
c (eB = 0) for

all range of magnetic fields.

26Corresponding author. See Table 2 for the complete list of talks given at the workshop.
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Figure 113: (Left panel) The renormalized critical temperatures of the chiral transition (Tχ
c (eB = 0) =

178 MeV) as a function of eB in the NJL model with a magnetic field dependent coupling Gs(eB) and
a constant coupling G0

s, and the lattice results [4]. (Right panel) The chiral (Tχ
c ) and deconfinement

(TΦ
c ) transitions temperatures as a function of eB in the PNJL, using Gs(eB) given by Eq. (298).

Now, using Gs(eB) given in Eq. (298), we calculate the chiral and deconfinement transitions
temperatures as a function of eB in the PNJL model. The results are shown in the right panel of
Fig. 113: due to the existing coupling between the Polyakov loop field and quarks within the PNJL
model, the Gs(eB) does not only affect the chiral transition but also the deconfinement transition.
Consequently, both temperatures transitions decrease with increasing magnetic filed strength.

2 The influence of the inverse magnetic catalysis in the location of
the critical end point

The nature of the phase transition and the existence of the critical end point (CEP) are open issues
for theoretical studies about the QCD phase diagram [10]. From the experimental point of view
the existence/location of the CEP is also a very timely topic. This renders important to know the
conditions that can change the position of the CEP in the phase diagram, namely the presence of
strong magnetic fields.

In the following, we will study two scenarios for the effect of a static external magnetic field on the
location of the CEP when symmetric matter (µu = µd = µs) is considered:
Case I − where we take the usual Gs = G0

s and no IMC effects are included;
Case II − where we will use Gs(eB) given by Eq. (298) which will allow us to consider the IMC effects
on the QCD phase diagram.

The results for Case I are plotted in the left panel of Fig. 114 and reproduce qualitatively the results
previously obtained within the NJL model in [11]: as the intensity of the magnetic field increases, the
transition temperature increases and the baryonic chemical potential decreases until the critical value
eB ∼ 0.4 GeV2. For stronger magnetic fields both T and µB increase. In the right panel of Fig. 114
the CEP is given in a T versus baryonic density plot. It is seen that when eB increases from 0 to 1
GeV2 the baryonic density at the CEP increases from 2ρ0 to ∼ 14ρ0 [12].

With respect to Case II the results for the CEP are presented in Fig. 115, red points. We clearly
observe a different behavior when compared with Case I (black points): at B = 0 both CEP’s coincide
but, already for small values of B, the CEP is moved to lower temperatures and chemical potentials.
Nevertheless, until eB ∼ 0.3 GeV2 the pattern is similar for both Cases. However, for stronger
magnetic fields the position of the CEP in Case II oscillates between T ≈ 169 and T ≈ 177 MeV
while the chemical potential takes increasingly smaller values: a completely different behavior when
compared with Case I, where both values of T and µB for the CEP increase.
The reason of this behavior lies in fact that the restoration of chiral symmetry is stressed by the
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Figure 114: Location of the CEP on temperature vs baryonic chemical potential µB (left) and tem-
perature vs baryonic density ρB (right) diagrams, for Case I. The baryonic density ρB is in units of
nuclear saturation density, ρ0 = 0.16 fm−3.

Figure 115: Location of the CEP on temperature vs baryonic chemical potential µB (left) and tem-
perature vs baryonic density ρB (right) diagrams, for both cases. The baryonic density ρB is in units
of nuclear saturation density, ρ0 = 0.16 fm−3.

decreasing of the coupling Gs(eB). The increasing of the magnetic filed is not sufficient to counteract
this effect as can be seen if Fig. 116, where we plot the quarks masses (Mu-black line; Md-red line; Ms-
blue line) as function of µB for the respective temperature where the CEP occurs (TCEP ) at eB = 0.1
and eB = 0.5 GeV2. At eB = 0.1 GeV2 (left panel) Gs is barely affected by the magnetic field, the
values of the quark masses are very close to each other for both cases, and the CEP occurs at smaller
temperatures and at close, but smaller, chemical potentials. When eB = 0.5 GeV2, the quark masses
in Case I are increased with respect to the B = 0 case (due to MC effect), being the restoration of
chiral symmetry more difficult to achieve. However, when Gs(eB), Case II, the masses of the quarks
are already smaller than the B = 0 case (due to IMC effect) leading to an faster restoration of chiral
symmetry at small temperatures and chemical potentials. Eventually, with the increase of B, the CEP
would disappear in the temperature axis and the transition to the chiral restored phase is always of
first order.
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Figure 116: Masses of the quarks as function of µB for the respective TCEP for both Cases.
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Abstract

The installation of forward proton detectors at the LHC will provide the possibility to perform high-precision

measurements, opening a novel window on physics beyond the Standard Model. We review recent simulations

and theoretical developments about the measurement of anomalous light-by-light scattering. The search for

this process will provide bounds on a wide range of new particles. Future perspectives for precision QED at the

LHC are also briefly discussed.

1 Effective Lagrangian and precision physics

Several major facts like the gauge-hierarchy problem or the observation of dark matter suggest that a
new physics beyond the Standard Model of particles (SM) should emerge at a mass scale close from
the electroweak scale. However, after the first LHC run, a certain amount of popular models has been
ruled out or they are cornered in fine-tuned regions of their parameter space. While the next LHC
run is coming, it is more than ever important to be prepared to search for any kind of new physics in
the most possible robust ways.

In a scenario of new physics out of reach from direct observation at the LHC, one may expect that
the first manifestations show up in precision measurements of the SM properties. Assuming that the
new physics scale Λ is higher than the typical LHC energy reach ELHC, the correlation functions of the
SM fields can be expanded with respect to ELHC/Λ. At the Lagrangian level, this generates a series
of local operators of higher dimension, which describe all the manifestations of new physics observable
at low-energy. This low-energy effective Lagrangian reads

Leff = LSM +
∑
i,n

α
(n)
i

Λn
. (299)

The coefficients α
(n)
i are roughly O(1) if generated at tree-level or O(1/16π2) if generated at one-loop

level.
The effective Lagrangian is somehow the natural companion of precision physics. In all generality,

the goal of SM precision physics is to get information on the coefficients α
(n)
i and the new physics

scale Λ. For a given set of data, bounds on α
(n)
i can be obtained if one fixes Λ. However, it is also

obviously interesting to draw bounds on Λ itself. In order to get meaningful bounds on Λ, a statistical
subtlety has to be taken into account (see [1]), that conceptually boils down to require new physics to
be testable.

Among the various sectors of the SM that can be probed at the LHC, the pure Yang-Mills sector
describes triple and quartic gauge boson interactions, that are all fixed by gauge symmetry. Among
these interactions, the self-interactions of neutral gauge bosons are particularly appealing. Indeed,
these interactions are generated only at loop-level in the SM, such that the SM irreducible background
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Abstract

The installation of forward proton detectors at the LHC will provide the possibility to perform high-precision

measurements, opening a novel window on physics beyond the Standard Model. We review recent simulations

and theoretical developments about the measurement of anomalous light-by-light scattering. The search for

this process will provide bounds on a wide range of new particles. Future perspectives for precision QED at the

LHC are also briefly discussed.

1 Effective Lagrangian and precision physics

Several major facts like the gauge-hierarchy problem or the observation of dark matter suggest that a
new physics beyond the Standard Model of particles (SM) should emerge at a mass scale close from
the electroweak scale. However, after the first LHC run, a certain amount of popular models has been
ruled out or they are cornered in fine-tuned regions of their parameter space. While the next LHC
run is coming, it is more than ever important to be prepared to search for any kind of new physics in
the most possible robust ways.

In a scenario of new physics out of reach from direct observation at the LHC, one may expect that
the first manifestations show up in precision measurements of the SM properties. Assuming that the
new physics scale Λ is higher than the typical LHC energy reach ELHC, the correlation functions of the
SM fields can be expanded with respect to ELHC/Λ. At the Lagrangian level, this generates a series
of local operators of higher dimension, which describe all the manifestations of new physics observable
at low-energy. This low-energy effective Lagrangian reads

Leff = LSM +
∑
i,n

α
(n)
i

Λn
. (299)

The coefficients α
(n)
i are roughly O(1) if generated at tree-level or O(1/16π2) if generated at one-loop

level.
The effective Lagrangian is somehow the natural companion of precision physics. In all generality,

the goal of SM precision physics is to get information on the coefficients α
(n)
i and the new physics

scale Λ. For a given set of data, bounds on α
(n)
i can be obtained if one fixes Λ. However, it is also

obviously interesting to draw bounds on Λ itself. In order to get meaningful bounds on Λ, a statistical
subtlety has to be taken into account (see [1]), that conceptually boils down to require new physics to
be testable.

Among the various sectors of the SM that can be probed at the LHC, the pure Yang-Mills sector
describes triple and quartic gauge boson interactions, that are all fixed by gauge symmetry. Among
these interactions, the self-interactions of neutral gauge bosons are particularly appealing. Indeed,
these interactions are generated only at loop-level in the SM, such that the SM irreducible background
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is small. Neutral gauge-bosons self-interactions should be thus considered as smoking-gun observables
for new physics.

For Λ > ELHC, neutral gauge-boson interactions beyond the SM are described by dimension-8
operators with two kinds of structure, (DH)(DH)†V V /Λ4 and V V V V /Λ4. Schematically, the former
is expected to dominate for energies lower than the electroweak scale, while the later is expected to
dominate for energies higher than the EW scale. The second kind, i.e. pure-gauge operators, are thus
fully relevant for the LHC, and should be the dominant ones at a future collider with higher energy
reach.

Four-photon interactions are described by two pure-gauge operators,

L4γ = ζ1FµνF
µνFρσF

ρσ + ζ2FµνF
νρFρλF

λµ . (300)

The effect of any object beyond the SM can be parametrized in terms of the ζ1, ζ2 parameters, as well
as any experimental search results.

2 Precision physics with intact protons

New possibilities for precision measurements will be opened with the installation of the new forward
detectors, which is scheduled at both ATLAS (ATLAS Forward Proton detector [2]) and CMS (CT-
PPS detector [3]). The purpose of these detectors is to measure intact protons arising from diffractive
processes at small angle. They will be built at ∼ 200 m on both sides of CMS and ATLAS. The
detectors should host tracking stations, as well as timing detectors (see Fig. 117). The proton taggers
are expected to determine the fractional proton momentum loss ξ in the range 0.015 < ξ < 0.15 with a
relative resolution of 2%. In addition, the time-of-flight of the protons can be measured within 10 ps,
which translates into ∼ 2 mm resolution on the determination of the interaction point along the beam
axis z.

Figure 117: Scheme of the AFP detector. Roman pot hosting Si and timing detectors will be installed
on both sides of ATLAS at 206 and 214 m from the ATLAS nominal interaction point. The CMS-
TOTEM collaborations will have similar detectors.

The crucial feature of the forward detectors is that they provide the complete kinematics of the
event, which in turn can be used to drastically reduce the backgrounds. This setup constitutes
an excellent method to look for the effective operators describing physics beyond the SM. Proton
scattering processes with intermediate photons are the mostly studied ones, because the equivalent
photon approximation is well understood. In principle, at the LHC energies, intermediateW , Z bosons
could also happen, however a precise estimation of the fluxes is needed.

Forward proton detectors open thus a new window on physics beyond the SM. They provide a clean
environment to search for the effective operators describing physics beyond the SM. For example,
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Figure 118: Light-by-light scattering with intact protons.

operators like |H|2VµνV
µν/Λ2 induce anomalous single or double Higgs production (for the MSSM

case, see [4, 5]). The flavour-changing dipole operators like q̄σµνtV
µν/Λ2 induce single top plus one

jet production (see [6]). Finally, the four-photon operators of Eq. 300 induce light-by-light scattering.
This last process is pictured in Fig. 118. Studies using proton-tagging at the LHC for new physics
searches can be found in [7–20].

3 Light-by-light scattering at the LHC

Given the promising possibilities of forward detectors, a realistic simulation of the search for anomalous
γγ → γγ at the 14 TeV LHC has been carried out in [20]. The search for light-by-light scattering at
the LHC without proton tagging has been first thoroughly analyzed in [21]. Let us review the setup,
the backgrounds, the event selection, and the sensitivity to the ζ1,2 anomalous couplings expected at
the 14 TeV LHC.

The Forward Physics Monte Carlo generator (FPMC, [22]) is designed to produce within a same
framework the double pomeron exchange (DPE), single diffractive, exclusive diffractive and photon-
induced processes. The emission of photons by protons is correctly described by the Budnev flux
[23, 24], which takes into account the proton electromagnetic structure. The SM γγ → γγ process
induced by loops of SM fermions and W , the exact contributions from new particles with arbitrary
charge and mass, and the anomalous vertices described by the effective operators Eq. (300) have been
implemented into FPMC.

The backgrounds are divided into three classes. Exclusive processes with two intact photons and
a pair of photon candidates include the SM light-by-light scattering, γγ → e+e− and the central-
exclusive production of two photons via two-gluon exchange, simulated using ExHume [25]. Processes
involving DPE can result in protons accompanied by two jets, two photons and a Higgs boson that
decay into two photons. Finally, one can have gluon or quark-initiated production of two photons,
two jets or two electrons (Drell-Yan) with intact protons arising from pile-up interactions.

The knowledge of the full event kinematics is a powerful constraint to reject the background from
pile-up. The crucial cuts consist in matching the missing momentum (rapidity difference) of the di-
proton system with the invariant mass (rapidity difference) of the di-photon system, which is measured
in the central detector. Extra cuts rely on the event topology, using the fact that the photons are
emitted back-to-back with similar pT . Further background reduction could even possible by measuring
the protons time-of-flight, which provides a complete reconstruction of the primary vertex with a
typical precision of 1mm.

The estimation of the LHC sensitivities to effective four-photon couplings ζi provided by measuring
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light-by-light scattering with proton tagging is performed in [14, 20]. These sensitivities are given in
Table 23 for different scenarios corresponding to the medium luminosity at the LHC (300 fb−1) and
the high luminosity (3000 fb−1 in ATLAS). The 5σ discovery potential as well as the 95% CL limits
with a pile-up of 50 are given.

It turns out that the selection efficiency is sufficiently good so that the background amplitudes are
negligible with respect to the anomalous γγ → γγ signal. A handful of events is therefore enough to
reach a high significance. In that regime, the signal-background interference can be neglected, and
the unpolarized differential cross-section in presence of effective operators takes a simple form

dσ

dΩ
=

1

16π2 s
(s2 + t2 + st)2

[
48(ζ1)

2 + 40ζ1ζ2 + 11(ζ2)
2
]

(301)

where s, t are the usual Mandelstam variables.
The obvious inconvenience of the EFT approach is that it is valid only in the high mass region,

m � E. In order to use the EFT result down to m ∼ E, it is common to introduce ad-hoc form
factors which mimics the behaviour of the – unknown – amplitudes near the threshold. Clearly, this
method introduces arbitrariness into the results. Not only do the results depend on the functional
form of the form factor, but also on the energy scale at which they are introduced.

Luminosity 300 fb−1 300 fb−1 3000 fb−1

pile-up (µ) 50 50 200

coupling (GeV−4) 5 σ 95% CL 95% CL

ζ1 1.5 · 10−14 9 · 10−15 7 · 10−15

ζ2 3 · 10−14 2 · 10−14 1.5 · 10−14

Table 23: 5σ discovery and 95% CL exclusion limits on ζ1 and ζ2 couplings in GeV−4 (see Eq. 300).
All sensitivities are given for 300 fb−1 and µ = 50 pile-up events (medium luminosity LHC) except
for the numbers of the last column which are given for 3000 fb−1 and µ = 200 pile-up events (high
luminosity LHC).

4 Sensitivity to generic charged particles

What about actual new physics candidates ? The perturbative contributions to anomalous gauge
couplings appear at one-loop and can be parametrized in terms of the mass and quantum numbers
of the new particle [13]. In the case of four-photon interactions, only electric charge matters. New
particles with exotic electric charges can for example appear in composite Higgs model [26] or in
warped extra-dimension models with custodial symmetry [27]. The new particles have in general a
multiplicity with respect to electromagnetism. For instance, the multiplicity is three if the particles
are colored. It is convenient to take into account this multiplicity by defining

Q4
eff = trQ4 (302)

where the trace goes over all particles with the same approximate mass. In the case of new electrically
charged particles with arbitrary spin S, the coefficients read

ζi =
α2
emQ

4
eff

m4
ci,S , (303)
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where

c1,S =




1
288 S = 0

− 1
36 S = 1

2

− 5
32 S = 1

, c2,S =




1
360 S = 0
7
90 S = 1

2
27
40 S = 1

. (304)

The contributions from the scalar are smaller by one order of magnitude with respect to the fermion
and vector. It can easily be checked that in the case of fermions L4γ reduces to the famous Euler-
Heisenberg Lagrangian [28]. 27.

The effective field theory analysis has the advantage of being very simple. However it is only
valid as long as the center-of-mass energy is small with respect to the threshold of pair-production of
real particles, s � 4m2. Since the maximum proton missing mass (corresponding to the di-photon
invariant mass in our case) is of the order of ∼ 2 TeV at the 14 TeV LHC, for particles lighter than
∼ 1 TeV the effective field theory computation needs to be corrected. This can be done by using
ad-hoc form factors, as often done in the literature. The more correct approach is to take into account
the full momentum dependence of the four-photon amplitudes. The SM loops have been computed in
Refs. [31–33] and are collected in Ref. [20]. At LHC energies, the W loop dominates over all fermion
loops including the top because it grows logarithmically.

The results of the simulation with full amplitudes are given in Tab. 24 and Fig. 119 where are
displayed the 5σ discovery, 3σ evidence and 95% C.L. limit for fermions and vectors for a luminosity
of 300 fb−1 and a pile-up of 50. It is found that a vector (fermion) with Qeff = 4, can be discovered
up to mass m = 700 GeV (370 GeV). At high mass, the exclusion bounds follow isolines Q ∝ m, as
dictated by the EFT couplings Eq. 303. Extrapolating the same analysis to a higher luminosity of
3000 fb−1for a pile-up of 200 leads to a slighlty improved sensitivity of m = 740 GeV (410 GeV) for
vectors (fermions).

One may notice that some searches for vector-like quarks, as motivated from e.g. Composite Higgs
models, already lead to stronger bounds than the ones projected here. For instance, vector-like top
partners arising from the (2, 2) (corresponding to Qeff ≈ 2.2) of mass m = 500 GeV would be excluded
from present LHC data, while they would be out of reach using light-by-light scattering. On the other
hand, the light-by-light scattering results are completely model-independent. They apply just as well
to different effective charges, are independent of the amount of mixing with the SM quarks, and even
apply to vector-like leptons!

Four-photon amplitudes also contribute to the magnetic dipole moment of the muon aµ via two
and three-loop diagrams. An estimating of these loop contributions shows that with an experimental
bound on aµ ∼ 6 · 10−10, the sensitivity of this measurement is m/Qeff ∼ 5 GeV. Comparing this
estimate to the projections from Fig. 119, it appears that, despite its impressive accuracy, the g − 2
measurement is not competitive with the light-by-light scattering measurement.

Mass (GeV) 300 600 900 1200 1500

Qeff (vector) 2.2 3.4 4.9 7.2 8.9

Qeff (fermion) 3.6 5.7 8.6 - -

Table 24: 5σ discovery limits on the effective charge of new generic charged fermions and vectors
for various masses scenarios and full integrated luminosity at the medium-luminosity LHC (300 fb−1,
µ = 50).

27These results also match early computations [29, 30]
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Figure 119: Exclusion plane in terms of mass and effective charge of generic fermions and vectors with
full integrated luminosity at the medium-luminosity LHC (300 fb−1, µ = 50).

5 Sensitivity to neutral particles

Beyond the perturbative contributions from charged particles, non-renormalizable interactions of neu-
tral particles are also present in common extensions of the SM. Such theories can contain scalar,
pseudo-scalar and spin-2 resonances, respectively denoted by ϕ, ϕ̃ and hµν [14]. Independently of
the particular new physics model they originate from, their leading couplings to the photon are fixed
completely by Lorentz and CP symmetry as

Lγγ =f−1
0+

ϕ (Fµν)
2 + f−1

0− ϕ̃ FµνFρλ ε
µνρλ

+ f−1
2 hµν (−FµρF

ρ
ν + ηµν(Fρλ)

2/4) ,
(305)

where the fS have mass dimension 2. They then generate 4γ couplings by tree-level exchange as
ζi = (fS m)−2 di,s, where

d1,s =




1
2 s = 0+

−4 s = 0−

−1
8 s = 2

, d2,s =




0 s = 0+

8 s = 0−

1
2 s = 2

. (306)

The model independent sensitivities for these three cases are shown in Fig. 120.
It appears that the non-renormalizable contributions from neutral particles are sensibly larger than

the charged particles contributions. Light-by-light scattering offers therefore a privileged window on
strongly interacting phenomena. Considering actual models, two kind of candidates are known: the
Kaluza-Klein (KK) gravitons and the strongly-interacting heavy dilaton (SIHD).

• Kaluza-Klein gravitons: The contribution of the entire tower of KK gravitons of warped extra
dimensions is computed in [13]. The strength of warped gravity κ can be taken of order unity.
For κ = 2, and using the 5σ and 95% CL sensitivities for the medium luminosity LHC (see Tab.
23), the effect of the KK resonances can be detected up to mass

mKK < 5670GeV (5σ) , mKK < 6450GeV (95%CL) . (307)

These sensitivities are competitive with respect to searches for direct production of KK reso-
nances at the LHC.

• Strongly-interacting dilaton [20]: Extensions of the Standard Model sometimes feature a new
strongly-interacting sector. Provided that this sector is conformal in the UV, it is most likely
explicitly broken in the IR, at least by the appearance of electroweak scale and QCD confinement.
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Figure 120: Sensitivities for the neutral simplified models in the (m, fS) plane. Thick lines correspond
to 5σ, thin lines correspond to 95% CL limits. The limits are given for the medium luminosity LHC
with all photons (no conversion required) and no form-factor (see Tab. 23).

As a result, the spectrum of the strong sector features a neutral scalar, the so-called dilaton,
whose mass lies close to the scale of conformal breaking. In the absence of fine-tuning the
dilaton’s couplings are unsuppressed with respect to this scale. To distinguish it from the
weakly coupled (fine-tuned) light dilaton often considered in the literature one refers to it as the
Strongly-Interacting Heavy Dilaton. If the photon is at least partially composite, it also couples
strongly to the dilaton. Using the 5σ and 95% CL sensitivities for the medium luminosity LHC,
the effect of the SIHD can be detected up to mass

mϕ < 4260GeV (5σ) , mϕ < 4840GeV (95%CL) . (308)

6 Summary and perspectives

The installation of forward proton detectors at the LHC will provide a – somewhat surprising – op-
portunity to measure the scattering of light by light, providing a new window on physics beyond the
Standard Model. Recent simulations and theoretical developments show that such precision measure-
ment gives access to a wide range of new particles, both electrically charged and neutral. A summary
plot with the expected sensitivity at the 14 TeV LHC as well as new physics candidates is shown in
Fig. 121.

These positive results on precision QED at the LHC open new perspectives, as well as new challenges,
from both theoretical and experimental sides. Here is a non-exhaustive list of works in progress and
future directions.

• Anomalous three-photon production. The 4γ operators contribute to anomalous q̄q → γγγ
production. Contrary to the light-by-light scattering case, one photon is virtual. It is interesting
to evaluate the sensitivity provided by this potential measurement.

• Light-by-light scattering in heavy-ions collisions. The photon fluxes from heavy ions are coherent,
and therefore enhanced by Z2. On the other hand the typical center-of-mass energy of the
diphoton system is smaller. It is interesting to evaluate the sensitivity provided by this potential
measurement. For an earlier study, see [21].
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Figure 121: Experimental sensitivity and models in the (ζ1, ζ2) plane. Axes follow a logarithmic scale
spanning |ζi| ∈ [10−12, 10−16]. The yellow, grey, and red regions can be probed at 5σ, 3σ and 95% CL
using proton tagging at the LHC, while the white region remains inaccessible. The limits are given
for the medium luminosity LHC with all photons (no conversion required) and no form-factor (see
Tab. 23). Also shown are contributions from electric particles with spin 1/2 and 1, charge Qeff = 3,
mass m = 1 TeV, the contribution from warped KK gravitons with mass mKK = 3 TeV, κ = 2 and
brane-localized photon, and the contribution from a strongly-interacting heavy dilaton (SIHD) with
mass mϕ = 3 TeV coupled to a composite photon.

• Experimentally disentangling between ζ1 and ζ2. Polarization-based observables could play this
role. This would open the possibility of identifying the nature of the new particle producing
light-by-light scattering.

• Modelling the W , Z fluxes. At high energy, gauge boson fluxes from electroweak charges inside
the nucleons can be expected to be partly coherent. Having a model of these fluxes would
certainly be useful to study electroweak ultrapheripheral collisions.

• Light-by-light scattering from higher-spin particles. Extended objects of higher spin do exist
in many extensions of the SM. This is potentially the case with the composite states from any
strongly coupled sector, and also with the excitations of low-energy strings. The tools necessary
to handle quantum computations involving higher-spin particles are under development.
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Abstract

We argue that the low-|t| structure in the elastic diffractive cone, recently reported by the TOTEM Collaboration

at 8 TeV, is a consequence of the threshold singularity required by t−channel unitarity. By using simple Regge-

pole models, we analyze the available data on pp elastic differential cross section in a wide range of c.m. energies,

namely those from ISR to LHC and argue that the non-exponential behaviour observed at LHC at 8 TeV is a

recurrence of the low-|t| “break” observed in the seventies at the ISR.

1 Introduction

In early 70-ies a new phenomenon was observed at the CERN Intersectiong Storage Rings (ISR):
the otherwise exponential diffraction cone of elastic proton-proton scattering showed a ”break” near
t = −0.1 GeV2. In fact the ”break ”is a smooth curvature manivest in the increase of the exponential
slope by about 2 units of GeV−2, a large – nearly 20% effect in those high-precision measurements.
The phenomenon found a theoretical explanation independently in Refs. [1] and [2].

Recent measurements by TOTEM at the LHC revealed [3] a similar effect at 8 TeV nearly in the
same t interval. In this contribution 29 we argue that both phenomena - seen at the ISR and the LHC
- are of the same nature, manifesting the effect of t channel unitarity, see also [4, 5].

A model based on the Phillips and Barger (PB) model-independent description [6], has recently
highlighted this relation [7]. Below we revisit the problem of modelling the elastic differential cross
section also in model [7]. We test the PB model, appended by a threshold singularity [7], with the
present LHC8 data [3].

It is well-known that unitarity constrains the analytic properties of the scattering amplitude. In
particular, as shown in Refs. [8], Regge trajectories near the threshold behave as

Imα(t) ∼ (t− t0)
Reα(t0)+1/2, (309)

where t0 is the lightest threshold, e.g. t0 = 4m2
π for the f or Pomeron trajectory. A good approximation

to the lightest threshold is by a square root [1]:

α(t) ∼ α1

√
t0 − t, (310)

28Corresponding author. See Table 2 for the complete list of talks given at the workshop.
29An extended version of this work will be publishced in the Proceedings of the V.N. Gribov Memorial Seminar, World

Scientific, 2016
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where α1 is a free parameter, that in Refs. [9] was associated with the pion mass, α1 = mπ/(1 GeV2).
While the low-mass 4m2

π threshold is responsible for the low-|t| structure (the so-called “break” near
t ≈ −0.1 GeV2), the otherwise exponential shape of the forward cone is provided by the nearly linear
behaviour of the Pomeron trajectory beyond the break (in fact, a smooth curvature) and untill t ≈ −1
GeV2. At large |t| the trajectory tends to its logarithmic asymptotics, but this is beyond the scope of
the present study (see, e.g. [4] and earlier references therein).

2 Double Pomeron Pole

In the framework of the so-called Dipole Pomeron Model (DPM), the Pomeron amplitude is regarded
as a two-term amplitude being written as [4]:

AP (s, t) = i
aP
bP

s

s0
[r21(s)e

r21(s)[α−1] − εP r
2
2(s)e

r22(s)[α−1]], (311)

where

α(t) = α0 + α′t− α1

√
t0 − t (312)

represent the Pomeron (“effective”) trajectory and

r21(s) = bP + L− iπ/2, (313)

r22(s) = L− iπ/2, (314)

L = ln(s/s0) and aP , bP , α0 (adim.), α′ (GeV−2), α1 (GeV−1) and εP are free parameters. In
this model, the energy-dependent functions r1(s) and r2(s), having logarithm growth in s reflect the
unitarization of the Pomeron amplitude at high-energies. Here, t0 = 4m2

π (GeV2) and s0 = 1 GeV2

are fixed. Just like with Model 1, we considered here also two possible cases (variants), namely:
We calculate the elastic differential cross section from the amplitude in Eq. (311) using the following

expression:

dσel
dt

=
π

s2
|AP (s, t)|2. (315)

While the parameter εP in Eq. (311) - reflecting absorptive effects - plays a major role in the
dip-bump region it can be approximately neglected on dealing with the physics we are interested in,
namely the break at very small −t.

3 Data Analysis and Fits

In the following we shall briefly discuss our data analysis, presenting in the first place the datasets
used in data reductions and then showing the main results achieved.

3.1 Datasets

The datates analyzed here are those of the elastic differential cross section for pp scattering [10] at ISR
energies, namely in the interval 23.5− 62.5 GeV as well as the recent ones at LHC7, measured by the
TOTEM Collaboration [11]. In our first approach to data reductions, the LHC8 data [3] is not taken
into account. However, as we explain along the text, it can be used when properly specified. In Table
25 we display the number of points in comprising each dataset used for data reductions. As we are
analyzing the effect of deviations of exponential behaviour ∼ e−b|t| at the diffraction cone, only the
data in the interval |t| : 0.01− 0.35 GeV2 were considered on performing χ2 goodness of fit analyses.
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√
s (GeV) 23.5 30.7 44.7 52.8 62.5 7000 8000

No points 62 88 139 59 53 81 30

Table 25: Number of points in each energy in the range of momentum transfer range |t| : 0.01− 0.35
GeV2 used for data reductions.

3.2 Fitting to the data

In this section we present the results obtained with Model 2, namely the Dipole Pomeron Model. As
explained in section 2, we consider here only fits with εP = 0 fixed and, as in Model 1, we investigate
the effect of the linear term in the trajectory by considering either α′ = 0 fixed or α′ as a free parameter.
For the first variant, the fits without and with LHC7-TOTEM data are shown in table 26. For the
latter, the results are shown in table 27. For both cases, the comparison among data and curves are
in figure 122.

without TOTEM with TOTEM

aP 0.660 ± 0.046 1.270 ± 0.012

bP 1.230 ± 0.097 5.258 ± 0.076
α0 1.1483 ± 0.0013 1.15325 ± 0.00073
α′ 0 (fixed) 0 (fixed)
α1 0.6026 ± 0.0038 0.4304 ± 0.0023
εP 0 (fixed) 0 (fixed)

χ2/DOF 14.43 19.07

DOF 397 478

Table 26: Fits using Model 2 with α′ = 0 fixed and εP = 0 fixed without and with TOTEM data.
Statistical informations are also shown.

without TOTEM with TOTEM

aP 2.91 ± 0.10 1.598 ± 0.012

bP 6.76 ± 0.31 8.03 ± 0.11
α0 0.9625 ± 0.0028 1.0260 ± 0.0015
α′ 0.6014 ± 0.0088 0.4453 ± 0.0058
α1 -0.0549 ± 0.0088 -0.0096 ± 0.0049
εP 0 (fixed) 0 (fixed)

χ2/DOF 1.99 5.93

DOF 396 477

Table 27: Fits using Model 2 with α′ free and εP = 0 fixed without and with TOTEM data. Statistical
informations are also shown.

4 Fine Structure in the LHC8-TOTEM data

If one expects to extrapolate the results here presented to higher energies, specially to 13 TeV, it is of
great importance to include the data obtained for the differential cross section in 8 TeV by TOTEM
Collaborarion [3]. In this section, we present results of these updated fits.
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Figure 122: Fits of Model 2, with or without TOTEM data (left) in datasets. In the left panel we show
this model prediction for the case where the LHC7 data is not added in the data sets. In the right
panel we refit the data, now including the LHC7 data, as given in [11]. In both cases we investigate
the effect of a linear term in Pomeron trajectory, finding a slightly better agreement with data for
the model with a linear term. Curves and data are multiplied by 10±2 factors to appear in the same
canvas.

The results for Model 1 and 2 are showed in tables 28 and 29, respectively, and in figure 123 for
both models. For all cases, we consider two variants: with linear term and without linear term in the
trajectory.

without Linear term with Linear term

r 23.008 ± 0.058 22.307 ± 0.058

b 7.193 ± 0.034 6.130 ± 0.034
α0 1.16548 ± 0.00030 1.09924 ± 0.00078
α′ 0 (fixed) 0.3195 ± 0.0035
α1 0.27321 ± 0.00081 0.0402 ± 0.0027

χ2/DOF 21.4 4.51

DOF 508 507

Table 28: Fits using Model 1 including LHC8-TOTEM [3] data in two variants: without and with
the linear term in the trajectory. Statistical informations are also shown.

To see in more details the deviation from a pure exponential form, we compare the data and curves
to a reference function by means of the ratio:

R =
dσ/dt− Ref

Ref
, (316)

where Ref = AeBt with A and B determined from a fit to the experimental data. For 8 TeV, we have
obtained A = 518.87± 0.40 mbGeV−2 and B = 19.3880± 0.0088 GeV−2.
In figure 124 we compare the results obtained with and without the linear term for the two Mod-

els considered. Again, it is clear that the linear term is necessary to describe the data analyzed,
particularly the deviation from a pure exponential behaviour presented by 8 TeV data.
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without Linear term with Linear term

aP 1.3450 ± 0.0024 1.4716 ± 0.0023

bP 7.613 ± 0.045 8.604 ± 0.055
α0 1.13539 ± 0.00012 1.02574 ± 0.00058
α′ 0 (fixed) 0.4512 ± 0.0025
α1 0.34239 ± 0.00063 -0.034 ± 0.0020
εP 0 (fixed) 0 (fixed)

χ2/DOF 81.6 7.20

DOF 508 507

Table 29: Fits using Model 2 with εP = 0 fixed including LHC8-TOTEM data [3] in two variants:
without and with the linear term in the trajectory. Statistical informations are also shown.
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the Pomeron trajectory, finding, again, a slightly better agreement with data for the model with a
linear term. Curves and data are multiplied by 10±2 factors to appear in the same canvas.

5 The Phillips-Barger model with the pion loop singularity added

Here we show the results from a model-independent parametrization which can describe both the small
and the large |t| region and which had been proposed in 1972 by Phillips and Barger (PB) [6]. This
model was recently modified as [7]:

Ael = i{F 2
p (t)

√
A(s)eB(s)t/2 +

√
C(s)eiφ(s)eD(s)t/2} (317)

and three cases can be considered:

1. Fp(t) = 1 which corresponds to the original PB formulation [6];

2. F 2
p (t) = e−γ(s)

√
4m2

π−t which includes a parametrization of the pion loop singularity, labelled as
MBP1;

3. Fp(t) = 1/[1 + |t|/t0]2 which modifies the very small −t behaviour with a form factor type
behaviour, labelled as MBP2.
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without Linear term with Linear term

aP 1.3450 ± 0.0024 1.4716 ± 0.0023

bP 7.613 ± 0.045 8.604 ± 0.055
α0 1.13539 ± 0.00012 1.02574 ± 0.00058
α′ 0 (fixed) 0.4512 ± 0.0025
α1 0.34239 ± 0.00063 -0.034 ± 0.0020
εP 0 (fixed) 0 (fixed)

χ2/DOF 81.6 7.20

DOF 508 507

Table 29: Fits using Model 2 with εP = 0 fixed including LHC8-TOTEM data [3] in two variants:
without and with the linear term in the trajectory. Statistical informations are also shown.
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Figure 124: Ratio R (eq.(316)) calculated for 8 TeV comparing data and fits with and without linear
term for Model 1 (left) and Model 2 (right).

Of interest to the present discussion is the second case, a square root singularity. To argue how this
model results can be compared with the TOTEM 8 TeV data, we show a fit of the data using the
model MBP1, and the comparison with the REF model (one exponential) in Fig. 125. We find that
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Figure 125: Fit to TOTEM data with the empirical model of [7] using the pion loop singularity
modification of the PB model, MBP1.

an independent fit, such as the one indicated by the red curve, can give a very good description of the
data, confirming, in this model independent description, the agreement with the presence of the pion
loop singularity at very small −t-values. The parameter values indicated in the figure correspond to
option n.2 in Eq. (317) and to a χ2/dof = 1.03.

6 Conclusions

We have shown the role of the two-pion loop in determining the fine structure of the diffraction cone,
namely in affecting the local slope B(s, t) at the small momentum transfer. Despite the fact that other



206 New Trends in High Energy and QCD – IIP proceedings

sources - such as a form factor, eikonal rescatterings and diffractive dissociation [12] - can change the
behaviour of B(s, t) at small −t, our strategy here was to separately investigate the insertion of a
two-pion loop in the Pomeron trajectory. Therefore, we have tried to interpolate/extrapolate our fit
results for diffraction cone from ISR to LHC. While the interpolation is very good, the extrapolaton
is only qualitatively satisfactory and shall be investigated in much more detail in a future publication.
The small mismatch may be attributed mainly to the simplified treatment of multiple Regge-pole
exchanges replaced by a single “effective” Regge trajectory. While at the LHC the contribution from
secondary trajectories in the nearly forward direction is negligible [4] this is not true at the ISR, where
the f trajectory may contribute by half of the total. Two ways how to cure this sufficiency can be
envisaged. One is by including all allowed/required Regge exchanges, namely ω, f and the Odderon,
apart from the Pomeron. The other one is to account for these by introducing energy-dependent
parameters in a single “effective” exchange.

The fine structure of the cone can be better seen on the local slope B(s, t) = d
dt ln

dσ
dt . It should

be, however, remembered that the result depends on the t interval in which the slope is calculated.
The relevant bins can be wide or narrow, overlapping or not. This point was recently discussed in
Ref. [13]. We also notice that simple and elegant formulae extrapolating the forward slope in energy
was derived in Ref. [14]. They read

B(s, t) = kα′(t)σtot(s), B(s2, t)/B(s1, t) = σtot(s2)/σtot(s1), (318)

where the coefficient k is determined explicitly in [14]. The virtue of this formula, following [14] from
s− channel unitarity is that it is model-independent in the sense that for the total cross section in its
r.h.s. on can use either model extrapolations or experimentally measured values of the cross section.
The problem with the trajectory is the same as discussed above: in Eq. (318) a single trajectory
appears, providing exact predictions when the reaction is dominated by a single Reggeon exchange, as
is the case beyond 1 TeV (LHC), dominated by a single Pomeron. Otherwise, an effective trajectory
should be used, as discussed above.

The parametrization of trajectories is a key issue in the Regge-pole theory. Linear trajectories
are popular for their simplicity, however they contradict unitarity and the analytic properties re-
quired by the S-matrix theory and the asymptotic constraints, particularly those imposed by the
quark model and perturbative quantum chromodynamics (QCD). For practical purposes one chooses
a parametrization relevant to the given kinematical region. As shown in the present paper, the eco-
nomic, parameter-free single square root parametrization, Eq. (310), used e.g. in Ref. [9] produces too
strong curvature in the cone, incompatible with the data, as seen in Figs. 122 and 123. The inclusion
of a linear term balances this distortion providing good fits to the data.

Finally we note that the reason of non-observation of any fine structure in the cone at the Tevatron
or RHIC may be attributed to poor statistics in relevant experiments. As already mentioned, that is
one the reasons we did not perform fits using p̄p datsets. It is also possible that for the same reason
it was not observed in diffraction dissociation either. Future experiments may reveal similar effects
at the very small −t domain of high-energy diffractive scattering process, either in elastic or inelastic
processes. Investigations on this subject are currently in progress.
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Diffraction as a Fundamental Ingredient in Soft Scattering

Uri Maor30, Errol Gotsman and Eugene Levin t

tRaymond and Beverly Sackler Faculty of Exact Science, Tel Aviv University, Tel Aviv, Israel

1 Historic Introduction

The s-channel unitarity screenings date back to the ISR, providing a simple way out of paradoxical
traps.

1. Given that non screened σtot grows with energy, σel grows faster (optical theorem). With no
screening, σel will, eventually, be larger than σtot.

2. Even though elastic and diffractive scatterings are dynamically similar, the energy dependences
of the two channels are different.

3. The elastic amplitude is central in impact parameter, peaking at b = 0. The peripheral diffractive
amplitudes peak at large b, which gets larger with energy.

4. 40 years post ISR, estimates of soft scattering channels at the TeV-scale require a unified analysis
of elastic and diffractive scatterings, incorporating s and t unitarity screenings.

2 S-channel unitarity

The simplest s-channel unitarity bound on ael(s, b) is obtained from a diagonal re-scattering matrix,
where repeated elastic scatterings secure s-channel unitarity,

2Imael(s, b) = |ael(s, b)|2 +Gin(s, b) (319)

i.e. At a given (s, b), σtot = σel + σinel. Its general solution is:

ael(s, b) = i
(
1− e−Ω(s,b))/2

)
, Gin(s, b) = 1− e−Ω(s,b). (320)

Ω is model dependent. The output s-unitarity bound is | ael(s, b) |≤ 2, leading to very large total and
elastic LHC cross sections, which are not supported by the recent TOTEM data.

In a Glauber/Gribov eikonal approximation, the input opacity Ω(s, b) is real. It equals to the
imaginary part of the input model Born term, a Pomeron exchange in our context. The output
amplitude, ael(s, b), is imaginary. The consequent black disc bound is | ael(s, b) |≤ 1. In a single
channel eikonal model, the screened cross sections are:

σtot = 2

∫
d2b

(
1− e−Ω(s,b)/2

)
, (321)

σel =

∫
d2b

(
1− e−Ω(s,b)/2

)2
, (322)

σinel =

∫
d2b

(
1− e−Ω(s,b)

)
. (323)

30Corresponding author. See Table 2 for the complete list of talks given at the workshop.
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An illustration of the effects implied by unitarity screenings are shown in

the figure above. It shows the s-channel black bound of unity, and the bound

implied by analyticity/crossing symmetry on the expanding b-amplitude.

Imposing these limits leads to the Froissart-Martin bound

σtot ≤ Cln2(s/s0), s0 = 1GeV 2, C ∝ 1/2m2
π � 30mb.

C is far too large to be relevant in the analysis of TeV-scale data.

Coupled to Froissart-Martin is MacDowell-Martin bound: σtot
Bel

≤ 18 π σel
σtot

.

Figure 126: s-channel unitarity bound and the analyticity/crossing bound.

Figure 126 shows the s-channel unitarity black bound, and the analyticity/crossing bound implied
by the ln2(s) expanding amplitude radius. The consequent Froissart-Martin bound is:

σtot ≤ C ln2(s/s0), s0 = 1GeV2, C ∝ 1/2m2
π � 30mb. (324)

C is far too large to be relevant at the TeV-scale. s-unitarity implies:

σel ≤ 1

2
σtot and σinel ≥ 1

2
σtot. (325)

At saturation: σel = σinel =
1
2σtot.

Introducing diffraction significantly changes the features of s-unitarity. However, the saturation
signatures remain valid.

3 Good-Walker decomposition

Consider a system of two orthonormal states, a hadron Ψh and a diffractive state ΨD. ΨD replaces
the continuous diffractive Fock states. Good-Walker (GW) noted that Ψh and ΨD do not diagonalize
the 2× 2 interaction matrix T. Let Ψ1 and Ψ2 be eigen states of T:

Ψh = αΨ1 + βΨ2, (326)

ΨD = −βΨ1 + αΨ2, (327)

where α2+β2 = 1. The eigen states initiate 4 Ai,k elastic GW amplitudes (ψi+ψk → ψi+ψk), where
i, k = 1, 2. For initial p(p̄)− p we have A1,2 = A2,1.
I shall follow GLM, where the diffractive mass distribution is not defined and requires a specification.

The elastic, SD and DD amplitudes in a 2 channel screened GW model are:

Ai,k(s, b) =
(
1− e

1
2
Ωi,k(s,b)

)
≤ 1. (328)

ael(s, b) = i{α4A1,1 + 2α2β2A1,2 + β4A2,2}, (329)

asd(s, b) = iαβ{−α2A1,1 + (α2 − β2)A1,2 + β2A2,2}, (330)

add(s, b) = iα2β2{A1,1 − 2A1,2 +A2,2}, (331)
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Introducing t-channel screening results in a distinction between GW and non-GW diffraction. In the
GW sector:

• We obtain the Pumplin bound:

σel + σGW
diff ≤ 1

2
σtot. (332)

σGW
diff sums of the GW soft diffractive cross sections.

• Below saturation,

σel ≤
1

2
σtot − σGW

diff , and σinel ≥
1

2
σtot + σGW

diff . (333)

• ael(s, b) = 1, when and only when A1,1(s, b) = A1,2(s, b) = A2,2(s, b) = 1.

• When ael(s, b) = 1, all diffractive amplitudes at the same (s,b) vanish.

• The saturation signature, σel = σinel = 1
2σtot, in a multi channel calculation is coupled to

σdiff = 0. Consequently, prior to saturation the diffractive cross sections stop growing and start
to decrease with energy.

• The above holds only in a multi channel analysis. It does not hold in a single channel model.

• GW saturation signatures are valid also in the non-GW sector.

4 Crossed Channeled Unitarity

CROSSED CHANNELED UNITARITY

Mueller(1971) applied 3 body unitarity to equate the cross section of

a + b → M 2
sd + b to the triple Regge diagram a + b + b̄ → a + b + b̄. shown above.

The signature of this presentation is a triple vertex with a leading 3IP term.

The 3IP approximation is valid when,
m2

p

M2
sd

<< 1 and
M2

sd
s

<< 1.

The leading energy/mass dependences are dσ3IP

dt dM2
sd
∝ s2∆IP ( 1

M2
sd
)1+∆IP .

Mueller’s 3IP approximation for non GW diffraction is the lowest order of

t-channel multi IP interactions, which induce compatibility with t-channel

unitarity.

Figure 127: Crossed channeled unitarity.

Translating the concepts presented into a viable phenomenology requires a specification of Ω(s, b),
for which Regge Pomeron (IP) theory is a powerful tool. Mueller (1971) applied 3 body unitarity
to equate the cross section of: a + b → M2

sd + b to the triple Regge diagram a + b + b̄ → a + b + b̄
(figure 127), with a leading 3IP vertex term. The 3IP approximation is valid when:

m2
p

M2
sd

<< 1 and
M2

sd

s
<< 1. (334)

The leading energy/mass dependences are:

dσ3IP

dt dM2
sd

∝ s2∆IP and

(
1

M2
sd

)1+∆IP

. (335)
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GW sector:

• We obtain the Pumplin bound:

σel + σGW
diff ≤ 1

2
σtot. (332)

σGW
diff sums of the GW soft diffractive cross sections.

• Below saturation,

σel ≤
1

2
σtot − σGW

diff , and σinel ≥
1

2
σtot + σGW

diff . (333)

• ael(s, b) = 1, when and only when A1,1(s, b) = A1,2(s, b) = A2,2(s, b) = 1.

• When ael(s, b) = 1, all diffractive amplitudes at the same (s,b) vanish.

• The saturation signature, σel = σinel = 1
2σtot, in a multi channel calculation is coupled to

σdiff = 0. Consequently, prior to saturation the diffractive cross sections stop growing and start
to decrease with energy.

• The above holds only in a multi channel analysis. It does not hold in a single channel model.

• GW saturation signatures are valid also in the non-GW sector.

4 Crossed Channeled Unitarity

CROSSED CHANNELED UNITARITY

Mueller(1971) applied 3 body unitarity to equate the cross section of

a + b → M 2
sd + b to the triple Regge diagram a + b + b̄ → a + b + b̄. shown above.
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Figure 127: Crossed channeled unitarity.

Translating the concepts presented into a viable phenomenology requires a specification of Ω(s, b),
for which Regge Pomeron (IP) theory is a powerful tool. Mueller (1971) applied 3 body unitarity
to equate the cross section of: a + b → M2

sd + b to the triple Regge diagram a + b + b̄ → a + b + b̄
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a) b)

Recall that unitarity screening of GW (”low mass”) diffraction is carried out

explicitly by eikonalization, while the screening of non GW (”high mass”)

diffraction is carried out by the survival probability (to be discussed).

The figure above shows the IP Green function. Multi IP interactions are

summed differently in the various IP models.

Note the analogy with QED renormalization:

a) Enhanced diagrams, present the renormalization of the propagator.

b) Semi enhanced diagrams, present the pIPp vertex renormalization.

Figure 128: IP Green function.

Mueller’s 3IP approximation for non GW diffraction is the lowest order of t-channel multi IP in-
teractions, compatible with t-channel unitarity. Recall that unitarity screening of GW (”low mass”)
diffraction is carried out explicitly by eikonalization, while the screening of non GW (”high mass”)
diffraction is carried out by the survival probability. Figure 128 shows the IP Green function. Multi
IP interactions induce large mass diffraction. Note the analogy with QED:

a) Enhanced diagrams induce the propagator renormalization.

b) Semi enhanced diagrams, present the pIPp vertex renormalization.

5 Incorporating Good-Walker and Mueller diffraction

Both the experimental and theoretical studies of soft diffraction are hindered by conflicting definitions
of signatures and bounds. In our context, I wish to discuss the relationship between GW and non
GW diffraction versus Mueller’s low and high diffractive mass.

Kaidalov, at the time, equated (with no proof) Mueller’s low diffractive mass with GW diffraction,
and high diffractive mass with non GW diffraction. The problem is how do we define the bounds of
these diffractive mass domains. Following Kaidalov, GW low mass upper bound and Mueller’s high
mass lower bound, which is 4-5 GeV, coincide, i.e. there is no overlap of low and high mass diffraction.
This point of view is shared by KMR, Ostapchenko and Poghosyan.

I find this assumption problematic, as it offers no procedure which secures a smooth behaviour of
the diffractive mass through this transition. In GLM model GW diffractive mass is not defined. We
presume (also without a proof) that GW and non GW (high mass diffraction) have the same upper
bound, commonly taken to be 0.05s. Recall that, the main difference between the two diffractive modes
is that GW is suppressed by eikonal screenings, while non GW is suppressed by the survival probability
which has an s-chanel eikonal component initiated by the re-scattering of the initial projectiles, and
a t-channel screening induced by the multi IP interactions. In GLM most of the diffraction is GW,
while in KMR it is non GW high mass.

Originally, GLM did not define a diffractive mass distribution. This has been amended in one
of GLM recent papers, where we consider the Pomeron as a partonic probe. In this model IP-q
interactions contribute to GW mass IP-g interactions contribute to non GW, high mass.

6 The partonic Pomeron

Current IP models differ in details, but have in common a relatively large adjusted ∆IP input, and a
diminishing α′

IP. Recall that, traditionally, ∆IP determines the energy dependence of the total, elastic
and diffractive cross sections, while α′

IP determines the forward slopes.
This picture is modified in updated IP models in which s and t unitarity screenings induce a smaller

IP intercept at t = 0, which gets smaller with energy. The exceedingly small fitted α′
IP implies a
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partonic description of the IP which leads to a pQCD interpretation. Gribov’s partonic Regge theory
provides the microscopic sub structure of the IP, where the slope of the IP trajectory is related to the
mean transverse momentum of the partonic dipoles constructing the Pomeron.

α′
IP ∝ 1/ < pt >

2, accordingly: αS ∝ π/ln
(
< p2t > /Λ2

QCD

)
<< 1.

We obtain a IP with hardness changing continuesly from hard (BFKL like) to soft (Regge like). This
is a non-trivial relation as the soft IP is a moving pole in J-plane, while, the BFKL hard IP is a branch
cut, approximated, sometimes, as a simple pole with ∆IP = 0.2− 0.3, α′

IP � 0.
GLM and KMR models are rooted in Gribov’s partonic IP theory with a hard pQCD IP input. It

is softened by unitarity screening (GLM), or the dependence of its partons’ transverse momenta on
their rapidity (KMR). The two definitions are correlated. GLM and KMR have a bound of validity,
at 60(GLM) and 100(KMR) TeV, implied by their approximations. Consequently, as attractive as
updated Pomeron models are, we can not utilize them above 100 TeV at the most. To this end, the
only relevant models are single channeled, most of which have a logarithmic parametrization input
such as Aln(s) +Bln2(s).

7 DIS: from SQFT to hard

The single IP picture, suggested by GLM and KMR models, implies a smooth transition from the
input hard IP to a soft IP. In a different context, such a transition is supported by HERA dependence
of λ = ∆IP on Q2 shown on figure 129.Note, though, that a smooth transition from a soft to hard IP

can be reproduced also by a 2 IPs (soft and hard) model, such as Ostapchenko’s.

The single IP picture suggested by the updated IP models implies a smooth

transition from the input hard IP to a soft IP . This picture is supported by the

the HERA dependence of λ = ∆IP on Q2 shown in the figure above.

Figure 129: HERA dependence of λ = ∆IP on Q2.
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8 Unitarity saturation

Unitarity saturation is coupled to 4 experimental signatures:

σinel
σtot

=
σel
σtot

= 0.5,
σtot
Bel

= 9π, and σdiff=0 in a multi-channel model. (336)

Following are p-p TeV-scale data, relevant to the assessment of saturation:

• CDF(1.8 TeV):

σtot = 80.03± 2.24mb, (337)

σel = 19.70± 0.85mb, (338)

Bel = 16.98± 0.25GeV−2. (339)

• TOTEM(7 TeV):

σtot = 98.3± 0.2(stat)± 2.8(sys)mb, (340)

σel = 24.8± 0.2(stat)± 2.8(sys)mb, (341)

Bel = 20.1± 0.2(stat)± 0.3(sys)GeV−2. (342)

• ATLAS(7 TeV):

σtot = 95.4± 1.4mb, (343)

σel = 24.0± 0.6mb. (344)

• AUGER(57 TeV):

σtot = 133± 13(stat)±17
20(sys)± 16(Glauber)mb, (345)

σinel = 92± 7(stat)±9
11 (sys)± 16(Glauber)mb. (346)

We get:

σinel
σtot

= 0.754(CDF), 0.748(TOTEM), 0.748(ATLAS), 0.692(AUGER). (347)

The numbers above suggest a very slow approach toward saturation, well above the TeV-scale. Con-
sequently, the study of pp saturation depends on information above the TeV-scale.

There are 2 sources from which we may obtain the desired information:

• Cosmic Rays data. Recall that p − p cross sections obtained from p-Air data have relatively
large margin of error. AUGER p− p cross sections are a good example.

• Since updated IP models are confined to the TeV-scale, p − p cross sections at higher energies
can be calculated only in single channeled models, the deficiencies of which have been stated
before.

Out of a few single channeled nodels, I shall quote Block and Halzen (BH), which reproduce well
the inelastic and total cross sections at the TeV-scale. The BH model can be applied at exceedingly
high energies. BH prediction at the Planck-scale (1.22·1016TeV) is:

σinel
σtot

=
1131mb

2067mb
= 0.547. (348)

It indicates that saturation will be attained, if at all, at non-realistic energies.
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The predicted multi channel vanishing of the diffractive cross sections at saturation implies that
σsd, which up to the TEVATRON grows slowly with energy, will eventually start to reduce. This may
serve as an early signature that saturation is being approached. Specifically, the preliminary TOTEM
measurement of:

σsd = 6.5± 1.3mb, 3.4 < Msd < 1100GeV, 2.4 · 10−7 < ξ < 0.025 (349)

suggests a radical change in the energy dependence of σsd/σinel which is considerably smaller than its
value at CDF.

σsd
σinel

= 0.151(CDF), 0.088(TOTEM). (350)

This feature, if correct, is, presently, particular to diffraction. It suggests a much faster approach
toward unitarity saturation than suggested by σinel

σtot
. TOTEM diffractive data is preliminary, as the

upper diffractive mass bound of 0.025s is half of the commonly used bound of 0.05s (including GLM).
The GLM SD cross sections (in mb) are:

σsd(W ) = σGW
sd + σnonGW

sd = 9.2 + 1.95(1.8), 10.7 + 4.18(7), 11.5 + 5.81(14). (351)

ALICE 7 TeV diffractive cross sections: σsd = 14.9 + 3.4 − 5.9mb and σdd = 9.0 ± 2.6mb are
significantly different from TOTEM data.They are compatible with GLM based on 0.05s diffractive
mass bound! Recall that, EL, SD and DD cross section values are obtained from a b2 integration of
the corresponding amplitude square.

The growth of σsd, as a function of W, is mainly a consequence of asd(s, b) moving slowly toward
higher b values. The net result is a continuation of SD moderate increase with energy. Consequently,
I do not expect a suppression of σsd at an energy of 7 TeV. An explanation of an early reduction
of the diffractive channels at relatively low energies, will require, thus, a fundamental change in our
understanding of soft scattering at the TeV-scale.
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Cristiano B. Mariotto
Victor Gonçalves
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Double J/ψ production in diffractive processes at the LHC
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Abstract

In this work we calculate, using the Pomeron resolved model, the diffractive double J/ψ production in pp

collisions at the LHC, considering double Pomeron exchange processes. Since the quarkonium production is

dominated by gluon-gluon initiated subprocesses, this channel might be usefull to test the validity of this model

for diffractive interactions. We obtain the rapidity and transverse momentum distributions and estimate the

total cross section for the kinematic regions of the LHC experiments.

Quarkonium production at high energies probes the proton’s gluon distribution due to dominance of
subprocesses with two gluons in the initial state. On the other hand, diffractive processes involve
the exchange of a Pomeron, an object with the vacuum quantum numbers, and lead to events with
rapidity gaps in the hadronic final state. The nature of the Pomeron is a subject of intense debate
in the literature. In the Resolved Pomeron Model [1] one assumes the validity of the diffractive
factorization formalism and that the Pomeron has a partonic structure. In this contribution we study
the central diffractive double J/ψ production as a complementary test of diffractive processes and the
Pomeron structure [2].

X1
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J/Ψ

J/Ψ

IP

gIP

gIP

IP

〈S2〉

(a)
X1

X2

J/Ψ

J/Ψ

gp(xb, µ
2)

gp(xa, µ
2)

(b)

Figure 130: Typical diagrams for the double J/ψ production in (a) central diffractive and (b) inclusive
processes.

31Corresponding author. See Table 2 for the complete list of talks given at the workshop.
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At high energies the double quarkonium production is dominated by gluon-gluon interactions. In
the central diffractive case, the hard process takes place in IPIP interactions, and the contributing
diagrams are the same as in the inclusive case, as ilustrated in Fig. 130. The differential cross section
for double J/ψ production in central diffractive processes can be written as

dσ

dydp2T
=

∫

xamin

dxag
D(xa, µ

2)gD(xb, µ
2)

xaxb
2xa − x̄T ey

∑
i=1,8

dσ̂

dt̂

gg→2cc̄i(
3S1)

·〈OJ/ψ
i (3S1)〉2 · 〈S2〉 , (352)

where xamin = x̄T ey

2−x̄T e−y , xb =
xax̄T e−y

2xa−x̄T ey , x̄T = 2mT√
s

and mT =
√
M2 + p2T . Here M is the J/ψ mass,

pT its transverse momentum, y its rapidity, and µ = mT is the hard scale. Also, dσ̂
dt̂

in Eq. (352)

are the hard scattering differential cross sections, given by leading order (LO) α4
s expressions. The

contributing diagrams include those associated to the nonfragmentation contribution, with the leading
contribution being the color singlet (cc̄)1(

3S1) + (cc̄)1(
3S1) channel, and diagrams associated to the

gluon fragmentation contribution, associated to the color octet (cc̄)8(
3S1) + (cc̄)8(

3S1) channel. For
the gluon-initiated color singlet contributions, one has [3]

dσ̂

dt̂

gg→2cc̄1(3S1)

〈OJ/ψ
1 (3S1)〉2 =

16πα4
s|R(0)|4

81M2s8(M2 − t)4(M2 − u)4

∑
jkl

ajklM
jtkul (353)

where, as in the Ref. [3], |R(0)|2 = 0.8 GeV3 is the squared radial function at the origin, s, t, u are the
usual Mandelstam variables, M = 2mc, and mc = 1.5 GeV (see Ref. [3] for the detailed expressions
for the ajkl coefficients). For the color octet contributions, the differential cross section for the gluon
initiated partonic subprocesses can be written as [4]

dσ̂

dt̂

gg→2cc̄8(3S1)

=
πα4

s

972M6s8(M2 − t)4(M2 − u)4

14∑
j=0

ajM
2j , (354)

where the aj coefficients can be found in Ref. [4], and 〈OJ/ψ
8 (3S1)〉 = 3.9 × 10−3GeV 3 is the only

relevant NRQCD matrix element, taken from [5].
Also, gD(xi, µ

2) are the diffractive gluon distribution functions from the two colliding protons. In
the present work, they are taken from the Resolved Pomeron Model [1], being defined as a convolution
of the Pomeron flux emitted by the proton, fIP (xIP ), and the gluon distribution in the Pomeron,
gIP (β, µ

2), where β is the momentum fraction carried by the partons inside the Pomeron. The Pomeron

flux is given by fIP (xIP ) =
∫ tmax

tmin
dtfIP/p(xIP , t), where fIP/p(xIP , t) = AIP · eBIP t

x
2αIP (t)−1

IP

and tmin, tmax are

kinematic boundaries. The Pomeron flux factor is motivated by Regge theory, where the Pomeron
trajectory is assumed to be linear, αIP (t) = αIP (0) + α′

IP t, and the parameters BIP , α
′
IP and their

uncertainties are obtained from fits to H1 data [6]. The diffractive gluon distribution is then given

by gD(x, µ2) =
∫ 1
x

dxIP
xIP

fIP (xIP )gIP

(
x
xIP

, µ2
)
. In our analysis we use the diffractive gluon distribution

obtained by the H1 Collaboration at DESY-HERA [6]. Finally, one important ingredient to obtain
realistic predictions for the double J/Ψ production in central diffractive processes is the gap survival
probability, 〈S2〉, which accounts for the probability that secondaries produced by soft rescatterings
do not populate the rapidity gaps. Here we assume that 〈S2〉 = 2% for proton-proton collisions at
LHC energies [7]. However, the magnitude of 〈S2〉 is still a theme of intense debate (See, e.g., Ref. [8]).
In Fig. 131 we present our results for the transverse momentum distribution for double J/Ψ pro-

duction at midrapidities (|y| ≤ 2.5) in central diffractive processes for LHC energies. For the sake of
comparison, we also show the results for the inclusive case, obtained using the CTEQ6L parametriza-
tion [9] for the gluon distribution in the proton, which agree with the predictions presented in Ref. [4].
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The central diffractive predictions at small pT are a factor ≈ 103 smaller than in the inclusive one. We
obtain that the pT distributions in the low pT region are dominated by the color singlet contributions.
Moreover, as in the inclusive case [4], the distribution vanishes at pT = 0 and increases rapidly until
it reaches a maximum at pT ≈ 1.5 GeV. Then it decreases monotonically as pT increases. We obtain
that the color singlet contributions are dominant except at large pT . The cross-over, beyond that the
color octet contributions start to be dominant, occurs at pT ≈ 15 GeV. Furthermore, in the dominant
low-pT peak, the color octet contribution is four orders of magnitude less important than the color
singlet one.
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Figure 131: Transverse momentum distributions for double J/ψ production in central diffractive
processes at 14 TeV. The prediction for the inclusive production is presented for comparison.

In Fig. 132 we present our results for the rapidity distribution for double J/ψ production in
central diffractive processes at

√
s = 8 and 14 TeV. The inclusive predictions are also presented

for comparison. We have verified that the color singlet contributions dominate all regions for the
pT -integrated spectra, and the color octet one are negligible in all rapidity regions. Moreover, we
have a reduction of four orders of magnitude when going from the inclusive to the central diffractive
case. In Table 30 we present our predictions for the total cross section considering the production at
midrapidities (|y| ≤ 2.5), which can be analyzed by CMS, ATLAS and ALICE Collaborations, and
for the kinematical range probed by the LHCb Collaboration (2 ≤ y ≤ 4.5). For comparison we show
the predictions for the inclusive production and for the double J/Ψ production in central exclusive
processes (CEP) obtained in Ref. [10] using the CTEQ6L parton distribution functions. We obtain
that our predictions for the central diffractive production are similar to those for the central exclusive
production obtained in Ref. [10]. Of course, the topology of the final state of these two processes
is different. While in central exclusive processes one has only the leading hadrons, two J/ψ’s and
nothing else, in the central diffractive case one expect to have some extra particles coming from the
Pomeron remnants. However, it is not obvious that the double diffractive and the central exclusive
mechanisms could be differentiated experimentally at the LHC.
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s = 8 and 14 TeV. The inclusive predictions are also presented

for comparison. We have verified that the color singlet contributions dominate all regions for the
pT -integrated spectra, and the color octet one are negligible in all rapidity regions. Moreover, we
have a reduction of four orders of magnitude when going from the inclusive to the central diffractive
case. In Table 30 we present our predictions for the total cross section considering the production at
midrapidities (|y| ≤ 2.5), which can be analyzed by CMS, ATLAS and ALICE Collaborations, and
for the kinematical range probed by the LHCb Collaboration (2 ≤ y ≤ 4.5). For comparison we show
the predictions for the inclusive production and for the double J/Ψ production in central exclusive
processes (CEP) obtained in Ref. [10] using the CTEQ6L parton distribution functions. We obtain
that our predictions for the central diffractive production are similar to those for the central exclusive
production obtained in Ref. [10]. Of course, the topology of the final state of these two processes
is different. While in central exclusive processes one has only the leading hadrons, two J/ψ’s and
nothing else, in the central diffractive case one expect to have some extra particles coming from the
Pomeron remnants. However, it is not obvious that the double diffractive and the central exclusive
mechanisms could be differentiated experimentally at the LHC.
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Figure 132: Rapidity distributions for double J/ψ production in inclusive and central diffractive
processes in pp collisions at

√
s = 8 and 14 TeV.

CM energy Rapidity range Inclusive Central Diffractive CEP

8 TeV |y| < 2.5 27203 pb 9.51 pb 10 pb

8 TeV 2 < y < 4.5 9709 pb 2.16 pb 2.5 pb

14 TeV |y| < 2.5 39690 pb 16.02 pb 17 pb

14 TeV 2 < y < 4.5 15220 pb 4.43 pb 4.7 pb

Table 30: Total cross sections for double J/ψ production for different energies and rapidity cuts. Also
shown the predictions from Ref. [10] for the central exclusive production (CEP).
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Abstract

We present the results of the covariant spectator quark model applied to the nucleon structure function f(x)

measured in unpolarized deep inelastic scattering, and the structure functions g1(x) and g2(x) measured in

deep inelastic scattering using polarized beams and targets (x is the Bjorken scaling variable). The nucleon is

modeled by a valence quark-diquark structure with S, P and D components. The shape of the wave functions

and the relative strength of each component are fixed by making fits to the deep inelastic scattering data for

the structure functions f(x) and g1(x). The model is then used to make predictions on the function g2(x) for

the proton and neutron.

The covariant spectator quark model (CSQM) is a model in which the electromagnetic structure
of the constituent quark is parametrized by Dirac (f1q) and Pauli (f2q) form factors for the quarks
(q = u, d) [1, 2]. The quark electromagnetic form factors f1q, f2q simulate the effects associated
with the gluons and the quark-antiquark pairs. The CSQM was developed within the covariant
spectator theory [3] and was first applied to the nucleon using a S-state approximation to the quark-
diquark system [1]. The quark form factors and the radial wave functions are fitted to the nucleon
electromagnetic form factor data. It was concluded that the falloff of the ratio between the magnetic
and electric observed for the first time at Jefferson Lab can be explained by a model based on quarks
with no orbital momentum, if the quarks have an internal structure [1]. The model was later extended
to several nucleon resonances and other baryons [2, 4–8].

The next step on this, it is to check if CSQM can be extended to the deep inelastic scattering
(DIS) regime, and if a qualitative description of the DIS phenomenology can be achieved. In the
deep inelastic scattering the photon transfer momentum squared, Q2, and the photon energy in the

lab frame, ν, are both very large but the ratio x = Q2

2Mν is kept finite (M is the nucleon mass). If
the CSQM is in fact compatible with DIS, the DIS data can be used to discriminate the individual
contributions of the orbital angular momentum states in the nucleon wave function and also used to
estimate the shape of those components.

The nucleon structure in DIS is parametrized in terms of the unpolarized structure functions fq(x) =
q(x) and the polarized structure functions gq1(x) = ∆q(x) and gq2(x). The unpolarized structure
functions determine the quark contributions to the nucleon momentum, but explain only about 50%
of the total amount (

∫
dx(2xfu+xfd) ≈ 0.5). The remaining 50% are due to the gluons. The functions

∆q measures the contributions to the quark orbital momentum for the proton spin. It is known since
the 80s, from the EMC experiments at CERN [9], that the contribution of the orbital momentum of
the quarks to the proton spin is only about 30% [9,10]. That conclusion was obtained from the result
of the first moment of the function g1(x) for the proton [11,12]

Γp
1 =

∫ 1

0
dx gexp1p (x) = 0.128± 0.013. (355)

Theoretical calculations based on the naive assumption that the nucleon is made of quarks with no
orbital angular momentum (pure relative S-state) give larger values. In our S-state model for the
nucleon, Γp

1 = 0.278 [13].
Since a nucleon wave function (ΨN ) dominated by the S-state [1, 12] overestimates the quark con-
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tributions to the proton spin, we now consider a wave function that include also P and D-states [13]

ΨN = nSΨS + nPΨP + nDΨD, (356)

where nS , nP and nD are the coefficients of the states (n2
S + n2

P + n2
D = 1). All the components of

the wave function are represented in terms of an off-shell quark and two on-shell quarks (quark pair).
We can integrate in the internal degrees of freedom of the quark pair and represent the wave function
in terms of the a quark and a diquark structure dependent on the nucleon (P ) and the diquark (k)
momenta [13]. Since in the DIS limit the quarks are pointlike the adjustable part of the model is
restricted to the radial wave functions of the states S, P and D. To increase the flexibility of the
model we also consider different distributions (radial wave functions ψS

q ) for the quarks u and d. This
asymmetry is supported by the data [12,13].

From the calculation of the hadronic tensor, in which we integrate on the quark and diquark on-shell
momenta, we derive the expressions for the DIS structure functions. In particular the expression for
the unpolarized structure function associated with the S-state can be written as

fS
q (x) =

M2

16π2

∫ +∞

ξ
dχ|ψS

q (χ)|2,
dfS

q

dx
= −x(2− x)

(1− x)2
M2

16π2
|ψS

q (χ)|2, (357)

where ξ = x2

1−x is a function of the Bjorken variable x, and χ is a covariant variable of the nucleon and
diquark momenta. Similar expressions can be written for the P and D components.

Equations (357) can be used to conclude that the radial wave functions (L = S, P,D) can be
represented in the form

ψL
q (χ) ∝

α+ β

χn0(β + χ)n1−n0
, (358)

where α is a constant, β is a dimensionless parameter and n0, n1 are indices that can be related to the
values aq, bq from the parametrizations xfq(x) ∝ xaq(1− x)bq .
To confirm if the CSQM is consistent with the DIS regime, we try to adjust the parameters of our

model to the DIS phenomenology. Since the experimental data is in some cases obtained for very
small Q2 (while in the DIS limit Q2 is very large) we choose to fit our model to the well known
parametrizations of the data: Martin, Roberts, Stirling and Thorn (2002) – MRST(02) (unpolarized
structure functions) [14] and Leader, Siderov and Stamenov (2010)– LSS(10) (polarized structure
functions) [15]. We consider the parametrizations for the scale Q2 = 1 GeV2. We divide the fitting
process into 3 steps:

• first we estimate the parameters of the radial wave functions ψL
q by a fit to the unpolarized data,

fu and fd, assuming that all components S, P,D have the same shape [see Eq. (358)],

• based on the first estimate of the radial wave functions we calculate the mixture coefficients
nP and nD by making a fit to the first moment of the function gq1: Γu

1 = 0.333 ± 0.039, and
Γd
1 = −0.335± 0.080 [12,14],

• finally the parameters of the radial wave functions: α, β are adjusted independently to the
polarized data for ∆u and ∆d.

The results of the fit for the functions q and ∆q are presented in the Fig. 133, and are compared
with the parametrizations MRST(02) and LSS(10).

Once all the parameters are fixed by the q and ∆q data, we use the model to predict the function
g2(x) for the proton and the neutron. The results are presented in Fig. 134 by the solid line.
From the previous study we conclude that CSQM be used in the nucleon DIS regime, in addition

to the electromagnetic excitations of the baryons. The results presented here are derived under the
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assumption that the valence quarks are the relevant degrees of freedom in DIS and that the gluon and
meson cloud (sea quarks) effects can be neglected in a first approximation.

In our study the nucleon has contributions of several angular momentum states (L = S, P,D) and
the DIS data are used to probe the shape of the components of the nucleon wave function.

The results of our best model are consistent with the experimental data obtained for the unpolarized
fq(x) and polarized gq1(x) structure functions, which are also compatible with a zero contribution of
the gluons for the proton spin (Jg = 0).
Finally we present predictions for the spin dependent structure function g2(x) of the nucleon. The

predictions are consistent with the available data (see Fig. 134) and can be tested in future by more
accurate data.

Since the gluon degrees of freedom are not included explicitly, although some effects are effectively
considered in the structure of the radial wave functions, we cannot make direct predictions for very
large Q2. We can however use the QCD evolution equations (DGLAP) [16] to extrapolate the results
to very large Q2, dominated by the gluon effects, using the results of our model for the valence quark
structure at Q2 = 1 GeV2.

Figure 133: Results for the unpolarized q(x) and polarized ∆q(x) structure functions (Total) com-
pared with theparametrizations MRST(02) and LSS(10) [14, 15]. The P - and D- state mixtures are
respectively 1% and 35% [12].

Figure 134: Predictions of the function g2(x) for the proton and neutron (solid line) [12].

The author’s research was supported by the Brazilian Ministry of Science, Technology and Innova-
tion (MCTI-Brazil).
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Abstract

Jet physics provides a powerful tool to investigate interaction properties of quarks and gluons. These studies

have been possible at an energy never investigated before at LHC. In this proceedings we review the main

characteristics of experimental methods to measure jets in proton–proton collisions at center-of-mass energies of

7 and 8 TeV. Novel methods are expected to play an important role for searching new physics at center-of-mass

energy of 13 TeV.

1 Introduction

Jets are the signatures of quarks and gluons produced in high-energy collisions such as the proton-
proton interactions at the Large Hadron Collider (LHC). The understanding of the jet properties are
key ingredients of several physics measurements and for New Physics searches. The study of jets
have been used to test perturbative QCD (pQCD), to probe proton structure and to search for New
Physics.

This paper is a summary of two lectures given in the school New Trends in High-Energy Physics
and QCD. The slides can be found in this link. Deliberately no figure is used here and the focus will
be on the main ingredients of performing jet phyics at LHC and novel techniques introduced in RunI.

This paper is organized as follows. The general aspects of experimental inputs for jet reconstruction
are described in Sec. 2. Section 3 introduces the jet reconstruction. Jet energy measurement is
discussed in section 4. Novel jet physics methods studied at LHC RunI are presented in section 5. A
summary is found in section 6.

2 Particles from detector

The first step of any jet analysis is the particles to be used in the jet reconstruction algorithm.
Two main approaches are used by LHC experiments: calorimeter measurements and particle flow
candidates. Calorimeter (CALO) jets are reconstructed from energy deposits in the calorimeter clus-
ters while particle flow (PF) jets are reconstructed from from particles identified from different sub-
detectors. The main differences from these approaches will be discussed below.

The four main detectors at LHC are capable of measuring energy and hits of emerging particles of the
high-energy collision with proper time bigger than 10−8 s. Detailed information of the ALICE, ATLAS,
CMS and LHCb detectors can be found elsewhere [1–4]. From these measurements, particle momentum
and identification can be inferred with good precision. With a certain level of generalisation, we can
say five types of particles are identified: photons, electrons, muons, charged hadrons and neutral
hadrons. In the PF algorithm, particle identification is the main feature to provide information of the
jet characteristics.

Muons are the easiest particles to identify in high-energy physics detectors. Since they are heavy
and do not interact via quantum chromodynamics, they traverse all the sub-detectors and produce
hits in the so-called muon stations.

Photons are identified as clustes in the eletromagnetic calorimeter with void of hits in the track sub-
detectors. The electrons produce similar showers in the eletromagnetic calorimeter, but a reconstructed



230 New Trends in High Energy and QCD – IIP proceedings

Experimental aspects of jet physics at LHC

Murilo Rangel w

wUniversidade Federal do Rio de Janeiro, Rio de Janeiro, Brazil

Abstract

Jet physics provides a powerful tool to investigate interaction properties of quarks and gluons. These studies

have been possible at an energy never investigated before at LHC. In this proceedings we review the main

characteristics of experimental methods to measure jets in proton–proton collisions at center-of-mass energies of

7 and 8 TeV. Novel methods are expected to play an important role for searching new physics at center-of-mass

energy of 13 TeV.

1 Introduction

Jets are the signatures of quarks and gluons produced in high-energy collisions such as the proton-
proton interactions at the Large Hadron Collider (LHC). The understanding of the jet properties are
key ingredients of several physics measurements and for New Physics searches. The study of jets
have been used to test perturbative QCD (pQCD), to probe proton structure and to search for New
Physics.

This paper is a summary of two lectures given in the school New Trends in High-Energy Physics
and QCD. The slides can be found in this link. Deliberately no figure is used here and the focus will
be on the main ingredients of performing jet phyics at LHC and novel techniques introduced in RunI.

This paper is organized as follows. The general aspects of experimental inputs for jet reconstruction
are described in Sec. 2. Section 3 introduces the jet reconstruction. Jet energy measurement is
discussed in section 4. Novel jet physics methods studied at LHC RunI are presented in section 5. A
summary is found in section 6.

2 Particles from detector

The first step of any jet analysis is the particles to be used in the jet reconstruction algorithm.
Two main approaches are used by LHC experiments: calorimeter measurements and particle flow
candidates. Calorimeter (CALO) jets are reconstructed from energy deposits in the calorimeter clus-
ters while particle flow (PF) jets are reconstructed from from particles identified from different sub-
detectors. The main differences from these approaches will be discussed below.

The four main detectors at LHC are capable of measuring energy and hits of emerging particles of the
high-energy collision with proper time bigger than 10−8 s. Detailed information of the ALICE, ATLAS,
CMS and LHCb detectors can be found elsewhere [1–4]. From these measurements, particle momentum
and identification can be inferred with good precision. With a certain level of generalisation, we can
say five types of particles are identified: photons, electrons, muons, charged hadrons and neutral
hadrons. In the PF algorithm, particle identification is the main feature to provide information of the
jet characteristics.

Muons are the easiest particles to identify in high-energy physics detectors. Since they are heavy
and do not interact via quantum chromodynamics, they traverse all the sub-detectors and produce
hits in the so-called muon stations.

Photons are identified as clustes in the eletromagnetic calorimeter with void of hits in the track sub-
detectors. The electrons produce similar showers in the eletromagnetic calorimeter, but a reconstructed

M. Rangel 231

track is used as main discrimination from photon showers. To reduce interaction of hadrons in the
eletromagnetic calorimeter, low density with high-Z material is used as absorber. In more complex
algorithms, photon convertion in the track sub-detectors is also considered.

Neutral and charged hadrons are reconstructed in the hadronic calorimeter where low nuclear in-
teraction length is used as absorber. When a track extrapolated to the hadronic calorimeter matches
with a cluster, the track is taken as charged hadron. Energy in the hadron calorimeter that is matched
with a track is not used since the track momentum resolution is better than calorimeter energy reso-
lution. In more detailed algorithms, V0’s decays are identified from displaced vertices and π0 → γ γ

are selected using the eletromagnetic calorimeter.
Jets reconstructed from PF-particles have usually better energy resolution and smaller calibration

factors, but they have properties harder to model due to the heterogeneity of the inputs. CALO-jets
have in general well understood modeling and their energy resolution and scale are improved with
indirect information from other sub-detectors, e.g., calorimeter is calibrated using tracks.

Reconstruction of jets using stable particles produced by a given event generator is used to calibrate
jets reconstructed from detector inputs. Jet physics observables can only have a meaning if detector-
level jets are calibrated. Discussion on jet calibration is presented in section 4.

3 Jet reconstruction

LHC experiments use in general reconstruction algorithms implemented in the FastJet package [5].
The most widely used algorithms are the anti-kT [6], kT [7–9] and the Cambridge-Aachen (C/A)
algorithm [10, 11]. The kT and C/A algorithms provides spatial and kinematic information about
the substructure of jets, since they carry the clustering history. The anti-kT algorithm define jets
using successive recombinations providing almost no information about the pTordering of the shower.
Therefore, the kT and C/A algorithms are usually used for jet substructure studies, while anti-kT is
used to study single-parton jet physics.

The jet algorithms do not reject jets originating from detector noise, pile-up particles, high-pTleptons,
hadronic τ decays and cosmic rays. Criteria to reject fake and noise jets are used called jet identifica-
tion (JetID). Background jets rate are reduced to O(1%) by using jet properties, e.g., charged energy
fraction (see studies performed by CMS as example [12]).

Many interesting physics processes at LHC have bottom or charm quark production, e.g., Higgs
and top quark decays. Therefore, identifying jets originating from bottom or charm quarks becomes
a very important task. Fragmentation of bottom and charm quarks produces hadrons with relatively
large masses, long lifetimes and high-pTcharged particles. Besides good track momentum resolution,
the detector needs to have precise reconstruction of the secondary vertex of O (30µm). These aspects
are explored in various algorithms that have about 50% tagging efficiency for 1% fake rate. ALICE,
ATLAS, CMS and LHCb have documented their studies of bottom and charm quark jet identification
in ref. [13–16].

Discrimination between light quark- and gluon-initiated jets can be very helpful when searching for
new processes with many light quarks [17, 18]. Since the color factor of the gluon is 3 and for light
quarks (u, d and s) is 4/3, it is expected that the number of particles produced in gluon-initiated jets
is 9/4 times than in light quark initiated jets. The width of gluon-initiated jets are also expected to be
larger than light quark-initiated jets. In general, these jet characteristics are explored in multivariate
discriminant that provide 60% efficiency for a fake rate of 30%.

4 Jet energy measurement

The jet energy clustered from the reconstructed particles differs from the corresponding true jet
energy clustered from the stable particles before interacting with the detector. Huge part of effort of
understanding jets is the jet energy calibration, i.e., correct the detector-level jet to the particle-level
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jet. In other words, the jet energy measurement becomes independent of the detector. Since jets
are a collection of particles or calorimeter clusters, jet energy calibration is a very difficult task (see
ref. [19, 20]).

In general, the calibration is factorized in different factors: offset, relative and absolute. In some
cases, the jet direction is also corrected for which can be up O(1%) correction. Dedicated jet energy
calibration (JEC) can also be derived for different parton where the jet originates from.

The offset correction is usually derived in data-driven studies and treated as a linear correction
with the number of vertices reconstructed in the event. This assumption works well for CALO-
jets, but PF-jets need to use more sophisticated methods, e.g., jet area [21]. The main goal of
this factor is to subtract the energy not associated with the high-pTscattering. Most of the energy
excess originates from pile-up or out-of-time events. This factor becomes extreme important at high
luminosity conditions.

The relative factor explores the best region of the detector for jet reconstruction. The goal is to
calibrate regions of the detector with poor resolution with respect to the best understood region. One
of the main advantages of this procedure is that no simulation is needed. The most used technique
is the dijet pT-balance. Due the high cross-section and the two jet well balanced in pT, the dijet
production provides an unique sample to measure the relative response of jet energy measurement.

The absolute correction factor aims the calibration of the jet energy to the true jet, i.e., the energy
that would have been measured by a perfect detector. This factor is in general derived in simulation
and residual corrections are estimated with data. Two event samples are usually used to compare data
with simulation: γ +jets and Z +jets. The method is based on the correlation between the jet pTand
the γ or Z pT. While the γ +jets sample provides much more statistics, the size of backgrounds is also
larger. Besides the background contamination and event sample size differences, γ and Z have also
different energy resolutions. Compromise of background, size sample and resolution of the reference
object needs to be studied.

Dedicated calibration for jets originating from bottom quarks can also be derived using Z +b-jets,
top quark or Z →bb decays (for example, see ref. [22]). Differences between different parton-initiated
jets can be up to 2%. Most of experiments include this effect in the JEC error.

After calibrating the jet energy, precise knowledge of its resolution is crucial for jet physics. In
differential cross-section measurements, the jet energy measurement needs to be unfolded to the true
jet energy, and the main impact of the unfolding procedure is the jet energy resolution (JER). Other
analyses need good understanding of the differences between data and simulation, e.g., Higgs decaying
to bb. JER can studied with dijet, γ +jets and Z +jets samples (see refs. [19, 23]). In the case of
dijet events, the impact of the final state radiation in the dijet pTasymmetry must be done by using
different pTthresholds for the third jet. The extrapolation to zero pTthreshold provides the true jet
energy resolution.

W/Z and top quark masses are known with relatively high precision, therefore, hadronic decays of
these particles can be used to certify jet energy measurements.

5 Novel methods using jets

It is crucial to develop novel methods to improve the impact of experimental results using the available
data. LHC RunII data will provide great opportunity to apply novel jet methods. Many ideas are
already successfully tested with RunI data and we shall summarize them below.

Various theoretical ideas has been developed by using large are jets or fat jets [24–26]. When
an unstable particle is produced at pTgreater than twice its mass, their decay products are produced
collimated with respect to the beam axis. The LHC data probes kinematic regimes with the production
of SM particles with significant Lorentz boosts, or even new massive particles that decay to highly
boosted SM particles. For example, when sufficiently boosted, the decay products of W bosons,
top quarks, and Higgs bosons can become collimated to the point that standard jet reconstruction
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techniques fail. In other words, when the separation of the quarks in these boosted topologies is smaller
than the radius parameter of the jet reconstruction, individually resolved jets can not be identified.
At RunI, many studies provided promising results for the use of these techniques at RunII.

Boosted W production was studied by CMS [27] using the C/A algorithm with distance parameter
R = 0.8 and jets with pTgreater than 200 GeV. The W boson is selected to be a decay product of
a top quark and another leptonically decaying W boson in the event is selected. The W -jet is then
submitted to various tests that ensure it has substructure. The typical efficiency of this method to
tag a boosted W is 65% with a background rejection of 96%.

ATLAS collaboration also published studies with boosted top quarks, W and Z bosons [28]. In
general, the C/A algorithm provides better framework to tag boosted objects, but kT and anti-kT are
also used to in specific cases. The main challenge is to suppress parton-initiated jets while keeping
the signal mass peak unaffected. Techniques as the grooming algorithms show great performance on
this task.

Searches for new physics using RunI data and boosted objects were performed by both CMS and
ATLAS experiments [29, 30]. Heavy particles ranging with masses up to 2000 GeVcan be probed in
these analyses. Jet substructure simulation studies at very high luminosity collisions show promising
prospects for the future results with RunII data.

ALICE experiment measured the ratio of the inclusive differential jet cross sections for R = 0.2 and
R = 0.4 [31]. This ratio allows a more stringent comparison of data and calculations than the individual
inclusive cross sections [32], since many systematic uncertainties are common or highly correlated. The
pQCD calculation considers the ratio directly, rather than each distribution separately, making the
calculated ratio effectively one perturbative order higher than the individual cross sections [32]. This
is nice example novel methos in jet physics can help to test precisely the SM.

6 Summary

This letter highlighted the main ingredients to build jets and the novel ideas explored in RunI. Jet
physics played a major role at LHC RunI. Precise tests of the SM and possible discoveries with RunII
data will certainly depend on the jet tools.
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Abstract

We describe two different possible measurements sensitive to BFKL resummation effects to be performed at

the LHC, namely the Mueller Navelet jets and the jet gap jet cross sections. We perform a NLL calculation of

these processes and compare it to recent Tevatron measurements, and give predictions at LHC energies. We

also discuss the possibility of measuring jet gap jet events in diffraction at the LHC.

1 Mueller Navelet jets at the LHC

In this section, we give the BFKL NLL cross section calculation for Mueller Navelet processes at
the Tevatron and the LHC. Since the starting point of this study was the description of forward jet
production at HERA, we start by describing briefly these processes.

1.1 Forward jets at HERA
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Figure 135: Comparison between the H1 dσ/dx measurement with predictions for BFKL-LL, BFKL-
NLL (S3 and S4 schemes) and DGLAP NLO calculations (see text). S4, S3 and LL BFKL cannot be
distinguished on that figure.

Following the successful BFKL [1] parametrisation of the forward-jet cross-section dσ/dx at Leading
Order (LO) at HERA [2,3], it is possible to perform a similar study using Next-to-leading (NLL) re-
summed BFKL kernels. Forward jets at HERA are an ideal observable to look for BFKL resummation
effects. The interval in rapidity between the scattered lepton and the jet in the forward region is large,
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and when the photon virtuality Q is close to the transverse jet momentum kT , the DGLAP cross
section is small because of the kT ordering of the emitted gluons. In this short report, we will only
discuss the phenomelogical aspects and all detailed calculations can be found in Ref. [4] for forward
jets at HERA and in Ref. [5] for Mueller Navelet jets at the Tevatron and the LHC.

1.2 BFKL NLL formalism

The BFKL NLL [6] longitudinal transverse cross section reads:

dσγ∗p→JX
T,L

dxJdk2T
=

αs(k
2
T )αs(Q

2)

k2TQ
2

feff (xJ , k
2
T )

∫
dγ

(
Q2

k2T

)γ

φγ
T,L(γ) e

ᾱχeffY (359)

where xJ is the proton momentum fraction carried by the forward jet, χeff is the effective BFKL NLL
kernel and the φs are the transverse and longitunal impact factors taken at LL. The effective kernel
χeff (γ, ᾱ) is defined from the NLL kernel χNLL(γ, ω) by solving the implicit equation numerically

χeff (γ, ᾱ) = χNLL [γ, ᾱ χeff (γ, ᾱ)] . (360)

The integration over γ in Eq. 359 is performed numerically. It is possible to fit directly dσ/dx
measured by the H1 collaboration using this formalism with one single parameter, the normalisation.
The values of χNLL are taken at NLL [6] using different resummation schemes to remove spurious
singularities defined as S3 and S4 [7]. Contrary to LL BFKL, it is worth noticing that the coupling
constant αS is taken using the renormalisation group equations, the only free parameter in the fit
being the normalisation.

To compute dσ/dx in the experimental bins, we need to integrate the differential cross section on
the bin size in Q2, xJ (the momentum fraction of the proton carried by the forward jet), kT , while
taking into account the experimental cuts. To simplify the numerical calculation, we perform the
integration on the bin using the variables where the cross section does not change rapidly, namely
k2T /Q

2, log 1/xJ , and 1/Q2. Experimental cuts are treated directly at the integral level (the cut on
0.5 < k2T /Q

2 < 5 for instance) or using a toy Monte Carlo. More detail can be found about the fitting
procedure in Appendix A of Ref. [3].

The NLL fits [4] can nicely describe the H1 data [8] for the S4 and S3 schemes [2–4] (χ2 = 0.48/5
and χ2 = 1.15/5 respectively per degree of freedom with statistical and systematic errors added in
quadrature). The curve using a LL fit is indistinguishable in Fig. 135 from the result of the BFKL-NLL
fit. The DGLAP NLO calculation fails to describe the H1 data at lowest x (see Fig. 135). We also
checked the effect of changing the scale in the exponential of Eq. 359 from kTQ to 2kTQ or kTQ/2
which leads to a difference of 20% on the cross section while changing the scale to k2T or Q2 modifies
the result by less than 5% which is due to the cut on 0.5 < k2T /Q

2 < 5. Implementing the higher-order
corrections in the impact factor due to exact gluon dynamics in the γ∗ → qq̄ transition [9] changes
the result by less than 3%.

The H1 collaboration also measured the forward jet triple differential cross section [8] and the results
are given in Fig. 136. We keep the same normalisation coming from the fit to dσ/dx to predict the
triple differential cross section. The BFKL LL formalism leads to a good description of the data when
r = k2T /Q

2 is close to 1 and deviates from the data when r is further away from 1. This effect is
expected since DGLAP radiation effects are supposed to occur when the ratio between the jet kT
and the virtual photon Q2 are further away from 1. The BFKL NLL calculation including the Q2

evolution via the renormalisation group equation leads to a good description of the H1 data on the
full range. We note that the higher order corrections are small when r ∼ 1, when the BFKL effects
are supposed to dominate. By contrast, they are significant as expected when r is different from one,
ie when DGLAP evolution becomes relevant. We notice that the DGLAP NLO calculation fails to
describe the data when r ∼ 1, or in the region where BFKL resummation effects are expected to
appear.
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Figure 136: Comparison between the H1 measurement of the triple differential cross section with
predictions for BFKL-LL, BFKL-NLL and DGLAP NLO calculations (see text).

In addition, we checked the dependence of our results on the scale taken in the exponential of
Eq. 359. The effect is a change of the cross section of about 20% at low pT increasing to 70% at
highest pT . Taking the correct gluon kinematics in the impact factor lead as expected to a better
description of the data at high pT [4].

1.3 Mueller Navelet jets at the Tevatron and the LHC

Mueller Navelet jets are ideal processes to study BFKL resummation effects [5]. Two jets with a large
interval in rapidity and with similar tranverse momenta are considered. A typical observable to look
for BFKL effects is the measurement of the azimuthal correlations between both jets. The DGLAP
prediction is that this distribution should peak towards π - ie jets are back-to-back- whereas multi-
gluon emission via the BFKL mechanism leads to a smoother distribution. The relevant variables to
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Figure 136: Comparison between the H1 measurement of the triple differential cross section with
predictions for BFKL-LL, BFKL-NLL and DGLAP NLO calculations (see text).

In addition, we checked the dependence of our results on the scale taken in the exponential of
Eq. 359. The effect is a change of the cross section of about 20% at low pT increasing to 70% at
highest pT . Taking the correct gluon kinematics in the impact factor lead as expected to a better
description of the data at high pT [4].

1.3 Mueller Navelet jets at the Tevatron and the LHC

Mueller Navelet jets are ideal processes to study BFKL resummation effects [5]. Two jets with a large
interval in rapidity and with similar tranverse momenta are considered. A typical observable to look
for BFKL effects is the measurement of the azimuthal correlations between both jets. The DGLAP
prediction is that this distribution should peak towards π - ie jets are back-to-back- whereas multi-
gluon emission via the BFKL mechanism leads to a smoother distribution. The relevant variables to
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Figure 137: The Mueller-Navelet jet ∆Φ distribution for LHC kinematics in the BFKL framework at
LL (upper plots) and NLL-S4 (lower plots) accuracy for ∆η = 6, 8, 10.

look for azimuthal correlations are the following:

∆η = y1 − y2

y = (y1 + y2)/2

Q =
√
k1k2

R = k2/k1

where y1,2 and k1,2 are respectively the jet rapidities and transverse momenta. The azimuthal corre-
lation for BFKL reads:

2π
dσ

d∆ηdRd∆Φ

/
dσ

d∆ηdR
= 1 +

2

σ0(∆η,R)

∞∑
p=1

σp(∆η,R) cos(p∆Φ)

where in the NLL BFKL framework,

σp =

∫ ∞

ET

dQ

Q3
αs(Q

2/R)αs(Q
2R)

(∫ y>

y<

dyx1feff (x1, Q
2/R)x2feff (x2, Q

2R)

)

∫ 1/2+∞

1/2−∞

dγ

2iπ
R−2γ eᾱ(Q

2)χeff (p,γ,ᾱ)∆η

and χeff is the effective resummed kernel. Computing the different σp at NLL for the resummation
schemes S3 and S4 allowed us to compute the azimuthal correlations at NLL. As expected, the ∆Φ
dependence is less flat than for BFKL LL and is closer to the DGLAP behaviour [5]. In Fig. 137,
we display the observable 1/σdσ/d∆Φ as a function of ∆Φ, for LHC kinematics. The results are
displayed for different values of ∆η and at both LL and NLL accuracy using the S4 resummation
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scheme. In general, the ∆Φ spectra are peaked around ∆Φ= 0, which is indicative of jet emissions
occuring back-to-back. In addition the ∆Φ distribution flattens with increasing ∆η=y1−y2. Note the
change of scale on the vertical axis which indicates the magnitude of the NLL corrections with respect
to the LL-BFKL results. The NLL corrections slow down the azimuthal angle decorrelations for both
increasing ∆η and R deviating from 1. We also studied the R dependence of our prediction which
is quite weak [5] and the scale dependence of our results by modifying the scale Q2 to either Q2/2
or 2Q2 and the effect on the azimuthal distribution is of the order of 20%. The effect of the energy
conservation in the BFKL equation [5] is large when R goes away from 1. The effect is to reduce the
effective value of ∆η between the jets and thus the decorrelation effect. However, it is worth noticing
that this effect is negligible when R is close to 1 where this measurement will be performed. Recent
calculations include in addition NLL impact factors [5].

A measurement of the cross-section dσhh→JXJ/d∆ηdRd∆Φ at the LHC will allow for a detailed study
of the BFKL QCD dynamics since the DGLAP evolution leads to much less jet angular decorrelation
(jets are back-to-back when R is close to 1). In particular, measurements with values of ∆η reaching 8
or 10 using the CASTOR calorimeter of the CMS collaboration for instance will be of great interest, as
these could allow to distinguish between BFKL and DGLAP resummation effects and would provide
important tests for the relevance of the BFKL formalism.

2 Jet veto measurements in ATLAS

The ATLAS collaboration measured the so-called jet veto cross section [10], namely the events with
two high pT jets, well separated in rapidity and with a veto on jet activity with pT greater than a given
threshold Q0 between the two jets. The ATLAS collaboration measured the jet veto fraction with
respect to the standard dijet cross section, and it was advocated that it might be sensitive to BFKL
dynamics. In Ref. [11], we computed the gluon emission at large angles (which are not considered in
usual MC) using the Banfi-Marchesini-Smye equation, and we showed that the measurement can be
effectively described by the gluon resummation and is thus not related to BFKL dynamics as shown
in Fig. 138. The sensivity to the BFKL resummation effects appears when one looks for gaps between
jets as described in the following section.

3 Jet gap jets at the Tevatron and the LHC

In this section, we describe another possible measurement which can probe BFKL resummation effects
and we compare our predictions with existing D0 and CDF measurements [12].

3.1 BFKL NLL formalism

The production cross section of two jets with a gap in rapidity between them reads

dσpp→XJJY

dx1dx2dE2
T

= Sfeff (x1, E2
T )feff (x2, E

2
T )

dσgg→gg

dE2
T

, (361)

where
√
s is the total energy of the collision, ET the transverse momentum of the two jets, x1 and

x2 their longitudinal fraction of momentum with respect to the incident hadrons, S the survival
probability, and f the effective parton density functions [12]. The rapidity gap between the two jets
is ∆η=ln(x1x2s/p

2
T ).

The cross section is given by
dσgg→gg

dE2
T

=
1

16π

∣∣A(∆η,E2
T )
∣∣2 (362)

in terms of the gg → gg scattering amplitude A(∆η, p2T ).
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where
√
s is the total energy of the collision, ET the transverse momentum of the two jets, x1 and

x2 their longitudinal fraction of momentum with respect to the incident hadrons, S the survival
probability, and f the effective parton density functions [12]. The rapidity gap between the two jets
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Figure 138: Comparison of the resummed veto fraction with the ATLAS measurement, for a fixed veto
energy of Eout = 20 GeV, in different bins of pT . The inner (green) uncertainty band is obtained taking
into account only the renormalization and factorization scale uncertainties, while the outer (yellow)
band also includes the subleading logarithmic uncertainty. For the ATLAS data, circles represent the
case where the two leading jets are selected while the one where the most forward and backward jets
are selected are represented by crosses.

In the following, we consider the high energy limit in which the rapidity gap ∆η is assumed to be
very large. The BFKL framework allows to compute the gg → gg amplitude in this regime, and the
result is known up to NLL accuracy

A(∆η,E2
T ) =

16Ncπα
2
s

CFE2
T

∞∑
p=−∞

∫
dγ

2iπ

[p2 − (γ − 1/2)2]

[(γ − 1/2)2 − (p− 1/2)2]

exp
{
ᾱ(E2

T )χeff [2p, γ, ᾱ(E
2
T )]∆η

}
[(γ − 1/2)2 − (p+ 1/2)2]

(363)

with the complex integral running along the imaginary axis from 1/2−i∞ to 1/2+i∞, and with only
even conformal spins contributing to the sum, and ᾱ = αSNC/π the running coupling.
As for the Mueller-Navelet jets, the NLL-BFKL effects are phenomenologically taken into account

by the effective kernels χeff (p, γ, ᾱ). The NLL kernels obey a consistency condition which allows to
reformulate the problem in terms of χeff (γ, ᾱ).
In this study, we performed a parametrised distribution of dσgg→gg/dE2

T so that it can be easily
implemented in the Herwig Monte Carlo [13] since performing the integral over γ in particular would
be too much time consuming in a Monte Carlo. The implementation of the BFKL cross section in a
Monte Carlo is absolutely necessary to make a direct comparison with data. Namely, the measurements
are sensititive to the jet size (for instance, experimentally the gap size is different from the rapidity
interval between the jets which is not the case by definition in the analytic calculation).
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Figure 139: Comparisons between the D0 measurements of the jet-gap-jet event ratio with the NLL-
and LL-BFKL calculations. The NLL calculation is in fair agreement with the data. The LL calcula-
tion leads to a worse description of the data.

3.2 Comparison with D0 and CDF measurements

Let us first notice that the sum over all conformal spins is absolutely necessary. Considering only
p = 0 in the sum of Equation 363 leads to a wrong normalisation and a wrong jet ET dependence,
and the effect is more pronounced as ∆η diminishes.

The D0 collaboration measured the jet gap jet cross section ratio with respect to the total dijet
cross section, requesting for a gap between -1 and 1 in rapidity, as a function of the second leading
jet ET , and ∆η between the two leading jets for two different low and high ET samples (15< ET <20
GeV and ET >30 GeV). To compare with theory, we compute the following quantity

Ratio =
BFKL NLL HERWIG

Dijet Herwig
× LO QCD

NLO QCD
(364)

in order to take into account the NLO corrections on the dijet cross sections, where BFKL NLL
HERWIG and Dijet Herwig denote the BFKL NLL and the dijet cross section implemented in
HERWIG. The NLO QCD cross section was computed using the NLOJet++ program [14].

The comparison with D0 data [15] is shown in Fig. 139. We find a good agreement between the
data and the BFKL calculation. It is worth noticing that the BFKL NLL calculation leads to a better
result than the BFKL LL one (note that most studies in the literature considered only the p = 0
component which is not a valid assumption).

The comparison with the CDF data [15] as a function of the average jet ET and the difference in
rapidity between the two jets is shown in Fig. 140, and the conclusion remains the same: the BFKL
NLL formalism leads to a better description than the BFKL LL one.
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3.2 Comparison with D0 and CDF measurements

Let us first notice that the sum over all conformal spins is absolutely necessary. Considering only
p = 0 in the sum of Equation 363 leads to a wrong normalisation and a wrong jet ET dependence,
and the effect is more pronounced as ∆η diminishes.

The D0 collaboration measured the jet gap jet cross section ratio with respect to the total dijet
cross section, requesting for a gap between -1 and 1 in rapidity, as a function of the second leading
jet ET , and ∆η between the two leading jets for two different low and high ET samples (15< ET <20
GeV and ET >30 GeV). To compare with theory, we compute the following quantity

Ratio =
BFKL NLL HERWIG

Dijet Herwig
× LO QCD

NLO QCD
(364)

in order to take into account the NLO corrections on the dijet cross sections, where BFKL NLL
HERWIG and Dijet Herwig denote the BFKL NLL and the dijet cross section implemented in
HERWIG. The NLO QCD cross section was computed using the NLOJet++ program [14].

The comparison with D0 data [15] is shown in Fig. 139. We find a good agreement between the
data and the BFKL calculation. It is worth noticing that the BFKL NLL calculation leads to a better
result than the BFKL LL one (note that most studies in the literature considered only the p = 0
component which is not a valid assumption).

The comparison with the CDF data [15] as a function of the average jet ET and the difference in
rapidity between the two jets is shown in Fig. 140, and the conclusion remains the same: the BFKL
NLL formalism leads to a better description than the BFKL LL one.
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Figure 140: Comparisons between the CDF measurements of the jet-gap-jet event ratio with the
NLL- and LL-BFKL calculations. The NLL calculation is in fair agreement with the data. The LL
calculation leads to a worse description of the data.

3.3 Predictions for the LHC

Using the same formalism, and assuming a survival probability of 0.03 at the LHC, it is possible to
predict the jet gap jet cross section at the LHC. While both LL and NLL BFKL formalisms lead to a
weak jet ET or ∆η dependence, the normalisation is found to be quite different (see Fig. 141) leading
to lower cross section for the BFKL NLL formalism.

4 Jet gap jet events in diffraction at the LHC

A new process of detecting jet-gap-jet events in diffractive double pomeron exchange processes was
introduced recently [16]. The idea is to tag the intact protons inside the ATLAS Forward Physics
(AFP) detectors [17] located at about 210 m from the ATLAS interaction point on both sides. The
advantage of such processes is that they are quite clean since they are not “polluted” by proton
remnants and it is possible to go to larger jet separation than for usual jet-gap-jet events. The
normalisation for these processes come from the fit to the D0 discussed in the previous section. The
ratio between jet-gap-jet to inclusive jet events is shown in Fig. 142 requesting protons to be tagged
in AFP for both samples. The ratio shows a weak dependence as a function of jet pT (and also as a
function of the difference in rapidity between the two jets). It is worth noticing that the ratio is about
20-30% showing that the jet-gap-jet events are much more present in the diffractive sample than in
the inclusive one as expected.

It is worth noticing that there are many measurements that can be performed in diffraction in
addition to the search for BFKL dymamics in jet gap jet events [18]
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Figure 141: Ratio of the jet gap jet to the inclusive jet cross sections at the LHC as a function of jet
pT and ∆η.

5 Conclusion

In this short paper, we presented different observables sensitive to BFKL dynamics that can be looked
at especially at the LHC, namely the Mueller Navelet jets and the gap between jets in standard or
diffractive events. Some mew measurements are expected soon and might lead to a clear signature.
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Figure 141: Ratio of the jet gap jet to the inclusive jet cross sections at the LHC as a function of jet
pT and ∆η.
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In this short paper, we presented different observables sensitive to BFKL dynamics that can be looked
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Abstract

The diffractive particle production in coherent hadron-hadron interactions at LHC energies is studied assuming

that the color singlet t channel exchange carries large momentum transfer. We consider the LO and NLO

non-forward solutions of the BFKL equation at high energy and large momentum transfer and estimate the

rapidity distribution and total cross section for different final states. In this work, the vector meson and photon

production are analysed in ep and hadronic collisions. In the meson case, we predict large rates, which implies

that the experimental identification can be feasible at the LHC and in the photon case, we obtain a reasonable

agreement with the DESY HERA data.

1 Introduction

The description of exclusive diffractive processes has been proposed as a probe of the Quantum Chro-
modynamics (QCD) dynamics in the high energy limit (For a recent reviews see, e.g. Ref. [1]). It is
expected that the study of these processes provide insight into the parton dynamics of the diffractive
exchange when a hard scale is present. In particular, the diffractive vector meson and photon pro-
duction at large momentum transfer is expected to probe the QCD Pomeron, which is described by
the Balitsky, Fadin, Kuraev, and Lipatov (BFKL) equation [2–5]. In this contribution, we present a
brief summary of the results obtained in Refs. [6–8], where the vector meson and photon production
at large momentum transfer were studied considering the non-forward solution of the BFKL equation
at leading order (LO) and next-to-leading order (NLO). In particular, we have estimated the cross
sections for the ρ, J/Ψ and γ production at large-t in ep collisions at HERA energy which can repre-
sented by the diagram presented in Fig. 143 (left panel). Moreover, we have studied the vector meson
production at large-t in coherent pp interactions as represented in Fig. 143 (right panel), which is an
alternative way to study the QCD dynamics at high energies.

This contribution is organized as follows. In the next section we summarize the formalism used
in the calculation. Our results are presented in Section 3 and the main conclusions are discussed in
Section 4.

2 Formalism

The differential and total cross sections for the diffractive particle photoproduction at large momentum
transfer reads

dσγh→Y X

dt
=

∫ 1

xmin

dxj
dσ

dtdxj
, σtot =

∫ tmax

tmin

dt
dσγh→Y X

dt
(365)

where h denote a hadron, Y the produced particle (J/ψ,Υ, ρ and γ), X the hadron fragments and

dσ

dtdxj
=


81

16
G(xj , |t|) +

∑
j

(qj(xj , |t|) + q̄j(xj , |t|))


 dσ̂

dt
. (366)

32Corresponding author. See Table 2 for the complete list of talks given at the workshop.
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Victor P. B. Gonçalves, Werner K. Sauter v32

vHigh and Medium Energy Group, Instituto de F́ısica e Matemática,
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Figure 143: The exclusive photon and vector meson production at large-t in ep collisions (left panel)
and coherent pp interactions (right panel).

Moreover, G, q and q̄ are parton distribution functions (we are using
CTEQ6L parametrization). The partonic cross section for vector meson production is given by

dσ̂

dt
(γq → V q) =

1

16π
|AV (s, t)|2. (367)

and for photon production,

dσ̂

dt
(γ∗q → γq) =

1

16π

{
|A(+,+)(s, t)|2 + |A(+,−)(s, t)|2

}
. (368)

The amplitudes, in both cases, have a general expression (for details, see [7, 8]),

A ∝
∫

dν GV,γ(ν)
( s

Λ2

)ω(ν)
Iγ/V,γ(ν)Iq,q(ν) (369)

where G depends on the produced particle, ω(ν) = ᾱsχ(1/2+ iν) is the BFKL characteristic function
and I are related with the impact factors for the transitions γ → (V, γ) and q → q.
At leading order the BFKL function χ(γ) is given by

χLO(γ) = 2ψ(1)− ψ(γ)− ψ(1− γ) (370)

where ψ(z) is the digamma function. In what follows this expression is used in our calculations of the
vector meson production at large-t. Several shortcomings are present in a leading order calculation:
the energy scale Λ is arbitrary; αs is not running at LO BFKL and the power growth with energy
violates s-channel unitarity at large rapidities. Some of these shortcomings are reduced if we consider
the NLO corrections for the BFKL kernel obtained originally in Refs. [9, 10]. In this case, one have
that

χ(γ) = χLO(γ) + αsχ
NLO(γ), ᾱs = Ncαs/π, (371)

with the χNLO function found in [9, 10]. However, there are several problems associated with these
corrections (See, e.g. [11]). Among of them, exist problems associated to the choice of energy scale,
the renormalization scheme and related ambiguities.

An alternative is to use the ω-expansion, developed to resum collinear effects at all orders in a
systematic way. This approach was revisited in Ref. [12] obtaining an expression for the collinearly
improved BFKL kernel characteristic function, denoted All-poles hereafter, which full expression can
be found in [12].

Another alternative to solve the problems present in the original NLO kernel was proposed in
Ref. [13]. To solve the energy scale ambiguity, the Brodsky-Lepage-Mackenzie (BLM) optimal scale
setting [14] and the momentum space subtraction (MOM) scheme of renormalization were used to
obtain the another BFKL characteristic function (see the complete expression in [13]).



250 New Trends in High Energy and QCD – IIP proceedings

5 10 15 20 25 30

-t (GeV2)
10-3

10-2

10-1

100

101

102

dσ
/d

t (
nb

/G
eV

2 )

Λ
2 = MV

2

Λ
2 = MV

2 + |t|

Λ
2= MV

2 + 0.25.|t|
ZEUS
H1

5.0 10.0 15.0 20.0 25.0
|t| [GeV2]

10-2

10-1

100

dσ
/d

t [
nb

/G
eV

2 ]

HERA H1
LO, s0 = 10.0|t|
BLM, s0 = 12.0|t|
All-poles, s0 = 0.8|t|
All-poles, s0 = 0.05|t|

W = 219 GeV, Q2 = 10-6 GeV2

Figure 144: Cross section for the exclusive particle production at large-t in ep collisions. Left: J/ψ
production. Right: γ production. Data from HERA [16–19].

3 Results

The results strongly depend on the coupling constant and the choice of the energy scale Λ. In Refs. [6,7]
we have performed an detailed study of these choices in the predictions. We assumed a fixed coupling
constant (αs = 0.21) and that the energy scale for vector mesons can be expressed by Λ2 = βM2

V +γ|t|,
following [15], where β and γ are free parameters to be fixed by the data. In the case of the photon
production at large-t, we assumed that the scale can be expressed by Λ2 = γ′|t|, with γ′ depending
on the BFKL function (see [8]).

Our results for the differential cross section are presented in Fig. 144, where we demonstrated that
BFKL formalism is able to describe the HERA data. In the photon case, we analyze the effects of
change the BFKL dynamics, using distinct analytically forms for the NLO BFKL kernel as well as
the LO one. We have obtained that a reasonable agreement with the HERA experimental data. This
results must be taken as an educated estimate, due the fact that we have used the impact factors of
the transition γ∗ → γ at leading order.

Lets now consider the vector meson production at large-t in coherent pp collisions. The cross section
in a coherent hadron-hadron collision is given by

dσ [h1 + h2 → h1 ⊗ Y ⊗X]

dy
=

∫ tmax

tmin

dt ω
dNγ(ω)

dω

dσγh→Y X

dt
(ω) (372)

where dNγ(ω)/dω is the equivalent photon flux as a function of photon energy ω. In our calculations
we have used the photon flux proposed in Ref. [20] for the proton. Our predictions for the rapidity
distributions for the ρ and J/Ψ production are shown in Fig. 145 considering different t-ranges. In
Ref. [7] we also have calculated the Υ production. In [6, 7], we present our predictions for the event
rates at LHC energy. Our results indicate that the experimental identification of these processes can
be feasible at the LHC.

4 Conclusions and perspectives

The description of the high energy limit of the Quantum Chromodynamics (QCD) is an important
open question in the Standard Model. During the last decades several approaches were developed
in order to improve our understanding from a fundamental perspective. In particular, after a huge
theoretical effort, now we have available the NLO corrections for the BFKL characteristic function,
which allow us to improve the analysis of the exclusive vector meson and photon production at large-t
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Figure 145: Rapidity distribution for the ρ (left panel) and J/Ψ (right panel) production in coherent
pp interactions at LHC energy.

which are expected to probe the underlying QCD dynamics. Our results for vector meson and photon
production in ep collisions at HERA demonstrated that the BFKL formalism is able to describe the
current experimental data. Moreover, our estimates for the vector meson production in coherent pp
interactions at LHC demonstrated that the study of this process can be able to constrain the QCD
dynamics. It is important to emphasize that our results are complementary to the recent theoretical
and phenomenological studies that use NLO BFKL Pomeron [21–24]. Presently, we are performing a
more accurate analysis on the choice of the energies scales in exclusive production using the principle
of maximum conformality in NLO BFKL Pomeron [25].
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Abstract

Due to the nonlinearity of QED, a static charge becomes a magnetic dipole if placed in a magnetic field, and a

magnetic monopole if the background is a combination of constant electric and magnetic fields. Already without

external field, the cubic Maxwell equation for the field of a point charge has a soliton solution with a finite field

energy. Equations are given for self-coupling dipole moments. Any theoretically found value for a multipole

moment of a baryon or a meson should be subjected to nonlinear renormalization.

1 Introduction

In this talk we give an overview of the results presented in Refs. [1]– [4] and [5]. Yet unpublished
results are reported in Subsection 2.2.

The static nonlinear Maxwell equations produced by the Euler-Heisenberg Lagrangian L truncated
at the fourth power of its Taylor expansion in the fields have the form [1]

(∇ ·E (x)) = jlin0 + jnl0 , [∇×B (x)] = jlin + jnl. (373)

Here jlin0 and jlin are external current components, while the nonlinear current jnlµ is the one induced
by the electric, E, and magnetic, B, fields themselves:

jnl0 = LFF (∇ · F(x)E (x))− LGG (∇ ·B (x))G(x) , (374)

jnl = LFF [∇×B (x)]F(x) + LGG [∇×E (x)]G(x) . (375)

Here LFF and LGG are the second derivatives of L with respect to the field invariants =B2−E2

2 , G =
(E ·B) , taken at constant values of the fields that make up the background above which the expansion
of the Lagrangian has been done. In QED LFF and LGG are at least quadratic with respect to the
fine-structure constant α. Unlike the cited works, we have disregarded here the third derivative LFFG,

since it is smaller with respect to α. The differentiaton operators ∇ in (374), (375) act on everything
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33Corresponding author. See Table 2 for the complete list of talks given at the workshop.
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will be taken at G = G≡ B·E =const, 2F = 2F ≡ B
2 − E

2
= const. It depends only on the

background time- and space-independent electric, E, and magnetic fields B = |B|. These constant
fields identically satisfy the Maxwell equations (373) without external currents needed to support
them: this is a manifestation of the gauge invariance. The electric field will be that produced by a
spherically-symmetric charge jlin0 �= 0. Its self-interaction jnl0 is neglected. The magnetic field will
be due only to the electric charge, its external source jlin will be kept equal to zero throughout this
section.

2.1 Magnetic dipole solution produced by electric charge in a magnetic back-
ground [2], [3], [4].

In this subsection the constant electric field is not included, E= 0 . The electric field E is only that of
an non-selfinteracting external spherical charge distribution.Then the nonlinear current (374), (375)
is: jnl0 (x) = 0 , jnlk (x) = εijk∇ihk, where

hi (x) = −Bi

2
LFFE

2 + Ei

(
B·E

)
LGG (376)

is an auxiliary magnetic field. From this current, the part containing the magnetic field δB = B−B
produced by the electric field is omitted as containing higher-order corrections with respect to α. The
magnetic excitation of the background results from equations (373) and from equation (∇ ·B (x)) = 0
to be:

δBi (x) =

(
δik −

∇i∇k

∇2

)
hk (x) = hi (x) +

∂i∂k
4π

∫
d3y

hk (y)

|x− y| . (377)

Let us take the electric field E as the one produced – disregarding the higher-order effect of the
linear electrization in the magnetic field – by the charge distributed with the constant density jlin0 (x) =
ρ (r) =

(
3
4π

q
R3

)
θ (R− r) inside a sphere with the radius R. The long-range asymptotic behavior of

(377) proves to be that of a magnetic dipole:

δBLR
i (x) =

3 (x ·M)xi
r5

− Mi

r3
, (378)

with M being an equivalent magnetic dipole moment. It cannot be otherwise, because Eq. (378) is the
only axial-symmetric magnetic field satisfying the free Maxwell equations [∇×B (x)] = (∇ ·B (x)) =
0, bearing in mind that the electric field contribution into (375) decreases at large distances as r−5,
while the deviation from zero of any axial-symmetric field other than (378) would produce a larger
extra addition to the current of the order of r−4. The value of the magnetic moment was calculated
in ( [3], [4]) to be

Mi =
( q

4π

)2 1

5R
(3LFF − 2LGG)Bi . (379)

The extension beyond the spherical symmetry of the electric field is also available [4].

2.2 Magnetic monopole solution produced by electric charge in a magnetic plus
electric background

All is the same as in the previous item, except that now both electric and magnetic fields in the
constant background are different from zero. They are taken to be parallel to each other in the
Lorentz frame, where the electric charge is at rest, B ‖ E. Their common direction is presented by a
unit vector µ, µ = 1. We are going to consider the deviations of the electric δE(x) = E− E (x) and
magnetic δB(x) = B−B (x) fields to be small as compared to their constant parts δE << E, δB <<

B. Omitting the deviations squared and also neglecting LFFF and −LFFB
2
+ E

2LGG as compared to
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unity34 (this reduces to omitting from the current (375) the contribution of δB, analogous to what

has been done in the previous subsection, when passing to Eq. (376)) equation (373) becomes

[∇× δB (x)]−LFF

[
B×∇

]
(E · δE)) + LGG

[
E×∇

] (
δE·B

)
= 0 (380)

For the special case of the Coulomb field δE = qx
4πr3

(outside the charge) this equation is compatable
with the ansatz δB = x 1

r3
f( zr ), where z = (µ · x) = r cos θ is the coordinate component along the

common direction of the constant fields, r ≡ |x|. This ansatz formally obeys the other Maxwell
equation not included into (373) (∇·δB) = 0 outside the charge, which may be violated only inside
the charge or in the point r = 0, where the charge is located, when the charge is pointlike. Equation
(380) reduces to a linear first-order differential equation for the function f( zr ), ready to solve. In this
way the magnetic field is found

δB = − q

8π
(LFF + LGG)G

x

r5
z2 = − q

8π
(LFF + LGG)G

x cos2 θ

r3
,

whose lines of force are directed along the radius-vector x. Note that in the limit E = 0 this solution
disappears not to turn into the solution of the previous subsection, which is of completely different
character. To determine the magnetic charge qM it is necessary to integrate δB over the surface of a
sphere with arbitrary radius r

qM =

∫
(δB·dS) = −q

6
(LFF + LGG)G

Hence, for the pointlike electric charge, its magnetic charge density in the constant background is

(∇·δB) = qMδ3 (x) .

3 Cubic self-interaction of electro- and magneto-static fields in blank
vacuum

In this section no background field will be present. Unlike the previous section, now the nonlinearity in
the Maxwell equation will not be taken as small, but will be treated seriously. In the two subsections
below we include only the cases, where either only electric, E, or only magnetic, B, field is present,
and not the both fields simultaneously. Then the nonlinear current (374, 375) is

jnl0 (x) =
1

2
LFF∂i

[(
B2 − E2

)
Ei

]
, ji

nl (x) = −1

2
LFF∂j

[(
B2 − E2

)
Bk

]
εijk. (381)

In the present section the derivative LFF ≡ γ is understood as taken at F = G = 0.

3.1 Self-coupling of a charge. Finiteness of the point-charge electrostatic field-
energy

Let there be a point charge e placed at the origin r = 0. We are looking for a spherically symmetric
solution of the Maxwell equation (373) with B = 0, which, given the nonlinear current (381), takes
the form

∇
[(

1 +
γ

2
E2

)
E
]
= 0, (382)

valid everywhere outside the origin x = 0, since j0 = 0 there. At large r the standard Coulomb field
of the point charge e

e

4πr2
x

r
, (383)

34This disregard is not necessary. Solutions can be found without referring to it within the same ansatz (see below).
These are, however, a bit more complicated.
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should be implied as the boundary condition. Then with the spherically symmetric Ansatz E(r)xr =
E (x) equation (382) is solved as

(
1 +

γ

2
E2(r)

)
E (r) =

e

4πr2
. (384)

This cubic equation is readily solved by the Cardano formula (see [5] for the explicit representation),
but the most important thing about its solution is clear without solving it: at short distances r → ∞
the field E also infinitely grows, hence one can neglect the unity in (384) to immediately obtain

E (r) ∼
(

e
2πγ

) 1
3 (1

r

) 2
3 . This behavior of the electrostatic field , produced by the point charge e via the

nonlinear field equations, is essentially less singular in the vicinity of the charge than the standard
Coulomb field e

4πr2
. This is an extension of elecrodynamics to the domain of short distances compatable

with the traditional theory of electromagnetism surely established for larger distances.
Let us see that this suppression of the singularity is enough to provide convergence of the integrals

giving the energy of the field configuration that solves equation (382). To this end note that on the
subclass of electromagnetic field we are considering here, the equations of motion (382) are generated
by the quartic Lagrangian

− F (x) + L = −F (x) +
γ

2
(F (x))2 . (385)

With this Lagrangian, the energy density calculated on spherically-symmetric electric field configura-
tion following the Noether theorem is

Θ00 =
E2

2
+

3γE4

8
. (386)

The behaviour E (r) ∼
(
1
r

) 2
3 obtained provides the ultraviolet, near |x| = 0, convergence of the

electrostatic field energy
∫
Θ00d3x of the point charge. As for the convergence of this integral at

|x| → ∞, it is provided by the standard long-range Coulomb behaviour (383) of the solution to
equation (382) obtained by neglecting the second term inside the bracket as compared to the unity in
the far-off region.

The explicit use of the Cardano formula in (386) allows to calculate the integral for the field energy.

If the value LFF = e4

45π2m4 ,where e and m are the electron charge and mass, is accepted – referring
to the Euler-Heisenberg effective Lagrangian – for γ, the result for the ”rest mass of the electron,”
understood as a point charge, is about twice the true electron mass:

∫
Θ00d3x = 2.09m.

The conclusion about finiteness of the electrostatic field energy of a point charge can be extended [6]
to any nonlinear electrodynamics with the effective Lagrangian growing faster than F3/2, any-power
polynomial of the field invariants included, thereby also to QED truncated at any finite term of its
Taylor expansion in powers of the field in place of (373).

3.2 Self-coupling of magnetic and electric dipoles

Consider first a magnetic dipole. This means that only B is kept in the nonlinear current (381), hence
jnl0 = 0. As for the nonlinear 3-current, it is expressed as

ji
nl ( x) = εijk∇jηk (x) , ηi (x) = −1

2
LFFBi (x)B

2 (x) (387)

in terms of the auxiliary magnetic field h analogous to (376). Eq. (377) is again valid for the magnetic
field induced by the nonlinear current, this time without the reservations made in the previous section
about the disregard of the linear magnetization. This field is to be added to the initial magnetic field
hnl (linearly produced by the current j) to make the total resulting magnetic field htot = hnl + h.
Let there be a sphere with the radius R, and a time-independent current j(x) concentrated on its

surface:

j(x) =
[M(0) × x]

r4
δ(r −R). (388)
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Here M(0) is a constant vector directed, say, along the axis 3. The current density (388) obeys the
continuity condition ∇j = 0, its flow lines are circular in the planes parallel to the plane (1,2). The
magnetic field produced by this current via the Maxwell equation ∇× hlin(x) = j(x) is

hlin(x) = θ (R− r)
2M(0)

R3
+ θ (r −R)

(
−M(0)

r3
+ 3

(x ·M(0))

r5
x

)
. (389)

Outside the sphere this is the magnetic dipole field with the constant vector density M(0) playing the
role of its magnetic moment. Using this expressioin in the r.-h. side of Eq. (377), after a lengthy
calculation the nonlinear correction h to the field (389) of the magnetic dipole (388) was obtained
in [1] both inside and outside the sphere. At large distances the resulting field reproduces the original
magnetic dipole behaviour:

htot (x)
∣∣
r>>R

= hlin (x)

(
1− 7

5
LFF

M (0)2

R6

)
. (390)

Once we want to treat the nonlinearity seriously, and not just as a perturbation, we should for self-
consistency demand that the magnetic field forming the nonlinear current (387) be not (389), but
its final result, which is again the magnetic dipole field, but with the bare magnetic moment M(0)

replaced by the final magnetic moment to be denoted as M. Then in the long range for the total field
we obtain

− M

r3
+ 3

x ·M
r5

x = −M(0)

r3
+ 3

x ·M(0)

r5
x−

(
M

r3
+ 3

x ·M
r5

x

)(
7

5
LFF

M2

R6

)
. (391)

From this the equation for self-coupling of the magnetic moment follows to be:

M

(
1 +

7

5
LFF

M2

R6

)
= M(0) (392)

Analogous equation for the electric moment is

p

(
1 +

1

10
LFF

p2

R6

)
= p(0). (393)

Acknowledgments

Supported by FAPESP under grants 2013/00840-9, 2013/16592-4 and 2014/08970-1, by RFBR under
Project 14-02-01171, and by the TSU Competitiveness Improvement Program, by a grant from “The
Tomsk State University D. I. Mendeleev Fund Program”. D.G. also thanks CNPq and FAPESP for
permanent support.

References

1. C. V. Costa, D. M. Gitman and A. E. Shabad, Phys. Rev. D 88, 085026 (2013) [arXiv:1307.1802
[hep-th]].

2. D. M. Gitman and A. E. Shabad, Phys. Rev. D 86, 125028 (2012) [arXiv:1209.6287 [hep-th]].
3. T. C. Adorno, D. M. Gitman and A. E. Shabad, Eur. Phys. J. C 74, 2838 (2014) [arXiv:1311.4081

[hep-th]].
4. T. C. Adorno, D. M. Gitman and A. E. Shabad, Phys. Rev. D 89(4), 047504 (2014)

[arXiv:1402.3848 [hep-th]].
5. C. V. Costa, D. M. Gitman and A. E. Shabad, Phys. Scripta 90(7), 074012 (2015) [arXiv:1312.0447

[hep-th]].
6. C. V. Costa, D. M. Gitman and A. E. Shabad, to be published.



258 New Trends in High Energy and QCD – IIP proceedings

Here M(0) is a constant vector directed, say, along the axis 3. The current density (388) obeys the
continuity condition ∇j = 0, its flow lines are circular in the planes parallel to the plane (1,2). The
magnetic field produced by this current via the Maxwell equation ∇× hlin(x) = j(x) is

hlin(x) = θ (R− r)
2M(0)

R3
+ θ (r −R)

(
−M(0)

r3
+ 3

(x ·M(0))

r5
x

)
. (389)

Outside the sphere this is the magnetic dipole field with the constant vector density M(0) playing the
role of its magnetic moment. Using this expressioin in the r.-h. side of Eq. (377), after a lengthy
calculation the nonlinear correction h to the field (389) of the magnetic dipole (388) was obtained
in [1] both inside and outside the sphere. At large distances the resulting field reproduces the original
magnetic dipole behaviour:

htot (x)
∣∣
r>>R

= hlin (x)

(
1− 7

5
LFF

M (0)2

R6

)
. (390)

Once we want to treat the nonlinearity seriously, and not just as a perturbation, we should for self-
consistency demand that the magnetic field forming the nonlinear current (387) be not (389), but
its final result, which is again the magnetic dipole field, but with the bare magnetic moment M(0)

replaced by the final magnetic moment to be denoted as M. Then in the long range for the total field
we obtain

− M

r3
+ 3

x ·M
r5

x = −M(0)

r3
+ 3

x ·M(0)

r5
x−

(
M

r3
+ 3

x ·M
r5

x

)(
7

5
LFF

M2

R6

)
. (391)

From this the equation for self-coupling of the magnetic moment follows to be:

M

(
1 +

7

5
LFF

M2

R6

)
= M(0) (392)

Analogous equation for the electric moment is

p

(
1 +

1

10
LFF

p2

R6

)
= p(0). (393)

Acknowledgments

Supported by FAPESP under grants 2013/00840-9, 2013/16592-4 and 2014/08970-1, by RFBR under
Project 14-02-01171, and by the TSU Competitiveness Improvement Program, by a grant from “The
Tomsk State University D. I. Mendeleev Fund Program”. D.G. also thanks CNPq and FAPESP for
permanent support.

References

1. C. V. Costa, D. M. Gitman and A. E. Shabad, Phys. Rev. D 88, 085026 (2013) [arXiv:1307.1802
[hep-th]].

2. D. M. Gitman and A. E. Shabad, Phys. Rev. D 86, 125028 (2012) [arXiv:1209.6287 [hep-th]].
3. T. C. Adorno, D. M. Gitman and A. E. Shabad, Eur. Phys. J. C 74, 2838 (2014) [arXiv:1311.4081

[hep-th]].
4. T. C. Adorno, D. M. Gitman and A. E. Shabad, Phys. Rev. D 89(4), 047504 (2014)

[arXiv:1402.3848 [hep-th]].
5. C. V. Costa, D. M. Gitman and A. E. Shabad, Phys. Scripta 90(7), 074012 (2015) [arXiv:1312.0447

[hep-th]].
6. C. V. Costa, D. M. Gitman and A. E. Shabad, to be published.

Author Index

Adorno, Tiago Carlos, 253

Batista, Gilson Fernando, vii
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Noronha, Jorge José Leite Junior, vi

Orava, Risto, vi, 25

Pancheri, Giulia, 199
Pontón, Eduardo Bayona, vi
Providência, Constança, 183

Ramalho, Gilberto Tomas Ferreira, vii, 223
Rangel, Murilo Santana, vi, 229
Royon, Christophe, i, iv, vi, vii, 87, 235

Saimpert, Mathias, vii
Sauter, Werner Krambeck, vii, 247
Shabad, Anatoly, vii, 253
Shiu, Gary, vi, 123
Silva, Simão Paulo, vii
Slavnov, Andrei, vi
Soyez, Gregory, vi

259



Ministério da Ciência,
Tecnologia e Inovação


