
Physik Department

Development of a GEM-based TPC
for the

Measurement of In-Medium Signatures
in Kaon Momenta in a Combined Setup

at FOPI

PhD Thesis
by

Felix Valentin Böhmer
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Vollständiger Abdruck der von der Fakultät für Physik der
Technischen Universität München zur Erlangung des
akademischen Grades eines

Doktors der Naturwissenschaften

genehmigten Dissertation.

Vorsitzender:
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Abstract

In this work, the development of a novel type of tracking detector, a TPC
with GEM-based gas amplification, is described. A TPC can be regarded as
an almost ideal tracking detector, and devices of that kind have been widely
used in particle physics in the past. Their small material budget allows the
measurement of charged-particle trajectories in large volumes. At the same
time, TPCs contribute to the identification of particles via the measurement
of the specific energy loss along the path of flight. Their operation has so
far been limited, however, to rather low rates by specifics of their technical
implementation. It is discussed, how this important limitation can be overcome
by the introduction of GEM foils into the detector design.

A large prototype of such a detector – constructed in 2010 – is presented,
and its integration into the FOPI spectrometer at GSI during a two-weeks
physics campaign in 2011 is described. The steps necessary for data recon-
struction from the signals measured in this combined setup, as well as their
implementation in software, are discussed. From the obtained data, key per-
formance characterics of the device like the spatial tracking resolution, the
momentum resolution and the performance of the specific-energy-loss recon-
struction are evaluated. The convincing performance of the device has raised
the interest of the particle-physics community. In cooperation with the AL-
ICE collaboration, the ALICE TPC is currently being equipped with GEM
technology in view of the upcoming luminosity upgrade of the LHC.

The second part of this work describes the extraction of physical proper-
ties from the 2011 data. Specifically, the production of strange hadrons in
π-induced interactions at 1.7 GeV/c beam momentum is studied. Chiral per-
turbation theory in the SU(3) flavour sector predicts the existence of a repul-
sive interaction between nucleons and kaons with S = +1. Signatures of this
potential are studied in the momentum spectra of produced K+ and K0 for
two different nuclear targets (C and Pb). For both charged and neutral kaons,
a relative depletion of the phase space at small momenta is observed for the
Pb system, qualitatively compatible with expectations. The results obtained
in the K0 channel are compared to predictions from transport calculations and
earlier measurements.





Zusammenfassung

In dieser Dissertation wird die Entwicklung eines neuartigen Detektors zur
Spurrekonstruktion, einer TPC mit GEM-basierter Gasverstärkung, beschrie-
ben. Der Einsatz von TPCs in der Teilchenphysik ist weit verbreitet, denn De-
tektoren dieser Art können als nahezu ideale Spurdetektoren angesehen wer-
den. Ihre geringe mittlere Dichte erlaubt die Abdeckung großer Volumina.
Gleichzeitig können TPCs über eine Messung des spezifischen Energieverlusts
von geladenen Teilchen beim Durchgang durch das aktive Detektormaterial
zur Identifikation der Teilchenspezies beitragen. Allerdings war ihr Einsatz
bisher durch einige Details ihrer technischen Realisierung auf Experimente mit
niedrigen Reaktionsraten begrenzt. In dieser Arbeit wird erläutert, wie diese
Einschränkung durch die Einbringung von GEM-Folien in die Konstruktion
überwunden werden kann.

Ein großer Prototyp einer solchen GEM-TPC, der im Jahr 2010 fertiggestellt
wurde, wird beschrieben. Im Jahr 2011 wurde der Detektor für eine zwei-
wöchige Strahlzeit in das FOPI Spektrometer (GSI) integriert. Die nötigen
Schritte, um aus den gemessenen Signalen physikalische Größen zu extrahieren,
sowie deren Implementierung in Software, werden erläutert. Die aufgezeich-
neten Daten erlauben die Charakterisierung wichtiger Leistungsdaten des De-
tektors, wie z.B. der Spurauflösung, des Beitrags zur Impulsauflösung und der
Leistungsfähigkeit bezüglich der Messung des spezifischen Energieverlusts. Die
überzeugenden Resultate dieser Studien haben u.A. dazu geführt, dass im Rah-
men einer neuen Zusammenarbeit mit der ALICE Kollaboration die TPC des
ALICE Detektors mit GEM-Technologie aufgerüstet wird. Dies ist notwendig,
um vom aktuell durchgeführten Upgrade des LHC profitieren zu können.

Im zweiten Teil dieser Arbeit wird die Analyse der Daten aus dem Jahr
2011 im Hinblick auf ihren physikalischen Inhalt beschrieben. Konkret kann
dabei die Produktion von Hadronen mit Strangeness in π-induzierten Reak-
tionen bei einem Strahlimpuls von 1.7 GeV/c studiert werden. Im Rahmen
der chiralen Störungstheorie im SU(3) flavour Sektor wird die Existenz einer
repulsiven Wechselwirkung zwischen Nukleonen und Kaonen mit Strangeness
S = +1 vorhergesagt. Die gemessenen Impulsverteilungen der mit unter-
schiedlichen Targets (C und Pb) produzierten K+ und K0 werden auf Signa-
turen dieser Wechselwirkung hin untersucht. Sowohl für neutrale wie auch für
geladene Kaonen kann eine Entvölkerung des Phasenraumes bei kleinen Im-
pulsen beobachtet werden, die im Falle des Bleitargets größer ausfällt. Diese
Beobachtung ist mit den theoretischen Vorhersagen verträglich. Zuletzt wer-
den die Ergebnisse im Falle der K0 mit Vorhersagen aus Transportrechnungen
sowie mit einer früheren Messung verglichen.
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Chapter 1

Introduction

“Whether it’s good or bad, it is
sometimes very pleasant, too, to
smash things.”

Fyodor Dostoyevsky,
Notes from the Underground

How can one understand the structure of the universe at the smallest scales,
of objects appearing indivisible and which are mysterious themselves? Indeed,
one has to smash things. The starting point of what is called particle physics
can be seen in the first scattering experiments conducted by Ernest Rutherford
in the beginning of the 20th century. In their famous gold-foil experiment,
Rutherford, Geiger and Marsden concluded from the observed distribution of
deflected α particles, which they detected with the help of a fluorescent screen,
that the mass of atoms had to be concentrated in a surprisingly small volume.

Since then, scattering experiments have played a decisive role in establish-
ing today’s profound understanding of the structure of matter and the nature
of the forces binding everything together (the standard model of physics). In
the framework of quantum field theory (QFT), the standard model describes
three of the four fundamental forces of nature: i) the electromagnetic force
mediating between particles carrying electrical charge, ii) the weak force – his-
torically first associated with the radioactive β decay – and iii) the strong force,
which binds quarks into colour-neutral hadrons. Prime examples are protons
and neutrons, which are the building blocks of the nuclei found in ordinary,
atomic matter. The fourth force, gravity, remains an exception: So far, it has
not been possible to integrate its theoretical description into the scheme of the
standard model.

The quantum field theories of the standard model interpret the interaction
of particles as the exchange of force quanta or gauge bosons. These are the
massless photons in the case of the electromagnetic force, the massive W±

and Z bosons for the weak interaction and the massless gluons for the strong
interaction. The QFT of the electromagnetic interaction is named quantum
electroynamics (QED), while the strong interaction is described by quantum
chromodynamics (QCD). QED can be treated perturbatively, i.e. expanded in
powers of its coupling constant, and is experimentally tested to an astounding
precision. In the realm of hadrons, on the other hand, QCD mostly eludes this
scheme due to the fact that the value of the strong coupling “constant” grows
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for small energies.
The standard model is also intimately entangled with the concept of sym-

metries. It is formulated within the mathematical framework of group theory.
The continuous symmetries obeyed by the individual interactions determine
the structure of the force, and they translate into conserved quantities (cur-
rents) via Noether’s theorem. A related concept of utmost importance is that
of spontaneously broken or hidden symmetries, in which the symmetry is still
respected by the theory of the interaction itself, but not by the ground state
realised in nature. The mechanism of spontaneous breaking is used to explain
the generation of i) the masses of the W± and Z gauge bosons in the uni-
fied theory of the electromagnetic and weak force, and ii) large fractions of
the hadron masses in the picture of a spontaneous breakdown of the chiral
symmetry of QCD.

For the first mechanism to work, the existence of another, scalar field had
been postulated in the 1960s. Couplings to this Higgs field can also be under-
stood to be responsible for giving the elementary fermions (including quarks)
their masses, which cannot be explained otherwise by the standard model. The
mass problem had been one of the most pressing and long-standing questions
of particle physics. After the recent discovery of a boson which is believed to be
an excitation of this scalar field in the ATLAS and CMS detectors at CERN,
Peter Higgs and François Englert were awarded the Nobel Prize in Physics in
2013.

The second mechanism is directly related to this work. The spontaneous
breaking of the chiral symmetry of QCD can be used to explain the large mass
of hadrons when compared to the masses of their constituent quarks. Tech-
nically, the symmetry breakdown is introduced via the non-zero expectation
value of the quark condensate, 〈q̄q〉, the value of which is expected to change
inside nuclear matter. The study of physical properties in dense environments
(heavy-ion collisions) in order to improve the understanding of low- and mid-
energy QCD is thus an active field of research. At the end of this thesis, an
experimental signature of such in-medium effects in the interaction of strange
mesons and nucleons will be investigated.

1.1 Tracking detectors

On the experimental side, in order to be able to resolve smaller and smaller
structures, ever more powerful particle accelerators are required. Conserva-
tion laws of nature can be exploited to reconstruct physical processes from the
collected collision debris. This task requires the precise determination of the
defining properties of the produced particles, which are their energy/mass and
their momentum. For charged particles, the latter is measured with so-called
tracking detectors, providing a pictorial measurement of particle trajectories
that are bent by an external magnetic field in order to allow the determina-
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CHAPTER 1: INTRODUCTION

tion of the momenta. Considering once more the gold foil experiment, track-
ing detectors assume the role of Rutherford’s simple fluorescent screen. In
modern particle physics experiments, however, immense numbers of collision
events need to be studied in the search for rare processes. This requires de-
tectors capable of dealing with high-rate environments and a fully automated,
computer-aided analysis of the measured signals.

While very different technologies are available for measuring the path of
flight of particles, experiments conducted at high energies also entail the re-
quirement of covering very large volumes for this task. The ATLAS detector
at CERN, for instance, is more than 45 m long, measures ∼ 25 m in diameter
and weighs more than 7000 tons. A cost- and energy-efficient class of tracking
detectors relies on the principle of gas ionisation by traversing charged par-
ticles. The most elegant such device is probably the Time Projection Cham-
ber (TPC), which directly measures particle trajectories in one homogeneous,
gas-filled volume. TPCs have been widely used in the past, but have been
limited to rather low-rate experiments by specifics of their technical imple-
mentation.

In this work, the development of a new type of TPC is documented, which
promises to overcome these rate limitations. A large prototype of the device
has been sucessfully comissioned and tested, and its convincing performance
has led to the currently ongoing upgrade of the world’s largest TPC (operated
inside the ALICE detector at CERN) with this technology.

1.2 Structure of this work

The first part of the present thesis describes the development and character-
isation of a novel type of a gaseous tracking detector, a Gas Electron Multi-
plier (GEM)-based TPC. The focus of the author’s work in this project has
been the development of software algorithms required for data taking and anal-
ysis, and this circumstance will be reflected in the structure and contents of
this thesis.

Chapter 2 will first discuss the concept of a classical TPC. In the course of
this chapter, it will be shown how the employment of GEM foils can overcome
the limitations of classical TPCs. Chapter 3 will introduce the reader to a
large prototype of such a GEM-TPC, which was integrated into an already
existing spectrometer and used for a dedicated physics data-taking campaign.
The specifics of the setup will be detailed.

Chapter 4 will provide a detailed discussion of all algorithms that are re-
quired for a computer-aided analysis of the obtained data. This chapter will be
first followed by a qualitative assessment of the combined data-reconstruction
quality in Chapter 5, and then by a qualitative study of the performance of
the GEM-TPC in Chapter 6.
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The second part of this work will be concerned with the extraction of phys-
ical properties from the data taken. Specifically, the production of strange
mesons (K+ and K0) and a possible signature of their in-medium modifica-
tions will be investigated. For this purpose, first an improved strategy for the
identification of particles in the combined setup will be explored in Chapter
7. Finally, the reader will be made familiar with the theoretical background
of the kaon-nucleon interaction in the framework of chiral perturbation the-
ory (ChPT), before the specifics and results of the data analysis will be detailed
in Chapter 8. The thesis will be concluded by a summary of the obtained re-
sults and future prospects in Chapter 9, which also contains an explicit listing
of the author’s personal contributions to the project.
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Chapter 2

A GEM-based TPC

A Time Projection Chamber (TPC) [1] can be regarded as an almost ideal
device for charged-particle tracking in large volumes. Detectors of this type
have been successfully used as tracking devices in many particle-physics exper-
iments, for example PEP-4 [2], TOPAZ [3], DELPHI [4], ALEPH [5], NA49
[6], STAR [7], CERES [8] and ALICE [9], listed in order of publication date.

Section 2.1 will introduce the reader to the general principle of operation
of a TPC and its strengths and limitations as a large-volume tracking detec-
tor. This general discussion will be used to motivate GEM [10] foils as an
advantageous alternative to the traditional Multi-Wire Proportional Cham-
ber (MWPC)-based gas amplification scheme. The section will be concluded
with a discussion of the main conceptual challenges of this approach.

In addition to its role as a tracking detector, a TPC can also provide
information about the identity of a measured particle through the measurement
of its specific energy loss. In order to establish a theoretical foundation for the
associated performance analysis given later in this work (cf. Sec. 6.5), the
underlying physical principles will be explored in depth in Sec. 2.2.

Finally, the arising concept of a GEM-TPC as a continuously operating
tracking pipeline will be explored in Sec. 2.3. The ALICE TPC – which is
currently being equipped with a GEM-based readout for the upcoming high-
luminosity upgrade of the Large Hadron Collider (LHC) – will be presented as
an example of such a device.

2.1 Tracking in large volumes: Basics of a TPC

The main purpose of a tracking detector is to provide spatial information
about the path of flight of a particle. In the presence of an external magnetic
bending field, this information can be used to infer the momentum of the
detected particle. At the same time, the measurement should be performed
with the minimal possible amount of interaction with the projectile.

The active material of a TPC is gaseous, and thus the previous requirement
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is ideally realised in detectors of this type. Charged particles penetrating the
active volume of the detector ionise gas molecules in collision events and thus
leave behind a trace of electron-ion pairs on their path. The average number of
created pairs np is proportional to the energy ∆E deposited in such ionisation
events:

np =
∆E

W
. (2.1)

W is treated as a phenomenological material constant specific to the choice
of the detector gas and gives the energy needed to create a single electron-ion
pair on average. Tabulated values for a wide range of detector gas mixtures
exist. A detailed discussion of the ionisation processes on microscopic level
follows in Sec. 2.2 of this chapter.

The trace of charges left by the traversing particle as imprint in the detector
gas contains the spatial information about the particles’ flight path and the
energy loss it has suffered (cf. Eq. (2.1)). In order to access this information,
the liberated charges need to be prevented from recombining and need to be
extracted from the active volume. This is achieved by applying a well-defined,
strong electric field, the drift field Ed.

Due to their much higher mobility compared to the left-behind ions, the
ionisation electrons are the relevant carriers of information in the detection
scheme. In the presence of the drift field they are accelerated along the field
lines. At the same time, frequent collisions with the much heavier gas molecules
randomise their movement, resulting in an effective “stop-and-go” fashion of
motion. At atmospheric pressure, the average distance between collisions is
much larger than the Compton wavelength, and the process can thus be de-
scribed classically and macroscopically. In this picture one can expect the
interactions of the gas molecules with the electrons and the acceleration by
the external field in between collisions to establish a net, macroscopic drift
velocity vd. In the additional presence of an external magnetic field B, the
equation of motion can be written down as

me
d

dt
vd = eEd + e(vd ×B)−Kvd . (2.2)

Due to historical reasons, Eq. (2.2) is commonly called the Langevin drift
equation. The effect of the frequent collisions of the electron with gas molecules
is absorbed in the form of a friction parameter K in the last term.

2.1.1 Diffusion

Let us further investigate the randomisation of the movement of the electron
caused by these collisions, which occur on a time scale τ . Due to the statistical
nature of this process, initially point-like charge clouds can be expected to
expand over the course of their drift. In the absence of electromagnetic fields,
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CHAPTER 2: A GEM-BASED TPC

this process can be compared to the mechanism of diffusion of microscopic
particles in a thermal system: Let us consider a point-like cloud of ionisation
electrons at time t = 0 and at position x = (0,0,0) in thermal equilibrium with
the detector gas (electron mass me, temperature T , average thermal kinetic
energy of the individual charges εt = 3

2
kBT ). For t� τ the random Brownian

motion will not have changed the expectation value E[x] = (0,0,0). Microscopic
diffusion theory predicts however an expansion of the charge cloud due to the
large number of random collisions. More specifically, the width σ(x) of the
spatial profile – or, equivalently, the spatial probability density for a single
particle – will grow in any of the spatial directions as in

σx,y,z =
√

2Dtt . (2.3)

Here Dt = µkBT = 2
3
µεtT is the diffusion constant and µ = e τ

me
denotes

the electron mobility. The subscript t emphasises the restriction to diffusion
caused solely by thermal motion up to this point.

In the presence of a drift field Ed, one has to consider the additional con-
tribution to the kinetic energy εE supplied by the field, ε = εE +εt. For typical
field strengths found in drift detectors we have εE � εt. In this case – and with
a constant equilibrium drift velocity vd over a drift distance L in the detector
volume 1 –, one finds the relation

σx,y,z =
√

2Dt =

√
4εL

3e|Ed|
(2.4)

for the diffusion-equivalent. From Eq. (2.4) we see that the variance is inversely
proportional to the strength of the drift field, but at the same time grows lin-
early with the resulting average kinetic energy of the drifting electron. Against
first intuition, the relation of εE and the strength of the drift field is not trivial
and furthermore depends strongly on the choice of the detector gas. For a
given Ed, “hot” gas mixtures show high electron energies and drift velocities,
while “cold” mixtures have the advantage of a smaller diffusion. A pedagogical
review of the matter can for example be found in Ref. [11].

So far, all spatial components of the expansion due to diffusion have been
treated equally. In the presence of external fields, however, the situation be-
comes more complicated. Restricting the discussion to the scenario found in
TPCs, Ed ‖ B, it is sufficient to discriminate between the two diffusion compo-
nents along (D‖) and transverse (D⊥) to the drift direction. Both electrostatic
and magnetic forces lead to a difference between D‖ and D⊥ (electric and mag-
netic anisotropy). Most importantly, for strong magnetic fields one observes a
considerable suppression of the diffusion transverse to the drift direction:

D⊥(B 6= 0) = D⊥(0) · 1

1 + ω2τ 2
. (2.5)

1In comparison to typical drift times, the initial process of acceleration after ionisation
– until the equilibrium value of vd is reached – can be assumed to be instantaneous.
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As before, τ marks the average time scale between collisions of the electron
with gas molecules, and ω = e

me
|B| is the cyclotron frequency of the electron.

The result of Eq. (2.5) can be intuitively understood insofar as the arising
Lorentz force dampens the instantaneous transverse motion after a collision,
and thus the net expansion of the charge cloud.

Before continuing with the technical aspects of a TPC, it should be men-
tioned in this context that diffusion presents a theoretical limit to the spatial
resolution of such a detector. Let us consider a point-like cloud 2 of Nel ionisa-
tion electrons. While the expectation value of the c.o.g. of the charge cloud is
not changed by the drift, microscopic diffusion results in a spatial uncertainty
of each electron position ∝ σx,y,z. The resulting uncertainty of the measured
c.o.g. thus goes with σx,y,z/

√
Nel.

In practice, the situation is more complicated. In anticipation of the fol-
lowing sections, some additional considerations shall be shortly discussed. In a
real detector, the position of a charge cloud can only be measured with a finite
resolution, which is determined by the technical specifics of the detector, e.g.
the effective structure size S on which such a measurement is performed. This
presents the resolution limit as long as the spatial expansion due to diffusion
is small in comparison (for example in the case of short electron drift). This
fact will be picked up again in the discussion of the clustering algorithms in
Sec. 4.3.

The above scenario of a measurement of an isolated charge cloud is of
course academic: Instead, one actually measures the combined signals left by a
traversing projectile along its trajectory. This changes the situation drastically,
since S is usually much larger than the average distance between ionisation
events. A measured signal will thus always consist of the contributions from
multiple such events, which are additionally mixed by diffusion. It is thus clear
that the impact of the structure size S on the final tracking resolution under the
influence of diffusion is non-trivial. S can best be optimised in a microscopic
simulation of the detector. The readout plane of the FOPI GEM-TPC (cf.
Chapter 3) has been designed in this way.

Finally, there is an additional important effect that affects the spatial res-
olution: Uncorrected distortions of the drift field lead to deviations from the
ideal, straight-line electron drift paths. Sources of such distortions are i) me-
chanical problems of the field-defining structure and ii) the buildup of a space
charge from ionisation processes inside the active volume of the detector. Dis-
tortions resulting from the latter can easily reach values of 102 times the in-
trinsic spatial resolution of the detector. This topic will be discussed in the
context of ion backflow in a GEM-based gas amplification scheme in Sec. 2.1.3.

2Already at this point an additional limitation to the spatial resolution is neglected:
Electrons receiving a large energy transfer during primary ionisation may travel distances
of the order of the intrinsic resolution of the detector and beyond (“delta electrons”). See
the discussion of Sec. 2.2.2.
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Figure 2.1: Principle of operation of a TPC: Traversing charged particles leave
behind a trace of electron-ion pairs. A homogeneous electric drift field projects
the electrons onto the detection plane, while the ions drift towards the cathode
where they are absorbed. Before the electrons from ionisation events can be
detected, they have to be amplified. Signal detection happens in a subsequent
step using a segmented readout structure. An optional gating structure can
be used to prevent ions created in the gas amplification process from entering
the active volume (cf. Sec. 2.1.3). With knowledge of the drift velocity, the
relative time information of the detected signals can be used to recover the
shape of the track also along the drift direction. Reconstruction of the global
position along this axis is only possible if external information is available, e.g.
data from stationary tracking detectors or an event time supplied by a trigger
system.

2.1.2 Technical implementation

The fundamental working principle of a TPC is to capture the three-dimensional
imprint of the trajectory followed by a charged particle in the detector gas by
projecting the charges onto a detection plane by means of – ideally – straight-
line electron drift. The detection plane must be segmented so that the two-
dimensional projection of the particle flight path can be measured with suf-
ficient precision. Making use of the additional, relative time information of
the individual signals allows one to recover the full dimensionality of the par-
ticle track. Figure 2.1 shows this concept schematically for the common case
Ed ‖ B and a detector with rectangular cross section.

It is clear that any inhomogeneities of the drift field (and the drift velocity)
will distort the obtained picture and diminish the quality of the extracted
physical properties. With typical drift-path lengths being of the order of 1 m,
a very high level of homogeneity and a precise knowledge of the actual field
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topology are of central importance. The drift field itself is usually defined by
an array of electrodes (field cage), uniformly degrading the potential between
anode and cathode. A typical value for the drift field strength is |Ed| ≈
102 V cm−1, already requiring considerable differences in the electric potential
along the length of the field cage for larger chambers.

Another important issue is the choice of the detector gas. A basic wish list
describing an ideal detector gas can be formulated as follows: i) a high electron
drift velocity – ideally stable under moderate variations of |E|d – reduces the
track occupancy of the detector, ii) a low electron diffusion leads to a high
spatial resolution, iii) a low electron attachment prevents losses during drift,
iv) a high primary ionisation (low W in Eq. (2.1)) benefits the spatial and
energy resolution, v) a large radiation length limits multiple scattering of the
projectile particle and vi) a stable operation with large gas gains at moderate
field strengths facilitates the amplification process. It is obvious on first glance
that the items from this list are partly in contradiction. Finding a sound
compromise fulfilling all constraints of an experiment is an involved process.
It is beyond the scope of this work to provide a fundamental discussion of this
matter, instead the most important considerations shall be mentioned briefly
in the following 3.

In order to allow gas amplification at moderate field strengths, the main
component of the gas mixture is most commonly chosen to be a noble gas, as
these lack additional channels of excitation that would act as an energy drain
during the avalanche creation. Argon and Neon are affordable and common
choices. Of these two, Argon has a twice as large ionisation rate but an almost
three times shorter radiation length.

In a detector gas consisting only of a noble gas, precisely the aforementioned
advantage would become a problem: the resulting abundance of ions would
cause standing discharges in the vicinity of the anode. In addition, excited
gas atoms in the avalanche emit photons. These are in the energy range of
Eγ ≈ 10 eV, which is comparable to the work function of electrodes in the
vessel. Thus, as a secondary effect, additional electrons would be produced
elsewhere in the active volume of the detector. The solution to these problems
is the addition of a so-called quenching gas. These either inorganic or organic
compounds feature additional rotational and vibrational modes of excitation
over a wide energy range. Quenching gas molecules are able to efficiently
neutralise ions of the main gas component by means of direct electron transfer
and absorb photons before secondary reactions occur.

A large variety of quenching gases has been used in the past. The most
widely used are Methane (CH4), Ethane (C2H6), Isobutane (C4H10), dimethyl
ether (C2H6O), CF4 and CO2. The choice of the quencher not only influences
the fundamental properties of the detector gas, but also entails additional con-
siderations. A technical, yet very important question connected to the selection

3Once again, the reader is referred to Ref. [11] for a discussion of gas properties.
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of the quenching gas is that of ageing, e.g. chemical reactions between the de-
tector gas and the mechanical structure leading to a change of the behaviour of
the detector over time. Independent of the choice of the mixture, the detector
gas has to be void of impurities to a high degree in order to prevent electron
attachment during drift and thus a loss of primary ionisation charge.

2.1.3 Gas amplification and ion backflow: Motivation of
a GEM-based TPC

Traditionally, gas amplification in TPCs has been realised with a grid of wires
acting as the anode end of the drift region, similar to the setup of a MWPC
with one field region extended to form the active volume of the TPC. The
very large strength of the radial field in close vicinity of the wires leads to
the creation of avalanches by incoming drift electrons. At the same time, the
movement of the charge cloud in this field creates a signal on the respective
wire that can be detected by the readout electronics. In the application of a
TPC, the signals are instead picked up on the close-by cathode plane, which
is segmented in order to provide two-dimensional positional information.

Unfortunately, just as many ions are created in the avalanche as electrons.
While the latter get absorbed on the signal wire, the produced ions travel in
the opposite direction into the active volume, where their presence distorts the
drift field. This mechanism is called ion backflow. Since the ion drift velocity
is several orders of magnitude smaller compared to that of the electrons, local
distortions move only slowly towards the cathode. Thus, if the rate of ionising
particles penetrating the active volume of the detector becomes larger than the
average inverse ion drift time, a positive space charge will begin to accumulate
in the active volume.

In MWPC-based TPCs it is possible to work around this problem by intro-
ducing a so-called gate in short distance of the amplification stage. This ad-
ditional, electrically active structure allows to temporarily terminate the field
lines of the drift field at the gate position. Such gating structures offer a charge
opacity of O(10−4). If synchronised with a well-known time of the recorded
physics event, the gate can be closed in time to absorb the back-drifting ions
and prevent them from reaching the active volume above the gate. However,
this strategy comes at the expense of leaving the detector blind while the gate
is active. The typical time scale of a gate cycle limits the rate of an experiment
employing a gated TPC to the kHz level. This fact presents a major limitation
of this design and has rendered MWPC-based TPCs an ineligible choice for
many modern particle-physics experiments.

The employment of GEM foils instead of wire grids for gas amplification
offers the means to lift this limitation. GEM foils consist of a thin (usually
≈ 100µm) sheet of insulating material (polyimide), clad in a conductive layer
(Cu) on both sides. A regular pattern of holes (diameter and pitch O(100µm))
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penetrates all layers. Due to the small dimensions, already the application of
moderate potential differences O(100 V) between the two sides of the foil leads
to field strengths sufficient for avalanche creation inside the holes. A close-up
picture of a GEM foil is provided in Fig. 2.2.

Incoming drift electrons are guided into the region of the amplification
field inside GEM holes by the drift field and the GEM field. On the side
opposite to the incoming primary electron, the negative charge cloud is guided
out of the hole using an extraction field Ee, where usually |E|e > |E|d. This
asymmetric field configuration inside and outside of the holes gives rise to the
crucial property of an intrinsic suppression of the backflow of amplification
ions: Most of the field lines found inside the amplification region do not extend
far into the active volume above the foil and terminate on the surface. Due
to their low mobility, the ions originating from the amplification region closely
follow field lines and thus have a large probability to get absorbed on the foil
surface. On the other hand, the larger extraction field on the bottom side of
the hole favours the extraction of the electrons. This effect is further enhanced
by the much larger mobility of the electrons, which increases the probability
of diffusion into the reach of the extraction field. Figure 2.3 shows the result
of a microscopic simulation of the charge dynamics.

The effective gain Geff of a GEM can be straight-forwardly written as the
ratio of the number of amplification electrons arriving at the anode N−a and
the number of primary ionisation electrons N−i arriving at the GEM:

Geff =
N−a
N−i

. (2.6)

Geff is called “effective” because it already contains the losses caused by an
imperfect electron collection efficiency εcoll and extraction efficiency εex of the
foil, and is thus linked to the intrinsic gas gain G∗ by

Geff = εcoll · εex ·G∗ . (2.7)

Neglecting any losses of charge in the detector gas, N−i is equal to the number
of produced ions in primary ionisation N+

i : N−i = N+
i ≡ Ni.

The ion backflow can finally be defined as the ratio of the number of positive
ions arriving at the cathode N+

c and the number of amplification electrons N−a ,

IB =
N+

c

N−a
. (2.8)

This definition of IB is convenient since it can be directly measured as the
ratio of the cathode and the anode current, but other definitions exist in the
literature. It is important to note that N+

c contains two contributions, the
number of ions from primary ionisation Ni and the number of back-drifting
ions from the amplification stage:

N+
c = Ni + εNi . (2.9)
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Figure 2.2: Closeup of a GEM foil
used for a PixelGEM detector at the
COMPASS experiment. The photo-
graph has been provided by B. Ketzer
[12].

Figure 2.3: Microscopic simulation
of two electrons entering a GEM
hole, performed with the Garfield-
/Magboltz [13] [14] software pack-
ages. Yellow lines show electron
paths, brown lines those of ions,
brown dots mark the positions where
electron-ion pairs have been created
and green dots those where excita-
tions have occurred. The plot was
taken from Ref. [15] and slightly mod-
ified.

The coefficient ε appearing in Eq. (2.9) thus gives the net number of ions
leaking back from the amplification stage into the active volume per incom-
ing primary ionisation electron. From Eqs. (2.6), (2.8) and (2.9) follows the
relation

IB =
1 + ε

Geff

. (2.10)

Under typical conditions present in a TPC, the ion backflow IB of a single
GEM foil is O(1−10 %), and thus the offered suppression of ion leaking is still
significantly weaker than what can be achieved with a gate.

Using more than one such foil in series in a stack can bring this number
down to 1 % and below. It also allows to realise high values of Geff of the
combined stack at moderate individual GEM voltages 4. The task of tuning
the set of voltage settings of such a setup with respect to the resulting gain,
stability, combined electron transparency and extraction (e.g. final energy res-

4The effective gain Geff of the entire GEM stack is given as the product of the effective
gains of the individual foils, Geff =

∏
iG

i
eff.
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olution) and backflow suppression quickly becomes complex. For the latter,
additional effects like the geometrical alignment of the GEM holes of different
layers play a decisive role. Finding an optimal trade-off between spatial as well
as energy resolution, stability, and suppression of back-drifting ions has been
a major effort during the design of the upgrade of the ALICE detector at the
LHC [16],[17]. It has been shown necessary to employ different foil geometries
within a stack of four GEMs in order to reach the design specifications of the
upgraded ALICE detector.

Values of IB ≈ 1 % will still lead to a considerable accumulation of positive
space charge in the active volume. However, the arising drift distortions can be
expected to be mild enough that efficient track finding and fitting is still possi-
ble at moderate interaction rates. If a sufficiently accurate model of the space
charge is available during these tasks, even larger distortions O(10 cm) can still
be handled. For the final (“offline”) reconstruction of the data, however, an
exact measurement of the actual space charge during data taking is mandatory
in order to recover the native spatial resolution of the detector. Such a mea-
surement of the space charge density requires a dedicated calibration system,
and such systems have been realised ([18], [19]) in form of a high-precision ar-
ray of laser beams being repeatedly fired inside the active volume. A detailed
simulation study of the expected space charge, its influence on the tracking
performance and a possible correction scheme for the case of the GEM-TPC
for Antiprotons at Darmstadt (PANDA) has been performed and published
([15], Appendix A) by the author, using a value of ε = 4 to characterise the
backflow suppression of the GEM stack.

2.1.4 Advantages and challenges entailed by the em-
ployment of GEMs

From the general discussion of the preceding sections, the main strengths of
traditional, MWPC-based TPCs can be summarised as follows: Like for other
drift chambers, the low material budget of the gaseous active material allows
the coverage of large volumes. The world’s largest such detector, the cylindrical
TPC of the ALICE detector at the LHC, covers a volume of little below 90 m3.
Solid-state tracking detectors offer superior spatial resolution, but cannot be
used to cover large volumes due to their high cost, the generally larger net
material budget and the entailed amount of dissipated heat.

Considering the technicalities that play a role during the extraction of phys-
ical properties (see Chapter 4 for a discussion of reconstruction algorithms),
another important advantage of TPCs is that they offer a large number of
hits per track. This circumstance eases the task of track finding (“pattern
recognition”, cf. Sec. 4.4) considerably. Unlike wire chambers, TPCs provide
space-point-like hits, and no ambiguities due to symmetries connected to drift-
time measurements need to be resolved.
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As the main limitation of traditional TPCs, the need of a gating structure
has been identified in the previous discussion, along with the potential remedy
of replacing the combination of a wire-based gas amplification and a gate by
(a stack of) GEM foils. The introduction of GEMs does of course not alter
the workings of a TPC from primary ionisation up to the amplification stage;
However, one has to ask if the quality of the extracted information in terms of
i) spatial resolution and ii) energy resolution may suffer.

The first question can safely be answered. The structure sizes of GEMs are
comparable to those of MWPCs, and as such there is no additional, a priori
limitation on the spatial resolution. The employment of GEMs as tracking
detectors has been pioneered ([20],[21],[22]) at the COMPASS experiment [23]
at CERN. Today, GEMs are routinely used in many other experiments and
have shown to work reliably also in high-rate environments.

The remaining question regarding the expected energy resolution of a GEM-
TPC is more delicate. In multi-GEM stacks already small, local variations of
the spacing in between foils have a large influence on the transfer fields. This,
in turn, modifies the collection and extraction coefficients, while leaving the
intrinsic gain G∗ unchanged (cf. Eq. (2.7)). The consequence are variations
of the effective gain, which have been observed to be as large as 20 % [24].
It is clear that such variations need to be corrected for if one wishes to pre-
serve a competitive energy resolution. An elegant method to directly measure
the gain uniformity across the amplification plane even during data taking is
the introduction of a suitable radioactive gas into the active volume. In Sec.
6.4 the results of such a measurement with a large GEM-TPC will be dis-
cussed. Using the obtained calibration values, the final performance regarding
the measurement of the specific energy loss (see the following section) has been
assessed and compared to expectation values derived from the past experience
with traditional devices. The results of this study will be presented in Sec. 6.5
and have previously been published by the author [25].

2.2 Measuring the specific energy loss

Even though very little interaction of the projectile particle with the active
volume is one of the defining characteristics of gas detectors, a TPC can nev-
ertheless contribute to particle identification (PID) through the measurement
of the specific energy loss (“dE/dx”) along the particle trajectory. However,
the correct interpretation of the experimental data is not trivial. Some of the
implications are discussed briefly as the end of this section (an extensive review
can be found in [26]).

A detailed analysis (published by the author in [25] and appended to this
document in Appendix B) investigating the performance of the GEM-TPC
for FOPI (see Chapter 3) with respect to the measurement of dE/dx will
be presented in Sec. 6.5. The utilisation of the obtained data in a global
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approach towards PID will be demonstrated in Chapter 7. In order to provide
a sufficiently general footing for this discussion, the most important physical
concepts are explored in this section.

2.2.1 Mean energy loss: The Bethe formula

After the trajectory of a particle has been reconstructed and fitted with a
mathematical model (cf. Sec. 4.5), further properties can be extracted from
the hit data of such an identified particle track. The amplitude (charge) in-
formation along the particle trajectory can be used to infer the rate of energy
loss per travelled distance through ionisation processes of the projectile par-
ticle while traversing the active volume. For heavy projectiles 5, this is the
dominant channel of energy transfer in the momentum region the analysis of
this work is concerned with.

In the microscopic picture, energy loss occurs in independent collisions 6 of
the projectile particle with atoms in the medium, characterised by a mean free
path length λmf in between consecutive events and described by Poissonian
statistics. In each such collision the projectile loses energy according to the
atomic properties of the medium. At the energies relevant for this discussion,
hit nuclei remain intact and are not internally excited. Due to their much
larger mass compared to the typical projectile, such elastic collisions can be
neglected and the energy transfer is therefore dominated by collisions with shell
electrons. The corresponding total collision cross section (CCS) σ is linked to
the mean free path via

λmf ∝
1

σ
. (2.11)

If enough energy is transferred to a shell electron, it is liberated from the
atomic compound (primary ionisation). In addition, secondary ionisation oc-
curs in ionisation processes induced by the liberated electrons or via metastable
states of hit gas atoms (Penning effect). All liberated electrons contribute to
the signal created in the detector by the traversing particle. The fact that
these collision events and therefore the energy transfer are statistical processes
has important consequences, especially for the understanding of energy loss
fluctuations (discussed in Sec. 2.2.2).

In order to define a macroscopic observable we average over many such
ionisation events and consider the total energy deposit ∆E over some travelled
distance ∆x. The underlying mean rate of energy loss through ionisation dE

5Projectile mass much larger than the electron mass.
6Internal excitations of the projectile are ignored.
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per travelled distance dx is well described by the Bethe equation [27] 7

−
〈

dE

dx

〉
B

=
ZρNA

A
· 4π

me

·
(
zα~
β

)2 [
ln

2mec
2β2γ2

I
− β2

]
, (2.12)

where

Z atomic number of the medium,
ρ density of the medium (kg m−3),
NA Avogadro’s number (mol−1),
A relative atomic mass of the medium (g mol−1),
me electron mass (eV c−2),
z charge multiplicity of projectile particle,
α fine-structure constant,
~ reduced Planck constant (eV s),
c velocity of light (m s−1),
β particle velocity relative to c, β = v/c,
γ Lorentz factor, γ = 1/

√
1− β2,

I mean excitation potential of the medium (eV).

Note that the energy loss rate as given by Eq. (2.12) depends only on the
velocity β, not on the mass M of the projectile 8. Combined with a mea-
surement of its momentum pp = γMβc it is this fact that can be exploited
for inferring the mass and hence identifying the projectile. For gas detectors
operating at atmospheric pressure, Eq. (2.12) yields values for dE/dx of the
order of 1 keV cm−1, so that on relevant length scales ∆x the rate of energy
loss can be treated as small compared to typical projectile energies and thus

〈∆E〉 ' −
〈

dE

dx

〉
B

∆x (2.13)

in good approximation.
It is worthwhile to take a detour and motivate Eq. (2.12) classically, as it

helps to introduce some concepts important for the further discussion. With-
out loss of generality we assume the traversed material to consist of only one
element 9. Most generally, the energy loss can be decomposed as

− 〈dE〉 =

(
No. of e−

per unit volume

)
︸ ︷︷ ︸

(ZρNA)/A

×

 Mean energy loss

in a single collision

and unit surface

× dx . (2.14)

7The form given here already includes the approximation of Eq. (2.21), motivated by
the following derivation. A formulation explicitly including the maximum energy transfer
in a single collision can be found for example in Ref. [28].

8Actually, there is a subtle implicit dependency on the projectile mass M through the
maximum energy transfer δmax ≈ 2mec

2β2γ2 – cf. Eq. (2.21) – but this effect is negligible
for projectile energies below ∼ 100 GeV.

9For compound materials the physical principles are of course the same, but the indi-
vidual contributions need to be properly weighted.
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The first term provides the link to the macroscopic medium properties and is
simply given by the density, the charge number and the atomic mass of the
material. It has dimension of [length−3]. The second term thus needs to have
dimension [energy] [length2] and is obtained by averaging over the collision
cross section (CCS), σ(E,β), differential in the transferred energy E. Thus we
can write

−
〈

dE

dx

〉
=
ZρNA

A
·
∫ ∞

0

E ′
dσ(E ′,β)

dE ′
dE ′ . (2.15)

To go any further from Eq. (2.15), a model for the CCS has to be chosen.
The simplest of models – and the one used in the following to motivate Eq.
(2.12) – is to regard the interaction of the projectile (carrying three-momentum
pp) with the medium as classical Coulomb scattering off free electrons. It is
clear that this assumption can only be valid for energy transfers much larger
than typical atomic binding energies, but it is nevertheless worthwhile to work
it out. In the rest frame of the projectile, this scenario is equivalent to electron
scattering off the heavier projectile particle: Taking into account spin effects
but neglecting the recoil of the projectile, the kinematics are those of Mott
scattering with (

dσ

dΩ

)
Mott

=

(
dσ

dΩ

)
R

·
(

1− β2 sin2 Θ

2

)
, (2.16)

where (
dσ

dΩ

)
R

=

(
zα~c

2|p||v|

)2

· 1

sin4(Θ/2)
(2.17)

is the Rutherford cross section (differential in the solid angle Ω) for elastic
scattering off the electromagnetic potential of a charge z · e. In Eqs. (2.16)
and (2.17) Θ denotes the deflection angle in the scattering plane, p = ~k =
γmev = −pp and v are three-momentum and velocity of the inbound electron
(after scattering: p′ = ~k′, |p′| = |p|).

For elastic scattering, the angle Θ is directly linked to the 3-momentum
transfer q = p− p′ via

sin

(
Θ

2

)
=
|q|
2|p|

, (2.18)

and from Eq. (2.16) follows the cross section differential in the transferred
energy E = q2/2me:(

dσ

dE

)
Mott

=
2π

me

·
(
zα~
Eβ

)2 [
1− E

2mec2

(
1− β2

)]
. (2.19)

Now the integral of Eq. (2.15),∫ δmax

δmin

E ′ ·
(

dσ(E ′,β)

dE ′

)
Mott

dE ′ , (2.20)
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has to be evaluated. It also has become definite: the upper bound is given by
the kinematic limit of energy transfer for head-on collisions, specifically

δmax =
2mev

2γ2

1 + 2γme/M + (me/M)2

γme�M≈ 2mev
2γ2 , (2.21)

where M is the mass of the projectile particle. In the scope of the classical
free-electron scattering model used so far, the lower bound enters in Eq. (2.20)
as a technical necessity due to the logarithmic divergence of the integral in the
limit E → 0. The usual physical line of argument is that δmin should mark
the transition from i) the regime where the energy transfers are so small that
electrons appear completely inert or only shell excitations are possible to ii)
the scenario of quasi-free electrons above the ionisation threshold 10.

Assuming the identity

I ≡ δmin , (2.22)

the argument of the logarithm appearing in Eq. (2.12) is in that scenario
just the ratio of the maximum and the minimum energy transfer δmax/δmin

appearing as integration limits in Eq. (2.20). We will see in a moment that
by assuming (2.22) we have overstepped the limits of the free electron model.
I in Eq. (2.12) is called the mean excitation energy, and it is the only link
to the atomic structure of the medium in Eq. (2.12). From the foregoing,
one is tempted to take the experimentalist’s point of view and regard I as a
phenomenological material property absorbing all quantum-mechanical shell
corrections of the target material that have been ignored so far in the scope of
the free electron assumption. Tabulated values of I are available.

Performing the integral in Eq. (2.20) finally yields the functional form of
Eq. (2.12), but there is still a factor 2 missing. While it is plausible that
under the assumption of free, unbound electrons the obtained result should
underestimate the mean rate of energy loss, recovering this factor in a classical
framework is not straight forward. The remedy is of course a full quantum-
mechanical description of the scattering problem, but this is not explicitly
shown in this work (see, for example, Ref. [29]). Instead, the remainder of
this section is concerned with outlining some key elements of such a quantum
mechanical treatment that are useful for the further discussion.

When dropping the free-electron assumption and taking into account the
bound atomic system in the description of the scattering process – in the first
Born approximation of incoming and outgoing flat waves scattering off the
Coulomb potential of the atom –, the Rutherford-like kinematics survive the
transition to a quantum-mechanical description. In addition, however, the
inelastic nature of scattering off the atomic shell manifests itself in atomic

10Another possible point of view is to regard the impact parameter b of the scattering
process: for very large b (very low energy transfers) arguments of charge screening in the
medium can be used to construct an equivalent cutoff.
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matrix elements entering as additional form factors

Fn(q) = 〈n|
Z∑
i=1

exp(iq · ri/~)|0〉 , (2.23)

where the rj denote the coordinates of individual shell electrons. The cross
section for excitation into a specific atomic state |n〉 – be it discrete or a state in
the continuum – is now proportional to |Fn(q)|2. The form factors Fn(q) thus
give the conditional probability that the atom (in its ground state), receiving a
momentum transfer q, will find itself in the excited state |n〉 after the collision.
In other words, they represent the additional degrees of freedom the atom has
of converting a given momentum transfer q into shell excitations.

Lacking any preferred direction when averaging over many collisions we
can simplify Fn(q) → Fn(|q|). The matrix elements can be related to the
generalized oscillator strength (GOS) fn(|q|) used in atomic physics as in

fn(|q|) =
~ωn
E
· |Fn(|q|)|2 , (2.24)

where ~ωn is the excitation energy for the atomic state |n〉 above the ground
state.

In addition, a relation between the mean excitation potential I in Eq. (2.12)
and the |Fn(q)|2 can be constructed (cf. [27], [30]):

Z · ln(I) ∝
∑
n

fn(0) · ln(~ωn) . (2.25)

Again, ~ωn is the energy necessary for the transition into the excited atomic
state |n〉 and the sum runs over all possible such states. In principle Eq.
(2.25) provides the possibility to obtain the mean excitation energy I from
atomic theory. For all but the lightest elements this is of course yet again
model-dependent, so the situation does not change much in terms of parameter
reliance and I stays a phenomenological constant in practice.

This concludes the short detour taken to motivate the Bethe mean rate of
energy loss. Additional corrections are available for Eq. (2.12), the most im-
portant being the so-called density correction δ(β) (an overview can be found
in Ref. [31]). It takes into account screening effects caused by polarisation of
the medium that become more and more important at higher projectile veloc-
ities due to the relativistic expansion of the electromagnetic field transverse to
the direction of flight. The density correction can be derived using an oscillator
model of the medium, but also effectively parametrised (cf. [32]). With this
correction, Eq. (2.12) becomes

−
〈

dE

dx

〉
B

=
ZρNA

A
· 4π

me

·
(
zα~
β

)2 [
ln

2mec
2β2γ2

I
− β2 − δ(β)

]
. (2.26)
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Figure 2.4: Bethe energy loss rate as a function of the projectile velocity ac-
cording to Eq. (2.26) (solid lines) for two detector gas mixtures at atmospheric
pressure. The molar mixture fractions are given in brackets. The dashed lines
show the result without density correction according to Eq. (2.12). For com-
puting the energy loss, the effective ionisation potential of the composite gas
mixtures is calculated using the Bragg additivity rule (see for example [31]).
The density correction is computed using Sternheimer’s parametrisation [32]
for the noble gas component.

Already, Eq. (2.26) describes experimental data for intermediate-Z materials
within a few percent accuracy (cf. Ref. [28]) in the region 0.1 . βγ . 103.
Figure 2.4 shows the energy loss according to Eq. (2.26) as a function of the
projectile velocity β for two common detector gas mixtures (which were both
used during data taking with the FOPI GEM-TPC, cf. Chapter 3).

2.2.2 Fluctuations of the energy loss: Straggling func-
tions

The discussion of Sec. 2.2 motivated the Bethe formula (2.26) describing the
mean energy loss of fast, heavy particles in matter. The average nature of
〈dE/dx〉B is explicit in Eq. (2.15). From an experimentalist’s point of view –
when measuring ∆E/∆x with a limited sample size – an important question
is that of the fluctuations occurring around the average value 〈∆E〉. The
distribution of ∆E around this mean value will turn out to be completely
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defined by the CCS σ, so we shall turn our attention to the cross-section
model on the single-collision level.

The fundamental starting point of a realistic model can be the discussion
leading to Eq. (2.24): treating the scattering process quantum-mechanically,
the atomic wave functions enter the cross-section model as a set of inelastic
form factors fn(|q|), containing the shell-excitation degrees of freedom. As
remarked earlier, closed solutions for the atomic wave functions exist only for
the lightest elements. For heavier atoms, effective models have to be used to
parametrise the fn(|q|). This fundamental approach of modelling the CCS is
usually referred to as the Bethe-Fano model.

An important simplification of the above arises from the fact that in the
limit of small momentum transfer q the GOS approaches the (optical) dipole
oscillator strength (DOS) fn:

lim
q→0

fn(|q|) = fn , (2.27)

where

fn =
~ωn
E
· |〈n|

Z∑
j=1

rj|0〉|2 . (2.28)

The above can be immediately checked by performing a series expansion of the
exponential in Eq. (2.23).

The fn are proportional to the cross section for photo absorption as long
as the photon wavelength exceeds the size of the atomic system, and are as
such experimentally accessible. Thus, approximating the fn(|q|) ≈ fn

11 opens
the appealing possibility to model the CCS with experimental data. This
method is commonly known as fermi virtual photon (FVP) or photo absorption
ionisation (PAI) model [33] and widely used, e.g. for simulation purposes in
particle physics (GEANT4, cf. [34]) or material science. Figure 2.5 shows a
direct comparison of the Bethe-Fano and FVP/PAI models.

With sufficiently exact models for the CCS σ(E,β) in place, we can move
on to examine the fluctuations around the mean energy loss according to Eq.
(2.13) on the microscopic level. In each collision, the probability to transfer
a certain amount of energy follows dσ(E,β)/dE. The energy loss ∆ENc for
exactly Nc collisions is hence distributed according to the Nc-fold convolution
of σ(E,β), σ̃Nc(E,β). It can be calculated iteratively as follows [26]:

σ̃Nc(∆E,β) =

∫ E

0

σ(E ′,β) · σ̃Nc−1(E − E ′,β) dE ′ , (2.29)

defining σ̃0(∆E,β) = δ(∆E) and σ̃1(∆E,β) = σ(E,β).

11More correctly: fn and a delta function, cf. Ref. [26] for details.
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Figure 2.5: Comparison of the inelastic Bethe-Fano cross section (solid line)
and the FVP/PAI cross section (dashed line) normalised to the Rutherford
cross section (2.17). The calculations have been performed for single collisions
of MIPs (βγ = 4) in Si. The figure was taken from Ref. [26] and slightly
modified.

Furthermore, the number of collisions Nc in the slice of material of thickness
∆x is distributed following Poissonian statistics,

P (Nc; ∆x, λmf) =
(∆x/λmf)

Nc

Nc!
· exp(−∆x/λmf) , (2.30)

which is in turn linked to the collision cross section (CCS) through the mean
free path length λmf = λmf(β) as given by Eq. (2.11).

Putting everything together, the total ionisation energy loss ∆E for a ma-
terial slice of thickness ∆x is distributed following the sum of all σ̃Nc(∆E,β)
weighted by their Poissonian probability for having exactly Nc collisions:

f(∆E; ∆x,β) =
∞∑

Nc=0

P (Nc; ∆x, λmf(β)) · σ̃Nc(∆E,β) . (2.31)

The mean value 〈∆E〉 is given by Eq. (2.13). The distributions f(∆E; ∆x,β)
are called straggling functions 12. They are completely defined by σ(E,β).
From Eq. (2.31) one can expect the Poissonian contribution – with relative
width (1/

√
λmf) – to become more and more dominant for very small number

of collisions Nc (thin absorbers).
An example for such a case of a very thin slice of material (1µm of Si)

is shown in Fig. 2.6a (solid line). The distinct peaks visible at small ∆E

12Following the notation proposed in Ref. [26] with ∆E ≡ ∆.
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correspond to the convoluted cross sections σ̃Nc(E,β) for Nc = 1, 2, 3, . . . , each
weighted by the Poissonian probability for Nc and summed up according to
Eq. (2.31). Towards larger Nc – or ∆E, respectively – the structure in the
straggling spectrum washes out. For ∆x = O(1 cm) and gaseous material we
have Nc ∼ 30 and can expect the peak structure from small Nc to vanish in the
straggling distribution. Figure 2.6b shows such a case obtained for minimally-
ionising particles with βγ = 3.6 traversing 1.2 cm of Ar (solid line, normalised).
One observes an asymmetric, long-tailed distribution with a most probable
value ∆Emp clearly different from its mean value 〈∆E〉. Also shown in Fig. 2.6b

is the cumulative straggling function F (∆E) =
∫ ∆E

0
f(∆E), which gives an

indication of the large weight of the distribution tail outside the plotted scale,
extending up to the kinematic limit δmax ≈ 2mec

2β2γ2 � 〈∆E〉. It should be
noted that the tail towards very large energy transfer is also experimentally not
accessible: High-energetic “delta electrons” might leave the detector, escape
detection and/or correct association by the tracking algorithms, or – depending
on track geometry – saturate the dynamic range of the readout electronics
13. These effects can be regarded as an effective cutoff in the experimental
treatment of Eq. (2.12). Accordingly modified models of the specific energy
loss (“restricted energy loss”) are available (see, for example, Ref. [11]), but
are not further discussed in this work.

The dashed curves shown both in Figs. 2.6a and 2.6b follow the so-called
Landau function, a name which is commonly misused as a synonym for the
straggling functions f(∆E; ∆x, β) in the field of experimental particle physics.
The Landau approach [35] aims to describe fluctuations in energy loss as well,
but is derived specifically using the Rutherford cross section (2.17). It is thus
clear that we cannot expect good agreement to straggling functions based
on much more realistic CCS models for very small Nc (Fig. 2.6a). However,
also in the case of larger Nc when the shell effects in the CCS are starting
to be washed out in the final straggling function according to (2.31), Fig.
2.6b shows that the Landau function is distinctively more narrow than the
calculated f(∆E; ∆x, β). The reason for this behaviour lies in the connection
to the mean free path λmf and hence the number of collisions Nc as given by
Eq. (2.11): the Rutherford cross section model underestimates (overestimates)
λmf (Nc) as opposed to more realistic CCS models. For these, the Poissonian
contribution to the straggling function via Nc with (relative width = 1/

√
Nc)

leads to the observed broadening.

2.2.3 Experimental considerations

The basic connection to the actual measurement of the rate of energy loss of
a detected particle is provided by Eq. (2.1). Under idealised conditions, all of
the “created” charges reach the readout where they are amplified and finally

13Thus, they also present a limit to the spatial resolution.
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(a) 2 GeV protons, 1 µm Si. The mean value for the energy loss as
obtained from Eq. (2.12) is 〈∆E〉 ∼ 400 eV.

(b) Minimally-ionising particles, 1.2 cm Ar.

Figure 2.6: Calculated straggling functions for two different scenarios. The
plots are taken from Ref. [26] and slightly modified in order to match the
definitions as used in the text. Both straggling functions have been obtained
with the photo absorption ionisation (PAI) model for the collision cross section.
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measured as a signal current proportional to the initial energy deposit and we
can write

signal amplitude ∝ ∆E . (2.32)

Several mechanisms degrade this proportionality:
– loss of charge carriers due to impurities of the detector gas,
– local variations or unstable gain during gas amplification,
– non-linearities of the readout electronics,
– threshold effects introduced by noise suppression.

As already discussed at the end of Sec. 2.1.1, the structure size of typical
readout geometries used in traditional TPCs – as well as the FOPI GEM-
TPC, described in the following chapters – is typically much larger than the
free path length λmf, which is O(100µm). Under the additional influence
of diffusion, the deposited charge is effectively spread out across the readout
plane, leading to a loss of spatial information and an enhancement of the
impact of undesirable threshold effects. Consequently, any attempt to recover
the energy loss rate by measuring the straggling functions inevitably involves
a macroscopic averaging over several measured hits: For each track, a set of
amplitude/∆x pairs is available, where the readout structure size presents the
lower limit to ∆x.

The situation shown in Fig. 2.6b thus gives a good impression of what to
expect. When approaching the task of identifying particles – e.g. assigning
probabilities for different mass hypotheses to a measured particle track – one
is ultimately interested in finding a single, stable estimator for the straggling
function based on a limited sample size of measurements. Obviously, the mean
value 〈∆E〉 of a distribution similar to the one shown in Fig. 2.6b is not a
good estimator. Rather, one would like to extract the characteristic most
probable value ∆Emp, but this requires a full reconstruction of the underlying
straggling distribution and becomes increasingly difficult and unstable with
smaller sample sizes. Due to the long tails towards high energy deposits, this
turns out to be problematic even for very large detectors. An alternative
method of extracting a stable estimator for the specific energy loss is making
use of the truncated mean, which will be discussed in Sec. 6.5.1.

2.3 Continuous operation: The TPC as track-

ing pipeline

In the previous sections, the employment of GEM foils instead of the clas-
sical MWPC-based gas amplification has been motivated as a solution that
potentially makes TPCs an eligible choice also for high-rate experiments. The
remaining chapters of this work will document the development of such a
GEM-based TPC, as well as its successful participation in a physics campaign
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as part of the FOPI spectrometer, however still operating at low interaction
rates.

A very important future application of such a device operating in a high-
rate environment is the ALICE TPC: After the LHC will return to operation in
2018, the ALICE detector will face Pb-Pb collisions at a rate of ∼ 50 kHz. At
such high rates, the average time in between collision events becomes smaller
than the maximum electron drift time in the chamber (∼ 100µs), and a gated
operation is no longer possible. Instead, the chamber has to be read out contin-
uously in the fashion of a tracking pipeline. Motivated by recent technological
advancements such as the one documented in the work at hand, the ALICE col-
laboration took the decision to upgrade the – originally MWPC-based – TPC
tracker with GEM technology in order to meet these requirements [16],[17].

The continuous operation of a GEM-TPC at such high interaction rates
entails important consequences for the whole spectrometer. First of all, higher
interaction rates directly translate into higher data rates for all detectors. As
the system with the largest contribution to the data output of the combined
spectrometer, the ALICE TPC will produce ∼ 1 TB s−1 of raw data in the
physics environment after the upgrade of the LHC. It is obvious that such
vast data rates cannot be persisted, and thus sophisticated real-time (“on-
line”) algorithms are required for the decision whether to keep or discard data
14. In terms of algorithm performance and computing-power requirements, this
alone is a serious challenge.

Secondly, these algorithms will have to operate stably under harsh con-
ditions: Several thousands of tracks from multiple collision events with dis-
placed primary vertices will be stored in the active volume of the TPC at any
given time. Since the absolute drift distance belonging to the registered sig-
nals cannot be determined with TPC data alone (cf. Sec. 2.1.2), any real-time
trigger decision is only possible in combination with information provided by
the surrounding tracking systems. This has to be reflected in the layout and
organisation of the data aquisition (DAQ) system.

Track distortions due to space-charge buildup present an additional chal-
lenge: In the discussion of Sec. 2.1.3 it has been stated that the suppression of
ion backflow, provided intrinsically by GEMs, is several orders of magnitude
lower than that offered by a classical gate. A certain level of back-drifting
ions thus cannot be avoided, and distortions of the subsequent electron drift
are inevitable. For ALICE, the expected displacements are of the order of
10 cm, and thus three orders of magnitude larger than the intrinsic spatial
resolution of the detector. A high-precision measurement of the underlying
distortion profile is thus required for the analysis of physics data, if the per-
formance of the detector is to be maintained after the upgrade. It is, however,
not sufficient to have such a model available after data taking, as already the

14This is already true for the LHC detectors prior to the upcoming upgrade, but the
requirements become more critical.
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real-time algorithms mentioned earlier have to work under these conditions.
For ALICE, a two-stage strategy is foreseen [16]: During data taking, a coarse
map of the space charge – updated every ∼ 10 m – will be used for correction
of drift distortions, facilitating the work of the real-time algorithms. For the
final analysis of physics data, a high-precision map must be used. It will be
calculated using external tracking information in time windows of a few ms
width.
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Chapter 3

A large GEM-TPC for FOPI:
The S339 experiment

In this chapter, a large GEM-TPC detector [36] will be introduced, which was
built to serve as a proof of principle in the context of research and development
[37] conducted for the future PANDA experiment. At the same time, it has
been designed specifically to allow its integration into the FOPI spectrometer
(located at the Gesellschaft für Schwerionenforschung (GSI), Darmstadt, Ger-
many) for the evaluation of its performance. The construction of the device
was finished towards the end of 2010. In 2011, the detector successfully partic-
ipated in a two-weeks physics campaign at the FOPI experiment (π− beam of
1.7 GeV/c momentum, impinging on a number of different nuclear targets; GSI
experiment number S339). The data taken during this campaign presents the
foundation of the performance and physics analysis to follow in the remaining
chapters of this work.

Section 3.1 will introduce the reader to the specifications of the GEM-TPC
hardware. The focus will rest on the characteristics that are conceptually criti-
cal for the extraction of physical properties: the material budget of the device,
the GEM stack used for gas amplification and the structure and performance
of the readout.

Section 3.2 will briefly introduce the FOPI spectrometer, which serves as
the reference system in the evaluation of the performance of the GEM-TPC
detector. The FOPI spectrometer had been used to investigate heavy ion col-
lisions in the region of low temperature and moderate nuclear matter density
at the Schwerionen-Synchrotron (SIS) accelerator 1 for more than two decades,
before it was finally dismantled in 2013. It is thus treated as a self-consistent,
complete system in the scope of this work. Consequently, only the most im-
portant technical features of the spectrometer will be listed in the following. In
the same way, the data provided by FOPI and the its data-processing software
are – a priori – treated as a final and complete, external input to the analysis

1German for “heavy-ion synchrotron”.
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Figure 3.1: Photograph of the large GEM-TPC detector for the FOPI experi-
ment, resting on a supporting structure. At the upstream end of the detector,
the support flange for external connections, the holding structure for the read-
out electronics and the opening of the inner field cage cylinder are visible.

presented in the subsequent chapters. The limitations of this assumption will
be discussed in Chapter 5.

3.1 The GEM-TPC detector

The construction of the GEM-TPC detector was completed in the end of 2010.
Its combined gas- and field-cage vessel consists of two concentric cylinders and
measures 727.8 mm in length. It has an outer (inner) diameter of 308.0 mm
(104.0 mm), making it the detector with the largest active volume of its kind
at the time. This choice of dimensions allowed the installation of the detector
inside the inner bore of the central tracking detector of the FOPI spectrometer,
as will be discussed in Sec. 3.2.

An extensive description of the design specifications of the GEM-TPC de-
tector has already been provided elsewhere (cf. Refs. [36], [37]), and thus the
discussion of technicalities will be kept to a minimum in this work. In the
following, a brief overview over the key components will be provided, and the
section will be closed with a list of all settings and parameters in effect during
the 2011 beam time (Tab. 3.1). Figure 3.1 shows a picture of the detector,
taken shortly before the integration into the FOPI setup.
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3.1.1 Field cage

The mechanical structure of the GEM-TPC has been optimised aggressively
towards a minimal material budget [38]. The supporting core (2 mm thickness)
of the vessel (cylindrical walls and downstream end cap) is made of RohacellTM,
thin layers of polyimide act as insulating material. The full composition of the
field cage can be found in Tab. 1.11 of Ref. [37]. Figure 3.2 shows the average
material budget X/X0 in units of the respective radiation length of the GEM-
TPC detector (including gas) in the r-z-plane cut. The numbers are computed
using a detailed software model of the material distribution (cf. Fig. 3.5). For
a large part of the acceptance, a value below 1 % is reached.

The drift field is formed by an array of 700 copper rings with 1.5 mm pitch
along the symmetry axis of the detector. The potential of each strip is defined
by a resistor chain. At a potential difference between cathode and anode of
the field cage of Ud ≈ 30 kV, the design drift field strength of Ez = 400 V cm−1

is reached. Due to mechanical damage of the field cage, suffered at the gas
inlet during the commissioning phase, the field strength had to be reduced to a
final value of Ez = 234 V cm−1 during the physics campaign. This circumstance
limited the available readout window of the detector to ∼ 75 % of its physical
drift length (cf. Sec. 3.1.3 and Fig. 3.6). Additional problems were caused by
short-circuited strips near the cathode, which lead to static distortions of the
drift field. This topic will be revisited in Sec. 6.1.

3.1.2 Amplification stage

The basic principles of charge amplification and transport in a GEM have
already been discussed in Sec. 2.1.3. Gas amplification in the FOPI GEM-
TPC is realised with a stack of three identical GEM foils produced at CERN.
Each foil is segmented into eight sectors, which are wired individually. This
choice was made in order to reduce the risk of damaging the foils in case of a
discharge. The foils have a thickness of 50µm and a hole pitch of 140µm.

Figure 3.3 provides a schematic view of the GEM stack. The positioning of
the detector components is given in TPC detector coordinates (u,v,w), where
u and v span the pad plane and w is anti-parallel to the drift direction 2. The
relation between the TPC coordinate frame and global spectrometer coordi-
nates (x,y,z) will be covered in Sec. 4.7. The potential difference between the
cathode and the field cage ring closest to the readout (“last strip”) defines the
drift field. The gain of each individual foil is determined by the field strength
in the holes and thus controlled by the difference in potential between the two
foil surfaces. The charge clouds exiting the amplification region present in
the holes are guided towards the subsequent GEM layer by the transfer field,
which is in turn defined by the voltage difference between the bottom and top

2If no external magnetic field is present or E ‖ B.

31



)TPCΘCos(
-1 -0.5 0 0.5 1

0
X

   
(%
)

/
X

0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5

Figure 3.2: Material budget in units
of the radiation length of the TPC
vessel (including the detector gas)
as a function of the scattering angle
ΘTPC (straight-line tracks originat-
ing from the nominal target position),
and averaged over the azimuthal an-
gle. The values are obtained from a
realistic software model of the detec-
tor geometry (cf. Fig. 3.5).

w
 (

m
m

)

727.8

3.5

-8.0
Pad plane

Drift cathode

Last strip

Ud

0
GEM 1

-2.0 GEM 2

-4.0 GEM 3

ULS

UT1
UB1

UT2
UB2
UT3
UB3

ΔUG1

ΔUT1

Figure 3.3: Schematic view of the
GEM stack. The gain of each GEM
i is determined by the potential dif-
ference between the top and bottom
of the foil, ∆UGi = UTi − UBi. In
between the amplification layers (and
the pad plane), the charge clouds
travel in transfer fields defined by
∆UTi = UBi−UTi+1 and the foil spac-
ing. See Sec. 4.1.3 for the definition
of the coordinate frame.

of the two neighbouring foils and the foil spacing.
The GEM settings used during the S339 experiment are given in Tab.

3.1. A direct measurement of the effective gain Geff of the full stack will
be presented in Sec. 6.4. The shown set of parameters has been adapted as
a stable, conservative solution from earlier measurements performed with a
smaller prototype detector [39], but has not been systematically optimised
with respect to all observables, in particular the ion-backflow suppression.

3.1.3 Readout

A somewhat peculiar feature of the GEM-TPC detector for FOPI is the geome-
try of the readout plane. As shown in Fig. 3.4, the pickup electrodes (“pads”)
feature a hexagonal shape, resulting in a highly symmetric plane geometry.
The pad plane consists of 10,254 identical such pads, the circumscribed circle
of each has a radius of 1.5 mm. This pad size has been chosen based on results
from simulation studies conducted for the PANDA TPC: It could be shown
that reducing the pad size below this value does not further improve the spatial
resolution of the detector, which is at this point already limited by diffusion
(as discussed at the end of Sec. 2.1.1). However, a much higher magnetic field
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Figure 3.4: Detail of the readout plane of the FOPI GEM-TPC. Shown is the
surface facing the inside of the detector vessel.

strength (2.0 T compared to 0.6 T in the FOPI setup) had been used in this
study. The design of the pad plane is detailed in Ref. [40].

Signals on the pads are read out using the AFTER ASIC [41], which has
originally been designed for the T2K experiment [42]. The AFTER chip fea-
tures a (low-noise) charge preamplifier and a 511-cell analogue buffer per chan-
nel with adjustable sampling frequency and shaping time. Of the 72 channels
of each chip, 64 are externally connected; Four of the remaining, unconnected
channels are used for common-noise correction.

The AFTER units are mounted on double-sided, custom-made printed cir-
cuit boards (PCBs) in groups of four. In total, 42 such front-end cards are con-
nected to the readout plane, each serving 64×4 = 256 pads. A recent, in-depth
description of the AFTER ASIC and the front-end boards can be found in Ref.
[43]. During data taking, the AFTER chips are continuously sampling the sig-
nals registered by the detector. Upon receiving an external trigger signal, the
information stored in the analogue buffer is read out and digitised by 11-bit
analog-to-digital converters (ADCs). Finally, baseline subtraction and zero
suppression of the signals are performed using VirtexTM-4 field-programmable
gate arrays (FPGAs) mounted on GeSiCa [44] boards adopted from the COM-
PASS experiment [23], [45]. The combined noise performance of the entire
readout chain has been evaluated to be below 700 e− equivalent charge at a
sensitivity of 394 e− per ADC channel. Additional technical details concerning
the electronics used for reading out the GEM-TPC detector can be found in
Tab. 3.1 and Ref. [46]. The strategy used for combining the two data streams
from the GEM-TPC and the rest of the FOPI spectrometer will be briefly
introduced in Sec. 3.3.

The successful operation of a TPC crucially depends on the stability and
homogeneity of the temperature distribution inside the active gas volume. The
front-end boards carrying the AFTER chips present a localised, close-by source
of heat, and their dissipated power (≈ 3 W per chip) thus needs to be cooled
away efficiently. During data taking in the S339 setup, a water-based cool-
ing system was used to keep the front-end cards at room temperature. The
technical details of the cooling scheme can be found in Ref. [37].
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Detector:

Drift length 727.8 mm

Field cage inner � 104.0 mm

Field cage outer � 308.0 mm

Drift gas Ar/CO2 (90/10), 1 atm pressure

Drift field & velocity Ed = 234 V cm−1, vd = 1.65 · 10−3 cm ns−1

Effective gain Geff ∼ 1 · 103

GEM geometry 50µm thickness

140µm pitch, 70µm hole �
Gaps between foils / 2 mm; 2 mm

last foil and readout 4 mm

∆UG1, ∆UG2, ∆UG3 324 V, 296 V, 259 V

∆UT1, ∆UT2, ∆UT3 604 V, 604 V, 1208 V

Readout granularity 10,254 hex. pads

Electronics:

Type AFTER ASIC / 11-bit ADC/ VirtexTM-4 FPGA

Sampling clock 15.55 MHz

Buffer width 511 bins

Peaking time ≈ 116 ns

Dynamic range 120 fC (11-bit ADC)

Sensitivity s 394 e− per ADC channel

Mean noise σN 678 e− (root mean square (RMS): 126 e−)

Input capacitance 13 - 16 pF per pad

Threshold 4.5σN (per channel)

Table 3.1: Key parameters of the GEM-TPC during the S339 experiment. For
the definitions of the GEM voltages the reader is referred to Fig. 3.3.

3.2 The FOPI spectrometer

The aim of this section is to provide basic information on the detector sys-
tems of the FOPI spectrometer that are relevant for the analysis presented in
this work. The FOPI spectrometer had been completed at GSI (Darmstadt,
Germany) in a multi-stage process during the years of 1990 - 1995. In 2007,
it was augmented with a new time-of-flight (TOF) system based on Resistive
Plate Chambers (RPCs), offering an excellent TOF resolution of σt < 100 ps.
Original descriptions of the spectrometer can be found in Refs. [47] and [48],
a recent overview including the RPC is provided in Ref. [49]. FOPI was finally
dismantled in 2013.

The FOPI spectrometer of 2011 is a detector system with close to 4π-solid-
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Figure 3.5: Software model of the FOPI spectrometer including the GEM-
TPC. All active and passive detector components are included using their
proper dimensions and material composition. This very information about the
material distribution is also used during track fitting to model energy loss and
uncertainties arising from multiple scattering, cf. Sec. 4.5.

angle acceptance. It operates in a 0.6 T solenoidal magnetic field for track
bending, formed by a superconducting magnet. Figure 3.5 provides a three-
dimensional model of the FOPI system, showing only the detector systems
that will be used in the analysis presented in this work. Figure 3.6 provides a
schematic of the cross section in the r-z plane.

For the data analysis to follow in the remaining chapters of this work,
only a subset of the FOPI detectors is used: the central drift chamber (CDC)
for tracking and the barrel scintillator array as well as the RPC system for
particle identification using time-of-flight information 3. An overview over the
specifications of these systems is provided below, further details can be found
in the original publications.

3.2.1 Tracking: The CDC

The FOPI spectrometer in the 2011 setup features two pictorial tracking sys-
tems: the central drift chamber (CDC) for particles with transverse momenta

3In contrast to the standard processing of FOPI data, the measurements from the TOF
detectors are used as additional spatial hits in the track fits performed in a TPC-combined
analysis. See Sec. 4.5.5 for details.
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Figure 3.6: Cross section (schematic) of the TPC-augmented FOPI spectrom-
eter, showing all detectors contributing to the analysis presented in this work.
The effective readout window of the TPC (cf. Sec. 3.1.1) is additionally high-
lighted in darker colour. All given dimensions are rounded values.

of ≈ 20 MeV/c and above, and the Helitron covering the forward region. Only
the first is relevant for the further analysis presented in this work.

The CDC (installed in 1992, description available in Ref. [47]) is a jet-
drift-chamber detector with an inner (outer) radius of 21 cm (80 cm). In the
azimuthal plane it is segmented into 16 identical sectors, each housing a pla-
nar array of a set of 60 sense wires and 61 potential wires, alternating along
the array. Each of the wires is aligned parallel to the beam axis. Due to the
peculiar shape of the detector in the r-z-cross section, their length varies con-
siderably (between 86 and 190 cm). The geometrical design of a single CDC
sector and the resulting electrical field configuration is shown in Fig. 3.7. The
chamber is operated with a mixture of Ar, Isobutane and CH4 at slightly above
atmospheric pressure.

The drift velocity of electrons outside the gas amplification region of the
wires is vd ≈ 40µm ns−1 (drift field: ≈ 800 V cm−1). Once close enough to the
wires, the arriving ionisation charges lead to the creation of avalanches, which
induce signals on the sense wires. Using vd and the measured drift time (plus
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CDC sector. Crosses mark poten-
tial wires, and red circles mark sense
wires. Grey lines show surfaces of
constant potential. The plot was
taken from Ref. [50] and its labelling
slightly modified, with the kind per-
mission of Dr. M. Merschmeyer.
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gion in which all electrons will drift
to one particular wire is called a drift
cell. The broken red line highlights
one such cell. The plot was taken
from Ref. [50] and has been slightly
modified.

a time offset t0 of the readout electronics), the closest distance of the projectile
particle to the wire can be determined. The functional relation between drift
time and travelled distance rd(t) needed for this calculation is assumed to be
linear. Such a measurement of a distance leaves a left-right ambiguity with
respect to the wire plane for the resulting tracks (“mirror tracks”). To be
able to resolve this ambiguity, the wire planes are rotated out of the r-z plane
by 8◦. This breaking of azimuthal symmetry in the CDC detector geometry
allows the rejection of mirror tracks using vertexing constraints during data
processing by the FOPI software.

The exact values of the drift velocity vd and the timing offset t0 need
to be determined in a dedicated calibration procedure. Apart from these,
another quantity requires calibration: Due to the fact that the drift plane of
the electrons in the CDC is aligned with the bending plane due to the magnetic
field, the drift paths inside the CDC sectors are no longer perpendicular to the
wire planes. Instead, they are effectively rotated away due to the Lorentz force
by the Lorentz angle αL. The situation is visualised in Fig. 3.8.
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The parameters t0, vd and αL are calibrated using tracks with large trans-
verse momentum as part of the FOPI feature extraction procedure. In order
to find the optimal settings, track offsets at sector boundaries are minimised.
The values for t0, vd and αL are a priori understood as external parameters of
the TPC-combined feature extraction. It will be shown in Chapter 5, however,
that this calibration does not yield optimal values.

Different values for the point resolution of the CDC have been cited in the
past: While a first, synthetic measurement with laser beams yielded a point
resolution in the azimuthal plane of σxy . 300µm [51], it has been stated to
be “better than 500µm” more recently [50]. The hit position along the wire
direction is reconstructed using the fractional charge detected on both ends
of the wire. The associated resolution is considerably worse and of the order
of 10 cm. The actual values used for the combined feature extraction will be
given in Sec. 4.5.5.

3.2.2 Time-of-flight systems: BAR and RPC

Originally, the barrel part of the FOPI TOF system consisted only of one array
of 180 scintillator detectors, each 240 cm long and 3 cm wide. The scintillator
modules were mounted at a radial distance of 111 cm with respect to the beam
axis and covered the angular window 45◦ < Θlab < 140◦, Θlab denoting the
scattering angle in the (FOPI) laboratory frame. The system was read out
at both ends. The resulting time resolution has been quoted as 140-300 ps,
which translates into a spatial resolution along the modules of σz ≈ 3 cm [47].
This system – or what remains of it in the S339 setup – will be referred to as
BARrel scintillator array (BAR) from here on.

In order to improve its capability of kaon identification, the FOPI spec-
trometer was augmented with a multi-strip, multi-gap RPC barrel system in
2007. A detailed description of the system can be found in Ref. [52]. The
upgrade made it necessary to shorten the original BAR detector and move it
upstream. In the process, parts of the scintillator material were also replaced
by a light guide (acrylic glass). As a consequence, the z-resolution of the BAR
system has been reduced to σz ≈ 8 cm. The new RPC system covers the polar
region 38◦ < Θlab < 68◦. The design goal of a joint system time resolution
(trigger and detector) of σt < 100 ps could be met, and the spatial resolu-
tions obtained in an evaluation with respect to tracks recorded in the CDC are
quoted as σφ ≈ 1.7 mm and σz ≈ 1.5 cm [52].

3.2.3 Magnetic field

The magnetic field for track bending in the FOPI setup is created by a su-
perconducting Niobium Titanium/Copper solenoid magnet, cooled with liquid
Helium. The design field strength is Bz = 0.62 T at an electric current of
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I ' 720 A [47].

A spatial mapping of the magnetic field is available, obtained from ear-
lier precision measurements of the field strength. Figures 3.9 and 3.10 show
the spatial variations of the bending-field strength and the field homogeneity,
together with the geometrical outlines of the FOPI detector systems.

As will be discussed in Chapter 4, the standard FOPI tracking routines
assume the magnetic field to be constant across the volume covered by the
CDC. From Fig. 3.9 it can be seen that this assumption is valid on the percent
level, at least in the forward region. The situation changes when including the
GEM-TPC as well as the spatial information provided by the BAR and RPC
systems in the track fits of a combined analysis. In this case, the full spatial
information of the field configuration has to be used. The fitting algorithms
employed for this combined data processing will be discussed in Sec. 4.5.
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Trigger ID: Trigger condition: Scaled:

9 PB & PLA>0 yes

10 PB & PLA>0 & RPC>0 no

11 PB & PLA>0 & BAR>0 no

12 PB & RPC>0 & BAR>0 no

13 PB & RPC>2 no

14 PB & RPC>0 yes

15 PB & BAR>0 yes

Table 3.2: Trigger conditions defined for the S339 setup. Trigger definitions
with an ID < 9 in the numbering scheme refer to calibration settings and are
omitted in the table. The abbreviation “PB” refers to “proper beam” and
is defined by combined signals of the start detector and the beam halo veto
detectors (see text). The stated values for the physics detectors (PLA, RPC,
BAR) correspond to analogue thresholds. The PLA detector is a scintillator
array in the forward region, that does not enter the analysis of this work.

3.2.4 Trigger system

The FOPI S339 start detector consists of a thin scintillator foil, located ∼ 2 m
upstream of the target. Two additional scintillator arrays (“HALO” detectors)
are arranged around the beam direction at ∼ 2 m and ∼ 20 cm upstream
distance of the target, acting as a veto for incoming beam particles outside
of the target region. When an incoming beam particle leaves a signal in the
start detector and no signal is detected in the veto detectors, a start time can
be defined by the trigger system, and the potential physics event is labelled
as having “proper beam” conditions. A complete description of the trigger
hardware can be found in Ref. [53].

For a positive trigger decision, signals in (one of) the FOPI physics de-
tectors are required in addition. The trigger definitions used during the S339
setup are summarised in Tab. 3.2. For a trigger decision, the analogue signals
of a given detector system are summed. The threshold values in Tab. 3.2 thus
do not directly correspond to the number of detector hits that are later ob-
served in the data, but a strong correlation between the two is observed. Three
of the trigger conditions (9, 14, 15) had been downscaled during data taking,
e.g. only a fraction of the these triggered events were actually forwarded to the
DAQ systems. This was done in order to limit the final event rates, which was
necessary in view of the rather long readout time of the AFTER chips of the
GEM-TPC.
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Figure 3.11: Observed fractions of the different trigger definitions (cf. Tab.
3.2) as a function of the run number.

3.2.5 Beam and target properties

The pions for the S339 experiment were produced by a primary 14N7+ beam
with an energy of ∼ 1.9 AGeV impinging on a production target made of
beryllium. The extracted π− beam reaching the FOPI experiment had a mo-
mentum of 1.70±0.03 GeV/c and an intensity of ∼ 9 ·103 π− s−1. This specific
value of the beam momentum allows the production of Φ(1020) mesons close
to threshold (centre-of-mass energy in the π−p system:

√
s = 2.02 GeV). An

earlier measurement of pion-induced, in-medium production of strange mat-
ter in FOPI had been conducted at a beam momentum of 1.15 GeV/c, and
the S339 thus offers the possibility to repeat the measurement at a different
beam energy. For a discussion of the obtained results, the reader is referred to
Chapter 8.

During the S339 experiment, three different materials have been used as
nuclear targets: C, Cu and Pb. The target discs measured 4.5× 4.5 cm in the
plane perpendicular to the beam direction, but differed in thickness. From the
full data set, only the data taken with the C and Pb targets are used in this
work. Table 3.3 summarises the relevant target properties, including the total
reaction-cross sections for pions at the appropriate momentum.

3.3 Combined DAQ

The term DAQ is commonly used to summarise the systems and strategies
involved in collecting, synchronising and storing the data from the different
detectors of an experiment during operation. An extensive description of the
DAQ scheme employed by the FOPI experiment can for example be found in
Ref. [50].

The electronic components involved in the signal extraction from the GEM-
TPC have already been introduced in Sec. 3.1.3. Augmenting the FOPI spec-
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Target: d (mm): ρt (g cm−3): σR (mb):

C 10 1.84 239.7± 2.8

Pb 5 11.35 1773.7± 41.1

Table 3.3: Properties of the targets employed during the S339 experiment.
The thickness of the targets d along the beam direction, the corresponding
mass density ρt as well as the total reaction-cross section σR for pions with
1.7 GeV/c incident momentum are listed. The latter is obtained from measured
data using a π− beam [54], and a linear interpolation in between the data points
given therein is used.

trometer with the GEM-TPC detector required the synchronisation of the two
DAQ schemes.

The data streams from the FOPI detector and the GEM-TPC were col-
lected individually, stored in processor memory and transported via ethernet.
In order to achieve a synchronisation of the data, additional hardware units
had to be introduced to establish a communication between the two DAQ sys-
tems. The two streams were finally combined using a dedicated event-building
machine and written to a common file. The data sets originating from the
FOPI system and from the GEM-TPC are both appended by an unique event
identifier in the process, allowing an unambiguous matching on the level of
data reconstruction. Each file written out by the combined DAQ system con-
tains O(100 000) recorded events, corresponding to ∼ 1 hour of data taking
(“one run”).

The hardware aspects will not be detailed further in this work 4. Instead,
the matching on the level of particle track data of the two detector systems
will be discussed in Sec. 4.6.

3.4 TPC online monitoring and decoding

For the purpose of real-time monitoring of the TPC data stream during data
taking, a standalone computer software (pandoraMon) has been developed
by the author. The program is written in the C++ programming language,
and the graphical user interface (GUI) is modelled and implemented using
the QtTM framework (version 4.6.3). A screenshot of the program interface is
shown in Fig. 3.12. For internal data handling, visualisation and persistence,
the ROOT framework [56] is used, which is a standard choice in the particle-
physics community.

In principle, ROOT provides its own GUI classes. These were, however,
plagued by long-standing problems and generally outdated at the time the

4Another document, dealing with the specifics on the hardware level in greater detail,
is currently in preparation [55].
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development of the monitoring software was started. This unsatisfactory sit-
uation could be avoided by employing an additional software bridge: The Qt-
ROOT software package, developed by Valeri Fine [57], allows to use graphical
ROOT objects inside standalone QtTM applications.

PandoraMon is designed in a modular fashion on the level of the program
source code by means of abstraction. It is thus possible to quickly modify or
add data containers for visualisation, which turned out to be an important ad-
vantage during the early commissioning of the GEM-TPC in the FOPI setup.
Another central design choice was to enforce a human-readable format of all
involved hardware mappings (cf. Sec. 3.3). This was achieved at the price of
quite complex translation routines. In the final program, the only place where
the actual setup of the readout electronics enters is an ASCII file containing
one line for each connector of the readout plane (front-end card), specifying
the mapping

GESICA ID ← ADC ID ← ADC PORT ID ← CONNECTOR ID.

With the hardware mapping under control, a TPC provides space-point-
like hit data that can be directly visualised. For this purpose, pandoraMon
also features a real-time event display. An example event is shown in Fig. 3.13.
Finally, the program is able to generate the output files for baseline subtraction
from calibration data. Time stamps are automatically created specifying the
validity range of the calibration files, which are then automatically used during
the processing of physics data.

Since it is able to read the raw data produced by the GEM-TPC detector,
the pandoraMon software was also used for the translation (“decoding”) of this
data into the binary objects that can serve as input for the final extraction of
physical properties (discussed in the next chapter). For this purpose, a second
executable is provided, which does not require user interaction and does not
produce graphical output.
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Chapter 4

Reconstruction algorithms

The processing of the recorded raw detector data in order to extract physical
quantities is called feature extraction or simply data reconstruction. In this
chapter, the algorithms used to perform this task on the data taken during the
S339 experiment – as described in the previous chapter – will be introduced. It
is important to note that the software introduced below is not part of the FOPI
reconstruction software, which is described elsewhere (an extensive discussion
can for example be found in Ref. [50]). Instead, it represents a stand-alone
approach to perform feature extraction of the combined S339 setup starting
with and based on GEM-TPC data. The results obtained from the standard
FOPI reconstruction algorithms act as an external data source in this scheme.
At the time this document is written, no complete description of the GEM-
TPC feature extraction algorithms is available elsewhere. In this light and in
anticipation of the physics analysis of Chapter 8, this chapter provides a rather
detailed and sometimes also to some extent technical discussion.

In Sec. 4.1 the reader will be made familiar with the general organisation
of the code. Sections 4.2 and 4.3 will be concerned with the transformation
of raw signals recorded with the GEM-TPC into position measurements in
three-dimensional space. Their association to particle-track candidates in the
GEM-TPC volume will be covered in Sec. 4.4. The next step is the application
of a mathematical model (“track fit”) in order to extract physical properties,
e.g. the particle momentum and charge. Section 4.5 will provide a detailed
discussion of the algorithms used for this task, as well as their application for
the reconstruction of decay vertices.

The subsequent sections will explain how the tracking information of the
surrounding FOPI detectors is included into a combined feature extraction on
S339 data. The method used for the matching of TPC and CDC tracks will be
described in Sec. 4.6. Shifts between TPC and CDC tracks discovered during
this step can be used to geometrically align both detectors. The technicalities
of this procedure will be outlined in Sec. 4.7. The chapter will close with the
discussion of an important limitation of the TPC-combined reconstruction in
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Sec. 4.8, which is the lack of a combined software layer for the microscopic
simulation of the detector response.

4.1 General structure

A GEM-based TPC as described in this work was originally considered as an
option for the central tracking detector of the future PANDA experiment at
the FAIR facility in Darmstadt, Germany. Consequently, the development of a
microscopic software simulation has originally been embedded into the PANDA
simulation framework, FairRoot [58]. As the name suggests, it is based on the
widely used ROOT framework [56] developed at CERN.

In 2011, a decision was taken by parts of the PANDA collaboration in
favour of the less challenging Straw Tube Tracker (STT) system as central
tracking device. As a consequence, the TPC software has been branched out
of the standard PANDA software and has been developed independently since.
The commissioning of the first large GEM-TPC in FOPI presented an oppor-
tunity to test and refine the reconstruction algorithms developed so far on real
interaction data.

The GEM-TPC simulation and reconstruction software is designed as a
modular, object-oriented framework and is implemented in the C++ program-
ming language. In a simplistic but instructive picture, all relevant physical
objects (e.g. drifting electrons, signals induced on pads, clusters of hits, entire
tracks, . . . ) are modelled as objects in code, and they all derive from ROOT’s
TObject 1 class. The most important advantage of this design choice is the
access to the powerful data I/O facilities of the ROOT framework. The al-
gorithms that generate/manipulate these objects and that take care of the
dynamics arising between them are called tasks (derived from TTask).

The framework organises all this in an event-based way: For each event, all
(generated) particle signatures are passed through the set of all selected tasks
successively. The analogy to the case of real data is of course the detector
data associated with a triggered event 2. Technically, this structure allows to
enable/disable or exchange tasks (algorithms) easily on a script-like software
layer. Section 4.1.2 will provide an overview of the involved tasks for the
reconstruction of real data. The simulation part of the software has already
been described elsewhere ([59]) and will not be discussed in this work.

After the processed data has been stored, the final physics analysis is per-
formed by scripts implemented in the Python programming language (through

1Entities appearing in verbatim style in this document refer to definitions in the source
code or type qualifiers.

2This general design of the FairRoot framework is actually in contradiction with the
“trigger-less” mode of operation envisaged for PANDA: The detector will become a contin-
uous readout pipeline and the concept of an “event” breaks down. It will be interesting to
see how FairRoot will be developed in the future in order to adapt to that paradigm.
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the PyROOT interface provided by ROOT).

4.1.1 Conversion of FOPI data

Before proceeding with the discussion of the details of the implementation,
the import of the data provided by the FOPI detectors into the combined
reconstruction scheme should be explained. As mentioned earlier, the output
of the native FOPI reconstruction software is taken as an external data source.
The relevant results required for the combined analysis are the tracking and
TOF information provided by the CDC, BAR and RPC detectors.

The FOPI feature-extraction software is implemented in the FORTRAN
programming language, and the persisted data are thus initially incompatible
with the GEM-TPC software. This problem is overcome by interfacing another
piece of software with the FOPI reconstruction code, the sole purpose of which
is to translate this output into entities that can be fed to the TPC algorithms.
The objects that are finally written to disk and their data fields are summarised
in Tab. 4.1. They will be shortly discussed in the following:

CdcHits are the direct representations of single detector hits registered in
the FOPI CDC. They are wire hits by nature, and thus represent the measure-
ment of a drift radius. The inherent left-right ambiguity with respect to the
CDC wire plane has already been resolved by the FOPI tracking algorithms,
as described in Sec. 3.2.1. Using the additional position measurement along
the wire direction, the two-dimensional wire hit can be promoted to a point in
three-dimensional space.

A CdcCircle represents a collection of CdcHits that have been identified
to belong to a particle track by the FOPI CDC pattern recognition algorithm.
From the subsequent track fit performed during the FOPI reconstruction, ad-
ditional information like the particle’s charge and momentum are available.
The most important characteristic of the track-fitting algorithm has already
made its way into the name of these objects: the track model in FOPI is a sim-
ple circle. Its parameters are obtained by a global χ2 fit to the CDC hit data,
and the geometrical nature of a helical arc is parametrised by an additional
angle ΘCDC, describing the circle’s rotation out of the azimuthal plane. There
is no treatment of energy loss, B-field inhomogeneities or curling / re-entering
particles during any stage of the FOPI feature extraction.

In spite of their name, BarrelTracks and RpcTracks are the representations
of single hits registered in the BAR and the RPC detectors 5. The information
about a possible spatial matching of these hits with CDC tracks is actually
also already contained in the CdcCircle objects. The two containers hold
information about the hit detector module and the measured TOF with respect
to the recorded event time. They also contain the calculated particle velocity,
which is the quantity relevant for particle identification. Clearly, it can only
be inferred from the full particle track inside FOPI (and an assumption on
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Entity: Fields: Type: Description:

CdcHit ArrayID int Position in the data array

Wire ID int Identifier of the hit wire

WirePosXY floats Wire position and error

Radius float Reconstructed drift radius of the wire
hit and error

DepCharge float Deposited charge

PulseRL floats Pulse heights at the wire ends

PositionXYZ∗ floats Conversion of the above into space-
point coordinates (and errors) 3

CdcTrack Array ID int Position in the data array

Hits ints List of associated IDs of CdcHits

NPoints int Number of points in track

Momentum† float Total particle momentum

Radius float Radius of the circular track model

CentreXY floats Centre of the track circle

Theta float Scattering angle 4

Z 0 float Displacement along beam axis w.r.t. the
c.o.g. of all tracks (“vertex”)

Charge int Charge of the particle

ELoss float Truncated mean estimator for the spe-
cific energy loss

RPC ID int Index of matched hit in the RPC

BAR ID int Index of matched hit in the BAR

RpcTrack Array ID int Position in the data array

Position∗ floats Position and error

TOF∗ float Time of flight (rel. to trigger) and error

Velocity† float Particle velocity based on FOPI track-
ing

BarTrack Array ID int Position in the data array

Position floats Position and error

TOF∗ float Time of flight (rel. to trigger) and error

Velocity† float Particle velocity based on FOPI track-
ing

Table 4.1: Data imported from the FOPI reconstruction software. Quanti-
ties marked with a dagger (†) are re-calculated during the combined analysis,
and those marked with an asterisk (*) are found to require re-calibration (cf.
Chapter 5).
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the original vertex) at this point. Information on a how this quantity is re-
calculated during the TPC-combined feature extraction will be provided in
Chapters 5 and 7.

4.1.2 The reconstruction chain

Figure 4.1 provides a schematic overview of how the combined processing of
the combined data set taken during the S339 experiment is organised. Each
box represents one logical step in the reconstruction scheme, but not necessar-
ily a single task on the level of the software implementation. In the following,
each step will be explained shortly, and the most important algorithms will
be discussed in more detail in the subsequent sections. The order of execution
in Fig. 4.1 is from top to bottom, and reconstruction steps appearing aligned
horizontally are independent of each other and could thus be executed in par-
allel. The reconstruction chain can be conceptually divided into three main
stages:

In the first stage, the input data from both the GEM-TPC and the sur-
rounding FOPI spectrometer are read in and processed independently. As dis-
cussed in Sec. 4.1.1, the input data from the FOPI detectors consist already of
the converted final results from the FOPI feature extraction routines. For the
GEM-TPC, on the other hand, the most basic units of information entering are
the digitised signal amplitudes (TpcSamples) sent out from the ADC boards.
They contain the measured amplitude over threshold, the unique readout pad
identifier and the ADC sample number. The samples belonging to a common
signal pulse are recombined to PadHits in the next step, during which the
readout pad position and the timing information of the signal are also mapped
into three-dimensional space. This procedure will be discussed in Sec. 4.2. In
order to reduce the data throughput and increase the fitting performance, the
PadHits are further combined to so-called clusters. This task gains a special
level of complexity due to the high degree of symmetry of the readout plane
of the GEM-TPC detector, as will become clear in Sec. 4.3. Finally, the iden-
tified TpcClusters are fed into the pattern recognition algorithm in order to
associate them to track candidates (cf. Sec. 4.4).

After the spatially associated hit data are available from all contributing
tracking systems, a mathematical model is applied to the track candidates in
the second stage. All such track fits are performed using the GENFIT [60]
track-fitting toolkit. The underlying principles and the mathematical founda-
tions of the fitting algorithms will be presented in Sec. 4.5. Using the GENFIT
framework requires a common interface (GFTracks) in the software implemen-
tation, and consequently all hit data must first be converted into code objects
compatible with GENFIT. This is done in dedicated initialisation tasks. Fur-
thermore, in order to allow combined fits in the end, the space-point hits of the
GEM-TPC need to be transformed from the TPC detector coordinate frame
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Figure 4.1: Overview of the logical steps performed during the GEM-TPC
feature extraction, executed from top to bottom. Tasks appearing on the
same level can be processed independently of each other. Details are discussed
in the text.
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into the global FOPI coordinate frame. The parameters of this transformation
are obtained in an external geometrical alignment procedure, which will be
shortly presented in Sec. 4.7. At this stage, it is possible to perform the first
track fits, first working independently on TPC and CDC hits. The obtained
fits in the TPC can in principle be used to refine the initial clustering, followed
by another fit with the updated hit data.

In the final stage, all data from the GEM-TPC and the FOPI detectors are
merged on track level, allowing combined fits and feature extraction at last.
To this end, tracks from the TPC and the CDC are first proposed for merging
based on a geometrical matching procedure, performed in the azimuthal plane
only (cf. Sec. 4.6). The obtained pre-fits are then extrapolated into the FOPI
TOF detectors. This is done to verify or break the already existing associations
between these systems, as suggested by the FOPI reconstruction routines. The
merged tracking information is now complete and a final track fit is performed.
Using this highest-level result, the specific energy loss measured by the TPC
is extracted as a final step (cf. Sec. 6.5).

4.1.3 Coordinate frames

Before turning to the specifics of the key algorithms, some introductory com-
ments concerning the coordinate frames used during the reconstruction of the
data are in order. The GEM-TPC is initially treated as an additional upgrade
to the FOPI spectrometer, and it is thus reasonable to identify the global sys-
tem of the combined reconstruction of both systems with the FOPI coordinate
frame (x,y,z). In this frame, z runs along the beam axis, and x and y are
aligned with the horizontal and vertical axis of the laboratory frame (cf. Fig.
3.5). The scattering angle in primary interactions is measured as the polar
angle Θlab.

Irrespective of this choice, an independent coordinate frame (u,v,w) is used
for the GEM-TPC, defined by the symmetries of the detector vessel: The w
axis is chosen to be anti-parallel to the electron drift direction 6, u and v span
the detection plane. This is the relevant coordinate frame for all reconstruction
steps up to track finding in the TPC. The polar and azimuthal angles in this
frame are ΘTPC and ΦTPC, respectively. Before track fits can be performed
across detector boundaries, mechanical inaccuracies of the setup need to be
corrected for by aligning the TPC coordinate frame with the global coordinate
frame. The employed method and the parameters of this transformation will
be discussed in Sec. 4.7.

3Quantity used for data modelling in the combined analysis; see Sec. 4.5.5
4Already containing RPC and BAR information if applicable.
5The author agrees that they are named rather unfortunately.
6The w and z axis are initially aligned sufficiently well so that E ‖ B can be assumed.
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4.2 Pulse shape analysis and w-mapping

We begin the detailed discussion of the feature extraction algorithms with the
reconstruction of spatial and timing information measured on pad level. It
was already discussed in Sec. 2.1.1, that the signal induced on a single pad
consists of contributions from multiple ionisation events, which are further
mixed among each other by diffusion. It thus already represents an averaging
in space and time. At the same time, it is the fundamental unit of information
provided by the detector: The ensemble of all single-pad signals caused by one
projectile particle determines the spatial tracking resolution (an evaluation
based on the S339 data will be presented in Chapter 6). The goal of the pulse
shape analysis (PSA) step is to recover from the signals the average spatial
positions and the total associated deposited charge.

Under ideal conditions (cf. Sec. 2.2.3), the total charge registered on the pad
is proportional to the contributing ionisation charge. The position information
(u,v) in the detection plane can be directly obtained from the c.o.g. of the
pickup electrodes. The average position along the drift axis (w), however, has
to be inferred from the timing characteristics of the detected pulse.

The shape of the analogue signal is determined by the shaper response (cf.
Sec. 3.1.3) to the arriving charge clouds after gas amplification. The exact/-
analytic description of this response is unknown for the AFTER ASIC, but
parametrisations of the measured response to synthetic input signals are avail-
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able (see Ref. [43] and the primary references given therein). During the S339
physics run, the AFTER chips were operated at the fastest shaper setting (reg-
ister configuration ’0000’), corresponding to a signal peaking time of ≈ 116 ns
[43]. The length of the signal shape is larger than the longitudinal expansion
of the avalanche divided by the drift velocity in the last transfer field, and thus
the AFTER signal shape can be expected to be roughly conserved during the
superposition of the avalanche signals.

The time-sampled analogue signals stored in the ASIC buffer are digitised
by an 11-bit ADC. These digitised amplitudes are the fundamental units of
digital information recorded during the operation of the GEM-TPC, and thus
the starting point of the feature extraction scheme discussed in this chapter.
Figure 4.2 shows the amplitude spectrum of these data. The digitised signal
shape of each pad is processed by a simple PSA algorithm that identifies the
samples belonging to one “pulse” by means of a search for local minima. Each
such pulse is called a pad hit and gets assigned a total signal charge and a
signal time. The charge is calculated as the sum of all associated sample
amplitudes, motivated by the fact that the time integral of the AFTER signal
is proportional to the total deployed charge. The assigned time of the pad hit
tph is given as the corresponding time tmax of the peak sample minus a constant
offset tr describing the effective rise time of the signal,

tph = tmax − tr . (4.1)

The effective rise time is obtained from simulations: tr = 149.5 ns. Figure 4.3
shows the result of the PSA algorithm on an example of an amplitude spectrum
from physics data.

When pulses overlap in time as shown in Fig. 4.3, this simple algorithm
will yield wrong individual pad hit amplitudes. In order to obtain correctly
disentangled pulses, a subtraction of the tail leaking into the next, overlapping
pulse would be required. Performing such a tail cancellation is only possible
using a fit of the actual shape of each pulse identified by the PSA. The very
low track density observed during the S339 experiment and the restriction of
the data analysis to tracks entering the barrel detectors of FOPI (Θlab > 20.6◦)
led to the decision in favour of a simple and robust over a more involved PSA
algorithm. The results of Sec. 6.5 can be seen as a confirmation of this ansatz.

With the start time tph known, each pad hit can finally be mapped into
three-dimensional detector space. The pad hit position in the u-v plane is given
by the c.o.g. of the corresponding pickup electrode. The coordinate along the
drift axis is calculated using the drift velocity vd in the gas,

wph = vd(tph + t0) , (4.2)

where t0 is a constant timing offset of the readout electronics. The drift velocity
vd is taken from simulation results at the correct drift field strength |Ed|, using
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the MAGBOLTZ software package [14]. For selected runs 7, the simulation
values were compared to direct measurements of vd, and an agreement within
the measurement uncertainties was observed [61].

Such measurements are also presented in Ref. [61] for the data taken during
the S339 physics campaign, however with a larger systematic uncertainty at-
tached. These data generally point towards a vd smaller than the one obtained
from simulation. This discrepancy will finally have to be resolved by extracting
vd from the alignment procedure (cf. Sec. 4.7), which is currently still being
improved. Within the scope of this work, however, the values obtained from
simulation are used (cf. Tab. 3.1).

4.2.1 Amplitude correction using Kr-calibration data

In Sec. 2.1.4, the correction of gain variations across the amplification plane
has been identified as one of the major challenges arising when operating a
TPC with a GEM-based readout. Using a method involving the introduction
of radioactive Kr into the active volume of the GEM-TPC, a direct measure-
ment of these effects has been obtained. The results from these dedicated
measurements will be presented in Sec. 6.4.

From this analysis, a scaling factor for each pad is extracted (cf. Fig. 6.15)
in order to correct for local gain variations. Applying this correction (according
to Eq. (6.9)) to each pad hit amplitude presents the last step of the PSA scheme
at this point of the feature extraction chain.

4.3 Clustering

In order to reduce the amount of data and facilitate track fitting, it is desirable
to further condense the spatial information stored in the pad hits. For this
purpose, an algorithm is used that locally and dynamically merges pad hits
to so-called clusters. The procedure starts at local maxima in the pad-hit
amplitude density and then adds neighbouring pad hits in three-dimensional
space, i.e. next neighbours on the pad plane and hits sufficiently close along
the drift direction (w). Whenever a local minimum in the amplitude density
is found, a new cluster is started at the pad hit with the highest amplitude
of the remaining, not yet associated candidates. As an additional advantage
of the clustering step, isolated pad hits due to random electronic noise can be
effectively suppressed even before track finding is attempted. This effect and
the general distributions of the cluster sizes when operating on S339 data are
shown in Fig. 4.4.

7These measurements have been performed on track data from cosmic particles during
the commissioning phase at FOPI, before the field cage of the GEM-TPC was damaged (cf.
Sec. 3.1.1). The higher drift field allowed the direct observation of the full drift window
within one buffer length of the ASIC, and thus the drift velocity could be directly extracted.
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The total amplitude Acl of a cluster is simply given by the sum of the
amplitudes ak of the assigned pad hits {k},

Acl =
∑
k

ak . (4.3)

Its position ucl in the (u,v,w) frame is calculated as the centre of gravity from
the positions of the associated pad hits uk:

ucl =
1

Acl

∑
k

akuk . (4.4)

The spatial uncertainty covariance Ccl is constructed from the above as in

Ccl = fE
1

Acl

∑
k

ucl ⊗ uk , (4.5)

where ucl ⊗ uk = ucl u
T
k is the outer product. The quantities ucl and Ccl

represent the spatial information that is passed to the track-fitting algorithm 8

(cf. Sec. 4.5 and Tab. 4.3). When diagonalised, Ccl contains the square of the
measurement uncertainty along its eigenvectors on the diagonal elements. The

8For combined track fits in the S339 setup, an additional transformation into the global
coordinate frame is required. See Sec. 4.7.
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coefficient fE appearing in the covariance enters as an additional scaling. It
is required to absorb the arbitrary, absolute scale of the amplitude Acl, which
contains the characteristics of the readout electronics as well as the gas gain,
and it has to be tuned with respect to the statistical observables of the track
fit (cf. Tab. 4.3).

The clustering algorithm is optimised to avoid the creation of very small
clusters as far as possible. If such clusters do get created – i.e. only one pad
hit is available along any of the symmetry axis of the pad plane or along the
time axis –, the above uncertainty has to be modified so that it reflects the
limit of the measurement error σlim due to the finite detector structure size S.
S is hereby determined by the pitch of the pad plane or the timing frequency
of the ADC, respectively. In the u-v plane, the pad structure is approximated
for this purpose by a rectangular distribution along any of its symmetry axis,
and S is identified with the corresponding pad pitch. Along the w axis, S is
simply taken to be the width (in time) of one ADC sample, multiplied by the
drift velocity. This is a sound assumption, since the w position of a pad hit is
obtained using only the information of a single ADC bin (cf. Eq. (4.2)). The
covariance Ccl is then altered in such a way that it reflects the measurement
error along the respective axis to be

σlim =
S√
12

. (4.6)

As long as the clusters do not become too large, the spatial information
contained in the pad hits of a particle track is conserved during clustering
(cf. Eq. (4.4)). The above definition of the spatial uncertainty Ccl, on the
other hand, is more problematic. If one assumes that only the signals from the
electrons created in a single ionisation event are measured in a cluster of pad
hits, the measurement error would properly scale with the spatial expansion
of the cluster (reflecting the effect of diffusion, cf. Sec. 2.1) and the inverse of√
Acl and thus

√
np (cf. Eq. (2.1)).

However, ionisation events in the gas occur on a length scale O(100µm),
and their signals are thus already mixed on pad hit level (even in the absence
of diffusion). Inevitably, any spatial correlation to primary ionisation events is
lost, and cluster sizes and amplitudes will no longer show the scaling behaviour
expected from diffusion theory applied to primary ionisation charge clouds.
The connection of the cluster size and amplitude can be seen in Fig. 4.5, and
the surviving correlations of the mean cluster error with the total cluster size
and amplitude are shown in Figs. 4.6 and 4.7. In all these figures, only clusters
associated to tracks are taken into account.

As an example for an even more problematic case let us consider a short-
ranged δ-electron: If absorbed in a cluster containing otherwise “correct” posi-
tional information, the resulting centre of gravity ucl would be systematically
biased, but, at the same time, a smaller error due to the additional amplitude
would be assigned.
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4.3.1 Outlook: Track-dependent clustering

Such issues could be avoided if the actual spatial distribution of the hit data
around the particle path would be used to define the measurement uncertainty
of a cluster. Its expansion is determined by the two diffusion components D‖
and D⊥ (cf. Sec. 2.1) – depending on the track geometry – and thus Gaussian in
nature. If captured by a bi-variate Gaussian fit in the plane locally transverse
to the track direction, the quality of the measurement can be probed: A larger
diffusion will naturally lead to a larger observed width. If the total amplitude
is kept constant, a larger drift length will therefore lead to larger relative
fluctuations of the amplitude in between pad hits and thus larger uncertainties
of the fit results. Outlying hits such as electronic noise or δ-electrons will in
general not follow a normal distribution and thus degrade the fit quality and
result in larger cluster errors. As an additional advantage, the dependence on
the absolute value of the amplitude would vanish and no re-scaling would be
required anymore.

The applicability of this method is being investigated by Martin E. Berger (
Technische Universität München (TUM)) at the time this document is written.
The foreseen technical implementation based on constructing planes perpen-
dicular to the local track direction is very similar to the extraction of the
specific energy loss data from GEM-TPC track fits, which will be discussed
later in this work (cf. Sec. 6.5.1 and Fig. 6.16 for a visualisation of the proce-
dure). Unfortunately, the required work could not be finished in time to enter
the analysis presented in this work, and the quantities of Eqs. (4.3) - (4.5) are
used instead.

59



4.4 Track finding / Pattern recognition

There are two possible approaches towards track identification (the much more
general term “pattern recognition” is commonly used as a synonym in the
particle-physics community) based on a collection of spatial measurements
(“hits”): methods built on global transformations and those relying on local
correlation of hits. Independent of that choice, the task is greatly facilitated
by two key features of the track topology in TPCs: i) truly three-dimensional
detector hits and ii) typically a large number of such hits per track. Especially
the latter makes the problem in principle very suitable for global methods.

An example of a global approach is that of performing a so-called Hough
transformation ([62], [63]) of the measurement points into a (discrete) param-
eter space. The goal is to transform the search for a pattern in the original
image space into a search for maxima in the parameter space. A massively
parallel algorithm for the search of helical tracks has been implemented by the
author for execution on graphics processing units (GPUs) and is described in
Ref. [64]. It was successfully used for the identification of high-energy tracks
in a smaller prototype [43].

The focus during development of the GEM-TPC has, however, been lying
on the continuous mode of operation (cf. Sec. 2.3). The inevitable residual
drift distortions 9 and the high tack densities in that scenario call for a very
robust algorithm. Global approaches tend to become unreliable faced with such
challenges. In order to meet these requirements, a track-following algorithm
based on local hit correlations has been developed, and will be presented in
the following.

4.4.1 Riemann track finder

The track finding algorithm outlined in the following has been originally devel-
oped for the GEM-TPC option as central tracker of the PANDA experiment.
Most of the work of implementing, testing and optimising the algorithm has
been carried out by Johannes Rauch (TUM), initially under the author’s super-
vision. A complete description of the algorithm and results on its performance
are available in Ref. [65]. Here, only a brief overview shall be provided.

To put it simply, the software associates single TPC hits to tracks by testing
for spatial proximity. This happens in two passes, each of which begins with
the application of a different pre-sorting (radially and along the drift direction)
of not yet associated hits. This step is followed by the actual track-building
phase, in which the algorithm attempts to associate the sorted hits spatially
and condenses them to a set of tracks candidates.

Initially, hits can only be tested against each other. After the first small
track pieces (“tracklets”) begin to form, the remaining free detector hits can

9A simulation study can be found in Ref. [15] and Appendix A.
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additionally be tested against the underlying helical track assumption – al-
lowing for track distortions up to a suitable degree. With growing size, the
tracklets become more and more defined, and the cuts used in the hit-to-track
association are dynamically tightened.

Testing the compatibility of a hit candidate with the “helicality” of a track-
let involves non-linear computations. To be exact, the compatibility of a point
measured in the TPC readout plane (u,v) = (r cos ΦTPC, r sin ΦTPC) with the
projection of the helix onto that plane (describing a circle or circular arc in
good approximation) is tested by calculating the distance of the point to the
latest circle assumption. In order to speed up this process, the algorithm em-
ploys a conformal mapping method that lends the procedure its name: The
“Riemann transformation” is defined as

u′ = r cos ΦTPC/(1 + r2)

v′ = r sin ΦTPC/(1 + r2) (4.7)

w′ = r2/(1 + r2)

and maps the measured point (u,v) to coordinates (u′,v′,w′) on the surface of
a sphere of radius 1, sitting on top of the origin of the readout plane. By con-
struction, the transformation of Eqs. (4.7) guarantees that points describing a
circle in the readout plane will be mapped onto the sphere surface in such a
way, that they define a plane intersecting with this “Riemann sphere”. This
effectively transforms the non-linear hit-to-circle test into a linear computa-
tion – without any loss of precision – and thus significantly reduces execution
time. The additional computations of Eqs. (4.7) only need to be performed
only once for every TPC hit, while the number of hit-to-track comparisons is
approximately (# of hits)× (# of tracks).

As stated before, the algorithm was originally designed and optimised for a
GEM-TPC operating inside the PANDA experiment at its design luminosity of
presently 2 ·1032 cm−2s−1. Figure 4.8 gives an impression of the track densities
that are reached. In this scenario, approximately 4000 tracks would have been
stored at any given time in the chamber (140 cm drift length). For the eval-
uation of the performance of the presented pattern recognition procedure, a
signature channel (ηc → φφ→ K+K−K+K−) of the PANDA experiment has
been simulated. The physics events have then been mixed with background
events corresponding to the design luminosity and subjected to simulated drift
distortions due to space charge accumulation [15]. It could be shown that
the Riemann track finder described here performs very well in this challenging
environment. Most importantly, the algorithm has proven to be virtually un-
affected by simulated track distortions, and can thus be expected to perform
well on prototype data.

This PANDA mixed-event scenario largely exceeds the requirements on
pattern recognition presented by the data taken with the FOPI GEM-TPC.
Similar simulations of the above channel without mixed-in background have
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Figure 4.8: Snapshot of identified tracks after pattern recognition from simu-
lated PANDA background. The plot has been kindly provided by J. Rauch,
TUM.

resulted in track identification efficiencies and purities (1 − fraction of falsely
correlated hits) of above 99 %. This is a scenario close to the requirements
presented by the reconstruction of the FOPI GEM-TPC data in terms of the
average track multiplicity per drift frame, and should thus yield reasonable
expectations for the performance on real data. A combined evaluation of the
performance of the pattern recognition and the track-matching algorithm will
be presented in Sec. 4.6.

4.5 Track and vertex fitting – GENFIT

The purpose of this section is to give a detailed introduction into the techni-
calities of the track fitting algorithms used for feature extraction on the FOPI
GEM-TPC data. The choice in favour of this rather in-depth discussion was
taken because i) the fitting algorithms present the immediate bridge between
detector data and physics results and ii) no documentation of the specifics of
the FOPI GEM-TPC feature extraction are available elsewhere at the time.
All results to be presented in the remainder of this work are based on fits
performed with the track-fitting toolkit GENFIT [60] 10.

GENFIT emerged from within the GEM-TPC project during early software
development in the context of PANDA, and has been developed by Christian
Höppner and Sebastian Neubert. It was originally motivated by the wish to

10Whenever other methods are used for the purpose of comparison, it will be made clear
in the text.
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have a mathematically correct description of true space-point-like detector hit
data, as provided by a TPC. In past experiments, approximations have been
used by falling back to symmetry/geometry features of the individual detector
systems. This can be seen as a symptom of a general fragmentation of the
software used in high-energy particle physics: almost every experiment has its
own, custom-made tracking software. In contrast, GENFIT was designed to be
independent of the experimental setup, and is thus a candidate for becoming
part of a code base shared among future experiments 11. GENFIT has recently
undergone a considerable amount of restructuring and improvement [66].

Following the implementation structure of the software package, the prob-
lem of track fitting can logically be separated into three independent building
blocks: i) the measurements provided by the detector system(s), ii) propagation
of the particles through material and magnetic fields (track representations)
and iii) fitting algorithms. All of these elements will be introduced in the fol-
lowing, starting with and based on a general discussion of the default fitting
algorithm (iii), the Kalman Filter. The mathematical framework presented
there will then be used to introduce the propagation model (ii) of the track in
Sec. 4.5.2. Finally, the modelling of data (i) from the FOPI tracking detectors
will be discussed in Sec. 4.5.5.

4.5.1 The Kalman Filter

The Kalman Filter [67] is a local, recursive, linear least-squares fitting algo-
rithm. Local in this context means that hit information is taken into account
successively within an adaptive model, as opposed to a global fit of a single
model to the entire hit ensemble at once. The circular track fit underlying
CdcCircles would be an example of a simple, global approach.

Let us return to the Kalman filter. Based on a serial stream of mea-
surements k, the information about a system is to be determined with in-
creasing precision. Within a chosen parametrisation of the system, its state
at a given time can be represented by a vector of the model parameters
s = (s1, s2, . . . , sN). A new measurement k is included by comparing it to
a prediction s̃k|k−1 of this model based on the information contained in the
measurements so far, followed by a corresponding update of the state taking
into account the new information. For any practical application, the measure-
ments are affected by independent uncertainties Vk. These are not required
to be Gaussian in the framework of the Kalman filter, but are assumed to be
in the following.

The recurring pattern of predictions and updates makes it an ideal (and
widely used) candidate for real-time applications, for example in trajectory
control and dynamic positioning (GPS). If new measurements do not have to

11Apart from the GEM-TPC project, it is currently being used by the PANDA and
Belle-II collaborations.
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be incorporated in real time, the incremental, “discrete” nature of the Kalman
Filter and its extensions can still be a valuable feature, for example in pattern
recognition schemes but also in the task of off-line track fitting we are concerned
with here. The following, slightly technical discussion aims to demonstrate
this.

Let sk−1 be the true model state at the time measurement k is considered.
The following discussion assumes a perfectly known, linear evolution F of the
state, described by the matrix equation 12

sk = Fksk−1 . (4.8)

Here Fk is the model for the transition between the two discrete states k−1 and
k. Let s̃k−1|k−1 be the last available state prediction and Ck−1|k−1 the associated
uncertainty covariance. Then the a priori prediction of the state relevant for
including measurement k can be written in terms of the last available prediction
as

s̃k|k−1 = Fks̃k−1|k−1 . (4.9)

Similarly, for the covariance of the state we have

Ck|k−1 = FkCk−1|k−1F
T
k + Nk , (4.10)

where Nk describes intrinsic noise of the state transition model.
The next logical step is to incorporate the new measurement mk

13 into
the state. For doing so, we need to transform the state prediction into the
space of mk. Let this transformation be defined by the matrix Hk, then the
measurement residual is given by

rk = mk −Hks̃k|k−1 . (4.11)

The effective residual covariance is given by the sum of the measurement un-
certainty Vk and the covariance of the predicted state in the measurement
space (Gaussian error propagation):

Rk = HCk|k−1H
T
k + Vk . (4.12)

Now the crucial update of the state takes place: Most generally, the new a
posteriori state containing the additional information of mk can be written as

s̃k|k = s̃k|k−1 + Kkrk . (4.13)

The quantity Kk is called the Kalman gain. In Eq. (4.13) it appears as the
relative weight of the measurement, and it must therefore be a function of V−1

k

12Some generalisations that have no relevance for the task of track fitting are omitted.
13The measurement is sometimes called innovation in this context, emphasising the in-

corporation of new information.
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and the accumulated state uncertainty Ck|k−1. If Kk = 0, the new measure-
ment is ignored and the state remains unchanged. For Kk 6= 0 the state will
be pulled towards H−1

k mk.
There is an important relation between Kk and the not yet discussed covari-

ance of the posterior estimate Ck|k: If the model is considered to be accurate,
Ck|k can generally be given in terms of the true state sk as

Ck|k = cov(sk − s̃k|k) . (4.14)

Some algebra using the previous results leads to the expression (“Joseph form”)

Ck|k = (1−KkHk)Ck|k−1(1−KkHk)
T + KkVkK

T
k , (4.15)

1 representing the unit matrix of corresponding dimensionality. Minimising
the trace of Ck|k with respect to Kk yields

K̂k = Ck|k−1H
T
kR−1

k = Ck|k−1H
T
k (HCk|k−1H

T
k + Vk)

−1 . (4.16)

K̂k is called the optimal Kalman gain.
Two key features become evident at this point: First, when using the opti-

mal gain K̂k the Kalman Filter is guaranteed to return a least-squares estima-
tor for the state s, since the minimisation of the trace Tr(Ck|k) is equivalent
to minimising the expectation value of the square of the error E(|sk − s̃k|k|2).
This also means, however, that due to this quadratic nature the filter will be
vulnerable to outlying noise. An extension of the filter aiming to attenuate
this problem will be discussed in Sec. 4.5.3. Second, if the measurement un-
certainties are Gaussian and uncorrelated, the least-square estimator is equal
to the weighted average. Inserting the optimal gain into Eq. (4.13) yields

s̃k|k = s̃k|k−1 + Ck|k−1H
T
kR−1

k rk (4.17)

and the nature of a “weighted mean“ during the state increment is directly
observed.

The final loose end is the choice of the initial state s̃0|0 and its covariance
C0,0, introducing an inevitable bias into the fit. This bias can be limited by
performing multiple passes of the Kalman Filter, scaling the state covariance
in between with a large factor (cf. Ref. [60]).

4.5.2 Track representation & Extended Kalman Filter

After this general introduction it is time to establish the connection to the
problem of particle-track fitting. It is clear that the state parameters are to be
identified with the physical properties of the detected particle. Each mk will
be the response of a detector system at a defined point in space, with their
absolute uncertainties characterised by covariances Vk. The evolution F must
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then be a model for predicting the particle trajectory in between measurements
(equation of motion).

This immediately leads to an important generalisation: The evolution
model F has so far been restricted to be linear, but the propagation of a
particle with mass M through a magnetic field B 6= 0 and the detector ma-
terial – described by the mass density ρ(x) – certainly requires a non-linear
model f r(s; B(x), ρ(x)) 14. The three-momentum p, charge q and mass M of
the particle are encoded in the track parameters s, x denotes the spatial coor-
dinates. The index r is motivated by the analogy of the propagation model to
the track representation in the implementation of GENFIT. For all purposes
in the following, GENFIT’s implementation of f r based on a Runge-Kutta
extrapolation algorithm (RKTrackRep) is used. The underlying Runge-Kutta
solver for the equation of motion of charged particles was in turn taken over
from the GEANT3 [68] software.

The non-linear track propagation model can be built into the Kalman Filter
scheme in a straight-forward manner. The state prediction of Eq. 4.8 becomes

sk = f r(sk−1) (4.18)

and Eq. (4.9) is modified accordingly. The prediction of the covariance (4.10),
on the other hand, requires a linearisation of the transformation:

Ck|k−1 = JkCk−1|k−1J
T
k + Nk , (4.19)

where J is the Jacobian of f r defined at the point of the extrapolation. This
modified algorithm incorporating a non-linear evolution mode is called ex-
tended Kalman Filter.

The model noise N now also gains a physical meaning: It contains the
track extrapolation uncertainties due to multiple scattering and energy-loss
fluctuations in the material. The non-zero mean of the energy loss in the
detector material must already be accounted for in f r.

At this point it has become clear why a local fitting approach has impor-
tant advantages over a global track fit. The estimates s̃ will closely follow the
particle trajectory, so local information like material distributions or inhomo-
geneities of the magnetic field can be taken into account accurately. This not
only improves the propagation of the state, but even more so that of its er-
ror, since no long-range models for the correlations of the accumulated model
uncertainties need to be constructed.

4.5.3 The Deterministic Annealing Filter

So far, it has been assumed that the task of track finding is performed in an
ideal way and that it has no influence on the track fitter. In reality, this is

14The coordinates x are defined in a general coordinate frame in this context.
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not the case: Uncorrelated hits from electronic noise as well as hits belonging
to other, close-by particle tracks will be picked up by the pattern recognition
algorithm(s) and falsely assigned to a given track.

The Kalman Filter as presented in the previous sections has no way of
disregarding such polluting hits. On the contrary, large residuals will heavily
bias the fit or – in the worst case – cause it to diverge (cf. the discussion below
Eq. 4.16). A powerful extension of the Kalman Filter that offers protection
against outlying hits, the Deterministic Annealing Filter (DAF), has been
proposed by Frühwirth and Strandlie [69]. The basic idea is to give each hit
in the track an assignment probability so that Eq. (4.13) becomes

s̃k|k = s̃k|k−1 + Kk

nk∑
i=1

pikrk . (4.20)

In addition, the formulation of the Kalman gain Kk and the state covariance
Ck|k have to be modified to accommodate for the factors pik (see Ref. [69] for
details).

The sum in Eq. (4.20) runs over all competing hits relevant for the state
transition k − 1 → k, and

∑nk

i=1 p
i
k = pk. In the application of particle-track

fitting this corresponds, for example, to multiple, competing hits from the
same planar detector or unresolved left-right ambiguities in wire hits. For a
detector capable of providing truly three-dimensional space-point hits – like a
TPC – we always have nk = 1 and each measurement is assigned the weight
pk.

The filtering scheme now adds another layer of recursiveness: Assuming an
initial choice for the pik, a standard (extended) Kalman Filter fit of the track
is performed, working with effective measurement errors pikrk (cf. Eq. 4.13).
Subsequently, a backwards fit is performed using the same pik. From both
predictions – for each k – a weighted mean s̃∗k of the state can be computed
based on all measurements excluding k. This procedure is called smoothing,
and s̃∗k is called the smoothed state (with covariance C∗k). From this information
the pik are recalculated. An optional cut-off c on the pik can be defined, below
which hits are completely excluded from the fit. How this scheme is iterated
and controlled will be discussed in the following.

First, we turn to the question how the pik are modelled and recalculated.
A possible and intuitive choice is to assume that the hits truly belonging to
a track are normally distributed around the smoothed state prediction Hks̃

∗
k

according to their measurement uncertainty Vi
k

15:

pik ∝ N (mi
k; Hks̃

∗
k,V

i
k) . (4.21)

15The choice of Vi
k for the distribution width instead of Ri

k as in Eq. (4.12) (with Ck →
C∗
k) can be motivated conceptually (cf. Ref. [70]). Intuitively, it is also clear that one can

assume HkC
∗
kH

T
k � Vi

k for a sufficiently large number of measurements per track.
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Fitter: Prob. cutoff: Annealing factors: Term. parameter

GFDaf c = 0.01

α1 = 100
α2 = 31.62
α3 = 10
α4 = 3.162
α5 = 1
α6 = 0.3162
α7,...,10 = 0.1

Ω = 10−3

Table 4.2: Parameters used with the GENFIT DAF implementation.

Here N (mi
k; Hks̃

∗
k,V

i
k) is a multivariate Gaussian distribution with mean Hks̃

∗
k

and covariance Vi
k. The assumption of normally distributed pik is the one

realised in the GENFIT implementation of the DAF (GFDaf).
In order to control the strictness of the outlier rejection (“annealing”),

another parameter is required. Properly normalised, the final expression for
computing the assignment weights pik reads

pik =
N (mi

k; Hks̃
∗
k, αVi

k)

c(α) +
∑
k,i

N (mi
k; Hks̃∗k, αVi

k)
. (4.22)

The additional parameter α appearing in Eq. (4.22) is the annealing factor. It
simply scales the width of the assumed distribution. The optional cutoff c(α)
appears in the denominator to ensure proper normalisation. For α → 0, the
cumulative distribution function of the Gaussian approaches a step function,
and the distribution of the pik will strongly peak close to 0 and 1. Thus, α
controls how strictly outlying hits will “freeze out” in the fit. When dealing
with actual ambiguities 16, a hard freeze-out (α close to 0) is required, but in
general a softer weighting scheme is desirable [69]. In the case of combined
track fits in the S339 setup, however, the DAF offers protection mainly against
outlying hits due to field distortions close to the field cage walls of the TPC
and yet unresolved systematic problems introduced by the FOPI CDC (cf. Sec.
5.1). In this scenario, a small final value of α yields the best results.

During the fit, the annealing factor α is decreased step-wise. After reaching
the last setting for α, the stability of the pik in between iterations is monitored.
The procedure is terminated either after ten iterations or earlier, if the absolute
changes ∆pik fall below a fixed value Ω, e.g. ∆pik < Ω∀ k,i. It shows improved
fit results when compared to the standard Kalman Filter implementation (a
qualitative impression is provided by Fig. 4.9) and is thus the standard method
for feature extraction used in the scope of the analysis presented in this work.
Table 4.2 summarises the parameters used.

16An example of such an ambiguous case are drift-time measurements from a wire detector
(left-right ambiguity with respect to the wire in the detector plane).
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Figure 4.9: Comparison of spectra of
the specific energy loss (dE/dx) vs.
the particle momentum obtained with
the standard Kalman Filter (left) and
the DAF implementation (right) of
GENFIT. The values on the ordinate
are equal for both methods, only the
recovered momentum depends on the
fitting algorithm. For a discussion of
the specific energy loss performance,
see Sec. 6.5.
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Figure 4.10: Distribution of weight-
ing factors according to Eq. (4.22) in
combined TPC-CDC fits. The pa-
rameters used result in a very “hard”
spectrum, e.g. the dominant fraction
of the hits is either rejected (pk = 0)
or accepted in the with its original un-
certainty (pk = 1).

As a final remark, the term “temperature” sometimes used in the literature
for α has its origins in the correspondence of the DAF to the Elastic Arms
Algorithm (EAA) [71]. Here, the (global) minimisation is performed in the
context of a thermodynamical Boltzmann model, which lends the governing
parameter the meaning of a temperature.

4.5.4 Vertex fitting: GFRave

Electrically neutral particles cannot be observed directly in tracking detectors,
but they can be indirectly measured in their decays by tracking the charged
daughter particles. In an exclusive measurement, and if all decay products
carry electrical charge, the spatial positions, three-momenta and masses of
the decay products can be used to infer the identity and kinematic properties
of the parent particle at its decay vertex. GENFIT provides an interface
(“GFRave”) to the stand-alone vertex-fitting framework RAVE [72], which
ships with implementations of numerous algorithms for vertex reconstruction.
The simplest of these is that of a classical Kalman Filter is and discussed in
the following.

It is instructive to consider the analogies to the previous discussion of a
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Kalman Filter used for track fitting. The system state to be recovered is now
the vertex position v. The measurements k to be considered are the tracks
selected for the vertex candidate, each parametrised by a set of parameters sk
(the former state of the track fit), which contain the three-momentum pk of
the track. Let the covariance associated with the sk be Vk = G−1

k . The track
equation of motion (e.g. the track representation fk(s)) can be linearised and
written in the form

fk(v,pk) ≈ Akv + Bkpk + Ck,0 , (4.23)

with Ak = [δfk/δv], Bk = [δfk/δpk] and Ck,0 a constant offset depending of
the point of linearisation. From this separated formulation, update equations
for both v and p and their respective covariances can be obtained. After in-
cluding all tracks into the filter, least-square estimates for v and p are available.
For a complete derivation, the reader is pointed to Ref. [73].

There are no free parameters entering 17 this classical Kalman Filter scheme,
and consequently no tuning of the vertex fitter is required. This is a serious
advantage. Numerous adaptive methods exist for the task of vertex fitting, but
they require more care by the user. These algorithms become beneficial when
large track densities or cascaded decays lead to wrong assignment of tracks
to the vertex candidates (“track outliers”). The low charged particle multi-
plicities (< 2 on average) during the S339 experiment present a much simpler
environment. Another source of such “track noise” is faulty pattern recogni-
tion (ghost tracks, track splitting), but these issues are largely suppressed by
requiring matching between TPC and CDC tracks (cf. Sec. 4.6) in the analysis
discussed in this work. For these reasons, all vertex fits in the following are
performed using the “kalman” option of RAVE.

4.5.5 Modelling of FOPI data in GENFIT

The tracking data of the S339 experiment are modelled in C++ objects that
are derived from GENFIT’s hit implementations. These objects contain the
underlying geometry the spatial hit information is defined in and the uncer-
tainty of the measurement. The last missing connection to the previously
discussed fitting scheme is the matrix H (cf. Eqs. (4.11) and (4.12)): It en-
codes the projection of the state onto the measurement plane and is defined
for each detector hit.

For the S339 data, two classes of detector hits are required: space-point hits
and pixel hits. The latter are straight forward to understand and implement:
The measurement plane is defined by the physical detector geometry, and the
matrix H is identical for every hit belonging to the same detector module. The
measured position and its uncertainty are given by the c.o.g. of the sensitive

17As long as the choice of the expansion point in Eq. (4.23) is reasonable.
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Figure 4.11: Virtual detector plane
for a three-dimensional space-point
hit. The plane is spanned perpendic-
ularly to the track such that it con-
tains the hit (shown as red dot with
attached covariance ellipsoid). The
track prediction (Black) and the up-
dated state (light Gray) are also vi-
sualised. The corresponding state un-
certainties are depicted as cones in the
extrapolation plane.

Figure 4.12: Example of a fixed de-
tector plane in an array of pixel de-
tectors. True hits and noise hits are
treated equally in a generic Kalman
Filter implementation. They can be
made to compete within a probabilis-
tic model. An example of such an im-
plementation is the DAF.

element that provided a signal, and the pitch of the detector structure. In this
case of a shared detector plane, however, noise hits picked up by the pattern
recognition directly compete with track hits within the same prediction and
update step. It has been described in Sec. 4.5.3, how an adaptive algorithm
like the DAF is perfectly suited for such a situation (cf. Eq. (4.20), nk 6= 1).

Space-point hits are a bit trickier, as no physical plane of measurement
exists in that case. However, the information that a three-dimensional hit
can contribute to a track fit is two-dimensional: The component of the mea-
surement that projects onto the direction of the track has no influence on the
fit, as is evident in Eq. (4.11). This circumstance is exploited in GENFIT by
the concept of so-called virtual detector planes, which are constructed dynam-
ically for each space-point hit during the fitting procedure. Based on the hit
position and the local information provided by the corresponding prediction
of the track state, a plane perpendicular to the track and containing the hit
is constructed 18. The concept is visualised schematically in Fig. 4.11. The
projection matrix H needed for the update must be computed dynamically for
each measurement. The simpler case of planar pixel hits with a fixed detector
plane is shown in Fig. 4.12.

The data of four different detectors have to be modelled for the analysis

18This can be seen as another advantage of a local fitting scheme.
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Detector: Hit type: Errors:

TPC Space-point hit dynamic; fE = 10.0

CDC Space-point hit σx,y = 350µm, σz = 10 cm

BAR Pixel hit σΦ = 0.9 cm, σz = 8.0 cm

RPC Pixel hit σΦ = 0.2 cm, σz = 1.5 cm

Table 4.3: Overview of the hit information used for GENFIT fits on S339
data. The values for the FOPI detectors are taken over from the discussion
of Chapter 3. The uncertainties of TPC hits are defined dynamically during
clustering (cf Sec. 4.3). The quantity fE is defined in Eq. (4.5).

presented in this work: The TPC and the CDC provide three-dimensional
space-point hits, and hits from both the BAR and the RPC are modelled as
two-dimensional pixel hits. The positions of the latter two are given by the
centre of gravity of the respective detector modules. CDC positions in the
x-y plane are initially calculated from the measured drift radii and after the
rejection of mirror tracks, as explained in Sec. 3.2.1. The hit position along
the wire direction is obtained from a measurement of the fractional charge at
both ends of the wires. In anticipation of the findings presented in Chapter
5, the heuristic corrections summarised in Sec. 5.4 are applied after importing
the original FOPI hit data from CDC and RPC. The calculation of cluster
positions in the TPC has been explained in Sec. 4.3.

This leaves the question of the hit uncertainties. The values for the RPC
and BAR detectors have already been summarised in Sec. 3.2.2. The uncer-
tainty of the CDC hits is initially set inside the FOPI routines and is derived
from the distance of each hit w.r.t. the circular track fit. This definition is
obviously not a suitable choice for a re-fit of these data, since it would bias the
fit towards the (wrong) assumption of a circular track. On top of that, one has
to respect additional systematic effects present in the CDC system (discussion
to follow in Sec. 5.1). The situation can be pragmatically cured by assigning
constant errors instead, and this is the strategy pursued in the combined anal-
ysis: The CDC hit uncertainty in the x-y plane is set to a value of 350µm
and 10 cm along the wire direction, respectively. For the TPC, once again, the
spatial covariances of individual clusters are determined dynamically according
to Eq. 4.5. All numerical values are summarised in Tab. 4.3.

Finally, the mass distribution ρ(x) of the detector setup and the magnetic
field B(x) are required for track fitting (cf. Sec. 4.5.2). The software imple-
mentation of the material is modelled using the geometry package of ROOT
(TGeo classes), and is visualised in Fig. 3.5. The magnetic field is modelled as
a three-dimensional vector field according to the field map of Sec. 3.2.3.
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Figure 4.13: Reduced χ2 distribution
of TPC track fits.
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Figure 4.14: Reduced χ2 distribution
of combined fits in the TPC-CDC sys-
tem.

4.5.6 Performance

Without being able to resort to to a quantitative cross check with results
obtained from simulations (cf. Sec. 4.8), the consistency of the parameters
passed to the track-fitting algorithms can still be checked qualitatively. A
suitable measure of the goodness of the track fits can be constructed from the
sum of the weighted, squared residuals

χ2 =
∑
k

|r|2k
σ2
k

. (4.24)

Here, r denotes the observed residual between the track fit and the detector
hit, σ is the measurement uncertainty put into the model and the sum runs
over all hits contributing to a track. If the measurement uncertainties are well
described and under the assumption that they are normally distributed, the
value of χ2 should be equal to the degrees of freedom D of the performed fit.

It is convenient to normalise the above quantity by dividing out the model
complexity D:

χ2
red =

χ2

D
. (4.25)

The quantity χ2
red is called “reduced χ2”. As a rule of thumb, if χ2

red is close
to 1, the assumed measurement uncertainties σ give a good description of the
observed variations around the mean of the obtained fit.

Figures 4.13 and 4.14 show the distributions of χ2
red for track fits performed

in the TPC alone and in the combined system of TPC and CDC, respectively.
The dynamic calculation of TPC cluster uncertainties and the associated prob-
lems (cf. Sec. 4.3) lead to a very broad distribution in the first case. A long
tail towards large values of χ2

red can be observed, suggesting cases of largely
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underestimated cluster errors or mis-interpreted correlations. In the case of
combined track fits, a much more narrow distribution with a mean value close
to 1 is observed. What is of course missing in this picture is the case repre-
senting track fits in the CDC alone. In Chapter 5 the reader will learn that
CDC tracks are still to some extent globally shifted with respect to TPC tracks
due to shortcomings of the CDC calibration (cf. Sec. 3.2.1). In that light, the
value for the CDC hit uncertainties given in Tab. 4.3 are currently engineered
in such a way as to yield a reasonable fit performance in combined track fits,
which are – after all – the final objects used for the extraction of physical
properties. In track fits performed in the CDC system alone, which are not
affected by a translation of the entire track, the errors are currently observed
to be generally overestimated. As soon as the remaining systematical effects
are under control, the optimisation of the values of Tab. 4.3 has to be revisited.

4.6 Matching of FOPI and GEM-TPC tracks

After individual track fits for the TPC and the surrounding FOPI detectors
are available, these can be matched and candidates for combined track fitting
can be constructed. The CDC track candidates, as written out by the FOPI
reconstruction routines, already contain the pairing information with respect
to matched hits in the BAR or RPC detector (if applicable). What remains to
be done in the scope of the TPC-combined analysis is the matching of these
tracks with tracks measured with the GEM-TPC.

In view of the low charged-track multiplicity per event, it is sufficient to
perform this matching in the azimuthal projection. From a technical point of
view, the circular track model for CDC tracks as obtained directly from the
FOPI reconstruction are used for this track comparison, instead of the compu-
tationally more costly extrapolations of GENFIT tracks. From the available
matching criteria, two have emerged as the optimal choice: i) the azimuthal
residual of the outermost hit in the TPC track and the innermost hit in the
CDC track and ii) the angular residual of the tangent to both tracks at the
intersection point. For the former a residual < 15◦ is required, and for the
latter an angular change < 10◦.

In order to define an efficiency of this procedure without the possibility of
refraining to information from simulations (see Sec. 4.8), the following scheme
is applied: Starting from tracks found in the CDC, the fraction of successfully
matched tracks in the TPC is studied as a function of the polar angle Θlab. In
order to reject noise tracks and track fragments due to problems with the CDC
pattern recognition algorithm, a minimum number of 45 hits per CDC track is
required. The obtained efficiency can be regarded as the combined efficiency of
the TPC pattern recognition (cf. Sec. 4.4) and the matching procedure itself.
Its evolution with the polar laboratory angle is shown in Fig. 4.15. Tracks
with ambiguous matches are not considered in the above study.
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Figure 4.15: Combined efficiency of
the track-matching routine and the
TPC pattern recognition, based on
CDC tracks. For every CDC track
with more than 45 hits, the success-
ful matching with a TPC track is
checked. The polar angle of the CDC
track is used for the abscissa.
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Figure 4.16: Combined efficiency of
the track-matching routine and the
CDC pattern recognition, based on
TPC tracks. The latter are selected
using the criterion shown in Fig. 4.17.
The polar angle of the TPC track is
used for the abscissa.

Complementary information can be obtained when reversing this scheme
and studying the efficiency when matching CDC tracks based on valid TPC
tracks. The definition of a quality cut for the latter is done differently than
for CDC tracks: In view of the dynamic nature of hit clustering (cf. Sec. 4.3)
and the superior spatial resolution along the z axis, the point of exit of a TPC
track is used as a criterion. The spatial distribution in the r-z plane of the
last point of TPC tracks is shown in Fig. 4.17. For the efficiency calculation,
only tracks that exit the TPC on the radially outwards wall of the vessel are
considered. The result is again a combined efficiency, this time of the matching
procedure and the CDC pattern recognition. It is shown as a function of the
polar laboratory angle in Fig. 4.16.

4.7 Alignment for combined track fits

Two separate coordinate frames have been defined in Sec. 4.1.3: the global
laboratory coordinate frame (x,y,z) of the FOPI spectrometer and the coor-
dinate frame defined by the physical vessel of the TPC, (u,v,w). Inevitable
tolerances and imperfections involved in the mechanical mounting of the TPC
introduce unknown shifts and rotations between the two. In order to perform
combined track fits in this setup, the space points measured in the GEM-TPC
need to be transformed into the global frame first.

An external procedure is used to determine the unknown parameters of this
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Figure 4.17: Position of the last point of ∼ 3 ·107 TPC tracks in the r-z plane.
For the efficiency, only tracks exiting the vessel on the radially outwards border
are taken into account. These are selected by fitting a Gaussian to exit peak
of the radial profile and rejecting tracks outside a window of ±2σ around the
mean value (14.0 cm).

transformation. The tracking data available from the FOPI detectors repre-
sent the reference in this context: The algorithm uses track fits performed with
GENFIT on FOPI data and extrapolates these tracks into the TPC volume.
Such extrapolations are natively provided by GENFIT and make use of the
same propagation model that is already part of track fitting (track representa-
tions, cf. Sec. 4.5.2). A priori, the coordinate frame of the TPC is assumed to
be equal with the global one. By comparing the extrapolation to the cluster
positions uicl of the matched TPC track, one obtains a set of residuals

ri = ξi − uicl , (4.26)

where ξi denotes the point of closest approach (POCA) w.r.t. the position
of cluster i found during the extrapolation. All quantities in Eq. (4.26) are
defined in the (u,v,w) frame.

When defining a geometrical transformation A : (u,v,w) → (x,y,z) – con-
trolled by a set of parameters {ai} – the task of aligning the two coordinate
frames can be transformed into the problem of finding the set of parameters
{a∗i } that minimises the sum of squared residuals

∑
i r

2
i . The actual minimi-

sation in this parameter space is performed using the MINUIT [74] implemen-
tation shipped with ROOT. In order to achieve a sufficient coverage of the
detector acceptance, the residual data need to be collected for a very large
number (O(105)) of tracks.

The full transformation can be decomposed into a translation and a ro-
tation, executed in that order. The translation is trivially determined by a
vector τ . The rotational degrees of freedom of the alignment transformation
are described using three Tait-Bryan angles Ψx, Ψy′ and Ψz′′ . Applied in this
order, the angles give the rotation about the x axis, the new y axis after the
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Par.: τx τy τz Ψx Ψy′ Ψz′′

Val.: 6.05 · 10−2 −1.63 · 10−1 −4.34 · 102 1.18 · 10−1 4.73 · 10−2 1.52

Table 4.4: Parameters of the alignment transformation as used during the
analysis of the data taken during the S339 experiment. For the definition of
the quantities, the reader is referred to the text of Sec. 4.7. The units are (cm)
for the translation parameters and (deg.) for the rotations. It is important to
note that these values determine the final alignment transformation, after the
corrections discussed in Chapter 5 have been applied.

first rotation, and the new z axis after both rotations. In view of the numerical
stability of the minimisation step, this choice of parametrisation is well-suited
for the observed magnitude and distribution of mis-alignments. The set of
values used for the data analysis in this work is summarised in Tab. 4.4. Once
they are obtained, the position ucl and covariance Ccl of every reconstructed
cluster in the GEM-TPC can be transformed into the global coordinate frame
by applying the transformation A.

As an important upgrade of the current alignment scheme, it is foreseen
to incorporate the drift velocity vd in the GEM-TPC into the model as a free
parameter. This feature is currently being implemented, and will be presented
alongside additional information on the alignment procedure in Ref. [55] (cur-
rently in preparation).

4.8 The problem of a missing Monte Carlo

simulation layer

The chapter is concluded by the discussion of an important limitation of the
TPC-combined feature extraction of FOPI data: The lack of combined simu-
lations for efficiency and acceptance corrections.

Most generally, the task of a microscopic simulation of the physics per-
formance of a detector system can be divided into three logical steps: i) the
randomised generation of particles entering the detector volume, ii) the trans-
port of the particle through the detector material and iii) the modelling of the
active response of the different detector systems to the passage of the particles.
Stand-alone software packages implementing all of these steps exist for both
the GEM-TPC and the FOPI spectrometer.

For the combined spectrometer, however, the situation is different. The
generation of particles (i) does not depend on the detector setup and shall not
concern us further. A model of the geometry and material distribution of the
combined setup (ii) exists, as was shown in Sec. 3.2 and Fig. 3.5. The discussion
of Sec. 4.5.2 showed how this is also a requirement for the task of track fitting.
Regarding point (iii), however, there is no software available to simulate the
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propagation of particles through the combined, TPC-augmented FOPI setup,
taking into account the response of all detector systems. The development of
a combined software package, merging the two simulation frameworks existing
for FOPI and for the GEM-TPC into one self-consistent scheme, has simply
not been possible due to manpower and time constraints.

This fact has two important implications. On the level of algorithm devel-
opment for feature extraction, the lack of such a combined detector simulation
prevents us from assessing algorithm performances in an unbiased way. Most
importantly, in the context of a physics analysis, realistic corrections of the
efficiency and the acceptance of the spectrometer are not available, rendering
a measurement of absolute quantities impossible. Due to this fact, the physics
results presented in Chapter 8 of this work are all relative measurements, where
such effects can be expected to cancel out in good approximation.
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Chapter 5

Quality of the combined feature
extraction

As stated earlier, the data obtained from the standard FOPI reconstruction
software are initially regarded as complete and self-consistent. After the pre-
vious introduction of the tools necessary for performing a combined feature
extraction with the GEM-TPC in the S339 setup, the validity of this state-
ment will be explored qualitatively in this chapter. For this purpose, some key
figures of merit obtained from feature-extracted data are compared between
the standard FOPI reconstruction routines and the TPC-combined analysis.
Unfortunately, several rather severe problems can be identified in the process.

Section 5.1 is concerned with systematic problems found in the FOPI CDC,
and a heuristic approach of mitigating these effects will be outlined. Section 5.2
is dedicated to the FOPI RPC. Here, the TPC-combined analysis reveals a de-
liberate, systematic modification of RPC positions introduced in the standard
FOPI reconstruction scheme. An alternate approach is required in order to
benefit from the additional tracking information provided by the TPC, which
will be explored in the discussion. Following this survey, the impact of incor-
porating GEM-TPC data on the TOF performance of the augmented FOPI
spectrometer is studied in Sec. 5.3. Finally, the implications of these findings
in view of the data analysis presented later in this work will be summarised in
Sec. 5.4.

5.1 Systematic effects found in the FOPI CDC

During the development of the combined reconstruction algorithms it became
apparent early on that the performance of the combined track fits in the TPC-
CDC system is not as expected.

The clearest evidence of these problems was found during the optimisation
of the alignment parameters (cf. Sec. 4.7): Figures 5.1 and 5.3 visualise infor-
mation extracted from the extrapolation residuals – as defined in Eq. (4.26) –
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after the alignment procedure has converged. Specifically, Fig. 5.1 shows the
residual distance in the azimuthal plane as a function of the cluster position
in the TPC along the radial direction. The same information can be studied
resolved as a function of the azimuthal coordinate of the reference track from
the CDC, which is shown in Fig. 5.3.

The interpretation of these observations is not straight forward. Let us
begin with Fig. 5.1: The observed preferred direction of the residuals implies
a relative tilt between TPC and CDC tracks for both charge signs, which is
clearly unphysical: No global transformation of either of the two systems as a
whole can create this pattern. Therefore, a systematic detector effect in the
TPC-CDC system must be at work. Considering the high level of symmetry
of the TPC detector vessel and readout structure (cf. Sec. 3.1, specifically Fig.
3.4), a conceptual problem related to the physical structure of the TPC seems
unlikely. Another possible explanation on the TPC side could be distortions
of the drift field. However, a study of such distortions, using high-momentum
cosmic tracks, revealed only relatively small deviations in close vicinity of the
field cage walls [75]. In this light, the source of the effect has to be suspected to
lie within the CDC detector. Indeed, the asymmetric shape of the CDC sector
geometry, specifically the rotation of the wire plane out of the radial direction
(cf. Fig. 3.7), is a likely source for a breakdown of the azimuthal symmetry of
the system.

A plausible scenario from a technical point of view is a an incorrect de-
scription of the wire plane position in the FOPI reconstruction code. In the
following, the possibility of a parallel translation along the wire plane normal
vector is explored, which would result in a corresponding shift of CDC tracks.
Due to the relatively small inclination angle of the wire planes, this would
also in good approximation represent a parallel shift w.r.t. to the matched
TPC tracks. Under that hypothesis, the alignment algorithm would attempt
to minimise the squared residual distances generated by this offset by rotating
TPC tracks around the beam axis, following the direction of this shift. The
combination of these two transformations thus provides a qualitative explana-
tion of the observed pattern and the change of sign in the residuals along the
TPC tracks. Figure 5.2 provides a schematic visualisation of the transforma-
tion hypothesis.

In order to disentangle the two effects, one can first attempt to manually
remove the undesired rotation introduced by the alignment scheme. Indeed,
for a manual rotation of ∼ −0.95◦, the spectrum of Fig. 5.1 becomes flat along
r and shows a constant offset of ∼ 1.80 mm in the residual distances. This
value can then be used to cancel the suspected wire-plane shift on CDC hit
level before combined track fits are performed. Exactly this heuristic strategy
is enforced on the S339 data in the context of this work.

Let us move on to Fig. 5.3. It shows the same data as Fig. 5.1, but this
time as a function of the azimuthal angle, which is taken at the point where
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Figure 5.1: Extrapolation residuals
(distance in the azimuthal plane) ob-
served after alignment has initially
converged, shown as a function of
the cluster position along r. The
sign is given by the change in the
azimuthal angle between the aligned
clusters A(ucl) = xcl and the POCA
ξ, sgn(Φcl − Φξ). The black points
mark the mean and its error along the
ordinate. TPC clusters close to the
field cage walls (within 2 cm distance)
are omitted during alignment in or-
der to prevent potential distortions of
the drift field from entering the pro-
cedure. The data have been kindly
provided by S. Dørheim, TUM.

TPC

CDC

True/TPC
track position

Shifted
CDC track 
position

Figure 5.2: Schematic explanation of
the effect introduced by a wrong de-
scription of the CDC wire plane posi-
tion: A shift of the wire plane position
results in a CDC track (solid straight
line) that is equally shifted w.r.t. to
the true track position measured by
the TPC (solid circles, dashed line).
When minimising relative residuals,
the alignment procedure attempts to
compensate this effect by introduc-
ing a global rotation AΦ of the TPC,
resulting in transformed cluster posi-
tions (hollow circles).

the reference track penetrates the inner wall of the CDC. A distinct, periodic
pattern is observed, which is correlated with the segmentation of the CDC into
16 sectors. The investigation of this effect [55] has revealed that the structure
is correlated with the timing offset t0, which is not optimally determined by
the FOPI calibration procedure (cf. Sec. 3.2.1). As evidence supporting this
interpretation, the same data is shown in Fig. 5.4 after the value of t0 has been
manually changed. While the periodic pattern is still visible, the situation is
clearly improved by the introduction of this manual shift.

5.1.1 Summary and implications

In the foregoing, clear evidence of systematic problems in the FOPI CDC has
been presented. The plausibility of the hypothesis of i) an effective shift of the
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Figure 5.3: Extrapolation residuals
(distance in the azimuthal plane) in
the TPC after the initial alignment
as a function of the azimuthal angle Φ
of the penetration point of the CDC
reference track. The data have been
kindly provided by S. Dørheim, TUM.
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Figure 5.4: Same data as in Fig. 5.3,
after introducing a manual change of
the CDC readout-time offset t0 (cf.
Sec. 3.2.1) by ∼ 8 ns. The data have
been kindly provided by S. Dørheim,
TUM.

CDC wire planes w.r.t. their nominal positions and ii) a wrong calibration of
the time offset t0 of the CDC readout electronics has been demonstrated.

However, the “correct” values of the wire plane positions and the timing
offsets t0 could so far only be obtained heuristically. In both cases, a sys-
tematic optimisation of the parameters is required to arrive at the theoretical
performance of combined tracking that can be expected from the intrinsic spa-
tial resolution of the TPC and the CDC. Such a quantitative optimisation is
not available at the time this document is written, but will be provided in the
future [55].

Even though the situation could already be improved considerably by using
this heuristic “re-calibration”, the remaining systematic effects still turn out to
be larger than the intrinsic resolution of the CDC. In anticipation of Chapter
7, an important example where this situation can be observed is the spectrum
of the specific energy loss measured in the CDC as a function of the particle
momentum: Figure 5.5 shows a comparison of such dE/dx spectra obtained
both with the momentum calculated with the native CDC (circle) fits and
TPC-combined fits performed with GENFIT. Clearly, the spectrum is more
washed out in the latter case, especially in the low-momentum region.

The reason the systematic problems with the CDC remain unnoticed in the
scheme of the standard FOPI feature extraction lies in the fact that spatial
information external to the CDC (reconstructed vertices, hits registered in the
BAR or RPC detectors) never enters directly into the track fit. The calculation
of the momentum in the x-y plane is thus transparent to a translation of the
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(a) Native CDC circle fits.
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(b) TPC-combined fits.

Figure 5.5: CDC dE/dx as a function of the particle momentum from∼ 2.1·106

matched tracks. Compared are the situations where the momentum is taken
(a) from native CDC circle fits (“Momentum” of CdcTracks, cf. Tab. 4.1) and
(b) from TPC combined track fits performed with GENFIT, after the heuristic
corrections as discussed in Sec. 5.1 has been applied. The data on the ordinate
is identical in both pictures (“Eloss” of CdcTracks, cf. Tab. 4.1).

CDC track as a whole. Both a wrong position of the wire planes and an
incorrect calibration of the timing offset t0 lead to such a translation 1. When
external tracking information is taken into account – in the case of the TOF
detectors – it is only propagated into the polar angle of the CdcTrack (cf.
Tab. 4.1 and the attached discussion). Here, another important peculiarity of
the FOPI feature extraction enters the picture, which will be discussed in the
following section.

5.2 A change of paradigm in the treatment of

the FOPI RPC

The liberal philosophy of the FOPI feature extraction concerning absolute po-
sition information manifests itself in another important systematic effect that
was discovered during the TPC-combined feature extraction of the S339 data.

In addition to the effects in the x-y plane that have been discussed in the
previous section, the CDC also shows variations of the average, global position
along the wire axis (z) of reconstructed tracks in between the individual sectors.
These can be measured by comparing the position measurements provided by
the CDC with track fits performed in the TPC-RPC system. The relative

1The CDC drift-time relation rd(t) is assumed to be linear during the FOPI feature
extraction, cf. Sec. 3.2.1.
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Figure 5.6: Relative shifts between
CDC tracks and TPC-RPC tracks
along the z axis as a function of the
CDC sector number. For each sec-
tor, the data point corresponds to the
mean value of all singe-wire residual
data (an example is shown in Fig.
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Figure 5.7: CDC hit residuals along
the wire direction (z) with respect to
the corresponding GENFIT track fit,
when only hits from the TPC and the
RPC are taken into account. Shown
is a representative example of one sec-
tor.

variations in between sectors when averaging over all wires of each sector are
observed to be of the order of several cm (cf. Fig. 5.6). Figure 5.7 shows the
same data resolved on the single-wire level, in the example of one sector.

Even though the point-resolution of the CDC along the beam axis is one
order of magnitude below that of the RPC (cf. Tab. 4.3), the strategy that is
pursued in the original FOPI reconstruction software is to compensate these
variations by introducing Φ-dependent shifts of RPC modules along the z axis.
As expected from Fig. 5.6, the resulting, modified positions of the RPC mod-
ules are distributed asymmetrically and show fluctuations about the mean
value of several cm (RMS of the distribution ∼ 2.8 cm).

It can be argued that this approach restores consistency of the tracking in-
formation within the CDC-RPC system, in the sense of an effectively improved
momentum resolution. However, it also represents a deliberate deterioration
of the global determination of the particle trajectory along the beam direc-
tion. Most importantly, it renders these modified tracks incompatible with the
external hit information provided by the GEM-TPC. Unfortunately, a proper
calibration of the CDC positions w.r.t. the nominal RPC module positions is
not foreseen in the FOPI reconstruction software. In view of the superior z
resolution of the GEM-TPC, the most favourable strategy for a TPC-combined
tracking is thus to force the RPC modules back to their nominal position in
order to have the maximal amount of globally correct spatial information avail-
able for the final track fits. This is the approach that is taken for the data
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analysis presented in this work 2.

In this situation, a calibration of the CDC on single-wire level can be at-
tempted using the data shown in Figs. 5.6 and 5.7. Such a calibration is biased
in the sense that it is restricted to the RPC acceptance and averages over any
potential z-dependence of the systematics in the CDC. It however represents
a valid strategy to homogenise the available tracking information, making use
of the positional information provided by the TPC. Following this approach,
CDC hits are re-positioned along the wire direction before they enter the com-
bined track fits. It will be shown in Sec. 6.3 that these steps lead to a greatly
improved momentum resolution for tracks penetrating the RPC detector for
the TPC-combined analysis, when compared to the standard FOPI approach.

5.3 Impact on the TOF performance

In the previous section it has been shown that the strategy of the standard
FOPI feature extraction is to optimise the momentum resolution at the expense
of a loss of absolute positioning information. For both the CDC and RPC
systems, alternate calibration methods for the TPC-combined reconstruction
have been presented. In this section, the impact of this new strategy is explored
further.

A simple check of the track fitting performance is the quality with which
the beam spot can be reconstructed, extrapolating combined track fits back
into the target plane. In Fig. 5.8, this is shown for tracks reaching the RPC
detector. The impact of including the TPC data in the track fit is dramatic: If
only FOPI tracking information is used – even when including the additional
hit provided by the RPC –, the quality of the track fit is limited by the poor
resolution of the CDC along the beam axis. In addition, the distribution still
shows systematic effects. After including the hit information provided by the
TPC, however, the beam spot can be clearly resolved within the boundaries
of the target disc.

Such an improvement of the global positioning information should directly
translate into the performance of TOF measurements, as these involve the
total flight distance of the particle. For the purpose of PID, one is interested
in clean reference data samples describing the detector response to different
particle species. In the example of the RPC, the quality of the TPC-combined
track fits allows a simple background rejection by means of a geometric cut on
the beam spot (visualised as dashed Gray line in Fig. 5.8b).

Figure 5.9 shows the spectrum of the reconstructed particle velocity – from
a TOF measurement in the RPC – as a function of the particle momentum.

2This also made a re-calibration of the RPC timing information on the level of the
FOPI data reconstruction necessary. This was kindly performed by Prof. Norbert Herrmann,
Heidelberg.
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Figure 5.8: Back-extrapolation of GENFIT track fits containing a hit in the
RPC into the target plane (z = 0). Compared are (a) tracks only defined in
the CDC-RPC system and (b) tracks also including hit information from the
GEM-TPC. The dashed outline drawn in (b) corresponds to a cut used for
background rejection, as discussed in the text.

The spectra as obtained from the standard FOPI feature extraction and from
the full TPC-combined reconstruction are compared. In the latter case, the
travelled distance of the particle is obtained from the combined GENFIT track
fit. A clear improvement is observed not only in the resolution, but also in
the compatibility of the data with the physical expectation. In addition, re-
construction artefacts visible in the original data are largely removed by the
improved treatment.

As opposed to the situation found earlier regarding CDC dE/dx perfor-
mance (cf. Fig. 5.5), the velocity extraction from RPC tracks represents a
case where the performance of the TPC-combined feature extraction is clearly
superior to the standard FOPI method. Two effects contribute to this im-
provement: i) the RPC covers the forward region of the phase space. Here,
the good z resolution of the TPC and the incorporation of the additional RPC
hit in the track fit outweigh the systematic problems in the x-y plane (cf. Sec.
5.1) in the determination of the particle momentum; This will be explicitly
shown in a quantitative analysis in Sec. 6.3. Furthermore, ii) the travelled
distance has to be estimated from the circle fit and a target vertex assumption
during the standard FOPI reconstruction, but is obtained directly and with a
higher precision from GENFIT track fits. As described in Sec. 4.5.2, the latter
take into account the complete, re-calibrated set of spatial information, the
description of the detector material and the magnetic field map.

Both these arguments can be expected to lose significance when considering
tracks reaching the FOPI BAR array. Figure 5.10 shows extrapolations of BAR
tracks into the target plane, analogue to Fig. 5.8. Also here, a considerable
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(a) Original FOPI RPC velocity vs.
CDC momentum spectrum.
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(b) Recalculation performed with the
GEM-TPC present.

Figure 5.9: Distribution of the particle velocity v obtained from the RPC TOF
measurement as a function of the momentum |p|. Compared are the cases of (a)
the standard FOPI reconstruction without any modifications (“Momentum”
of the CdcTrack and “Velocity” of the RpcTrack, see Tab. 4.1) and (b) the
TPC-combined feature extraction. For (b), the geometric cut indicated in
Fig. 5.8b has been used for background suppression, reducing the statistics by
∼ 35 %. In both plots the relation v = |p|/γm is indicated as dashed lines for
the individual particle masses.

improvement of the recovered image of the beam spot can be observed, which
can be attributed to the improved determination of the track position along
the beam axis. This does, however, not translate into an improved momen-
tum resolution: Fig. 5.11 shows no qualitative improvement of the resulting
TOF data for the TPC-combined analysis. On the contrary, while the overall
resolution of the reconstruction seems to be comparable for both methods, a
systematic shift away from the physical expectation is observed in the case of
the TPC-combined extraction.

The additional hit in the BAR detector, that is taken into account in the
combined analysis, has an uncertainty equal or larger compared to the CDC
hits (cf. Sec. 3.2.2 and Tab. 4.3), and is thus of little help in the compensation of
the systematic effects present in the TPC-CDC system. Most importantly, for
tracks within the acceptance of the BAR detector, the transverse component of
the momentum can be expected to be the dominant one. The situation is thus
similar to the one found in the CDC dE/dx data in the low-momentum region,
where the systematic effects of the CDC in the azimuthal plane dominated the
picture.
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Figure 5.10: Back-extrapolation of GENFIT track fits into the target plane
(z = 0). Compared are (a) tracks only defined in the CDC-BAR system and
(b) tracks also including hit information from the GEM-TPC. The dashed
outline in (b) corresponds to a cut used for background rejection, as already
discussed in the context on Fig. 5.8b.

5.4 Summary & Conclusions

Before continuing with quantitative studies of the performance of the GEM-
TPC in the FOPI setup in the following chapter, the findings of the previous
sections shall be summarised: For the CDC, a heuristic model has been pre-
sented in Sec. 5.1 that can provide an explanation of the origin of the observed
systematic shifts w.r.t. the tracking information supplied by the GEM-TPC.
In addition, problems with the calibration of the timing characteristics of the
CDC readout have been observed. In the discussion of the FOPI RPC in Sec.
5.2, artificial shifts of the RPC modules introduced in the FOPI feature extrac-
tion scheme have been identified as being incompatible with a TPC-combined
analysis.

The following modifications are made to the feature-extracted data as pro-
vided by the FOPI reconstruction software, before being passed to the com-
bined feature extraction algorithms presented in Chapter 4:

– Based on a heuristic model of track distortions, a shift of the CDC wire
planes by 1.8 mm is enforced.

– The time offset of the CDC readout (cf. Sec. 3.2.1) is manually re-
calibrated, based on residual information w.r.t. TPC tracks.

– The positions of the RPC modules, that are artificially shifted in the
FOPI feature extraction, are forced to their nominal value.

– Based on reference tracks defined in this globally correct TPC-RPC sys-
tem, hits measured by the CDC are re-calibrated along the beam direc-
tion on single-wire level.
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(a) Original FOPI BAR velocity vs.
CDC momentum spectrum.
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(b) Recalculation performed with the
GEM-TPC present.

Figure 5.11: Distribution of the particle velocity v obtained from the BAR
TOF measurement as a function of the momentum |p|. Compared are the cases
of (a) the standard FOPI reconstruction without any modifications and (b) the
TPC-combined feature extraction. In both plots the relation v = |p|/γm is
indicated as dashed lines for the individual particle masses.

After implementing these corrections, the discussion of the TOF perfor-
mance of the TPC-augmented FOPI spectrometer has revealed that we have
to distinguish between two distinct classes of tracks for the further analysis:
tracks with and tracks without a hit in the RPC. For the latter, the heuristic
corrections performed on CDC data are not yet sufficient to fully compensate
the influence of the observed systematic effects. It has been shown that the
momentum resolution in the TPC-CDC system (low momentum region in Fig.
5.5) is actually deteriorated by the addition of TPC data. This situation is
not significantly improved for tracks reaching the BAR detector.

For tracks that do leave a hit in the RPC system, the situation is reversed:
The combination of a growing importance of the longitudinal component of the
particle momentum in combination with the excellent resolution of the TPC
along that direction outweighs the problems in the azimuthal plane. As an
additional check of consistency, the data of Fig. 5.5 are shown again in Fig.
5.12, this time limited to tracks reaching the RPC (which are also included
in Fig. 5.5). An improvement in the case of the TPC-combined analysis can
be observed, growing with the magnitude of the particle momentum. This is
consistent with the previous arguments. Again, the reader is referred to Sec.
6.3, where a quantitative analysis of the momentum resolution in the TPC-
CDC-RPC system will be provided.

The main implication of these observations concerns the identification of
particles, which will be discussed in Chapter 7. Especially for low-momentum
tracks that only enter the TPC and CDC detectors, the separation power is
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(b) TPC-combined fits.

Figure 5.12: CDC dE/dx as a function of the particle momentum. From the
data set shown in Fig. 5.5, only tracks entering the RPC are selected.

actually lowered by the incorporation of TPC data. This is a rather unfor-
tunate situation, as precisely in this domain the GEM-TPC could potentially
help to identify charged particles. In anticipation of the discussion of Chapters
7 and 8, this limitation translates into the requirement of having two separate
PID strategies for the momentum region above and below 200 MeV/c.

A more precise, quantitative correction of all the systematic effects dis-
cussed in this chapter could possibly be achieved in the framework of align-
ment (cf. Sec. 4.7), if properly integrated into one consistent mathematical
model. This is currently being attempted [55], but, unfortunately, could not
be completed in time for the analysis presented in this work.

5.4.1 Data stability over time

For the sake of completeness, it should also be noted in the context of this
chapter that during the evaluation of the TPC-combined analysis rather large
variations over time could be observed in the specific energy loss measured
by the CDC. As this is however not directly related to the incorporation of
GEM-TPC data, these findings will be discussed in the context of the PID
strategy in Sec. 7.3.2.
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Chapter 6

Performance of the GEM-TPC
in FOPI

The purpose of this chapter is to provide an overview over the key performance
characteristics of the FOPI GEM-TPC. With the data taken during the 2011
physics campaign at the FOPI spectrometer at GSI, many of the most im-
portant performance aspects can be studied: high-momentum cosmic tracks
from the commissioning phase provide a straight-forward tool to benchmark
the raw spatial hit-to-track resolution of the detector and to map out static
drift distortions caused by imperfections of the field cage (Sec. 6.1). Based
on the π-beam data, track-to-track resolution can be studied in particle-decay
events (Sec. 6.2). After performing combined track fits including the tracking
data from the surrounding FOPI detectors, the contribution of the GEM-TPC
to the momentum reconstruction of the full setup can be quantified (Sec. 6.3).
Data from dedicated calibration runs with radioactive Krypton gas allow the
evaluation of the energy resolution of the GEM-TPC and of pad-wise gain
variations (and their correction) across the amplification plane (both will be
presented in Sec. 6.4). Finally, following the preparatory discussion of Sec.
2.2, the capabilities of measuring the specific energy loss of traversing charged
particles can be put to the test and benchmarked against predictions (Sec.
6.5).

Of the results to be presented in this chapter, one has not been obtained
directly by the author: The thorough analysis of the Krypton data for the
correction of gain fluctuations in the GEM stack (Sec. 6.4) has been carried
out by Roman Schmitz (HISKP, Universität Bonn, publication in preparation).
In order to provide a consistent and complete picture of the performance of
the FOPI GEM-TPC, his results will also shortly be discussed in this chapter
and marked accordingly in the manuscript.
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6.1 Spatial (hit-to-track) resolution and drift

field inhomogeneities

In this section, the basic considerations of quantifying the spatial resolution
of a TPC on the level of single “hits” are explored. The principles behind
the deposition of charge and the following extraction of spatial tracking infor-
mation from the active volume of a TPC have already been detailed in Sec.
2.1. Diffusion during electron drift was identified as a fundamental limitation
in terms of the achievable spatial resolution. Even under idealised conditions,
diffusion prevents the measurement of the individual charge clouds that are
created during primary and secondary ionisation processes.

Additional limits are introduced by the technical realisation of the detector
(cf. Sec. 2.1.2): The structure size S of the readout scheme – given by the
pad size in the detection plane and the timing resolution of the electronics –
presents the lower limit to the accuracy with which a point-like charge cloud
can be measured, even in the absence of diffusion; Distortions of the drift field
translate into systematic, spatial offsets of the measured signals; Finally, noise
introduced by the readout electronics leads to (randomly distributed) fake hits,
further degrading the performance.

In order to study the spatial uncertainty of single detector hits, a reference
is required. Preferably, this would be supplied by high-precision external track-
ing detectors. In the FOPI setup, no such data are available – the GEM-TPC
itself offers the best spatial resolution, as will be shown in the further discus-
sion of this chapter. In this scenario, the best available reference is in principle
given by combined track fits of TPC, CDC and BAR or RPC. The qualita-
tive discussion of Chapter 5 has shown, however, that remaining systematic
problems of the CDC are still larger than the theoretical spatial resolution of
the TPC and the CDC. In this situation, it appears of little worth to quantify
the single-hit spatial resolution of the TPC using such reference tracks. Alter-
natively, one can restrict the reference to the reconstructed track in the TPC
alone. In order to extract hit-to-track residuals in an unbiased way, the hit in
question then has to be excluded from the track fit. In general, the residual r
of a hit at position x with respect to a track is given as

r = c− x (6.1)

with c being the POCA of the hit and the track.
However, the definition of a “hit” in the GEM-TPC is already not straight

forward: At this point, the technicalities on the software side (feature extrac-
tion) introduce a certain level of arbitrariness into the discussion. As detailed
in Chapter 4, the recovered and digitised signals on single-pad level (pad hits,
cf. Sec. 4.2) are further combined to clusters before the information is passed
on to the tracking algorithms. As shown in Sec. 4.3, the clustering procedure
is a quite dynamical process. In the case of no clustering, the lower limit of the
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single-hit resolution is reached. Increasing cluster sizes will naturally reduce
the effective number of hits and their spatial fluctuations around the track
trajectory, however at the price of decreasing the sensitivity to localised or
non-linear track features (e.g. curvature, vertices, kinks).

Such studies of the single-hit resolution have already been performed out-
side the context of this work, and are not repeated here. Figures 1.93 and
1.94 of Ref. [37] show the single-hit resolution obtained from cosmic tracks
during the commissioning phase at the FOPI setup 1. A spatial resolution of
O(300µm) is observed along all spatial directions, which furthermore shows
a dependence on the drift length compatible with the expectations from dif-
fusion. It shall be pointed out again that these numbers already include the
results of the clustering algorithm, and are as such to some extent arbitrary.
From the same data, distortions introduced by imperfections of the field cage
have been mapped out [75]. In this work, a qualitative agreement between the
observed drift distortions and simulation results could be shown. The simu-
lation was based on a detailed description of the field cage electrostatics and
calculations performed with the algorithm described in Ref. [15]. However, the
author did not arrive at a quantitative model that would allow a correction of
such distortions on the level of feature extraction, and the observed distortions
thus enter the analysis of this thesis uncorrected. Their effect is however to
some extend mitigated by the rejection of outlying hits provided by the DAF
(cf. Sec. 4.5.3).

The gist of the previous arguments is that for the extraction of physical
particle properties, the definition of the entire track is the determining factor.
The parameters of the clustering algorithms thus have to be optimised in terms
of the final tracking resolution. Here, concepts like computational performance
and noise reduction are in competition with the preservation of local spatial
information on the level of the clustering algorithm. A quantitative evaluation
of the tracking performance of the GEM-TPC will be provided in the next
section. Single-hit studies, on the other hand, are an important tool for the
study of local detector effects, as discussed above.

6.2 Vertex (track-to-track) resolution

Another way of obtaining a reference point in space for resolution studies is
by reconstructing particle-decay events inside the active volume of the TPC.
In the simplest case, such a reference can be obtained from the decay of a
neutral particle into two oppositely charged tracks. Under the assumption
that systematic effects of the detector cancel out over the phase space of the
decay, the recovered vertex positions will on average agree with the true origin
of the track pairs.

1These measurements have been performed at a drift field strength of |Ed| = 360 V cm−1.
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POCA of π+π− pairs reconstructed
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Figure 6.2: Invariant mass spectrum
of selected K0

s candidates. The spec-
trum shape is captured using a like-
lihood fit with a composite model
consisting of a Gaussian and a first-
order polynomial. The contribution
of the linear background in a ±3σ
mass window around the peak posi-
tion is 6.6 %.

In the analysis of the FOPI GEM-TPC data, vertices are reconstructed
based on pairs of tracks consisting of combined FOPI hit data using the
GFRave interface (cf. Sec. 4.5.4). The result of such a constrained fit un-
der the assumption of a common point of origin consists of a vertex position v
and the modified momenta p1,2 of the participating tracks. Spatial residuals
r1,2 can be defined after computing the points of closest approach c1,2 of the
two original, unmodified tracks with respect to v as

r1,2 = c1,2 − v . (6.2)

In this way the spatial tracking resolution can be studied on track-to-track
level.

The signature used in the following is the decay of the short-lived weak
eigenstate of the neutral kaon into two charged pions:

K0
s → π+π− . (6.3)

We start out with a qualitative assessment: taking the set of all possible π+π−

pairs – without attempting to limit the selection to the actual K0
s decays –

the obtained vertex positions of the pion pairs are expected to be distributed
mostly according to the geometrical overlap of the beam and the target mate-
rial 2. While there is no physics to be learned from this integral spectrum of

2This is only true for primarily produced π. Most of the actual K0
s from K0 production
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Figure 6.3: Vertexing residu-
als (azimuthal pane) from GEN-
FIT/GFRave fits of tracks leaving
a hit in each of the TPC, CDC and
RPC detectors.
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Figure 6.4: Vertexing residuals (az-
imuthal plane) from CDC tracks
(standard FOPI reconstruction, cir-
cular track fits plus polar angle) when
compared to the vertex information
imported from the TPC-combined
analysis.

π+π− vertices, one can immediately get an impression of the improvement of
the vertexing-performance when adding the GEM-TPC tracking information
to the analysis. Figure 6.1 shows the reconstructed vertex positions along the
beam axis both with and without using GEM-TPC information. The tracking
performance along the beam axis is improved drastically by the presence of the
GEM-TPC. The target disc at z = 0 is clearly resolved, as well as additional
structures at the end of the beam line at z ≈ −21 cm and z ≈ −22 cm. These
are believed to correspond to an inefficient veto detector and the beam pipe
window (cf. Sec. 3.2.4).

In the next step, in order to get more quantitative, the selection of the π+π−

pairs is now restricted to genuine K0
s decays. This is achieved by selecting only

vertices that were reconstructed outside of the target material. Details of this
identification follow in the context of the dedicated analysis of this channel,
presented in Sec. 8.5. In the K0

s case the definitions leading to Eq. (6.2) are
adapted by changing the labels for the two charged pions: (1, 2) → (+,−).
From the two momenta p+,− and using the pion mass mπ± = 139.570 MeV/c2,
the four-momentum of the parent particle pπ+π− = (E+ +E−,p+ +p−) can be
constructed. The corresponding distribution of the invariant mass is shown in
Fig. 6.2. The surviving background is due to fake K0

s candidates.

The invariant π+π− mass is now utilised further to put an additional con-
straint on the set of vertices that are to be taken into account for the resolu-

at the S339 beam energy decay within a few cm and will be hidden in this distribution to a
large extent. For details see Sec. 8.5.
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tion extraction: Only reconstructed vertices that fall into a ±3σ mass window
around the peak position are considered. Figure 6.3 shows the obtained dis-
tribution of both residuals r+,− of the surviving 40,700 K0

s candidates in the
projection onto the azimuthal plane.

For comparison, the procedure is repeated using only FOPI tracking infor-
mation (circle fits, cf. Sec. 4.1.1) for the residual calculation according to

rF
+,− = cF

+,− − v , (6.4)

where v is the same as in Eq. (6.2) – acquired using GENFIT tracks including
GEM-TPC hits – and taken as the true vertex position. The projection of all
rF in the x-y plane is plotted in Fig. 6.4. Again, the improvement when taking
into account GEM-TPC hit information is clearly visible, but less dramatic
as observed along the beam direction. It should be noted, however, that this
comparison is somewhat theoretical, since such a clean selection of K0

s candi-
dates for FOPI CDC tracks was only possible using the GEM-TPC hit data in
Eq. (6.4). Once again, the reader is referred to Sec. 8.5 for details of the K0

s

identification.
The distribution shown in Fig. 6.3 can be well described using a bivariate

Gaussian model. A one-dimensional projection of the data and this fit is shown
in Fig. 6.5. One observes a well-defined central peak sitting on a small back-
ground which is sufficiently well modelled using another Gaussian component.
The integral fraction of the Gaussian background contribution amounts to
6.1%, which is in fairly good agreement with the integral background fraction
(6.6 %) in the ±3σ mass window used earlier for the K0

s candidate selection
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(Fig. 6.2). It thus seems reasonable to ignore the background contribution in
the extraction of the vertexing resolution in the x-y plane. From the fit, an
average central width of 〈σxy〉 = 270.2 ± 1.6µm is obtained. Systematic un-
certainties due to the imperfect description of the data by the fit are expected
to exceed the statistical uncertainty, but are not investigated further.

Finally, the z-component of the residual distribution remains to be stud-
ied. It exhibits a non-Gaussian shape and is shown in Fig. 6.6. A likely source
of this more washed-out structure is a wrong drift velocity used during data
reconstruction. Once the drift velocity will be directly obtained from the align-
ment procedure (cf. Sec. 4.7), it would be worthwhile to re-visit this study. In
order to extract a number for the resolution, the distribution is yet again mod-
elled with a composite two-Gaussian density. However, the previous argument
of well-separated “signal” and “background” contributions cannot be applied
in this case. An upper limit estimate for the z-vertexing resolution of the de-
tector setup can be given as the weighted mean of the Gaussian widths from
the fit: 〈σz〉 = 580.3 ± 5.6µm. As before, only statistical uncertainties of the
fit parameters are considered.

Owing to the short range of the studied K0
s , the above results are to be

understood as a measurement at z ≈ 0 which corresponds to a drift length
in the GEM-TPC of ≈ 45 cm (cf. Fig. 3.6). In summary, it has been demon-
strated that the GEM-TPC dominates the spatial tracking resolution of the
S339 setup.

6.3 Momentum resolution

Neglecting the impact of multiple scattering, the curvature uncertainty δk
due to the finite statistical sample and the single-measurement resolution can
generally be estimated (see Ref. [28]) using

δk =
δx

L2
·
√

720

Nh + 4
, (6.5)

where

δx absolute spatial uncertainty of the detector hits perpendicular to the
trajectory,

L length of the track in the bending plane projection,
Nh number of hits participating in the track fit.

Compared to the main FOPI tracking detector, the GEM-TPC is a small
device. For the FOPI magnetic field and for tracks lying in the x-y plane,
|p| = 500 MeV/c, L = 10 cm, Nh = 20 and δx = 300µm (motivated by
the previous sections), Eq. (6.5) translates into a relative resolution for the
reconstructed momentum of δ|p|/|p| ∼ 45 %, if only the GEM-TPC track
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data were to be considered. It is thus clearly not of great value to study
the momentum resolution of the TPC alone. However, considering the vastly
improved tracking resolution along the beam direction in the TPC-combined
setup (cf. Fig. 6.1), it is certainly interesting to investigate the impact of the
TPC on the final momentum resolution of the entire spectrometer.

For this determination, a reference measurement of the particle momentum
is required. The most accurate measurement available in the FOPI setup
is the particle travel time measured by the RPC (cf. Sec. 3.2.2). From the
corresponding particle velocity v and using

|p| = γmv (6.6)

the reference value |p|ref is directly obtained. In the following, the momentum
reconstruction performance is compared between i) standalone FOPI feature
extraction and ii) a re-analysis using also the matched TPC information and
the extraction tools and algorithms described in Chapter 4.

Apart from the requirement of a matched hit in the RPC, for this study
the track selection is constrained to protons only, since these can be identified
rather easily over a wide momentum range (see the discussion in Chapter 7).
The particle velocity is calculated using the TOF value and the full, combined
track fit based on the spatial hit information from TPC, CDC and RPC (cf.
Sec. 5.3). For the computation of the reference value given by Eq. (6.6), a
proton mass of mp = 938.272 MeV/c2 is used.

In order to study the performance as a function of the momentum, the
reconstructed momenta are organised into bins of the reference momentum,
each of which is 25 MeV/c wide. The study is limited by the RPC phase-space
acceptance to the range 350 < |p|ref < 800 MeV/c. Figure 6.7 shows the distri-
bution of the differences of the recovered momenta with respect to |p|ref from
both reconstruction scenarios in the example of one such bin. The properties
of the spectra are captured using likelihood fits with a two-component Gaus-
sian model. The second Gaussian component of the fit function improves the
modelling of the tails of the spectra, but the central component is dominant
with a contribution to the fit of well above 90 % over the full momentum range
(Fig. 6.8). All values extracted from the fits in the following correspond to the
weighted mean from both contributions.

The results of this study are shown as a function of the particle momen-
tum in Figs. 6.9 and 6.10. In Fig. 6.9, a systematic shift of the mean of the
reconstructed momenta with respect to |p|ref of ∼ 20 MeV/c in the case of
the standalone FOPI reconstruction is observed. In contrast, the momentum
recovered from the TPC-combined analysis is in good agreement with the ref-
erence value.

Figure 6.10 compares the relative resolution that is obtained from the
widths of the distributions for both reconstruction scenarios. Both data sets
follow the same general trend and show only a weak dependence on the particle
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momentum. Again, the values obtained with from the TPC-combined data are
drastically improved (29 % - 34 %) in comparison to the native FOPI analysis,
and are found to be well below 5 % over the studied momentum range.

The reason for the improved resolution can be traced back to the system-
atic effects in the combined CDC-RPC system, which have been discussed in
Sec. 5.2: When forcing the RPC module positions to the default value and
applying the corrections for CDC hits (cf. Fig. 5.7), combined fits in the TPC-
CDC-RPC system greatly benefit from the globally correct and consistent set
of information. The source of the wrong absolute value of the momentum ex-
tracted from the standard FOPI reconstruction, however, could ultimately not
be determined: Also the artificially shifted RPC modules had been distributed
around the correct mean position, and the RPC positions thus cannot explain
a global offset. Other known shortcomings of the momentum extraction as
performed in the native FOPI reconstruction are i) the missing treatment of
energy loss (circle fits), ii) the assumption of a constant magnetic field and iii)
the systematic shifts CDC tracks in the azimuthal plane (cf. Sec 5.1). The first
should result in too small values of the momentum, and the neglected energy
loss is also of a different magnitude. It thus cannot provide a valid explana-
tion. The effects of the latter items would have to be studied in dedicated
simulations. Such an evaluation is, however, not part of this work.
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6.4 Gain calibration & energy resolution

A widely used method for the energy calibration of gaseous detectors is the
introduction of the meta-stable, isomeric state 83m

36 Kr of Krypton into the active
volume of the detector. The method is attractive mainly because it does
not require any physical invasion of the detector and allows full coverage of
its active volume. The reconstruction of the well-known decay spectrum of
83m
36 Kr allows the calibration of the absolute effective gain as well as a study of
gain variations over the amplification stage. As discussed in Sec. 2.1.4, such
variations are of particular interest for gas-amplification systems realised with
a stack of GEM foils.

For this purpose a 83
37Rb source (2.5 MBq activity, produced at HISKP,

Bonn) was installed during the 2011 setup at FOPI into the gas system of the
GEM-TPC in a separated, parallel pathway [37]. 83

37Rb decays (via electron
capture, lifetime τ = 124 d) predominantly into the desired meta-stable state
of Kr, which features an excitation energy of 41.6 keV. Switching the gas
supply to the pathway containing the Rb source feeds the produced 83m

36 Kr into
the active detector volume for calibration purposes.

The meta-stable state further decays (energy of the transitionEtr = 32.2 keV,
lifetime τ = 2.64 h) into a short-lived state at 9.4 keV, which finally undergoes
another transition into the ground state (τ = 212 ns). A simplified sketch of
the decay scheme is given in Fig. 6.11 3. The crucial property of these last two

3Here, only the decay channels relevant for the calibration are considered.
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Figure 6.12: Signals from two close-
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36 Kr decays as recorded on the
GEM-TPC pad plane. Pads with an
amplitude below threshold are shown
only by their outlines.

processes for the purpose of calibration is that both occur predominantly via
internal conversion (IC), producing a short-ranged electron carrying the net
energy Ee. Transitions via gamma emission only occur rarely in comparison
(0.5� and 5 % of the cases, respectively, cf. Ref. [76]).

The net energy carried away by the conversion electron is given by the
transition energy minus the binding energy of the electron prior to emission:

Ee = Etr − Eb . (6.7)

The following de-excitation of the electron shell can occur either through
emission of an X-ray γ or (an) Auger electron(s), the latter being the dom-
inant mechanism. For the 9.4 keV transition, only the weakly bound outer
shell (L, M, N) electrons are viable carriers (Eb < 1.92 keV, cf. Ref. [77]).
Outer electrons are also predominantly involved in the 32.2 keV IC transition,
but the higher transition energy additionally allows inner-shell electrons with
Eb > 10 keV to participate.

The emitted conversion electrons are stopped quickly in the gas, transfer-
ring the energy Ee in ionisation processes. If the following shell de-excitation
occurs through Auger emission, the full transition energy Etr is thus stored in
the detector gas. The short mean range of the involved e− leads to spatially
confined clouds of ionisation charge that can be reconstructed easily. Figure
6.12 shows an example of typical signal patterns from such decays, recorded
with a random trigger.

Neglecting threshold effects, the measured total amplitude AKr (ADC chan-
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nels) of such a localised Kr cluster Eq. (2.32) becomes

AKr =
Etr

W
· Geff

s
, (6.8)

with

W mean ionisation energy of the gas mixture (eV/e−, cf. Eq. (2.1)),
Geff effective gain,
s single-channel sensitivity of the readout chain (e−/ADC ch.).

With W and s known (cf. Tab. 3.1), reconstructing the full energy deposit of
Kr-decay events allows i) the global calibration of the effective detector gain
and ii) the study of pad-wise gain variations from a large statistical sample.
The following results from the analysis ([78]) of the Kr calibration data have
been provided by Roman Schmitz, HISKP, Universität Bonn.

The shaded distribution in Fig. 6.13 shows the raw spectrum of the total
Kr-cluster amplitude according to Eq. (6.8). The structure can be understood
as follows: the dominant peak at the largest cluster amplitudes corresponds
to the full 41.6 keV excitation energy of the meta-stable Kr state. In this case
both core transitions occurred via IC and the associated shell de-excitations
via Auger emission, thus the full energy is dumped into the detector gas; The
second-largest peak at AKr ≈ 17 · 103 ADC ch. actually has two contributions:
i) the 9.4 keV-to-ground-state transition occurs via γ emission (≈ 5 % of all
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Universität Bonn.

cases) and only the IC / Auger e− of the 32.2 keV transition are measured,
and ii) the first IC involves a K-shell electron (≈ 13 % of all cases) and Ee =
19.5 keV together with the IC / Auger electrons from the 9.4 keV transition are
measured; The peak at AKr ≈ 7 ·103 ADC ch. is linked to the former K-shell IC
and corresponds to the conversion of the associated 12.7 keV X-ray elsewhere
in the detector; The last visible structure is the 9.4 keV peak, originating from
the conversion of an escaped 9.4 keV photon.

From the amplitude data, the global gain is fixed via Eq. (6.8). Figure 6.14
shows the gain as a function of the GEM voltage for the two gas mixtures used
in the FOPI GEM-TPC. This can be compared to Fig. 1.75 of Ref. [37], which
shows a gain measurement of the GEM stack in an external test setup. The
extraction from the Kr data offers a more direct measurement, since the GEM
stack is operated in the actual detector environment.

6.4.1 Application for pad-wise amplitude correction

The large amount of available 83m
36 Kr data also allows the study of gain vari-

ations in between the individual readout channels. After carefully analysing
the shifts of the recorded spectra for individual channels [78], each readout
pad k can be assigned a gain correction factor gc

k, so that the recorded, raw
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amplitude a′k of each pad hit (cf. Sec. 4.2.1) can be corrected:

ak = gc
k · a′k . (6.9)

Figure 6.15 provides a visualisation of the obtained correction factors for
all readout pads. The most striking features are the iris-shaped lines following
the segmentation borders of the (last two) GEM foils (cf. Sec. 3.1.2), where
the effective gain is lower (gck > 1). In addition, a darker, cross-shaped pattern
is visible, most likely caused by stress applied by the mounting structure of
the GEM stack. In these regions of larger foil tension, an increase in effective
gain is observed (gck < 1).

The correction of the pad hit amplitudes ak, according to Eq. (6.9) and the
data shown in Fig. 6.15, is performed for all reconstruction results shown in
this work. The effect of this correction can be seen most directly in the Kr
decay spectrum of Fig. 6.13 (open distribution): pad-wise calibration enhances
the energy resolution of the detector by more than 40 %.

6.5 Specific-energy-loss performance

In Sec. 2.2, the physical principles behind the energy loss which particles suffer
through the ionisation of gas atoms were detailed. The mean rate of energy
loss 〈dE〉 per travelled distance dx is given by the Bethe equation Eq. (2.26)
– already including the density effect in this formulation. For convenience it
is repeated here:

−
〈

dE

dx

〉
B

=
ZρNA

A
· 4π

me

·
(
zα~
β

)2 [
ln

2mec
2β2γ2

I
− β2 − δ(β)

]
. (6.10)

Equation (2.13) links the above rate to macroscopic measurements of ∆E/∆x
under the assumption that ∆E is negligible compared to the total kinetic en-
ergy of the particle. Due to the statistical nature of the underlying scattering
processes, however, ∆E/∆x is expected to fluctuate around the mean value
given by Eq. (6.10). This aspect has already been addressed in Sec. 2.2.2, and
it was found that the distributions describing these fluctuations (“straggling
functions”) are largely asymmetric and long-tailed for measurement parame-
ters typical for a TPC (cf. Fig. 2.6b).

The crucial property of Eq. (6.10) is that it depends only on the velocity
β of the projectile. This means that for a given momentum of the projectile
particle the mean energy loss separates for different particle species. If the
resolution with which the energy loss of a detected particle can be reconstructed
is sufficient, this fact can be used to identify the particle species.

Before discussing the contribution of the GEM-TPC to particle identifica-
tion (PID) in the full FOPI setup in Chapter 7, this section is concerned with
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the benchmarking of the “dE/dx” measurement 4 performance of the detector.
As a final remark before proceeding, the reader is pointed to Ref. [25], where
the results of this study have already been published by the author 5. Since
the initial publication, however, the feature extraction quality could be further
improved. The most recent results are presented in the following.

6.5.1 Extraction method

The fundamental unit of information about the deposited energy due to ioni-
sation “dE” is given – via Eq. (2.1) – by the corrected amplitude ak (cf. Sec.
6.4.1) of a single pad hit. As discussed in Sec. 2.2.3, the proportionality of
such an amplitude measurement to the actual energy deposit is threatened by
detector effects (and further complicated by diffusion). The most important
such effect is due to gain fluctuations in the GEM stack. It was shown in the
previous section, how this can be corrected on single-pad level.

Information about the travelled path length (“dx”), on the other hand, has
to be inferred on the level of final feature extraction (particle tracks). Here,
it is common practice to fall back to structural features of the readout stage
(e.g. “pad rows”) for a (simplified) definition of ∆x. This has the disadvantage
of mixing contributions from different straggling shapes, which are a function
of ∆x. Due to the high degree of symmetry of the FOPI-TPC pad plane, we
are not tempted to introduce such simplifications. Instead, the energy loss
information is obtained directly from the full, combined track fit.

Using this information, the available amplitude data can be sampled along
the actual particle path: All pad hits within a fixed step length ∆x are collected
by walking along the obtained track fit in three-dimensional space. For the i-th
step, this is realised by constructing planes Pi and Pi+1, both perpendicular
to the track and defined in such a way, that the path along the track between
them has the length ∆x. The set of all pad hits Ωi, lying between Pi and Pi+1,
are combined to one measurement Ai/∆x, where

Ai =
∑
k∈Ωi

ak . (6.11)

The procedure is visualised in Fig. 6.16.
Similar to Eq. (6.8), the amplitudes Ai can now be related to the actual

energy loss ∆Ei in the corresponding gas volume 6. Since absolute values are
of no concern in the following discussion, the statement

A ∝ ∆E (6.12)

4The rate dE/dx is never measured, but is connected to macroscopic measurements of
∆E/∆x via Eq. (2.13) in good approximation.

5The publication is also appended to this document, cf. Appendix B.
6In the direction perpendicular to the track, the effective volume is limited by the hit-

to-track association performed during pattern recognition, cf. Sec. 4.4.
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Figure 6.16: Sampling procedure for the amplitude/∆x extraction. Hexag-
onal slabs represent single measured pad hits, their displacement out of the
measurement plane corresponds to the different hit times. All hits located in
between two adjacent planes – perpendicular to the track fit and distributed
with a fixed step length ∆x along the particle trajectory – are combined into
a single measurement. For this selection, only the centre of gravity of the
hexagons is taken into account.

shall suffice to treat the extracted amplitudes as the actual energy loss ∆E.
The extracted pairs of Ai/∆xi for each particle track can then be regarded as
a measurement of the straggling spectrum f(∆E; ∆x,β).

For infinitely large sample sizes per track, the moments of the measured
straggling functions would exhibit an uncertainty only due to the energy res-
olution of the detector. In reality, they are subject to statistical fluctuations,
and this effect is enhanced by the non-trivial shape of f(∆E; ∆x,β). The
widths and separation of the measured distributions define the capability to
discriminate between particle species.

Truncated mean

At the end of the general discussion of energy loss in Sec. 2.2.3, the technique
of extracting the “truncated mean” from such measured straggling spectra
was introduced. It was motivated as a necessary alternative to reconstructing
the exact, asymmetric shape of the straggling spectra f(∆E; ∆x,β) in the
scenario of small sample sizes, which is the situation we find for FOPI GEM-
TPC energy-loss data.

The basic idea is to reduce the statistical uncertainties affecting the re-
covered straggling spectra by truncating the tail of the energy-loss straggling
spectrum and then take the simple mean 〈∆E〉tr of the remaining distribu-
tion as a stable – nevertheless biased – estimator. Instead of the actual mean
energy loss 〈∆E〉 expected from the Bethe energy loss rate of Eq. (6.10), the
truncated values will be much closer to the most probable value ∆Emp of the
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straggling distribution (cf. Fig. 2.6b). In the application of particle identifica-
tion we are ultimately interested in, this should not lead to worry: in the end,
only differences between particle species will matter. In practice, it can be the
case that in addition to cutting away a fraction thigh of the highest values also
a truncation on the other end of the spectrum (by a fraction tlow) helps to
improve the final performance.

Expected resolution

Before moving on to a quantitative study of the obtained energy-loss spectra
and resolutions, it is helpful to introduce a detector-independent model for the
resolution of energy-loss measurements with gas detectors. In their work on
charged-particle identification, Allison and Cobb [33] gave a phenomenological
parametrisation of the expected resolution R (in % FWHM) of gas detectors
as a function of the available size Ns of the ∆E/∆x sample, ∆x (in cm) and
the gas pressure P (in atm):

R(Ns,∆x, P ) = 0.96 ·N−0.46
s · (∆x · P )−0.32 . (6.13)

This result is based on the analysis of data from multiple experiments, all of
them using Ar-based detectors and operational parameters corresponding to a
sample-size range of roughly 50 . Ns . 300. It is also mentioned that for a
truncated-mean analysis a slightly modified exponent for the sample size leads
to a better description of the data:

Rtm(Ns,∆x, P ) = 0.96 ·N−0.43
s · (∆x · P )−0.32 . (6.14)

In the form of Eq. (6.14), this parametrisation is commonly used as a bench-
mark for the energy resolution of gas detectors. It should be stressed, how-
ever, that the result from Allison and Cobb is based on data with significantly
larger sample sizes than those appearing in the analysis of the GEM-TPC data
(O(100) as opposed to ∼ 20). In the following discussion it will become clear
that asymmetries of the recovered samples of ∆E/∆x data play an important
role in the case of FOPI GEM-TPC data. It is thus a priori not clear how
well Eq. (6.14) can be extrapolated into that regime in order to use it as a
benchmark.

6.5.2 Remaining asymmetries: A Monte Carlo study

The truncation method helps to attenuate the effect of statistical fluctuations
by reducing the asymmetry of the underlying distribution, but the efficiency
of the truncation is itself limited: for very small sets of (∆E,∆x) pairs per
track – or for very short track lengths, equivalently – the probability that pairs
from the high-energy tail survive the truncation grows. In that case, parts of
the original asymmetry will bleed into the distributions of 〈∆E〉tr.
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The link between ∆E/∆x sample size and the remaining asymmetry has
been investigated in a data-driven Monte Carlo study. For this purpose, a
clean sample of proton tracks from a narrow momentum window was isolated
from the data using FOPI’s most powerful PID system, the RPC (cf. Chapter
7). From this raw spectrum – prior to any truncation – a certain number N ′

of ∆E/∆x measurements is drawn, simulating a track of length l = N ′∆x.
The extracted sets are then truncated and the obtained spectra are studied as
a function of N ′.

The truncated proton ∆E/∆xtr spectrum shows the expected dominant
Gaussian component, but – as already conjectured – it also exhibits an asym-
metry, growing with smaller sample size N ′. In order to quantify this effect,
a parametrisation is required that is able to capture this general shape. A
well-suited choice is the convolution CEG(ε;µ,σ,τ) = E(ε; τ) ⊗ G(ε;µ,σ) of
an exponential decay function E(ε; τ) and a Gaussian distribution G(ε;µ,σ).
Here τ is the decay constant, µ and σ are the Gaussian mean and standard
deviation, respectively.

CEG(ε;µ,σ,τ) has the analytic form

CEG(ε;µ,σ,τ) =
τ

2
· exp

[τ
2

(
2µ+ τσ2 − 2ε

)]
· erfc

(
µ+ τσ2 − ε√

2σ

)
,

(6.15)

where erfc(ε;µ,σ,τ) is the complementary error function. Properly normalised,
CEG(ε;µ,σ,τ) can be regarded as the probability density function (pdf) of the
detector response ε to protons, ptpc(ε|proton), which in the present case is
the specific energy loss measured by the GEM-TPC. This probabilistic inter-
pretation can be used to combine measurements (from multiple detectors) in
the attempt to identify the unknown particle species, as will be discussed in
Chapter 7.

The variance of CEG is σ2 + 1/τ 2. In the limit τ → ∞, the exponen-
tial component vanishes and a normal distribution is recovered, so the ratio
σ/
√
σ2 + 1/τ 2 is a straight-forward measure of the asymmetry. Figure 6.17

shows this ratio as a function of N ′. It slowly approaches 1 for large sample
sizes (track lengths) 7. In the region relevant for GEM-TPC data (Gray area),
however, the asymmetry is already quite large. Also shown are the obtained
“resolutions” both in terms of the full width at half maximum (FWHM) and
simply by taking the standard deviation of the Gaussian component from Eq.
(6.15).

Finally, the solid black lines in Fig. 6.17 represent the phenomenological
prediction by Allison and Cobb [33], also for both the FWHM and – under

7For real, correlated track data the straggling function never becomes purely Gaussian:
The requirement of identically distributed random variables in the central limit theorem is
not met, since the particle loses energy along its path (Eq. (2.13) is only an approximation).
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Figure 6.17: Monte Carlo study of obtained resolutions according to fits using
Eq. (6.15) as a function of the number N ′ of ∆E/∆x measurements (before
truncation). A step length of ∆x = 0.5 cm and a truncation of the 5 % (25 %)
lowest (highest) measurements were used. The two broken lines show the
obtained resolutions in terms of FWHM and Gaussian σ extracted from the
fit. The corresponding asymmetry σ/

√
σ2 + 1/τ 2 is also drawn. The two solid

black lines A and B show the external parametrisation by Allison and Cobb:
Line A corresponds directly to Eq. (6.14), line B is scaled down by factor of
1/2.35, representing a Gaussian assumption. The Gray area marks the relevant
window for actual FOPI GEM-TPC data when using this step length.

the assumption of a Gaussian shape – σ. The agreement of the latter with the
Gaussian resolution component extracted from the data is quite remarkable,
but it should be stressed again that Eq. (6.13) was originally parametrised
using measurements in the regime N ′ ≈ 100.

In summary, the results of the presented Monte Carlo study suggest a
strong agreement between the energy-loss resolutions obtained with the FOPI
GEM-TPC and the “prediction” provided by Eq. (6.14). The asymmetries of
the truncated energy-loss spectra can be understood as arising from statistical
fluctuations and can be fully absorbed in form of the single parameter τ . Figure
6.17 can provide additional justification for an extrapolation of the obtained
resolution values to larger GEM-TPCs.

6.5.3 Experimental results

Figure 6.18 shows the specific-energy-loss spectrum of the GEM-TPC as a
function of the particle momentum, separated by the sign of the particle charge.
The discrimination between “∆E/∆x” and “dE/dx” is dropped from here on
out, respecting common practice 8.

In order to extract a value for the “dE/dx resolution” of the detector,
the data is divided into bins of the particle momentum with a common width

8Equation (2.13) is understood to hold.

109



)cmomentum (GeV/×Charge 

π-/π+

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

(a
. u

.)
trx

/d
Ed

0
1
2
3
4
5
6
7
8
9

10

# 
en

tr
ie

s

1

10

210

310

e-/e+
K+

p d

Figure 6.18: Spectrum of obtained dE/dxtr values from the GEM-TPC as
function of the particle charge×momentum (GENFIT fit of combined FOPI
tracking information). 2.1·106 tracks from the π data have entered the analysis.
The GEM stack was operated at 81 % of the nominal voltage in a Ar/CO2

[90/10] gas mixture.

of 25 MeV/c, now no longer separating between different signs of the particle
charge. The peaks of the resulting projections are captured (binned maximum
likelihood fits) by a composite model constructed from Eq. (6.15),

M(ε) =
∑
x

wxC
x
EG(ε;µx,σx,τx) , (6.16)

where the index x runs over an appropriate selection of particle species and
the coefficients wx give the corresponding statistical weight. Figure 6.19 shows
two selected bins, demonstrating the quality of the fit.

From these spectra in narrow momentum bins, the resolution of the dE/dxtr

measurement can be extracted. Due to the nature of the fit function Eq. (6.15),
it can be formulated in terms of the Gaussian σ or the full width at half maxi-
mum (FWHM) of the peak. The result of this evaluation is shown in Fig. 6.20
as function of the particle momentum.

Considering once more Fig. 6.18, it is clear that by organising the underly-
ing data set in momentum bins of finite width, the slope of the Bethe-energy-
loss curves will lead to an additional broadening of the binned spectra. This is
especially true for low momenta. Another glance at Fig. 6.19 reveals, however,
that this effect seems to be very efficiently described by the exponential con-
tribution to the fit function. It is thus clear that the exponential component
serves to absorb two effects: i) the truncation remnants of the high-energy tail
of the straggling spectra as discussed in Sec. 6.5.2, and ii) the contribution of
the Bethe slope picked up during the binning of the data in momentum space.

In this light it appears reasonable to regard the Gaussian component –
governed by the parameters µ and σ of Eq. (6.15) – as the best-suited figure
of merit. Figure 6.17 can be used – to some extent – to judge the validity of
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Figure 6.19: GEM-TPC specific energy loss measured in two different ranges
of the particle momentum. The spectra are fitted with the composite model
given in Eq. (6.16).

this approach.

Choice of parameters & selection cuts applied

The free parameters of the presented extraction method are the step length ∆x
during amplitude sampling (cf. Fig. 6.16) and the truncation limits tlow, thigh.
The most solid lever arm for their optimisation is the relative peak width of
the resulting dE/dxtr spectra for a given particle. Using protons as reference
species, the optimal settings were found to be a truncation of the lowest 5 %
and the highest 25 % of the collected samples, while for the step length a choice
of ∆x = 0.5 cm gives the best results 9. In addition, two cuts are applied during
extraction of TPC ∆E/∆x data:

– the number of ∆A/∆x samples per track must be equal or larger than
13.

– for the radial position rpad of the centre of gravity of the pad hit we
require 6.0 cm < rpad < 14.0 cm.

For the motivation and discussion of both cut choices the reader is referred to
Sec. 4.3 of Ref. [25].

Impact of the pad-wise gain calibration

Finally, the effect of the pad-wise calibration of the effective detector gain
(cf. Sec. 6.4.1) on the specific-energy- loss performance is studied. Figure 6.21
provides a direct comparison of results obtained with and without gain calibra-
tion on pad level for otherwise identical reconstruction parameters. A relative

9See Fig. 13 of Ref. [25].
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improvement of 14.3 % on the final resolutions is observed. A comparison to
the 40 % improvement seen in the raw energy resolution (cf. Fig. 6.13) reveals
that the dominating effects limiting the specific-energy-loss performance are
of conceptual nature, e.g. given by the limitations faced when reconstructing
the moments of straggling spectra (truncated mean analysis).
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Chapter 7

A new approach towards
combined PID in FOPI

In the past, FOPI data has been analysed using hard cuts in selected spectra
of detector response data in order to identify particle species. While trivial
to implement, this approach does not make optimal use of the complete set
of PID-relevant information contained in the data. It is also especially vul-
nerable to background in the spectra, detector systematics and reconstruction
artefacts.

In Sec. 6.5, a method to extract the resolution of a measurement of the spe-
cific energy loss (“dE/dx”) in the FOPI GEM-TPC has been presented. While
spectra of the dE/dx data in bins of the particle momentum show distinguish-
able peaks for different particle species, the level of separation certainly does
not allow to perform hard cuts on the particle identity. However, it could be
shown that the peaks generated by different particle species can be accurately
described by a suitable mathematical model M (c.f. Eq. (6.15)). Fits of the
model to the data provide a probabilistic description of the measured detector
response.

It is the purpose of this chapter to demonstrate how this technique can
be extended to other detectors of the FOPI setup, and how the complete
set of information from all participating detector systems can be merged into
one probabilistic, albeit phenomenological approach towards combined PID.
However, this approach currently cannot be used for small particle momenta,
where remaining problems with the FOPI CDC unfortunately still dominate
the picture (as discussed in Chapter 5). As a consequence, the discussion in
this chapter will be limited to the momentum region above 200 MeV/c.

The methods discussed in the following are – to the knowledge of the author
– the first such attempt on FOPI data. In Sec. 7.1, the data sets used for the
characterisation of the detector response of the participating systems will be
presented. This will be followed by an overview over all performed fits in bins of
the particle momentum (Sec. 7.2). Section 7.3 will introduce the mathematical
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tool used for combining the obtained descriptions of the detector response into
one probabilistic model for the purpose of PID. In the course of this discussion,
also the issue of the stability over time of the detector response spectra will
be addressed. Finally, some details of the usage and implementation of the
procedure on the level of software code will be provided in Sec. 7.4.

7.1 Detector data used for PID

The systems contributing to particle identification in the TPC-augmented
FOPI spectrometer are (cf. Chapter 3):

– The GEM-TPC, measuring the specific energy loss of traversing particles.
Due to its comparably small size, the GEM-TPC is not expected to play a
dominant role in the task of particle identification in the full FOPI setup.
As demonstrated in Sec. 6.5, the GEM-TPC offers a dE/dx resolution
of ∼ 15 %.

– The FOPI CDC, which also contributes to PID with a measurement of
the specific energy loss.

– The FOPI RPC, providing a measurement of the TOF of traversing par-
ticles w.r.t. to the event time. The resulting timing resolution combined
with the FOPI trigger system (cf. Sec. 3.2.4) is below ∼ 100 ps, and it will
be shown that the RPC provides the most valuable data for combined
PID for particles reaching its acceptance.

– The FOPI BAR, also providing information of the particles’ TOF.

When performing combined track fits (cf. Chapter 4), all of the above in-
formation is extracted concurrently with the momentum |p| of the particle,
which thus represents the common parameter of the PID scheme. In the fol-
lowing, an overview of the data sets used for each of these systems will be
provided. The analysis of the data revealed that the spectra show variations
over time, especially in the case of the GEM-TPC and the CDC. In order to
arrive at clean samples for the treatment in a combined scheme of PID, indi-
vidual reference subsets of the full available data have to be chosen for these
two systems. The topic of stability over time and the entailed necessity of an
additional calibration outside of the reference ranges will be covered in Sec.
7.3.2.

7.1.1 TPC: dE/dx

A detailed discussion of the extraction of (truncated) specific energy loss in-
formation from TPC data has already been provided in Sec. 6.5. Since the
PID scheme does not distinguish between positively and negatively charged
particles, the combined data of Fig. 6.18 for both charges are shown again as
a function of the particle momentum in Fig. 7.1.
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Figure 7.1: Specific energy loss from a truncated mean analysis of TPC data,
drawn as function of the particle momentum. Shown is the reference sample
(∼ 2.1×106 tracks) from the (carbon target) runs 3280-3292. The dashed lines
show phenomenological parametrisations of the Bethe energy loss for different
particle species (defined on an arbitrary scale), which have been optimised to
describe the detector data.

7.1.2 CDC: dE/dx

The information on the specific energy loss taken over from the FOPI feature
extraction already represents the result of a truncated mean analysis. It is
plotted as a function of the particle momentum in Fig. 7.2. Owing to the
larger dimensions of the CDC, the resolution on the energy axis is superior
compared to to the CDC.

Some additional remarks are in order at this point: First of all, it was shown
in Sec. 5.1 that remaining systematic problems in the FOPI CDC data lead to
a deterioration of the tracking performance in combined track fits in the TPC-
CDC system, especially in the low-momentum region. This translates into an
inferior separation between different particle species in Fig. 7.2 when compared
to the same spectrum obtained directly from the FOPI reconstruction values
(cf. the comparison of Fig 5.5). For a combined treatment of PID-relevant
data, however, the particle momentum has to be obtained from combined fits.
Most noticeably, this results in a shift of the spectrum along the momentum
axis (cf. Sec. 6.3) towards smaller momenta.

Secondly, the extracted values of “dE/dx” naturally depend on the assump-
tion of the particle trajectory. Consequently, there is a subtle inconsistency
introduced when combining the specific energy loss value obtained from the
FOPI feature extraction with the momentum value extracted from a TPC-
combined track fit. In principle, one could also perform a re-calculation of
the ∆E/∆x spectra of each track, taking into account the particle trajectory
determined in the combined fit. The possible gain of this approach is, however,
currently outweighed by the remaining imperfections of the CDC system.
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Figure 7.2: Specific energy loss measured by the FOPI CDC as a function of the
particle momentum. The value on the ordinate (“Eloss” of CdcTracks, cf. Tab.
4.1) is obtained directly from the FOPI reconstruction and already represents
a truncated mean analysis. Shown is the reference sample of ∼ 2.3×106 tracks
from the (lead target) runs 3415-3430.

7.1.3 RPC: Time of flight

In contrast to the situation found in the CDC system, the comparison per-
formed in Sec. 5.3 revealed that the extraction of TOF information from RPC
data represents an example where the combined feature extraction with GEM-
TPC tracking data is beneficial to the final performance. As described there,
the particle velocity is re-calculated using the information of the travelled dis-
tance that is directly obtained from GENFIT track fits. The data of Fig. 5.9b
is shown again in Fig. 7.3, this time in an extended momentum range.

7.1.4 BAR: Time of flight

The summary of the data contributing to the combined PID scheme is com-
pleted by the FOPI BAR. The data shown in Fig. 5.11b is reproduced in Fig.
7.4.

7.2 Fits in bins of the particle momentum

After the discussion of the basic extraction of the PID-relevant data for the
different detector systems, attention will now turn to a quantitative treatment.
In Sec. 6.5 it has been demonstrated how the detector response of the GEM-
TPC for a given momentum region – in terms of the measured dE/dx signature
– can be described using a suitable mathematical model M, in which every
peak of the spectra is described by a convolution of an exponential decay
function and a Gaussian (cf. Eqs. (6.15) and (6.16)). Let us now investigate
how this method carries over to the other detector systems.
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Figure 7.3: Reconstructed particle velocity from the TOF measurement pro-
vided by the RPC, plotted as a function of the particle momentum |p|. The
velocity v is obtained from the RPC TOF information provided by the FOPI
feature extraction (“TOF” of RpcTracks, cf. Tab. 4.1) and the particle trajec-
tory from the combined track fit. The dashed lines show the expected velocity
v = |p|/γm for electrons, pions, kaons, protons and deuterons.

Figures 7.5 to 7.8 show binned, maximum likelihood fits of the compos-
ite model M to the detector response data of all previously listed systems.
The fits are performed in bins of the particle momentum (25 MeV/c width)
in the range 200 MeV/c < |p| < 800 MeV/c. As stated previously, the parti-
cle momentum is treated as a common parameter, and the uncertainty of the
momentum measurement is not propagated into the fits. The starting values
of the fit parameters are chosen based on the functional expectation for each
particle species (dashed lines in Figs. 7.1 to 7.4). None of the fit parameters
are constrained during the fits 1. The main application of the combined PID
procedure in the context of the physics analysis of Chapter 8 will be the iden-
tification of kaons, and thus the kaon contributions of the composite fits are
additionally highlighted.

Some additional comments are in order concerning the fitting technicalities.
Inevitably, background due to imperfections of the detector hardware and the
reconstruction methods enters the response spectra, deteriorating the quality
of the fit. Since no Monte Carlo (MC) model of such background is available
(cf. the discussion of Sec. 4.8), the mathematical description of the detector
response remains purely phenomenological. A proper description of the back-
ground can thus only be achieved by increasing the complexity of the fit model.
Ultimately, however, one is interested in a clean separation between different
particle species based on the fits shown in Figs. 7.5 to 7.8. Therefore, the de-
cision is taken to exclude certain areas of the response data in order to achieve

1Due to the largely different statistical content of the individual peaks, fit stability is
an issue and the choice of the right starting values and optimisation ranges requires careful
tuning.
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Figure 7.4: Reconstructed particle velocity from the TOF measurement pro-
vided by the BAR, drawn as a function of the particle momentum. The veloc-
ity is obtained from the BAR TOF information provided by the FOPI feature
extraction (“TOF” of RpcTracks, cf. Tab. 4.1) and the particle trajectory
from the combined track fit. The dashed lines show the expected velocity
v = |p|/γm for electrons, pions, kaons, protons and deuterons.

the best possible description of the physically motivated peaks. The excluded
areas are drawn in lighter colour in Figs. 7.5 to 7.8. This approach minimises
the probability of mis-identifying particles at the cost of an inevitable loss of
efficiency in the areas that are not described by the fits. Special care has to
be taken in the case of the kaons: Their small statistical weight makes them
especially vulnerable to an overlap from the model description of the much
more abundant neighbouring particles, protons and pions.

7.3 The fractional likelihood method

Finally, a mathematical model is required for a combined, probabilistic treat-
ment of the available set of information. As discussed in Sec. 6.5, after in-
dividual normalisation, each particle component Cx

EG of the combined model
(6.16) can be understood as the (phenomenological) probability density func-
tion (pdf) pk(εk|x) in terms of the expected detector response εk of detector k,
under the assumption a particle of species x left the signal.

For the purpose of particle identification, however, one would like to ask the
reversed question: What is the probability for species x, given the measured
detector response εk. This probability is however not directly defined by the
available data. Still, evaluating the functional shape pk(εk|x) at the measured
εk can be expected to give some sort of likelihood lxk(εk) of having observed
particle x.

The goal is now to construct a normalised quantity from these likelihoods
that can be used as a handle to separate different particle species, taking
into account the full set of information ε from all contributing detectors {k}.
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CHAPTER 7: A NEW APPROACH TOWARDS COMBINED PID IN FOPI

A standard method is to construct the so-called fractional likelihood L(ε)xY ,
evaluating the (combined) likelihood of a certain particle hypothesis x relative
to a (set of) contestant hypothesis/hypotheses Y = {y}:

L(ε)xY =

∏
k

fkx · lxk(εk)∏
k

fkx · lxk(εk) +
∑
y∈Y

∏
k

fky · l
y
k(εk)

. (7.1)

Equation (7.1) gives an answer – in form of a number ∈ [0,1] by construction –
to the question how likely it is that the observed set of detector response data
ε was generated by a particle of species x, in comparison to the contesting hy-
potheses Y . The index k in Eq. (7.1) runs over all detectors that contributed
to the PID measurement for the particle track in question, while the sum in
the denominator runs over all particle species in the set Y . It can be seen how
the set of available information ε from all detectors is combined by forming
products of the respective likelihoods: Only if all individual likelihoods lxk(εk)
are in agreement (“overlap”) in the sense of a compatible particle hypothesis,
the product will be non-zero. The coefficients f appearing in Eq. (7.1) addi-
tionally give an initial weight to each particle hypothesis. It is only plausible
that they should describe the a priori probability that any given charged par-
ticle measured in the detector is a member of that species, thus re-introducing
the information lost during individual normalisation of the model components
CEG (the coefficients wx in Eq. (6.16)). Formally, Eq. (7.1) has the appear-
ance of a “Bayesian likelihood”, with the weighting factors f entering as prior
probabilities.

For the final decision on a particle hypothesis, still a cut is required on
the value returned by Eq. (7.1). The difference to the conventional method of
introducing hard cuts in single detector response spectra is that the fractional
likelihood method properly takes into account all available information relevant
for PID, as well as the shape of the respective distributions and the quality
with which they are measured.

7.3.1 Particle fractions / Prior probabilities

The next question is how to obtain the particle weights f . Ideally, fkx should
resemble the absolute probability that any of the particles that left a signal in
detector k is of type x. In principle, this information is contained in the detec-
tor response, specifically in the weights w of the individual components of the
fit (cf. Eq. (6.16)). However, this is only true if the fit perfectly captures the
data. Background from reconstruction artefacts, and the related choice of ex-
cluding parts of the data, will obviously have an effect on the retrieved weights,
and its magnitude will be different for each system (consider, for instance, the
large amount of background and artefacts in the BAR data). Moreover, the
RPC is the only detector capable of resolving the (large) contribution from

123



electrons bleeding into the “pion peak”, and this only in the low-momentum
region (cf. Fig. 7.7).

A convenient and pragmatic alternative, that is not biased by these tech-
nical problems, is to retrieve the weights from simulation. For this purpose, a
large sample of MC data is generated at S339 conditions, using the GiBUU (cf.
Sec. 8.3.1) particle generator. From this data, all relevant charged particles
that reach the acceptance of the TPC are collected, taking into account target
effects and the software model of the TPC material. The relative particle frac-
tions are obtained by simple counting of the particles entering the acceptance
of the TPC. In view of the initially discussed problems, it is also a reasonable
approach to use these MC priors for all detector systems: fkx ≡ fx ∀ k. In
doing so, Eq. (7.1) can be simplified to

L(ε)xY =

fx
∏
k

lxk(εk)

fx
∏
k

lxk(εk) +
∑
y∈Y

fy
∏
k

lyk(εk)
. (7.2)

Figure 7.9 shows the particle fractions f as obtained from the MC data
in the example of the carbon target. As a crude check of consistency, they
are compared to the proton weights wproton obtained directly from the fitted
TPC detector response. A reasonably good agreement with the MC values is
observed. It should be noted that the absolute precision of the prior prob-
abilities is not expected to have a significant impact on the final quality of
particle separation: As long as the order of magnitude of the priors is correct,
the distribution of the fractional likelihood values is mostly determined by the
shape and the overlap of the response distributions. This will be demonstrated
in an application on S339 data for the purpose of kaon identification in Sec.
8.4.

7.3.2 Stability of PID data over time

Figures 7.1 and 7.2 only show a small subset of the available data for the GEM-
TPC and the FOPI CDC. As remarked earlier, this restriction was introduced
after relatively large variations over time of the specific energy loss spectra had
been observed in the data. Figure 7.10 shows the time evolution of the position
of the proton and pion peaks in the dE/dx spectra for both detectors. The
plot covers all data recorded with the carbon and lead targets during the S339
experiment. The highlighted areas (orange boxes) mark the reference regions
corresponding to the data shown in Figs. 7.1 and 7.2 2.

The variations over time are observed to be of the order of 20 % for the
TPC and 10 % for the CDC. For both the BAR and the RPC system, the

2In the case of the TPC, this also corresponds to the data set that entered the analysis
of Ref. [25] and Sec. 6.5.3.
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Figure 7.9: Statistical weight of different charged particles entering the TPC
acceptance, according to GiBUU MC simulations. Shown is the example of
the carbon target. Also drawn is the experimental proton fraction wproton,
extracted from the fit of the response model M (cf. Eq. (6.16)) to the TPC
dE/dx reference data set.

variations are small (O(1 %)) and do not require further attention. While
fluctuations over time of un-calibrated data had been anticipated in the case
of the TPC, it was somewhat surprising to find a similar situation for the CDC
data, which had initially been regarded to be consistently equalised already
on the level of the FOPI feature extraction. In general, the variations show a
clear correlation between the CDC and TPC systems, which strongly suggests
changes of the environmental conditions (air pressure, temperature) to be the
underlying cause. The sharp drop visible in the carbon data of the TPC
corresponds to a period in which the chamber had been operated at a lower
voltage setting of the GEM stack. It will be demonstrated in the following
section, how the data shown in Fig. 7.10 are used for a calibration of the
PID data outside the reference ranges in the software implementation of the
combined PID scheme.

7.4 Software implementation

The defining quantities of the combined PID scheme according to Eq. (7.2) are
the likelihoods lxk(εk) and the prior weights of the contributing particle species
f . The likelihoods are evaluated from the functional form of the detector re-
sponse pdfs Cx

EG, which are in turn obtained from maximum-likelihood fits
of the composite model M (6.16) to the detector response data (cf. Figs. 7.5
to 7.8). The fits are performed using the RooFit [79] data modelling toolkit.
RooFit internally treats the model components Cx

EG already as correctly nor-
malised probability densities (RooAbsPdf). These objects are once obtained
for all momentum bins from the reference data sets – or the full available data
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in the case of the RPC and BAR detectors – and stored on disc for the sub-
sequent physics analysis. As discussed in Sec. 7.3.1, the prior probabilities f
are taken from MC simulations and stored separately.

The performance-critical code of the PID model is implemented in the
C++ programming language and integrated into the common feature extraction
framework: Equation (7.2) itself is implemented in a central code object, called
the FopiPidHub. This entity is also responsible for the management of all fit
data and takes care of the entailed bookkeeping. On the level of the analysis
of the feature-extracted data, each track is associated with a measurement of
its momentum and a selection of PID-relevant information, which is collected
in a FopiPidInfo data container.

This leaves the question of how to deal with the previously discussed vari-
ations over time of the PID-relevant data. First, the data of Fig. 7.10 are
passed to the FopiPidHub instance, along with the definition of the reference
intervals. These are defined in regions in which the data points only show
little movement (cf. Fig. 7.10). In these regions, a weighted mean of both the
pion and the proton peak is calculated. Under the assumption of a perfect
proportionality of the readout electronics, these two points define the calibra-
tion base, and a linear re-calibration of the detector response outside of the
reference regions can be performed.

The code snippet shown in Fig. 7.11 scripts demonstrates the usage of the
FopiPidHub in the example of a track leaving hits in the TPC, CDC and
RPC detectors: In lines 2-18, all relevant global information is passed to the
FopiPidHub for its initialisation. These are the files containing the detector
response fits (lines 2-6), the file containing the prior probabilities (line 8), and
the data describing the variations over time for TPC and CDC along with
the definitions of the reference intervals (lines 10-16). When looping over in-
dividual track fits, the PID-relevant data are collected inside a FopiPidInfo

object (lines 23-34). When passed to the hub instance (line 37-38), the mea-
sured dE/dx information of TPC and CDC is internally re-calibrated before
the likelihoods are evaluated, as described above. Finally, a value for the frac-
tional likelihood, according to Eq. (7.2), is returned. This value can then be
used for a decision on the particle hypothesis.

7.5 Discussion & Outlook

In this chapter, a probabilistic approach towards the identification of particles
in the S339 setup has been presented. In addition to the GEM-TPC, the data
from three FOPI detector systems are combined into one normalised quantity,
using a phenomenological, probabilistic description of the detector response
spectra in bins of the particle momentum.

Before continuing with an application of this scheme in a physics analysis
of the S339 data, some additional comments are in order: The spectra of
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1 #I n i t i a l i s a t i o n :
2 hub = FopiPidHub ( )
3 hub . setDetProbFi l e ( ” tpc ” , tpcP idF i l e )
4 hub . setDetProbFi l e ( ” cdc ” , cdcPidFi l e )
5 hub . setDetProbFi l e ( ” rpc ” , rpcP idF i l e )
6 hub . setDetProbFi l e ( ”bar” , barP idFi l e )
7

8 hub . setUseMCFractions ( f r a c t i o n s F i l e )
9

10 hub . s e t C a l i b r a t i o n F i l e ( ” tpc ” , c a l i b r a t i o n F i l e ,
11 ” tpcCalPion ” , ” tpcCalProton ” ,
12 3280 , 3292)
13

14 hub . s e t C a l i b r a t i o n F i l e ( ” cdc ” , c a l i b r a t i o n F i l e ,
15 ” cdcCalPion ” , ” cdcCalProton ” ,
16 3415 , 3430)
17

18 hub . i n i t ( )
19

20 #loop over combined track f i t s :
21 f o r t rack in t ra ck s :
22 #e x t r a c t magnitude o f the momentum from combined f i t :
23 mom = track . getCardinalRep ( ) . getMom ( ) . Mag( )
24

25 #a f t e r obta in ing PID in format ion :
26 #dedxTPC : ( truncated mean) dE/dx measured in the TPC
27 #dedxCDC : ( truncated mean) dE/dx measured in the CDC
28 #rpcVel : v e l o c i t y c a l c u l a t e d from the RPC TOF
29 # and the t rack f i t
30 #runNr : Run number o f the analysed data
31

32 pidData = FopiPidInfo ( runNr )
33 pidData . setRpcVel ( rpcVel )
34 pidData . setTpcdEdx (dedxTPC)
35 pidData . setCdcdEdx (dedxCDC)
36

37 #get f r a c . l i k e l i h o o d value f o r kaons vs . pions , protons
38 f r a c L i = hub . ge tFracL ike l ihood ( ”kaon” , ” proton ” , ” pion ” ,
39 mom, pidData , True )
40

41 i f f r a c L i > CUT :
42 #proceed under kaon assumption
43 #. . .

Figure 7.11: Code snippet from a data analysis script (written in the Python
programming language) used for kaon identification.
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Figs. 7.5 to 7.8 all show clear peaks belonging to different particle species,
but also – in varying magnitude – contributions from general background and
reconstruction artefacts. It can be seen that the RPC is the FOPI system that
clearly provides the best separation of particle species, free of overlaps in a
large momentum range. In contrast to that, the spectra of the BAR detector
display the largest amount of reconstruction problems (level of background
compared to the central peak widths), and wide ranges of its response data
have to be excluded for the fits to converge at all. The spectra of the CDC
and TPC, on the other hand, demonstrate that the contribution to PID from
these systems is mostly limited by their intrinsic dE/dx resolution.

A general trend of degradation is observed towards smaller momenta. This
has two reasons: The first is a feature of the method itself and arises from the
projection of the original response spectra onto the momentum axis. By doing
so, the generally larger slope of the bands in that region leads to an additional
broadening of the spectra (cf. Figs. 7.1 to 7.4). This problem can be overcome
by normalising the spectra w.r.t. a single hypothesis before slicing along the
momentum axis, however at the expense of making the fits of the remaining
peaks more difficult. This method has proven to be slightly beneficial in the
important case of kaon identification; The corresponding spectra are not ex-
plicitly shown in this work, however. When aiming to maximise the purity
of the identification, an alternate strategy is to restrict the track sample to
particles that left a signal in the RPC. The analysis of charged kaons in the
next chapter is performed this way.

The second source of this trend are the remaining problems in the TPC-
CDC system, as discussed in Chapter 5. It will be interesting to see how much
the PID scheme presented in this chapter can be improved once these issues
are resolved, and whether its applicability can then be extended to smaller
momenta.
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Chapter 8

Analysis: Pion-induced
strangeness production

The S339 physics run served as an excellent opportunity to study the per-
formance of the GEM-TPC detector under realistic conditions. In the full
setup and using the tools presented in the previous chapters of this work, it is
also possible to perform a physics analysis of the data set in a TPC-combined
analysis. In this chapter, the obtained results will be presented.

Section 8.1 will provide a short overview over the motivations for perform-
ing strangeness physics at intermediate energies, specifically the experimental
production of kaons. This introduction will be followed by an overview over
the production channels during the S339 experiment.

In Sec. 8.2, the theoretical background of chiral symmetry breaking will be
presented, and the reader will be introduced to an effective theory based on
ChPT that describes the interactions of kaons and nucleons in a mean-field
approximation. The goal is to work out a model for the modification of the
properties of kaons, when embedded in nuclear matter, on a level that allows
the interpretation of experimental observables.

Section 8.3 will introduce the strategy of the measurements which will
be presented in the sections to follow. A short introduction to the so-called
hadronic transport models will be given, which are required to establish a link
between theory and experiment.

Finally, Secs. 8.4 and 8.5 will provide an in-depth discussion of the physics
analysis performed on the S339 pion-beam data: The measurement of the
relative effect of the target material on the momentum distribution of produced
K+ (Sec. 8.4) and K0 (Sec. 8.5).

8.1 Motivation

Over the last decades, the study of strange particles produced in nuclear col-
lisions has gained a lot of interest [80], [81]. Since strangeness is strictly con-
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served by the strong interaction, strange particles emerging from the hadronisa-
tion of the initially produced s̄s pairs can easily leave the collision zone: Their
strange quarks act as a protection against re-absorption in strong-interaction
processes.

Under S339 conditions, the strange hadrons produced are hyperons with a
single strange quark (Λ0, Σ−, Σ0, Σ+) and kaons (K−,K0, K̄0, K+). From this
set, the K0 and K+ play a special role in the context of the previous argument:
Their s̄ quark also prevents strangeness-exchange reactions with nucleons of
the sort (

K−

K̄0

)
N ←→ π Y , (8.1)

where Y denotes a hyperon taking part in the exchange. This fact translates
into a mean free path of ≈ 7 fm in nuclear matter for K+ and K0, which
makes them an excellent probe for the investigation of the dynamics of nuclear
collisions. As an example, the (sub-threshold) production of K+ has been a
key asset in the experimental exploration of the equation of state of nuclear
matter above the nuclear saturation density ρ0.

Apart from the study of the bulk dynamics in nuclear collisions, also the
fundamental nature of theK-N interaction and the modification of the physical
properties of the kaons themselves – when embedded in nuclear matter – are of
great interest. The phenomena connected to the latter are commonly referred
to as in-medium effects. An experimental signature of these effects is the
modification of the energy-momentum relation of kaons that are produced
inside nuclear matter. Sections 8.3 and beyond will discuss the strategy and
results of such a measurement performed on the S339 data.

An appropriate framework for a theoretical treatment at low energies is that
of ChPT. Employing effective models based on ChPT in the SU(3) flavour
sector allows a theoretical description of the kaon-nucleon potential in a mean-
field picture, at least in the case of K+ and K0. The obtained interpretation
of in-medium effects for kaons is linked to the non-vanishing expectation value
of the chiral quark condensate 〈q̄q〉, which spontaneously breaks the chiral
symmetry of QCD. A short introduction to the theoretical background will be
given in Sec. 8.2.

8.1.1 Pion-induced kaon production at FOPI

At the S339 beam momentum of 1.7 GeV/c, kaons (K+, K0) are primarily
produced in binary collisions with target nucleons (p, n). Anti-kaons are not
explicitly analysed in this work.

For K+, the most important production channels are

π−p −→Σ−K+

Λ0π−K+ .
(8.2)
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and

π−n −→ Σ−π−K+ . (8.3)

For K0, these are

π−p −→Λ0K0

Λ0π0K0

Σ0K0

Σ+π−K0......

(8.4)

and

π−n −→Σ−K0

Σ−π0K0 ....
(8.5)

It should be noted that the fermi motion of the nucleons can provide ad-
ditional centre-of-mass energy, and can thus effectively lower the production
thresholds. In addition, the production dynamics could be altered by the tran-
sitional formation of resonances. An acceptance-corrected measurement of the
inclusive K0-production cross section in π−A collisions (1.15 GeV/c pion mo-
mentum) has been performed with the FOPI apparatus by Benabderrahmane
et al. [82], showing a clear elevation of K0 yields when compared to the el-
ementary cross sections. This study was performed for five different nuclear
targets, and the extracted cross sections were found to follow a power law of
the mass number A of the target material,

σ(π−A −→ K0 +X) ∝ Ab , (8.6)

with b = 0.67±0.03. This result can be seen as evidence that kaon production
in π-A reactions at 1.15 GeV/c pion momentum occurs on the surface of the
nucleus (radius R ∝ A1/3).

In heavy-ion collisions, short-lived nucleon resonances populate the hot/-
dense region of the collision, providing an additional energy reservoir for the
production of kaons. This feature can be used in their deliberate sub-threshold
production, as they are guaranteed to originate from the dense region of the
collision in that scenario.

8.2 Introduction: Chiral symmetry (breaking)

and effective theories

With the goal of motivating the theoretical footing of the kaon-nucleon poten-
tial, this section undertakes a short tour through the key theoretical concepts
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of chiral symmetry breaking. An extensive and very useful pedagogical review
can be found in Ref. [83]. The discussion will first be restricted to only two
quark flavours, u and d. Natural units (~ = c = 1) are used throughout this
section.

In the limit of vanishing quark masses, the QCD Lagrangian

L = iq̄∂µγ
µq + Lglue = iq̄L∂µγ

µqL + iq̄R∂µγ
µqR + Lglue (8.7)

is invariant under independent, unitary (flavour-) rotations of the left-handed
and right-handed quark fields q = (u,d)T. The symmetry group is U(2)L ×
U(2)R, which can be decomposed into SU(2)L × SU(2)R × U(1)V × U(1)A.
The singlet components are not of interest in the following discussion. The
remaining symmetry, SU(2)L × SU(2)R, leads to two conserved currents via
Noether’s theorem, a vector current Vµ and an axial-vector current Aµ. This
property is what is commonly referred to as chiral symmetry.

Allowing a mass term
LM = −mqq̄q (8.8)

to enter in Eq. (8.7) explicitly breaks the symmetry associated with the axial-
vector current Aµ. For simplicity, we assume mq ≈ mu,d. When compos-
ing mesons from the quark fields, it can be seen that the broken symmetry
transformation corresponds to a mixing of meson states, which would be de-
generate in the fully symmetric case. Since the bare quark masses are small
(mq = O(1 MeV)), one would also expect a relatively small effect on the degen-
eracy of the meson states introduced by this breaking of symmetry. However,
the mass differences in the experimentally observed meson spectrum are large
(O(100 MeV)) and of the same order as the meson masses themselves.

At the same time, evidence exists that Aµ, in fact, is largely conserved
(PCAC and Goldberger-Treiman relations), as one would also initially expect
from the smallness of mq. Both of these seemingly contradictory observations
can be explained – in addition to the explicit breaking introduced by mq 6= 0
– by allowing the axial-vector symmetry to be spontaneously broken. This
means that the symmetry is realised in the Lagrangian, but not in the ground
state (the “vacuum”), which gains a finite expectation value. Commonly used
analogies are those of a ferromagnet or a classical “Mexican-hat” potential.
In the meson picture and in the example of the π and the σ fields – which
are mixed by the axial symmetry transformation –, the σ has the quantum
numbers of the vacuum and thus gains a mass. For the σ, this is equivalent to
the statement

〈q̄q〉 6= 0 , (8.9)

i.e. the scalar quark condensate 〈q̄q〉 becomes finite. The π fields, on the
other hand, play the role of Goldstone bosons of the spontaneous breaking and
remain massless. Thus, the scenario of a spontaneous breakdown of the axial-
vector symmetry combined with the explicit breaking introduced by the finite
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quark masses is in conceptual agreement with the structure of the observed
meson mass spectrum.

The aspects of chiral symmetry and its breaking can be used to relate
the fundamental level of quarks to the observable spectrum of hadrons. Before
discussing the application of an effective, chiral theory in the following section,
a few important such relations shall be introduced. The first is the so-called
Gell-Mann-Oakes-Renner (GOR) relation [84], which for pions reads

m2
πf

2
π = −mu +md

2
〈0|ūu+ d̄d|0〉 . (8.10)

The quantity fπ is the pion decay constant, which can be extracted from
experiment (weak decay of the pion) 1. The significance of Eq. (8.10) is that
it explicitly shows the generation of the pion mass mπ from both the explicit
breaking by the bare quark masses and the spontaneous breaking related to
the quark condensate 〈q̄q〉. It thus also directly translates a possible variation
of the latter into a modification of the pion mass. Indeed, it is conjectured (see,
e.g., Refs. [85] and [86]) that the expectation value (8.9) shrinks with growing
energy and/or density (chiral restoration). Finding experimental evidence for
such in-medium effects is an active field of research.

Another quantity that will re-appear in Sec. 8.2.1 is the so-called pion-
nucleon sigma term

ΣπN =
mu +md

2
〈N |ūu+ d̄d|N〉 , (8.11)

where |N〉 are nucleon states. Both Eqs. (8.10) and (8.11) can be motivated
([83]) within the scope of the linear sigma model due to Gell-Mann and Lévy
[87]. There, the quantity ΣπN ' 45 MeV emerges as the contribution of the
explicit symmetry breaking to the nucleon mass.

All of the above can be expanded to the SU(3) flavour sector, i.e. also in-
cluding strange quarks. In doing so, the full pseudoscalar meson octet appears
in the role of Goldstone bosons. Strange quarks are, however, considerably
heavier than u and d, and the argument of a relatively “small” explicit break-
ing becomes to some extent questionable. The discussion will now proceed with
an effective, chiral model in the SU(3) flavour sector, ultimately leading to a
quasi-particle description of kaons in nuclear matter, including a prediction of
the in-medium modifications of the kaon properties.

8.2.1 ChPT and the kaon-nucleon potential

QCD cannot be treated perturbatively at small energies due to the scaling be-
haviour of the strong coupling constant: Quarks (and gluons) are confined into

1Different normalisations of fπ exist in the literature, differing by a factor
√

2. The value
given in Ref. [28] is fπ ' 130 MeV.
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colour-neutral hadrons. Motivated by the smallness of the explicit breaking of
chiral symmetry (at least in the light-quark sector), one can instead formulate
an effective theory that respects chiral symmetry in the degrees of freedom
of hadrons instead of quarks. The dynamics at low energies are dominated
by the lightest available hadrons (for example the pions in the SU(2) flavour
sector), and thus scattering amplitudes (S-matrix elements) can be expanded
in powers of their momentum, as long as the latter is small compared to the
expansion scale Λχ ∼ 1 GeV. A priori, the infinite set of all possible opera-
tors respecting chiral symmetry is allowed to enter the theory. By defining a
suitable power counting strategy, one can arrive at a consistent, perturbative
scheme with a finite set of terms at a given order. These considerations are
the basis of ChPT. An important limitation of this scheme is that it cannot be
used to describe resonances, as these represent singularities in the scattering
amplitudes.

The application of ChPT to the SU(3) flavour sector – now in the degrees of
freedom of baryons and the pseudoscalar meson octet – was first accomplished
by Kaplan and Nelson [88], [89]. The obtained expression for the ChPT La-
grangian is lengthy and of no significance for the following discussion, as we are
only interested in the interactions of kaons and nucleons. With this restriction,
the Lagrangian can be significantly simplified.

The result is an effective model describing kaons in the nuclear medium,
which shall serve as the entry point of the following discussion. The manuscript
will closely follow the line of argument found in Ref. [80], however in less detail.
Dropping everything but the kaon and nucleon fields 2 – K = (K+, K0)T,
K̄ = (K−, K̄0), N = (p, n)T and N̄ = (p̄, n̄) – leads to to the Lagrangian

Leff =N̄(iγµ∂µ −mN)N + ∂µK̄∂µK −
(
m2
K −

ΣKN

f 2
π

N̄N

)
K̄K

− i 3

8f 2
π

N̄γµNK̄∂µK .

(8.12)

The parameters of Eq. (8.12) are the kaon and nucleon mass mK,N , the kaon-
nucleon sigma term ΣKN , and the pion decay constant fπ. The quantity ΣKN

is the analogue to the one given in Eq. (8.11), but experimentally not as well
established. It is currently believed to have a value ΣKN ' 400 MeV [80]. The
Lagrangian (8.12) contains two terms that couple kaon and nucleon fields: a
scalar interaction term, which is attractive for both K and K̄, and a vector
interaction term, which is repulsive for K and attractive for K̄.

The Klein-Gordon equation for the kaon fields ΦK±(x) can be extracted
from the above Lagrangian via the Euler-Lagrange equation. In order to arrive
at a manageable theory, this step is performed in the mean-field approximation:

2The mass of the nucleon is already O(Λχ), but at low energies the kinetic energy of the
nucleon enters the dynamics, not its mass.
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Factorising terms pair-wise in the field degrees of freedom and identifying jµ =
〈N̄γµN〉 (nucleon current) and ρs = 〈N̄N〉 (scalar nucleon density) leads to[

∂µ∂
µ ± i 3

8f 2
π

jµ∂
µ +

(
m2
K −

ΣKN

f 2
π

ρs

)]
ΦK±(x) = 0 . (8.13)

The coupling of the kaon and nucleon fields has thus been transformed into a
coupling to mean nucleon densities and currents. Defining the vector potential

Vµ =
3

4f 2
π

jµ , (8.14)

the above Klein-Gordon equation can be re-written introducing an effective,
in-medium kaon mass m∗K ,[

(∂µ ± iVµ)2 +m∗K
2
]

ΦK±(x) = 0 , (8.15)

where

m∗K =

√
m2
K −

ΣKN

f 2
π

ρs + VµV µ . (8.16)

In this picture, kaons and anti-kaons experience an equal shift of their effec-
tive mass when embedded in nuclear matter. Introducing one last effective
quantity,

k∗µ = kµ ∓ Vµ (8.17)

completes the quasi-particle picture. The energy-momentum relation now
reads

E(k) =
√

k∗2 +m∗K
2 ± V0 . (8.18)

Equations (8.16) - (8.18) allow the interpretation of an effective kaon-
nucleon potential to be responsible for the shift in kaon mass and energy, and
it turns out to be repulsive for kaons and attractive for anti-kaons. The den-
sity dependence of both the kaon energy and mass is shown in Fig. 8.1. This
mean-field potential contains a contribution connected to the scalar nucleon
density and one connected to the nucleon current. Like in the GOR relation
(8.10), a link between meson masses and the chiral condensate – entering as
ρs in the mean-field picture – has been established. Indeed, it can be shown
[80] that the scaling behaviour (8.16) of the kaon mass with the scalar nuclear
density ρs is compatible with the picture of chiral restoration, using a GOR
relation for kaons.

The above predictions for the K+-N potential are in agreement with results
extracted from the scattering length measured in elastic K+-N scattering. For
the K−, the picture is considerably more complicated, since resonances play an
important role. As remarked earlier, the framework of ChPT is not applicable
in such a situation, and the systematical uncertainties of theoretical predictions
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Figure 8.1: Density dependence of the energy (left) and mass (right) of kaons
in (infinite) nuclear matter from theory and experiment. The black lines cor-
respond to calculations performed in the effective ChPT model as presented in
Sec. 8.2.1 (“MFT ChPT”). The coloured lines represent results obtained from
more involved models. The shaded bands mark experimental data obtained
from K+-nucleon scattering and kaonic atoms (K−). The figure was taken
from Ref. [80]; additional information can be found therein.

are large. However, firm experimental data are available from the study of
kaonic atoms (cf. Fig. 8.1). Since the analysis of the S339 data is restricted to
K+ and K0, the properties of the interactions of anti-kaons and nucleons will
not be discussed further in this work. The reader is referred to the literature
– for example the reviews found in Refs. [80] and [81] – for a discussion of the
considerations connected to anti-kaons.

8.3 Measurement: Kaon momentum spectra

In the previous section, we arrived at an effective, mean-field model for the
kaon (K+, K0) mass and energy inside the nuclear medium. The density-
dependent energy shift that kaons experience in this picture can be attributed
to an effective, repulsive K-N potential. Within the assumptions of this model
it follows that a kaon, produced inside the nuclear medium at ρ > 0, feels the
relative shift of its mass-shell energy as a momentum kick 3 upon leaving
the nucleus. Thus, a measurement of the momentum distribution of kaons is
potentially sensitive to such in-medium modifications of the kaon energy.

The information that can be extracted from a detected kaon corresponds,
however, to the integral in time and space of the entire interaction dynamics

3Assuming that, when interacting with the mean field, the recoil dynamics are similar
to the case of classical scattering off the nucleus as a whole.
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of the kaon and the nucleus. This includes the mean-field interaction as well
as further re-scattering off nucleons: Outside of the mean-field picture, kaons
produced in heavy nuclei will, on average, travel farther through the nuclear
medium than kaons produced in lighter systems. This translates into a different
probability for an additional energy transfer in elastic collisions. Consequently,
in order to establish a link between experimental results and the theoretical
properties of the mean-field interaction, a model is required describing the
transport dynamics of the kaon in nuclear matter. Such models do exist and
will be shortly discussed in the following section. They are mandatory for the
quantitative interpretation of experimental results. Such an interpretation,
however, will not be part of this work.

In Sec. 4.8, the implications of the lack of a combined detector simulation
scheme in the S339 setup were discussed. Since no model of the detector accep-
tance and the efficiency of the combined reconstruction is available, absolute
particle yields cannot be measured. This issue is reflected in the measurement
presented in this chapter insofar as that the recovered kaon momentum spec-
tra are investigated only in a relative fashion, i.e. only the ratio of the spectra
obtained from different nuclear targets is considered. Since the acceptance
of the spectrometer and the efficiency of the reconstruction are multiplicative
corrections for a given cell of phase space, their effect can be assumed to cancel
in such a measurement 4.

Measurements of this kind have already been performed in the past, both
for proton- [90] and pion-induced reactions [82]. In this work, the measured
momentum spectra for K+ and K0 produced in a carbon and a lead target will
be compared. Even though generally occurring on the surface of the nucleus,
kaon production in the C nucleus can still be expected to happen at a smaller
average density compared to the Pb system. Thus, based on the previous
results, one would expect to see an increased de-population in the phase-space
region of small kaon momentum for the Pb system when compared to the
C system. At the same time, however, elastic re-scattering off nucleons will
change the picture, which will play a more important role in the Pb system. A
careful study with transport models will be required for the final interpretation
of the data.

8.3.1 Transport models

There are basically two different approaches to the modelling of nuclear colli-
sions on a microscopic level: models based on solving the Boltzmann-Uehling-
Uhlenbeck (BUU) transport equation and methods based on Quantum Molec-
ular Dynamics (QMD). The purpose of this section is to provide a very basic

4This is a valid approximation as long as the compared data generally populate the same
region of phase space and/or the variations of the efficiency/acceptance across the relevant
area of phase space are small.
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introduction of the two and motivate a future study of transport model pa-
rameters based on the results of this work. More in-depth information can, for
example, be found in Refs. [91], [92], [93] and [94].

The BUU transport equation describes the time evolution of a single-
particle phase-space density under the influence of a mean field parametrisa-
tion. The general idea of BUU transport models is to propagate the particles
partaking in the nuclear collision by solving the transport equation using MC
models and statistical ensembles of point-like test particles. The evolution
explicitly models two-particle collisions under the constraint of momentum
conservation. Pauli-blocking is taken into account in the sense that the evolu-
tion into the same phase-space cell is forbidden. Apart from this, particles are
propagated according to classical mechanics in the assumed mean-field model.

QMD models take a different approach. Here, particles are modelled as
wave packets with a finite size in phase space, and the collision partners are
composed as products of these single-particle wave functions. The approach
thus resembles a quantum-mechanical n-body collision, however with the im-
portant restriction that the composite wave functions are stable in time and
are usually not anti-symmetrised. The interaction potential is again a model-
dependent parametrisation in order to arrive at a manageable implementation,
but could also be included as derived from first principles.

Transport models are a powerful tool to simulate nuclear collisions, and
they are required to relate final-state observations to elements of the under-
lying theory. However, they also contain important idealisations and feature
numerous parameters. Apart from the parameters of the models themselves,
many physical quantities that enter the calculations are poorly known. For
instance, collision probabilities and particle productions are modelled using
cross sections of elementary processes, of which some are experimentally un-
known and have to be modelled using theoretical predictions. In their recent
review paper on strangeness production in nuclear collisions [81], Hartnack et
al. state on the matter of transport models that “[...] the results published in
the literature are not always comparable among each other as they are coming
from different program versions” (p. 121). Providing additional input from ex-
perimental data is thus of great importance to further improve the predictive
power of these models. In this spirit, the results to follow in the remaining
sections of this work could help to confirm or improve the parametrisations of
the kaon-nucleon interactions and correlated assumptions within the transport
models.

8.4 Analysis I: Charged kaons

Due to the conservation of strangeness in strong interactions, strange mesons
can decay only weakly after they have been produced. The mean lifetime of
charged kaons is τ = 1.24 · 10−8 s, and they can thus be considered as stable
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particles on the length scale of the FOPI tracking detector coverage. As no
further (vertexing) constraints can be applied during the reconstruction of K+,
their extraction from data critically depends on the performance of the PID
scheme. As discussed in Chapters 5 and 7, the applicability of the combined,
probabilistic PID scheme is currently limited by remaining issues in the CDC
system.

The discussion shall thus first be restricted to the case |p| > 200 MeV/c,
where the full PID-relevant information of all detectors can be used to obtain
a fractional likelihood according to Eq. (7.2). An alternate approach for |p| <
200 MeV/c will be discussed in the context of the final result in Sec. 8.4.2.
Given this current restriction of the particle momentum, the track selection
can also be limited to particles leaving signals in the TPC, CDC and RPC
detectors. This choice ensures an optimal purity of the obtained kaon sample
5, as the RPC clearly offers the best separation between different particle
species (cf. Sec. 7.5).

The spectrum of the obtained likelihood values LKπ,p is shown in Fig. 8.2.
The observed distribution nicely demonstrates the power of the fractional like-
lihood method: Combining the information from all participating detector
systems, a clear separation between values against (peak at 0) and in favour
of the kaon hypothesis (peak at 1) is observed, while ambiguous situations are
comparably rare and evenly distributed. The suggestive shape of the distribu-
tion facilitates the choice of the final selection cut, which is set to a value of
0.8 for the following analysis.

An additional confirmation of the procedure is provided by Fig. 8.3, where
the distribution of the specific energy loss of particles fulfilling the requirement
LKπ,p > 0.8 is shown. When compared to the full spectrum (cf. Fig. 7.2), a
convincing selection of the kaon band is observed. The remaining background
is negligible in comparison. This result can be considered as a proof of principle
of the PID method as described in Chapter 7.

From the selected particles, one directly obtains the sought-after kaon mo-
mentum distributions n(|p|) for both targets, from which the final ratio can
be extracted. Before proceeding, however, the normalisation of the data needs
to be discussed.

8.4.1 Data sample & Normalisation

In order to avoid normalisation problems with downscaled trigger settings,
only events triggered by the definitions 10-13 (cf. Sec. 3.2.4) enter the analy-
sis. Furthermore, Fig. 3.11 shows a sudden change of the trigger fractions for
run numbers > 3435, coinciding with a changed setting for one of the scaled

5Actually, allowing all particle tracks to enter the analysis only marginally changes the
final result, but considerably complicates the discussion of systematical effects to follow at
the end of this section.
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Figure 8.2: Distribution of the kaon
PID likelihood according to Eq. (7.2)
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tem. The dashed line marks the selec-
tion cut used for the further analysis.
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filling LKπ,p > 0.8 (cf. Fig. 8.2) enter.
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trum.

triggers. Currently, the motivation for this change and its effect on the abso-
lute trigger efficiency are unknown. The data recorded after this change are
thus excluded from the analysis. The resulting number of accepted events N tr

is 5.55 ·106 for the carbon target and 4.08 ·106 for the lead target, respectively.
Apart from this global selection and the requirement of a successful match
between TPC and CDC tracks (cf. Sec. 4.6), no further cuts are applied on the
data.

The measurement observable R is defined as the ratio of the kaon produc-
tion cross-sections σK for the lead and carbon targets:

R(Pb/C) :=
σPb

K

σC
K

. (8.19)

Within the data set obtained for one target, the quantity σK can be expressed
in terms of the total cross section for pion-induced reactions σR, i.e. the process
π−A −→ X, which is available from experiment at the relevant energies (cf.
Tab. 3.3):

σK

σR

=
NK

Ntr

. (8.20)

Here, NK and Ntr are the total number of reconstructed kaons and triggered
events, respectively. Equation (8.20) contains the assumption that the spec-
trometer acceptance and trigger effects cancel out in the ratio. Using this
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Figure 8.4: Ratio of the production cross-sections for K+ as defined in Eq.
(8.21), shown as a function of the kaon momentum. In the region above
200 MeV/c, kaons are identified using the fractional likelihood method (full
data points). The shown error bars are of statistical nature. The grey bars
show the absolute changes in the final ratio when the width of the fits to the
kaon peak in the RPC detector response data (cf. Fig. 7.7) is scaled up by a
factor of 2. Below |p| < 200 MeV/c, kaons are counted directly in spectra of
dE/dx measured in the CDC (see discussion in the text). The region in which
this alternate approach is used is highlighted.

relation, Eq. (8.19) can be written as

R(Pb/C) =
NPb

K · σPb
R ·NC

tr

NC
K · σC

R ·NPb
tr

. (8.21)

Calculating the ratio in bins of the kaon momentum, NK(|p|) ≡ n(|p|),R(Pb/C)
becomes sensitive to effects of the kaon-nucleon potential.

8.4.2 K+: Result and discussion

The ratio R(Pb/C) is finally shown in Fig. 8.4. The full data points above
200 MeV/c momentum show the results of the analysis using the full proba-
bilistic PID method, as discussed above and presented in Figs. 8.2 and 8.3.
Below a value of |p| ∼ 250 MeV/c, a drop in the ratio is observed, which is in
qualitative agreement with the expected depletion of this phase-space region
for kaons produced in the heavier lead nucleus.

Unfortunately, this signature is located at the lower end of the available
data range. It is thus attempted to continue the measurement towards smaller
momenta, using an alternate approach: The best available information on the
particle identity in this region – on the level of a single detector system – is
given by the specific energy loss measured by the CDC. In order to avoid the
problem of a deteriorated momentum resolution in this region (discussed in
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Chapter 5), the original data from the standard FOPI reconstruction are used
(“Eloss” and “Momentum” of CdcTracks, cf. Tab. 4.1) instead. In momentum-
binned spectra, the kaon peak and the neighbouring data range are fitted with
a suitable model, yielding a direct counting of the observed kaons. The values
for R(Pb/C) obtained using this technique are drawn as hollow points in Fig.
8.4. The results of Chapter 5 and Sec. 6.3 have shown, however, that the
native FOPI momentum and the momentum obtained from combined fits are
not compatible. This fact is visualised by the associated boxes in Fig. 8.4:
Using the observed differences between the two values for the momentum in
the appropriate region, the systematic uncertainty along the momentum axis
is composed from the i) most probable value (“offset”) and ii) the RMS of
the underlying distribution. Along the ordinate, the systematic uncertainty
of the alternate method – given by the selection of the fit model – is approx-
imated as 20 % of the absolute value of R(Pb/C). One additional point at
225 MeV/c is calculated using this method in order to check the compatibility
with the standard approach. The region in which the alternate method is used
is highlighted in Fig. 8.4.

The systematic uncertainty above that region is dominated by the proba-
bilistic PID scheme. Here, one has to distinguish between two contributions:
i) a possible momentum-dependent efficiency of the method and ii) surviving,
non-kaonic background. The first is a multiplicative effect and cancels out
completely, since the PID scheme is parametrised as a function of the mo-
mentum only (cf. Chapter 7) 6. Already from Fig. 8.3, the contribution from
remaining background can be expected to be very small. In order to quantify
this effect nonetheless, the calculation of R(Pb/C) is repeated after the widths
of the fits to the kaon peak in the dominant system for PID, the RPC, have
been scaled up by a factor of 2. This represents a crude, but very conservative
quantification of the possible impact from remaining background due to mis-
identified particles. The absolute differences in R(Pb/C) w.r.t. the original
calculation are visualised as grey bars in Fig. 8.3. Considering Fig. 7.7, the
trends show the expected behaviour.

It has been stated in the introduction of Sec. 8.3, that unaccounted-for
effects due to the acceptance of the spectrometer are assumed to cancel in
a ratio measurement such as the one presented in Fig. 8.4. A quantitative
approximation of the validity of this assumption can be obtained in the scope
of an analogue analysis performed for K0 (cf. Sec. 8.5.4). A further source for
systematic effects are changes of the trigger efficiency or the beam intensity
over time. These would, however, only propagate into the global normalisation
and not into the shape of the observed ratio. Recent calculations of the cross
sections from the observed trigger rates [95] limit the impact of such effects to
the percent level.

6Likewise, potential effects due to the general efficiency of the reconstruction algorithms
are assumed to cancel in the final result.
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8.5 Analysis II: Neutral kaons

As in the case of K+ presented earlier, the study of neutral kaons can be
used to investigate the repulsive kaon-nucleon interaction. As an important
conceptual advantage, however, there is no mixed-in contribution from the
Coulomb interaction with the protons of the nucleus.

The weak interaction, responsible for the decay of the produced K0, dif-
ferentiates between two eigenstates with definite lifetimes τ : the K0

S (short,
cτ = 2.68 cm) and the K0

L (long, cτ = 15.34 m). Due to this large difference in
the decay length, neutral kaon decays observed inside the FOPI spectrometer
can be expected to be those of the K0

S type. The dominant decay mode is

K0
S −→ π+π− (8.22)

with a branching ratio of 69.20±0.05 % [28]. This is the signature channel used
in this analysis. The second-widest channel is the decay into neutral pions,
K0

S −→ π0π0 (branching ratio: 30.690 ± 0.05 % [28]), which is irrelevant for
this measurement. All other decay modes, including the CP -violating decays
into three pions, are strongly suppressed.

Before going into details, the analysis strategy shall be shortly outlined:
K0

S-decay vertices are reconstructed from assumed π+π− pairs. The K0
S can-

didates are then organised in bins of their laboratory momentum. In each
bin, the recovered π+π− invariant mass spectrum is analysed in order to dis-
tinguish the K0

S signal from remaining background from fake K0
S candidates.

The contents of the background-subtracted signal represent a direct counting
of detected K0

S, and thus directly translate into the K0
S momentum spectrum

across the momentum bins. The spectrometer acceptance / reconstruction ef-
ficiency as well as the PID efficiency enters multiplicatively and is, once again,
assumed to cancel in the ratio of the momentum distributions measured with
different targets. An additional, target-dependent efficiency factor enters the
measurement due to the different dimensions of the target in combination with
a geometrical cut on the decay vertex. Section 8.5.2 will explore this effect and
provide a strategy for its correction.

8.5.1 Reconstruction of K0
S

From the available data, all possible π+π− pairs are used for the reconstruction
of K0

S. All tracks that could at least be matched between the TPC and CDC
detectors are considered. Apart from this requirement and the selection of
pions discussed below, no explicit cuts are applied during the analysis.

For each pair, a vertex fit using the GFRave interface (cf. Sec. 4.5.4) is per-
formed, for which the mass of the pion candidates is set tomπ = 139.570 MeV/c2.
The result is a least-squares fit of the vertex position v and the four-momentum
pµ of the K0

S candidate.
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For the pion identification itself, the following PID scheme is used: Above
|p| = 200 MeV/c, pions are identified using the probabilistic PID method
(LπK,p > 0.4) for all particles leaving a signal in at least the TPC and the CDC.
Below this momentum threshold, all particles with a CDC dE/dx < 3.0 a.u.
are taken into account (cf. Fig. 7.2). Background due to fake K0

S decays can
be expected to be dominated by uncorrelated π+π− pairs and mis-identified
electron tracks. The former problem is independent of the identification strat-
egy, and the latter cannot be resolved with the available PID information (cf.
Chapter 7). Due to the additional constraints entailed by the reconstruction
of a common vertex (and a mass), the PID selection criteria can be chosen to
be less stringent than in the K+ case.

8.5.2 Vertex constraints and target geometry

With a decay length of cτ = 2.68 cm, a large fraction of the K0
S decays oc-

cur outside of the target volume. This situation can be exploited to suppress
background generated by (fake) π+π− pairs from interactions inside the pri-
mary interaction volume, i.e. the geometrical overlap of the target disc with
the beam profile, by requiring a vertex position outside of this region. Prior
to the installation of the GEM-TPC inside the FOPI setup, such a cut could
only be performed in the x-y plane. The suppression of background during
the selection of K0

S for the measurements presented in Ref. [82] was performed
this way.

In Sec. 6.2, it was shown how the introduction of the GEM-TPC into the
analysis significantly improves the vertex resolution, especially along the beam
direction. With the achieved resolution of approximately 500µm, it becomes
possible to perform an anti-cut on the target disc using only the positional
vertex information along this axis. This method has the advantage that it does
not depend on the shape and stability of the beam profile. The construction
of the target cut ct for background rejection – using only the measured vertex
positions along the z axis – is explained in Fig. 8.5, which shows a smaller
range of the data already presented in Fig. 6.1.

Large values of ct allow an efficient suppression of the background. This can
be seen when comparing the invariant mass spectrum shown in Fig. 8.6, which
has been obtained with a cut value ct = 8 mm, with the one shown earlier
in Fig. 6.2 (ct = 15 mm). The corresponding phase space distributions (ct =
15 mm) for both targets for the same cut value are presented in Fig. 8.7. Figure
8.7b shows signs of a de-population of the phase space at small momentum,
which would be the expected signature of a larger mean-field interaction in
the Pb system. It will become clear shortly, however, that the phase-space
distribution has already been biased by the introduction of ct.

Since the average decay length of the K0
S is a function of its momentum, im-

posing such a geometrical selection on the set of vertices affects the momentum

146



CHAPTER 8: ANALYSIS: PION-INDUCED STRANGENESS PRODUCTION

(cm)zVertex 
-2 0 2 4 6 8 10 12

# 
en

tr
ie

s

10

210

310

410

510 ct

Figure 8.5: Distribution of π+π− ver-
tices along the beam axis for the
carbon target. The target position
(centre) is obtained from a Gaussian
fit to the central peak region (red
dashed line). Adding half the target
thickness (blue dashed line), all ver-
tices less than the cut value ct down-
stream of the target surface are re-
jected (green dashed line). The plot
shows the example of ct = 8 mm.

400 450 500

# 
en

tr
ie

s

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
310×

550 600
K 0 inv. mass (MeV/c2)

µ= 498.27 ± 0.08 MeV/c
σ = 6.58 ± 0.08 MeV/c

Figure 8.6: Invariant mass spectrum
of K0

S candidates for a vertex cut
value of ct = 8 mm. The data are fit-
ted with a composite model consist-
ing of a Gaussian signal and a lin-
ear background. The fit results for
the signal parameters and their sta-
tistical errors are shown in the plot.
The reconstructed mass of the K0
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0.022 MeV/c2 [28].

distribution of the accepted kaon candidates. This fact poses a direct threat
to the analysis of the K0 momentum spectrum. For a cut defined along the
beam direction, this effect is further complicated by the different thicknesses
of the targets that were used during the S339 experiment (cf. Tab. 3.3). The
projection of the spatial distribution of the decay vertices onto the beam axis
is given by the convolution of their production distribution inside the target,
their decay length distribution and the distribution of the polar emission angle
Θlab of the kaons.

In order to eliminate this bias, a dedicated MC model of the underlying
effects has been developed. The situation described above is mimicked in the
MC model by the following steps: i) The production coordinate of the K0

along the z axis inside the target disc is randomly drawn in accordance with
the corresponding pion interaction length; ii) A random momentum |p| ∈
[0,1] (GeV/c) is obtained from a uniform distribution; iii) The polar angle of
the kaon momentum vector is uniformly randomised, cos(Θlab) ∈ [0,1]; iv)
The decay length of the K0

S is drawn from the appropriate distribution ∝
exp(−βγcτ), and with that the z coordinate of the decay is obtained; v) The
vertex resolution of the combined setup along the z axis is modelled by applying
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Figure 8.7: Phase-space distributions of the reconstructed K0
S candidates from

the carbon (a) and lead (b) targets, obtained with a target cut ct = 8 mm.
Only K0

S that fall into mass window of ±20 MeV/c2 around the reconstructed
mean mass enter the plot.

a Gaussian smearing with σz = 580µm (cf. Fig. 6.6). Interactions of the kaons
with the target material after production are not taken into account, and the
target discs are assumed to be perfectly perpendicular to the beam axis.

The purpose of this procedure – which is to be repeated for every choice of
the cutoff value ct and for each target – is to obtain a map of the theoretical
reconstruction efficiency Γ in the space of the polar angle Θlab and the kaon
momentum |p|. The efficiency Γ gives the statistical fraction of K0

S produced
in the phase space cell (|p|,Θlab) that survived the vertexing cut ct.

The results obtained from the MC study are shown in Figs. 8.8 and 8.9.
The former shows the projection of the simulated K0

S decay vertex positions
onto the beam axis as an intermediate step. The distributions are clearly
different for the C and the Pb target. The second figure shows the ratio of
the efficiencies Γ for both targets and for a given choice of ct as a function the
phase space. For each choice of ct and for each target, 2 · 108 K0

S have been
simulated.

8.5.3 Data sample & Normalisation

As in the case of charged kaons (cf. Sec. 8.4.2), it can be argued that effects
due to the reconstruction algorithms and the PID scheme present multiplicative
corrections that are equal for both targets and can thus be expected to cancel
in the ratio of the momentum spectra. The suppression 1/Γ has been identified
as an additional effect connected to the geometrical vertex selection, and needs
to be corrected for. For each momentum bin, the correction is given by the
ratio of the efficiencies Γ, integrated over the polar angle in the respective
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S decay vertices based
on a MC model of the target geom-
etry, as described in Sec. 8.5.2. The
origin of the z axis is defined to co-
incide with the target surface in this
study, not its centre of gravity. Since
the finite vertex resolution is included
in the simulation, the distributions do
not immediately drop to zero at the
upstream end of the target disc.
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Figure 8.9: Ratio of the reconstruc-
tion efficiency Γ for the carbon and
lead targets and for a vertex cut value
of ct = 4 mm. Due to the larger di-
mensions of the C target (cf. Fig. 8.8),
the efficiency Γ is lower than for the
Pb target. The fluctuations visible at
the end of the distribution are of sta-
tistical nature, as Γ drops to zero for
both targets. Since only the integral
over the polar angle axis enters the
final analysis, they can be ignored.

momentum range. Also here, an identical population of the phase space for
both target samples is implicitly assumed.

Apart from this correction, the global normalisation of the momentum ratio
is identical to the one discussed in the context of the charged kaons (cf. Sec.
8.4.1, Eq. (8.21)). The same holds true for the event sample that enters the
analysis. Note that the restriction to particles penetrating the RPC is dropped
and all tracks – if successfully matched between the CDC and TPC – are taken
into account.

8.5.4 K0: Result and discussion

The final ratio of the momentum spectraR(Pb/C) for reconstructed K0
S is pre-

sented in Fig. 8.10. The error bars are of statistical nature, and correspond to
the propagated uncertainty of the integral of the signal peak, as obtained from
fits of the invariant-mass spectrum (cf. Fig. 8.6) in momentum bins. A similar
structure as in the analogue result obtained for K+ (cf. Fig. 8.4) is observed.
The peak position is found at a lower value of the momentum, qualitatively
compatible with the expectation: In contrast to the K+, neutral kaons do not
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Figure 8.10: Ratio of the production cross-sections for K0
S as defined in Eq.

(8.21), shown as a function of the kaon momentum and obtained with a target
cut ct = 4 mm. The error bars show the propagated statistical errors from the
fits in momentum bins. The grey boxes represent the total observed variation
when varying the vertex cut value ct in steps of 1 mm in the range ct ∈ [1,7] mm
(see the discussion in the text).

feel the additional push from the Coulomb potential of the nucleus.
In order to quantify the systematic uncertainty introduced by the MC

model as described in Sec. 8.5.2, a comparison between results obtained with
different values of ct is performed: ct is therefore varied in steps of 1 mm in the
window ct ∈ [1,7] mm, and the full range of variations observed in R(Pb/C) is
visualised by the grey boxes in Fig. 8.10. Since the choice of ct directly affects
the signal-to-background ratio in the spectra of the invariant mass, the vari-
ations also contain a contribution connected to the selection of the fit model
(cf. Fig. 8.6). In addition, it has been already stated that MC model implic-
itly contains the assumption of a cancellation of acceptance effects: As ct also
directly represents a cut into the phase-space distribution of the observed K0

S,
it can thus be argued that the performed scan of the cut value is also – to
some extent – sensitive to the validity of this assumption. Considering all
of the above, the observed systematic effects appear small and increase the
confidence in the assumptions that entered the analysis.

8.6 Summary of the analysis results

First, let us compare the two results obtained for R(Pb/C) in Secs. 8.4 and
8.5: Both show a similar structure, compatible with the interpretation that
the phase space at small momenta is depleted in the heavier system relative
to the light system. This is in qualitative agreement with the considerations
of Sec. 8.3.

In the direct comparison, two main differences can be observed: The ob-
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Figure 8.11: The result of Fig. 8.10 in comparison with the results from Ref.
[82] and transport calculations performed at the associated beam momentum.
The absolute value of R depends on the cross sections for kaon production at
the given pion momentum. In order to allow a more direct comparison of the
structural shape, the data of Fig. 8.10 have been scaled by an arbitrary factor.
Only the statistical errors of the data set from Ref. [82] are drawn. The HSD
calculations are discussed in the text.

served peak in the K0 result is located at a lower momentum, as one would
expect from the missing contribution of the Coulomb potential in that case. It
is also more narrow than in the K+ case. Whether this is a physical property
of the result or has to be attributed to the increased uncertainty of the analysis
method below |p| = 200 MeV/c, remains an open question.

Secondly, the peak amplitude is significantly larger in the K0 case, and also
the general level of the ratio seems to be slightly elevated. An explanation for
this larger excess of K0 produced in the Pb nucleus when compared to the K+

case might be the isospin dependence of the production cross sections (cf. Sec.
8.1.1) in correlation with the larger abundance of neutrons in the Pb system.
Moreover, charge-exchange reactions in quasi-elastic scattering off nucleons of
the sort

pK0 ←→ nK+ (8.23)

introduce a coupling between the two measurements. Since there are no experi-
mental data available for the π−n −→ (K0, K+) cross sections, this hypothesis
cannot directly be checked. The results need to be compared by means of
transport calculations, incorporating the kaon re-scattering and absorption-
cross sections. In that light, the two presented measurements can also be re-
garded as valuable input for these models. However, this evaluation is beyond
the scope of this thesis.

The ratio R(Pb/C) obtained for K0
S can additionally be compared to ear-

lier results, published by Benabderrahmane et al. (Fig. 3 of Ref. [82]). Using
identical nuclear targets, these have also been obtained from data taken with
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the FOPI spectrometer, however at a π− momentum of 1.15 GeV/c. Figure
8.11 shows the direct comparison of the two collections of data. The structure
of both is in very good agreement over the full momentum range. The position
of the peak obtained from S339 data is slightly shifted towards smaller mo-
menta in comparison. From a purely technical point of view, this is consistent
with the fact that the momenta extracted from the TPC-combined analysis,
as described in this thesis, tend to be systematically smaller than the ones
obtained from the native FOPI feature extraction (see, for example, Fig. 6.9).
A potential influence of the different beam momenta on the position of the
peak has, yet again, to be checked in future transport calculations.

Results from former such calculations at 1.15 GeV/c π− momentum, ob-
tained within the Hadron-String Dynamics (HSD) model [96], are also shown
in Fig. 8.11. These are also already contained in Ref. [82]. At the energies
relevant for this measurement, HSD calculations are of the BUU type (cf. Sec.
8.3.1). Inside the model, kaons are propagated off-shell through the mean
field of the nucleus, and the influence of the K-N potential is modelled as an
effective, momentum-independent shift of the meson mass. The density de-
pendence of the potential is described using a linear functional form, which is
a good approximation recalling Fig. 8.1. Using this approximation, the values
of the potential strength quoted in Fig. 8.11 correspond to the value at ρ = ρ0.
Within the predictions from HSD calculations, both measurements are clearly
not compatible with a vanishing kaon-nucleon interaction.

In view of the different experimental setups and fundamentally different
analysis techniques used for their extraction, the agreement between the re-
sults obtained by Benabderrahmane et al. and from S339 data in this thesis
is remarkable. Having been obtained at different beam energies, the combined
data set thus can be used to put further constraints on the parameters of trans-
port models, and strengthen the understanding of kaon-nucleon interactions.
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Conclusion

In the first part of this work, the development of a TPC with GEM-based gas
amplification and of the algorithms required for the reconstruction of its data
has been documented. As proof of the detector principle, a large detector of
this type has been constructed and installed in the FOPI spectrometer at GSI,
where it participated in a two-weeks physics campaign (strangeness production
in pion-induced reactions) in the year 2011. The obtained data have been used
to i) characterise the performance of the detector and to ii) study signatures
of kaon-nucleon interactions in a dedicated analysis.

The performance of the device has been found to fully meet or even exceed
the expectations. With the GEM-TPC present in the FOPI setup, the track-
ing performance of the spectrometer could be significantly enhanced, especially
along the beam direction (drift direction of the TPC): the track-to-track (ver-
tex) resolution along this axis was improved by two orders of magnitude from
∼ 10 cm to below 1 mm. As a direct consequence, the combined momentum
resolution for forward tracks could be improved by ∼ 30 %. The quantifica-
tion of the specific energy loss (“dE/dx”) performance of the GEM-TPC has
received special attention, as local gain variations in multi-GEM stacks are a
possible threat to the energy resolution. Making use of calibration data ob-
tained from the reconstruction of 83m

36 Kr decays, a detailed study of the dE/dx
performance has been conducted. It was found to be fully compatible with the
expectations for classical, MWPC-based devices of similar size. The results
of this study represent the first such measurement from collision data for a
large-scale GEM-TPC, and have been published in 2014 [25].

The methods and the software employed in the physics-driven analysis of
the data represent a completely new approach for FOPI. Since the GEM-TPC
is the most central detector of the S339 setup, track finding is first performed
stand-alone on TPC data, and the association of tracks across detector bound-
aries is thus anchored to the TPC. Instead of describing the identified tracks
with a circle in the azimuthal plane, an adaptive, advanced variant of the
Kalman Filter, the DAF, has been employed for the task of track fitting. In
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doing so, the energy loss of the particles, the spatial variations of the magnetic
field and a realistic model of the detector material are taken into account.
Finally, a new strategy for the task of identifying particle species has been
devised and implemented: In order to fully integrate the TPC into this task,
a method based on a probabilistic description of the response of the different
detector systems is used. In this way, the full set of information available for
PID is correctly taken into account, as opposed to methods of particle selection
via hard cuts in single spectra, which had been used in the past.

Using the data taken during the S339 experiment – obtained with a C and a
Pb target –, K+ and K0 mesons are studied. The latter are reconstructed from
the decay of their short-lived, weak eigenstate into two pions, K0

S −→ π+π−.
The invariant-mass spectrum of the π+π− pairs shows a a clear signal from
correctly identified K0

S candidates. Owing to the advanced feature-extraction
methods employed in the analysis and the contribution of the GEM-TPC to
tracking, the absolute value and width of the measurement of the K0 mass
(498.27 ± 0.08 MeV/c, width: 6.58 ± 0.08 MeV/c) could be improved signifi-
cantly compared to the earlier results from FOPI. In the measured momentum
spectra, signatures of a strangeness-related interaction with nucleons of both
K+ and K0 could be identified. Specifically, a depletion of the low-momentum
region of the phase space could be observed in the heavier nucleus, when com-
paring the data from the two different targets. This is in accordance with
theoretical predictions from an effective, mean-field theory of this interaction,
as well as with earlier experimental results obtained for K0 with FOPI. When
compared to transport calculations, the observed data are not compatible with
a vanishing K-N potential.

Outlook

The excellent performance of the GEM-TPC for FOPI has raised the interest
of the ALICE collaboration and sparked a new cooperation, and the decision
was taken to realise the inevitable high-rate upgrade of the ALICE TPC with
GEM technology. It will be exciting to see the world’s largest TPC become
the world’s largest GEM-TPC, which will have to prevail under even more
extreme experimental conditions at the LHC after its upgrade.

Concerning the analysis of the S339 data, the excellent agreement between
the outcome from two different setups and two fundamentally different data
reconstruction and analysis schemes, strengthens confidence in the past and
present results. This is especially important in view of future contributions
from the HADES experiment, which will – among other things – also investi-
gate strangeness production in pion-induced reactions at similar energies. The
combined information from past FOPI measurements, the analysis presented
in this thesis and future results from HADES will help to further constrain
free parameters of transport models and improve the understanding of the
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kaon-nucleon interaction.
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Own contributions

The author of this thesis has joined the group of Prof. Dr. Stephan Paul (E18,
Physik Department, TUM) as a technical student in the year 2007, during the
early phase of the GEM-TPC project and under the direct supervision of Prof.
Dr. Bernhard Ketzer. The author’s own contributions to the work presented
in this thesis shall be once again explicitly listed. As stated before, the focus of
the author’s work has been lying on the development of detector simulations at
first – which have not been discussed in this thesis –, and generally on software
development during the later stages of the project.

Reconstruction software

Chapter 4 represents a complete overview over the current state of the feature-
extraction software for the large FOPI GEM-TPC. FOPI data is embedded as
external input into this scheme. The decision in favour of the comprehensive
presentation of Chapter 4 was taken in view of the fact that no consistent
documentation was available elsewhere. The development of the algorithms
presented therein has been a collaborative effort of many, and can rarely be
attributed to single persons. Whenever possible, it is mentioned in the text.
The author has contributed directly to many of the described algorithms, and
has been particularly involved in the development of software required for the
combined feature extraction with FOPI data (e.g. track matching, extraction
of dE/dx, parameter management and quality control, large-scale production).
All presented evaluations of the algorithm and detector performance have been
performed by the author, unless stated otherwise.

Online-monitoring and decoding for the FOPI TPC

The stand-alone software (cf. Sec. 3.4) used for online-monitoring of GEM-
TPC data during operation has been designed and implemented by the author
during the years 2010 and 2011. The software has been written in the C++
programming language, and consists of ∼ 28 000 lines of code.
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Characterisation of the detector performance

With the exception of the analysis of the Kr-calibration data, all systematical
studies of the performance of the GEM-TPC presented in Chapter 6 have
been conducted by the author. In particular, an in-depth characterisation of
the specific energy loss performance of the device has been performed (cf. Sec.
6.5) and published [25]. As a result of these studies, significant improvements
of the reconstruction quality of the GEM-TPC data could be achieved. In
the process, unforeseen problems with FOPI data have been revealed, some
of them – unfortunately – still present at the time this thesis is written (cf.
Chapter 5). These remaining issues will have to be resolved as part of the
geometrical alignment procedure in the future.

Combined PID

The probabilistic scheme for PID, described in Chapter 7, has been designed
and implemented by the author. It represents the first approach towards a
combined treatment of PID-relevant data across different detector systems in
FOPI.

Physics analysis

The extraction of kaon properties, as presented in Chapter 8, represents the
author’s contribution to the physics analysis of the S339 data set. Although
a similar measurement has already been performed by the FOPI collaboration
at a different beam energy [82], the results of Chapter 8 represent a completely
independent analysis: The entire scheme for the extraction of physical prop-
erties and all required (scripting) code have been written from scratch. Only
results from the TPC-combined feature extraction (cf. Chapter 4) – with the
exception of the deliberate comparison made in the context of Fig. 8.4 – have
been used in the process.

Publications

As part of the work underlying this thesis, two work packages have been pub-
lished by the author: The first ([15], Appendix A) is based on the author’s ear-
lier work on detector simulations in the scope of the development for PANDA,
specifically the simulation of space-charge accumulation in a GEM-TPC op-
erated in a high-rate environment. During the analysis of the S339 data,
the algorithms developed in that context have been used again to investigate
the impact of field-cage imperfections of the FOPI GEM-TPC (the reader is
referred to the short discussion of Sec. 6.1). As part of the necessary consoli-
dation and extension of the software, the original results have been published
by the author in 2013.
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Secondly, the quantitative study of the dE/dx performance of the FOPI
TPC (cf. Sec. 6.5) has been published ([25], Appendix B) in 2014.
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Appendix A: Journal
publication on space-charge
simulations

The following pages contain the author’s published work on simulations of
space-charge effects.
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a b s t r a c t

A fundamental limit to the application of Time Projection Chambers (TPCs) in high-rate experiments is
the accumulation of slowly drifting ions in the active gas volume, which compromises the homogeneity
of the drift field and hence the detector resolution. Conventionally, this problem is overcome by the use
of ion-gating structures. This method, however, introduces large dead times and restricts trigger rates to
a few hundred per second. The ion gate can be eliminated from the setup by the use of Gas Electron
Multiplier (GEM) foils for gas amplification, which intrinsically suppress the backflow of ions. This makes
the continuous operation of a TPC at high rates feasible.

In this work, Monte Carlo simulations of the buildup of ion space charge in a GEM-based TPC and the
correction of the resulting drift distortions are discussed, based on realistic numbers for the ion backflow
in a triple-GEM amplification stack. A TPC in the future panda experiment at FAIR serves as an example
for the experimental environment. The simulations show that space charge densities up to 65 fC cm−3 are
reached, leading to electron drift distortions of up to 10 mm. The application of a laser calibration system
to correct these distortions is investigated. Based on full simulations of the detector physics and
response, we show that it is possible to correct for the drift distortions and to maintain the good
momentum resolution of the GEM-TPC.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

A Time Projection Chamber (TPC) [1] can be regarded as an
almost ideal device for charged-particle tracking. A large number
of 3-dimensional space points measured along a particle track
(typ. 50–100) eases the task of pattern recognition in a dense
environment and allows particle identification (PID) via the
measurement of specific ionization. Large solid-angle coverage
combined with very little material in the active part of the
detector makes this device very attractive for applications in
which high resolution is to be combined with small photon
conversion probability and little multiple scattering. TPCs have
been successfully used as large volume tracking devices in many
particle physics experiments, e.g. PEP-4 [2], TOPAZ [3], DELPHI [4],
ALEPH [5], NA49 [6], STAR [7], CERES [8] and ALICE [9].

In a TPC, electrons created by ionizing particles traversing the
chamber are drifting over distances of the order of 1 m, before
they undergo avalanche multiplication on a plane of proportional
wires. The reconstruction of a track from the measured arrival

point in space and time of the ionization electrons requires a
precise knowledge of the drift of electrons and hence of the
electric and magnetic fields in the chamber.

Electrons have drift velocities of the order of several cm μs−1

and are thus quickly removed from the drift volume. The drift
velocity of ions, however, is three to four orders of magnitude
smaller (see Table 1 for the values used for our simulations),
leading to a slow buildup of space charge in the chamber. There
are two principal sources of ions in a TPC:

� Gas ionization by fast charged particles traversing the drift
volume: The created ions slowly drift towards the cathode end-
plate of the TPC.

� Avalanche multiplication: During avalanche amplification, a
large number of electron–ion pairs is created, given by the
total gain G, which is typically of the order of 103–104. Without
further measures, the ions created in the amplification process
would move back into the drift volume and lead to significant
distortions of the electric field.

The total amount of charge accumulated in the drift volume
depends on the rate and momentum distribution of the incident
particles, the properties of the gas, and the amount of ions from
the avalanche region drifting back into the drift volume. To
prevent avalanche ions from reaching the drift volume, TPCs are
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normally operated in a pulsed mode, where an electrostatic gate to
the readout region is opened only when an interaction in the
target has occurred, and is closed immediately thereafter [10]. The
time needed to remove the ions as well as the switching time of
the gate constitute dead times for the experiments, which limit
the trigger rates to several hundred per second.

Modern particle physics experiments, in contrast, require
high interaction and trigger rates and little or no dead time of
the detector systems. In order to benefit from the advantages of
a TPC in a high-rate experiment, one has to find other means of
space charge suppression. As an alternative to ion gating, the
usage of (GEMs) [11] for gas amplification has been proposed,
since these devices feature an intrinsic suppression of the ion
back-drift [12,13]. Operating a TPC at interaction rates which
are large compared to the inverse drift time of electrons –

which is of the order of 100 μs for typical drift distances of 1 m
– means that several events will be overlapping in one drift
frame. The TPC hence acts as an “analog track pipeline” with
signals arriving continuously at the readout pads. Instead
of an event-based, triggered readout, the appropriate readout
mode of such a device is then a continuous electronic
sampling of signals combined with an autonomous detection
of hits, which are further processed based on their individual
time stamps. The association of these hits to tracks and of
tracks to distinct physics events (“event deconvolution”)
requires real-time tracking capabilities of the data acquisition
system. The successful development of a continuously running
TPC, though challenging, opens the possibility to benefit from
the advantages of such a detector in future high-rate
experiments.

Among other options, a GEM-based TPC was proposed as the
central tracker of the Panda (Antiproton Annihilations at Darm-
stadt) experiment [14] at the future international Facility for
Antiproton and Ion Research (FAIR). Panda will use an intense,
cooled antiproton beam with momenta from 1.5 to 15 GeV/c
impinging on different targets and will reach luminosities of up
to 2�1032 cm−2 s−1, resulting in a pp interaction rate up to
2� 107 s−1. The dimensions of the Panda GEM-TPC are shown in
Fig. 1. It consists of a cylindrical vessel with 150 cm length and an
inner (outer) radius of 15.5 cm (41.5 cm) with GEM amplification
at the upstream endcap [15], placed in a 2 T solenoidal magnetic
field. Owing to the fixed-target geometry of the experiment, the
interaction point is not located in the middle of cylinder axis, but
shifted upstream. Detailed simulations of the TPC have shown the
potential to provide excellent standalone pattern recognition and
momentum resolution of the order of a few percent [16]. At typical

event rates at Panda about 4000 tracks are superimposed in the
drift volume at any given time.

Track densities similar to this environment are expected for the
ALICE TPC after an upgrade of the LHC, foreseen for the year 2018
[17]. At an expected luminosity for Pb–Pb collisions of
6�1027 cm−2 s−1, a continuous readout of the TPC is required to
make full use of the interaction rate of about 50� 103 s−1. This
cannot be achieved with the present gated MWPC-based amplifi-
cation system. A replacement by a triple-GEM amplification using
large-size foils is currently under evaluation.

The ion leakage from a multi-GEM detector, however, is
considerably larger than that from a closed gating grid, which is
typically o10−4 [9]. It is therefore important to develop an
understanding of the effects of residual space charge in a GEM-
based, continuously running TPC. To this end, we have developed a
computer simulation of space charge accumulation and drift
distortions for such a device. The simulation is based on the
following steps:

� transport particles from minimum bias physics events through
the detector setup and calculate their energy loss;

� generate electron–ion pairs accordingly and propagate them
through the detector including drift, diffusion, and avalanche
amplification;

� model the drift of ions to obtain the spatial distribution of
space charge;

� calculate the resulting electric field in the drift volume using
finite element methods;

� solve the drift equation for electrons in electric and magnetic
fields to get a map of drift distortions as a function of the point
of generation;

� simulate a laser calibration system to measure the drift
distortions.

In the present paper, the example of the Panda TPC is used as a
case study to investigate the distortions expected in a GEM-based
TPC due to space charge effects. We focus on calculating the order
of magnitude of distortions expected for a GEM-TPC in a high-rate
environment and show that corrections are possible. We use an
iterative numerical method to calculate the space charge distribu-
tion due to ionization and backdrifting ions, assuming an azi-
muthally symmetric problem. As such, the method is readily
applicable to other TPCs with cylindrical geometry. In case the
azimuthal symmetry is broken due to unexpected problems at the
field cage or the amplification stage, the method can in principle
be extended to three dimensions. In order to decrease computing
time, also analytical solutions of the electric field due to an
arbitrary charge distribution [18] could be plugged into our
simulation framework. Section 2 describes the detector setup

Table 1
Parameters of the space charge simulation.

Event rate 2�107 s−1

Beam momentum pp ¼ 2:0 GeV=c
Gas mixture Ne/CO2 (90/10)
Average energy per WI¼36.7 eV

electron-ion pair
Nominal drift field E¼(0,0,400 V cm−1)
Magnetic field B¼(0,0,2.0 T)
Nominal ion uþ ¼ 1:766 cm ms−1

drift velocity
Electron mobility μ− ¼ 6:828� 103cm2ðVsÞ−1
Nominal electron u− ¼ 2:731 cm μ s−1

drift velocity
Long. diffusion 229 μm cm−1=2

Trans. diffusion 128 μm cm−1=2

TPC dimensions r¼(15.75,41.2) cm
(active volume) z¼(−39.5,109.5) cm

Ion yield ϵ¼ 4

Fig. 1. Geometry and dimensions of the active part of the Panda TPC (cross-
section). In its final form, the field cage of the Panda TPC was designed to be split
into two identical and independent volumes of half-circular cross-section to make
room for the target pipe which traverses the TPC vertically.
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and defines the parameters used in the simulations. In Section 3
we describe how the charge accumulation is modeled to derive a
space charge distribution in the drift volume of the TPC. Section 4
details how drift distortions in the inhomogeneous drift fields are
calculated. Values for expected drift distortions in the simulated
Panda environment are given. Finally, in Section 5 we demon-
strate how the drift distortions can be measured and corrected by
means of an array of ionizing laser beams.

2. Ion backflow in a GEM-based TPC

The Gas Electron Multiplier (GEM) [11] consists of a 50 μm thin
insulating Polyimide foil with Cu-coated surfaces, typically 5 μm
thick. The foil is perforated by photo-lithographic processing,
forming a dense, regular pattern of (double-conical) holes. For
standard GEM foils, the holes have an inner diameter of ∼50 μm
and a pitch of 140 μm. The small dimensions of the amplification
structures lead to very large field strengths Oð50 kV cm−1) inside
the holes of the GEM foil when a moderate voltage difference of
typically 300–400 V is applied between the metal layers, sufficient
for avalanche creation inside the GEM holes.

The dynamics of charge movement and avalanche creation
inside the GEM holes are complicated. Fig. 2 shows a Garfield/
Magboltz [19] simulation qualitatively explaining the suppression
of ion backflow from the amplification region. Two electrons (light
lines) are guided into the GEM hole by the drift field (here
250 V cm−1), and produce avalanches by ionizing gas molecules
(dots). The ions created in the avalanches (dark lines) closely
follow the electric field lines because of their much smaller
diffusion. Most of the ions are collected on the top side of the
GEM foil, because the field inside the GEM hole is much higher
than the field above the hole. Only a few ions drift back into the
drift volume. The extraction of electrons from the hole is facili-
tated by a higher transfer field below the GEM (here
3:75 kV cm−1). The electrons can then be transferred to another
amplification stage or collected at the anode.

Typically three GEM foils are combined in a stack, leading to
effective gains of the order of 103–104 and at the same time
guaranteeing a stable operation without the occurrence of

discharges [20]. The effective gain Geff of the gas amplification
system is given by the average number of electrons arriving at the
readout anode N−

A divided by the number of ionization electrons
N−

I :

Geff ¼
N−

A

N−
I
: ð1Þ

Gas ionization produces an equal amount of electrons and ions,
hence N−

I ¼Nþ
I ≡NI. The effective gain Geff differs from the intrinsic

gas gain of the amplification stage, as it already includes losses due
to limited electron collection or extraction efficiencies of the foils.
These, as well as gain fluctuations, have not been explicitly
simulated in the present work.

We define the ion backflow as1

IB¼ Nþ
C

N−
A

ð2Þ

where Nþ
C denotes the number of positive ions arriving at the drift

cathode. Note that this quantity also includes a contribution from
ions created during the ionization process. Ion backflow values of
IB¼ 0:25% have been reached experimentally in a magnetic field
of 4 T in an Ar/CH4/CO2 (93/5/2) mixture [21].

A very convenient parameter to describe the ion backflow in
the simulation is the ratio ϵ of the number of ions drifting back
from the GEM amplification stage Nþ

G and the number of ionization
electrons NI, i.e. the ion yield in the amplification region per
incoming electron:

ϵ¼ Nþ
G

NI
ð3Þ

Since the number of ions arriving at the drift cathode is given by
the sum of ions from ionization and the ones from the amplifica-
tion stage,

Nþ
C ¼NI þ Nþ

G ; ð4Þ
the two quantities ϵ and IB are linked by

IB¼ NI þ ϵNI

GeffNI
¼ 1þ ϵ

Geff
: ð5Þ

The suppression factor η defines the efficiency of ion-backflow
suppression in the GEM stack:

η¼ Nþ
G

N−
A
¼ ϵNI

NIGeff
¼ ϵ

Geff
ð6Þ

and thus

ϵ¼ ηGeff : ð7Þ
As a rule of thumb, a suppression factor of η∼1=Geff is usually
considered necessary in order to operate a TPC without
gating grid.

The detector gas is a crucial parameter for the performance of a
TPC [22]. In order to minimize multiple scattering and photon
conversion, as well as space charge effects, a popular choice is a
Ne/CO2 (90/10) gas mixture [6,9], which combines low diffusion
even at moderate magnetic fields, low ionization density, large ion
mobility and high radiation length. The results presented in this
paper are based on realistic values for the ion backflow of
IB¼ 0:25% and the effective gain of Geff ¼ 2000, yielding ϵ¼ 4
according to Eq. (5), i.e. four ions drifting back from the amplifica-
tion stage per incoming electron. The full set of simulation
parameters used for the presented results is summarized in
Table 1.

Fig. 2. Garfield/Magboltz simulation of charge dynamics of two arriving electrons
in a GEM hole. Electron paths are shown as light lines, ion paths as dark lines. Spots
mark places where ionization processes have occurred. The paths have been
projected onto the cross-section plane.

1 There appear different definitions of the term ion backflow in the literature.
We choose this definition since it can be easily measured via the ratio of cathode to
anode current.
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3. Simulation of space charge buildup

3.1. Ionization charge creation

To model the spatial distribution of ionization charge in the TPC
for the case of Panda, the Dual Parton Model (DPM) [23] Monte
Carlo event generator is used to simulate antiproton–proton (pp)
annihilations at an incident p momentum of 2 GeV/c. The resulting
phase space distribution of charged particles is shown in Fig. 3.

A large sample of these generated events is then passed
through a GEANT [24] simulation of the detector geometry in
order to calculate the energy loss of the particles in the TPC gas
volume. For the simulations presented here we used GEANT3 with
a simplified energy loss model as proposed in the ALICE TPC
Technical Design Report [25] and experimentally verified in [26].
From the GEANT energy deposit ΔEðr; z;ϕÞ in a volume element dV
around a point ðr; z;ϕÞ inside the TPC, summed up for a given
number of simulated events Nev, the number of ionization elec-
trons/ions NIðr; z;ϕÞ produced in this volume element is calculated
using an average energy per electron–ion pair for the Ne/CO2 (90/
10) gas mixture of W I ¼ 36:7 eV [27,28]. Here, r, z and ϕ denote
cylindrical coordinates, where the z-axis coincides with the
symmetry axis of the TPC. The creation rate of ionization charge
in dV is then

_N Iðr; z;ϕ; tÞ ¼
ΔEðr; z;ϕ; tÞ=W I

Nev
� RðtÞ ð8Þ

with R(t) being the event rate.

3.2. Model of space charge accumulation

In general, the charge density ρðr; z;ϕ; tÞ at time t in a volume
element dV centered around a point ðr; z;ϕÞ inside the TPC volume
is given by

ρðr; z;ϕ; tÞ ¼ e
dV

�
Z t

0

_Nðr; z;ϕ; t′Þ dt′: ð9Þ

Here _Nðr; z;ϕ; t′Þ is the net rate of ions entering/leaving the volume
element dV in the time interval ½t′; t′þ dt′�. _Nðr; z;ϕ; t′Þ includes
both ions directly created in gas ionization processes, _N Iðr; z;ϕ; tÞ,
as well as ions moving through the volume surface by drift and
diffusion.

Solving Eq. (9) in principle requires perfect knowledge of the
dynamics of charge creation and drift/diffusion inside the TPC
volume. In order to arrive at a manageable, yet sufficiently realistic
simulation model, the following assumptions are made:

1. Azimuthal symmetry: owing to the cylindrical geometry of the
TPC, we treat the problem in azimuthal symmetry so that the

resulting charge density map can be represented in the r–z-
plane. For the special case of the Panda TPC, edge effects due to
the splitting in two half cylinders are expected to be noticeable
only within a distance of a few mm from the edges of the field
cage and have thus been neglected.2 Non-azimuthally sym-
metric field cages were also employed for the NA49 TPCs,
where no distortions have been seen beyond the accuracy of
the measurement of 50 μm, even in the immediate vicinity of
the field cage [29].

2. Constant luminosity: we assume that RðtÞ ¼ const:, i.e. the rate
of charge created in gas ionization processes is constant on
time scales of interest to us [Oð10 μsÞ]: _N Iðr; z; tÞ ¼ _N Iðr; zÞ.

3. Electrostatic forces between the ions are neglected: the ion
drift proceeds along straight lines with constant velocity uþ.

4. The effect of diffusion on the motion of ions is neglected.

In addition, we move from the infinitesimal volume elements dV
of Eq. (9) to macroscopic volumes ΔVðri; zjÞ≡ΔVij with constant bin
widths Δz¼ 1:0 cm and Δr ¼ 0:98 cm. Each such bin (i,j) then
represents a ring-shaped volume in the TPC:

ΔVij ¼ π � ðr2i;out−r2i;inÞ � Δzj; ð10Þ
where ri;out ¼ ri þ 1

2Δr and ri;in ¼ ri− 1
2Δr are the outer and inner

radius of bin (i,j), respectively. The integral in Eq. (9) can then be
solved numerically by a discrete sum:

ρðr; z; tÞ ¼ e

ΔVij
� ∑

n

k ¼ 1

_N
ijk

Δt≡
e

ΔVij
� Nijn ð11Þ

with the time t given by the number of steps in time bins t ¼ n � Δt.
During each time step Δt, the ionization charge _N

ij
I Δt is newly

created in bin (i,j) of the chamber. Now the backflow of ions from
the amplification stage has to be included. As can be seen from
Table 1, the drift velocity of electrons exceeds that of ions by
several orders of magnitude. In order to calculate the ion space
charge we can therefore assume instantaneous electron drift. As a
consequence, a contribution proportional to the total amount of
newly added gas ionization charge in the full TPC volume has to be
added to the first bin in z (j¼1) for each time bin Δt. The total
number of ions added in each time step is therefore

Nij
I ¼ _N

ij
I Δt þ δ1;jϵ∑

j′

_N
ij′
I Δt ð12Þ

with δi;j being the Kronecker delta symbol.
As a last ingredient, the drift of ions has to be taken into

account. For the geometry of the Panda TPC, where the readout
anode is located at the upstream endcap of the chamber, the ion
drift proceeds along the positive z direction towards the cathode
endcap. We choose Δt to correspond to the time needed for an ion
of drift velocity uþ to travel the distance Δz. This allows us to
include the ion drift in a time bin Δt simply by shifting the total
charge by one bin in z. We therefore arrive at a recursive algorithm
to calculate the space charge in the nth time step:

Nijn ¼Nij
I þ Ni;j−1;n−1: ð13Þ

From the equations above it is clear that an equilibrium space
charge in time, Nijn ¼Nij;n−1, will be reached everywhere in the
chamber as soon as the perturbation due to ion backflow reaches
the cathode, i.e. for t ¼ zmax=uþ, where zmax is the maximum drift
distance. Fig. 4 shows the space charge distributions calculated
with this method after the first step in time (i.e. immediately after
switching on the beam) and after reaching equilibrium. The input
parameters to the simulation are given in Table 1. After the firstFig. 3. Phase space distribution of primary particles in the laboratory frame

produced with the DPM generator for pp collisions at 2.0 GeV/c beam momentum.
The plot shows the absolute momentum versus the cosine of the polar angle of
10 000 produced events. The sharp band of recoil protons from elastic scattering
processes dominates the bulk of charged pions and kaons that are created in
annihilation reactions and inelastic scattering.

2 It should also be mentioned here that the assumption of azimuthal symmetry
breaks down in case one sector of a GEM stops to work. In such an extreme case the
simulation would have to be done e.g. in slices of ϕ.
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step, Fig. 4a, the distribution of ions from direct gas ionization by
charged particles from pp annihilations with a band at a polar
angle close to 901 from elastic pp�scattering is visible, together
with the sheet of charge at z≈−40 cm starting to drift back from
the amplification region for this time bin. Due to the fixed target
geometry of Panda and the resulting forward boost of the
scattered particles, the charge distribution is not symmetric in z
around the interaction point. Fig. 4b shows the equilibrium space
charge distribution which is reached after ions from the amplifica-
tion stage have reached the cathode. The final space charge
density varies between 20 and 65 fC cm−3.

4. Drift distortions

4.1. Electric field due to space charge

From the charge-density distribution the electrostatic potential
φ is computed by numerically solving Poisson's equation using the
Finite Element Method [30] and assuming azimuthal symmetry.
The software package Dolfin/FeniCs [31] is used to realize the finite
element solver.

By calculating the gradient of the resulting potential we finally
obtain the electric field E caused by the space charge. Due to the
assumed ϕ�symmetry, the non-vanishing components of E are
the r and z components. The drift field Ed ¼ 400 V cm−1 is oriented
along the z direction and is superimposed onto the distortion field
(see Fig. 5).

4.2. Electron drift offsets

To compute a map of the drift distortions as a function of the
starting point of the drift, the equation of motion for electrons
drifting in electric and magnetic fields ðE;BÞ:

m
du−

dt
¼ eEþ e½u− � B�−Ku− ð14Þ

is solved with a fourth order Runge–Kutta (RK) algorithm.3 In Eq.

(14) m is the electron mass, u− is the macroscopic electron drift
velocity, e is the electron charge and K ¼ e=μ− is a friction term
modeling the microscopic stop-and-go motion of the drifting
electron due to collisions with the gas components. The algorithm
gives the electron drift velocity direction and magnitude for each
point in space. The electric field E is the result of the steps
described in Section 4.1 and shown in Fig. 5. Its variations are
within 1% of the nominal field, justifying the assumption of a
constant mobility μ− and hence a constant friction term.4 The
magnetic field is chosen to be completely homogeneous (c.f.
Table 1), matching our general assumption of azimuthal symme-
try. Of course, a more realistic field map can be plugged into the
algorithm.

The fact that the distorted drift field E has a non-zero
component perpendicular to z leads to a displacement of drifting
electrons compared to the ideal drift with constant velocity along
z. Fig. 6 shows the radial and azimuthal components of this
deviation at the readout plane as a function of the coordinates of
the starting point of the drifting electron. It should be noted that
although both E and B are assumed to exhibit cylindrical symme-
try, there are nevertheless drift distortions perpendicular to the r–
z-plane. This is due to the E� B term in the solution to Eq. (14).
Distortions up to 0.8 cm in radial direction and 1 cm in azimuthal
direction are observed for electrons originating from the region
with highest track density in the forward region.

Similarly, the resulting distortions along the nominal drift
direction (z) can be obtained from the difference in total travel
time of the electrons (as calculated by the RK algorithm) in the
distorted field configuration when compared to the ideal drift
scenario. They are found to be one order of magnitude smaller
than the displacements in the r–ϕ-plane and are shown in Fig. 7.

5. Measurement and correction of drift distortions

In order to correct track data for space charge effects, the
resulting drift distortions have to be measured during the opera-
tion of the TPC. This can be achieved by creating a well defined
pattern of electron sources in the TPC and analyze its image as

Fig. 4. Space charge density ρðz; rÞ in the Panda TPC for 2� 107 s−1 pp annihilations
at beam momentum pp ¼ 2:0 GeV=c with ion yield ϵ¼ 4, using the recursive
algorithm of Eq. (13). (a) After one step the distribution of ion charge from gas
ionization processes is visible superimposed with the corresponding charge back-
drifting from the amplification stage (“disk” of high charge density at z¼ −40 cm).
The band of high primary ionization density at z∼0 is caused by slow protons from
hadronic elastic pp�scattering. (b) Final equilibrium space charge density.

Fig. 5. Electric field caused by accumulated space charge in the Panda TPC for 2�
107 s−1 pp annihilations at beam momentum pp ¼ 2:0 GeV=c with ion yield ϵ¼ 4.
(a) Radial component Er, and (b) component along drift direction Ez superimposed
with the nominal drift field Ed ¼ 400 V cm−1.

3 When reading field values from maps with finite bin size, linear interpolation
in between bin centers is applied.

4 In the vicinity of 75 V cm−1 of the nominal drift field, the E-dependent drift
velocity recovered from the RK solution with constant friction term differs by less
than 1‰ from the corresponding values obtained from Garfield/Magboltz [19].
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measured by the detector. A comparison with the expected image
directly yields the distortions. Straight line ionization tracks from
UV lasers can provide such a pattern [32] and have already been
used for calibration in other drift chambers (e.g. in STAR [33]). To
assess the potential of this method in the case of an ungated TPC,
we have simulated such a laser system.

5.1. Laser calibration system simulation

Having found the drift distortions in z direction to be small, we
want to measure the distortions in the r–ϕ-plane as precisely as
possible. Ideally, this can be done with laser tracks parallel to the
drift direction/detector symmetry axis. We chose a grid of 6 laser
beams aligned equidistantly in radial direction, where the inner-
most (outermost) laser is placed 0.5 cm away from the inner
(outer) field cage wall. One such row of lasers is created every
201 in azimuthal direction. The laser beams are parameterized as
straight line tracks with an average ionization density of
45 e− cm−1 [33], and a Gaussian beam profile ðs¼ 300 μmÞ.

In the simulation routines, the electrons created by the laser
rays are then drifted to the readout anode, applying the calculated
distortion map and taking into account the diffusion. The induced
signals are calculated using GEM amplification and signal induc-
tion with a realistic response of hexagonal readout pads with an
outer radius of 1.5 mm as designed for the Panda TPC. In a last
step, signals adjacent in space and time are combined to hits by a
fully 3-dimensional clustering algorithm. A sample of such hit data
as written out by the simulation framework is shown in Fig. 8.

5.2. Reconstruction of drift distortions

The reconstruction of the laser tracks is greatly simplified by
the knowledge of the geometry (and the time, at which the laser
grid has been illuminated): The hits are assigned to tracks by
applying simple residual cuts, such that all hits inside a tube of
reasonable radius (15 mm for the results presented) around the
nominal track position are associated to the corresponding laser
track. It is assured that each reconstructed hit is assigned to only
one (the closest) track. For each hit, a residual vector is obtained in
the plane perpendicular to the corresponding track.

In order to map out drift distortions as a function of the point of
electron creation in the drift volume, the large amount of signal
data from the laser calibration needs to be fitted, smoothed and

parameterized. For this purpose we have implemented an algo-
rithm for fitting of a bi-cubic spline surface sðz; rÞ [34] to the
measured residual data (c.f. Fig. 8). A two-dimensional mesh of
h� k knots ðλi; μjÞ over the data area ðz; rÞ is chosen.5 At each of
these knots two cubic B-splines Mi(z), Nj(r) are attached, each of
which has a fixed shape and spans over five mesh knots λi−4;…;i

ðμj−4;…;jÞ. Coefficients γij at every knot scale the B-splines:

sðz; rÞ ¼ ∑
hþ4

i ¼ 1
∑
kþ4

j ¼ 1
γijMiðzÞNjðrÞ: ð15Þ

Assuming the underlying noise (mainly given by diffusion during
drift) to be Gaussian, the surface fitting problem is equivalent to
finding the set of coefficients γij which minimize the sum of
squared distances

S¼ ∑
nr

r ¼ 1
½sðzr ; rrÞ−f r �2≡ ∑

nr

r ¼ 1
R2
r ð16Þ

to the residual data f rðzr ; rrÞ (where r¼ 1…nr). The corresponding
matrix-equation (“normal equation”) reads

ATA γ¼AT f ð17Þ

where A is an nr � ðhþ 4Þðkþ 4Þ�dimensional matrix containing
the spline information, γ is the vector of knot coefficients with ðhþ
4Þðkþ 4Þ elements and f is the vector containing the nr measured
residuals. Weighting of hits can be incorporated by introducing a
weight matrix W. Under the assumption of independent hit errors,
W becomes diagonal, and instead of Eq. (16) one now has to
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Fig. 6. Drift distortions ξ of electrons as obtained from Eq. (14) using the distorted
E-field configuration (a) in radial and (b) in azimuthal direction. The graphs show
the deviations from a straight line drift experienced by an electron which starts its
drift at points (r,z) in the TPC.
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Fig. 7. Drift distortions ξ of electrons in nominal drift direction z. The values are
extracted by multiplying the total travel time as obtained from solving Eq. (14) with
the nominal drift velocity (c.f. Table 1) and subtracting the values for ideal drift. The
zone of small deviations for large z can be understood in terms of compensating
effects of the distortion field near cathode and anode (c.f. Fig. 5b).

Fig. 8. Positions of TPC hits (after running of the clustering algorithm) from a laser
event. The laser tracks are sketched as lines along the drift direction in the TPC. For
better visibility, distortions have been scaled by a factor of 2 for this image. Note
that only the radial component of the distortions can be seen in this projection.

5 In addition 4 knots on each side outside the data area are required to define
the full set of B-splines.
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minimize

Sw ¼ ∑
nr

r ¼ 1
WrrR

2
r : ð18Þ

Eq. (17) then reads

A′TA′ γ¼ A′T f′; ð19Þ

where A′ ¼wA, f ′ ¼wf, and wrr ¼
ffiffiffiffiffiffiffiffiffi
Wrr

p
. The weights for each hit

are obtained from the covariance ellipsoid available after cluster-
ing, taking into account the orientation of the laser track. By
setting the error to be large along the track direction, it is possible
to work also with laser grids that are not optimized to the
distortions topology.

The solution to Eq. (19) can be obtained by matrix inversion or,
more stably, by QR-decomposition. Fig. 9 shows the least squares
spline solution to the reconstructed residual data for both radial
and azimuthal drift distortions. One laser event as described in
Section 5.1 is used, resulting in ∼35 000 reconstructed residuals.
Typical fit times are of the order of 1 s on a single CPU desktop PC.

5.3. Quality of reconstructed distortion map

To be able to judge the quality of the result shown in Fig. 9, we
compare the reconstructed distortion maps to our original drift
distortion input (Fig. 6) in Fig. 10, which shows the distribution of
differences between the reconstructed and the calculated
distortion maps.

The choice of the number of spline-mesh knots h� k over the
data area is very important for the procedure. On the one hand, a
higher number of knots means higher overall fit precision, but
performance suffers and also overfitting becomes an issue. A lower
number of knots, on the other hand, results in a smoother result,
but the fit might not be able to follow all the features of the data
set sufficiently well. To a small extent, this cannot be avoided for a
reasonable choice for the number of mesh knots. In general, we
found ðh� kÞ ¼ 5� 3 knots to be a balanced compromise.

In Fig. 10 the effect is indeed visible for a fit obtained with this
number of mesh knots. However, the fit reproduces the original
map with an accuracy better than 35 μm over the full r–z-plane,
which is one order of magnitude below the expected single-hit
resolution of the Panda TPC. Hence, using a grid of laser beams,
drift distortions in the TPC can be measured with a precision
better than Oð100 μmÞ, not taking into account the mechanical
distortions of the calibration system.

5.4. Effect on track reconstruction

The most important question to be answered is of course the
impact of space charge effects on track reconstruction. As
explained in the previous sections, the steps required to obtain a
model of space charge and study its possible effects and their
correction are:

1. calculate space charge based on background events;
2. calculate the drift distortion map;
3. create one “laser event” consisting of the full laser beam mesh;
4. reconstruct the laser tracks and fit the data with a spline;
5. use this spline to correct for drift distortions.

In the running experiment, measurements of drift distortions
have to be constantly updated, requiring steps 4 and 5 to be
triggered on a timescale short enough to be able to resolve
possible space charge fluctuations.

To study the effect of drift distortions on charged particle
tracks, we simulated a test sample of 5000 pion tracks (πþ) at a
momentum of 0:5 GeV=c, uniformly distributed scattering angle
(201≤θ≤1331, c.f. Fig. 1) and azimuthal angle (01≤ϕ≤3601) in the
Panda TPC. Tracks are reconstructed using a Kalman-filter-based
track fitting framework [35]. Fig. 11 visualizes the impact of
uncorrected drift distortions on the momentum measurement
compared to the ideal situation of a completely homogeneous

Fig. 9. Reconstructed drift distortions ξ in (a) radial direction and (b) azimuthal
direction, based on one laser event (compared to Figs. 6a and b).

Fig. 10. Direct comparison of drift distortions as reconstructed with the Laser grid
(spline fit) and original simulation input. Shown are the differences of the original
(binned) deviation map and the fit evaluated at the bin center for the (a) radial and
(b) azimuthal drift distortions. The underlying spline mesh structure is clearly
visible.
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Fig. 11. Effect of drift distortions (and their correction) for πþ�tracks at 0.5 GeV/c
momentum (primary and secondary GEANT tracks). Right peak: Uncorrected case.
Left peak: Hit positions corrected with spline fit results. Shaded distribution:
Simulation with no drift distortions present.
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electrical field. Without correction, the distribution of recon-
structed momenta is deformed and systematically shifted towards
larger values by space charge effects. This can be understood
within the scope of the preceding sections: Depending on its polar
angle, a track is more or less affected by drift distortions (c.f.
Fig. 6), leading to the broadening of the distribution. The asym-
metric nature of the drift distortions with respect to the radial
coordinate causes the measured curvature of the track to appear
smaller than it actually was, leading to the shift to higher
momenta.

Applying the correction derived from the laser system recovers
the momentum reconstruction, with a resolution of sp=p¼ 1:88%.
For comparison, the distribution of reconstructed momenta for the
ideal case without any space charge effects yielding a resolution of
sp=p¼ 1:65% is shown as an outline in Fig. 11. The reconstructed
mean changes from 5:01� 10−1 GeV=c in the ideal case to
4:99� 10−1 GeV=c.

It is important to point out that the drift distortions along the
nominal drift direction as shown in Fig. 7 are fully present in the
simulation, but — unlike the distortions in the r–ϕ-plane — they
are not corrected. The fact that the momentum spectrum can be
recovered with satisfying accuracy proves that the z-component of
the drift distortions can be indeed neglected during correction.

6. Conclusions and outlook

In this paper we have presented detailed studies on space-
charge buildup in a continuously operating GEM-TPC without a
gating grid exposed to high interaction rates. We have presented a
recursive algorithm to calculate the space charge accumulating in
the drift region, starting from minimum bias physics events, and
taking into account the primary ionization as well as the ions
drifting back from the amplification region. The calculations are
performed assuming azimuthal symmetry of the problem, i.e. for
the case of a cylindrical detector. Assuming constant luminosity, an
equilibrium space-charge distribution is reached after one full drift
time of ions through the chamber. In the example of the environ-
ment of the future Panda detector, ion space charges of up to
65 fC cm−3 are reached. The electric field resulting from this space
charge is calculated using a finite element method to solve the
Poisson equation. The drift of electrons in the full electric and
magnetic field of the setup is calculated from the Langevin
equation solved by a fourth order Runge–Kutta method. Drift-
path distortions of Oð1 cmÞ are found for the Panda environment,
requiring corrections to be applied to the measured hit
coordinates.

To this end, we have simulated a laser calibration system
creating a regular grid of straight ionization tracks at known
positions in the chamber. The geometry of the laser grid was
optimized to yield an accurate measurement of the expected
distortions, which are dominantly in radial and azimuthal direc-
tion for the Panda case. In the case of azimuthal symmetry of the
distortions, a two-dimensional spline fit to the measured residuals
is sufficiently fast and accurate, reproducing distortions with a
precision better than 100 μm, thus opening the possibility to be
applied even in the online reconstruction software. This distortion
map is then used to correct hits from charged particle tracks. Using
Kalman-Filter-based track fitting we are able to reconstruct the
momentum of tracks with a resolution very close to the ideal case
of no distortions in the chamber.

The method to calculate the space charge effects and their
correction presented in this paper is also applicable to the case of
other TPCs with azimuthal symmetry, e.g. at STAR or ALICE. If one
cannot exploit symmetry features, the method can in principle be

extended to three dimensions, possibly making use of analytical
solutions of the electric field instead of the numeric ones used in
the present approach. For the reconstruction of the distortion map
using laser tracks, a proper treatment of errors taking into account
the grid geometry — as realized in the present work — is
important to minimize systematic errors arising from projections
of residuals. This allows the algorithm to be extended to make use
of track information from other detectors instead of a fixed laser
grid to measure the drift distortions.
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Appendix B: Journal
publication on the dE/dx
evaluation

The following pages contain the author’s published work on the evaluation of
the dE/dx performance of the GEM-TPC in the S339 setup.
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a b s t r a c t

In this work we present the first measurement of the specific energy loss (dE/dx) and an analysis of the
resulting charged-particle identification (PID) capabilities of a large-scale TPC with GEM-based gas
amplification. The data has been recorded inside the FOPI spectrometer at GSI, Germany, using reactions
of 1.7 GeV/c pions impinging on a carbon target.

In the specific energy loss spectrum clear bands for pions, kaons, protons and deuterons are observed.
The specific energy loss resolution is studied as a function of the total particle momentum and as a
function of the track length. It is found to be � 15%, consistent with expectations.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

Time Projection Chambers (TPCs) are widely used as central
tracking detectors. Their low material budget and large solid angle
coverage combined with particle identification (PID) capabilities
through the measurement of the specific energy loss make them
an ideal choice for many experiments.

On the downside, an important limitation of TPCs so far has
been the necessity of gating structures. Their purpose is to prevent
ions produced in the gas amplification stage – traditionally
realized with Multi Wire Proportional Chambers (MWPCs) – from

drifting back into the active volume, where they would lead to
distortions of the drift field. As a consequence, trigger rates of
experiments employing TPCs have been limited to the low kHz
regime.

The application of Gas Electron Multipliers (GEMs) [1] as
amplification stage promises to lift this limitation: the intrinsic
ion-backflow suppression of GEM foils [2] will allow the opera-
tion of TPCs without gating techniques and the inevitable dead
times they entail, thus opening the possibility of using TPCs as
continuously running tracking devices even in high rate
experiments.

Obviously, the traditional traits of MWPC-driven TPCs should
not be compromised by the introduction of GEMs – most
importantly the energy resolution, where gain fluctuations in
(multi-) GEM systems will play a role. In this work, we present
the first measurement of specific energy loss “dE/dx” for the
purpose of PID with a triple-GEM-TPC for different particles,
using reactions of 1.7 GeV/c pions impinging on a carbon target.
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2. Experimental setup in FOPI

In 2011 a GEM-based TPC (called the “FOPI GEM-TPC” from
here on) was installed in the FOPI spectrometer for a dedicated
3-week physics campaign. FOPI is located at the GSI Helmholtz-
zentrum für Schwerionenforschung in Darmstadt, Germany and
was originally constructed in 1990. A recent description of the
entire spectrometer can be found in Ref. [3].

2.1. The GEM-TPC for FOPI

The FOPI GEM-TPC [4,5] was completed in the end of 2010.
To date, it is the detector with the largest active volume of this
kind. It features a stack of three GEMs as gas amplification stage
with a gap of 2 mm in between the foils (cf. Fig. 12.3 of [5]). The
potential differences over the three GEMs ΔUG1, ΔUG2, ΔUG3, the
voltage drops over the transfer gaps in between the foils ΔUT12,
ΔUT23 and the induction gap between the last foil and the readout
plane ΔUI are given in Table 1, along with the exact dimensions
and the most important technical details of the detector. The
cylindrical field cage has been designed to fit into the inner gap of
the FOPI spectrometer (see Section 2.3).

A peculiarity of the FOPI GEM-TPC which is of special impor-
tance for the analysis presented in this work is the readout plane.
It consists of 10,254 hexagonally shaped pickup pads with 3.0 mm
outer diameter. Fig. 1 shows a section of the outer region of the
readout plane in a close-up view.

2.2. Readout electronics

For signal readout the AFTER ASIC [6] was chosen, which has
been originally developed for the T2K experiment [7]. It features a
low-noise charge preamplifier and a 511 cell analog buffer per
channel with adjustable sampling frequency and shaping time.

Each AFTER chip has 72 channels, of which 64 are connected to
pads on the pad plane (4 additional, internal channels of the chip
are used for common mode noise correction [8]). In total, 42 front-
end cards equipped with 4 AFTER chips each have been connected
via 11 ADC boards to read out all channels of the detection plane.
The mean noise performance of the fully connected readout during
data taking has been found to be sN � 680 e� ENC per channel,
calculated using the width of baseline fluctuations and the single-
channel sensitivity. The input capacitance to the preamplifier was
estimated to be between 13 and 16 pF per pad, dominated by the
ASIC packaging and the trace lengths. Table 1 summarizes the
settings and performance during data taking. More information
about the readout electronics can be found in Refs. [5,8].

2.3. Physics campaign inside the FOPI spectrometer

For the analysis presented here, only the barrel detectors of FOPI
are of interest. A sketch of the involved systems is shown in Fig. 2.
The GEM-TPC surrounded the target, covering the full azimuthal
angle and the polar angular region 261oθo1591 for primary tracks
reaching the outer wall of its volume.2 The GEM-TPC in turn was
placed inside FOPI's Central Drift Chamber (CDC), which covered the
polar angle range 221oθo1221 with respect to the target with its
inner wall. The CDC offers a good spatial resolution of sx;y � 300 μm

Table 1
Key parameters of the experimental setup.

Environment
Beam π� , 1.7 GeV/c
Rate � 1:5� 104 π� s�1

Target C, 10 mm (2.6% λI)
Magnetic field 0.6 T Solenoid

Detector
Drift length 727.8 mm
Inner ∅ 104.0 mm
Outer ∅ 308.0 mm
Drift gas Ar=CO2 ð90=10Þ, 1 atm
Drift field 234 V cm�1

e� drift velocity 16:5 μm ns�1

Effective gain � 1� 103

GEM parameters 50 μm thickness
140 μm pitch
70 μm hole ∅

Gaps between foils/ 2 mm/
last foil and readout 4 mm

ΔUG1, ΔUG2, ΔUG3 324 V, 296 V, 259 V
ΔUT12, ΔUT23, ΔUI 604 V, 604 V, 1208 V
Readout 10,254 hex. pads

Electronics
Sampling clock 15.55 MHz
Buffer time bins 511
Peaking time 116 ns
Dynamic range 120 fC (11-bit ADC)
Sensitivity 394 e� =ADC channel
Mean noise sN 678 e� (RMS: 126 e� )
Input capacitance 13–16 pF per pad
Threshold 4:5sN (per channel)

Fig. 1. Detail of the pad plane as installed in the GEM-TPC for FOPI. The 10,254
hexagonal pickup electrodes have an outer diameter of 3.0 mm.

Fig. 2. Cross-section of the GEM-TPC þ FOPI setup. Only the detectors relevant for
this analysis are shown. The given dimensions are rounded values.

2 For the data presented here only a part of the physical drift length (approx.
�24 cmozoþ30 cm in Fig. 2) has been read out due to the choice of the drift
field, as summarized in Table 1.
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in the azimuthal (xy-) plane, while the resolution along the beam
direction (z) is considerably lower ðsz � 10 cmÞ.

The CDC was augmented by a time-of-flight system consisting
of Resistive Plate Chamber (RPC) detectors, covering the forward
region 321oθo581 [9]. It offered a time resolution below 70 ps
during this experiment, allowing a very clean particle identifica-
tion for associated tracks in the covered polar angle window
(cf. Section 5.3).

2.4. Data sample

The data used in this analysis have been taken in June 2011 over a
period of roughly 12 hours. During this time, 1.53�106 events have
been recorded from reactions of 1.7 GeV/c π� impinging on a carbon
target of 10 mm thickness, containing 2.88�106 tracks recon-
structed in the TPC. Of these, 1.77�106 tracks could be matched
with the surrounding CDC and entered the analysis (cf. Section 3.3).
The average track multiplicity in the TPC was 1.88. Fig. 3 shows the
phase space distribution of all matched TPC–CDC tracks.

3. Track reconstruction

In this section we summarize the most important steps on the
way from pad signals to particle-track feature extraction in the FOPI
GEM-TPC system. Processing of the recorded data is done within the
context of a custom software framework written and implemented
in the Cþþ programming language. The code is based on the
FairRoot [10] package developed at GSI, Germany. The ROOT frame-
work [11] developed at CERN acts as the underlying code base and
is used for data persistence and analysis purposes.

3.1. Gain calibration

The gain of the detector is measured and equalized by introdu-
cing radioactive 83mKr into the active volume, a widely used method
for gas detectors. The well-known decay modes of 83mKr lead to
spatially constrained ionization clusters (length scale Oð1 cmÞ) from
a discrete energy spectrum in the range of � 9 keV to � 42 keV.
Several dedicated measurements with Krypton in the active volume
of the TPC have been performed during the physics campaign. As
stated above, these data can be used to (i) calibrate the global
effective detector gain and (ii) map out gain inhomogeneities across
the amplification stage plane, allowing us to perform relative ampli-
tude correction on pad level.

The absolute gain is obtained using the sensitivity of the
readout chain, which was determined by injecting a known charge
into the preamplifier of a single channel (cf. Table 1). With this
sensitivity an analysis of the 83mKr spectra [12] yields a gain of
ð1:070:1Þ � 103 for the dataset discussed here (analysis ongoing,
publication in preparation), compatible with a gain measurement

performed with a small detector with the same GEM configuration
(the settings of the presented setup correspond to a voltage of
3240 V in Fig. 11.1 of [5]).

Using the same Krypton calibration data for relative corrections
on pad level, the energy resolution observed in the 83mKr spec-
trum measurement can be improved by up to 25%, yielding a
resolution of ΔE=E¼ 4:4% for the main 41.55 keV peak [12]. Fig. 4
shows the obtained relative amplitude correction factors for all
active pickup pads on the readout plane.

3.2. TPC hits

In a truly 3-dimensional tracking detector like a TPC, it is
necessary to clarify how a single measurement – a “detector hit” –
is defined. There are two conceptual abstractions on the way from
signals induced on the readout electrodes to feature extraction of
physical particles.

First, the analog signals recorded on individual pickup electro-
des of the pad plane are digitized by an ADC and then processed by
a simple pulse shape analysis (PSA) algorithm. A set of adjacent
ADC samples that is identified by the PSA to belong to one pulse is
called a pad hit. Each pad hit k holds the following information: its
total (integrated) amplitude ak, a time stamp and the unique ID of
the pickup pad it was recorded on. When pad hits overlap in time
– most commonly caused by tracks going in forward direction –

the PSA algorithm separates them at positions of local minima in
the digitized amplitude spectrum. Currently – apart from gain
calibration – no corrections on signal level like tail cancellation or
reshaping are performed.

With the knowledge of the drift velocity in the chamber, we
can map each pad hit into 3-dimensional GEM-TPC detector space
via

ðtime stamp; padIDÞ⟶ðu; v;wÞ: ð1Þ

The drift velocity is currently taken from MAGBOLTZ [13] simula-
tions for the correct environmental conditions and field strengths.
The values have been checked against measurements obtained
with single runs where the drift field and sampling settings
allowed a direct analysis of the full physical drift length of the
TPC and hence a straightforward extraction of the drift velocity.
The agreement between these data points and simulations has
been found to be accurate within the measurement errors.3

In a second step, the pad hits are combined into clusters in time
and now also across pad boundaries. This step allows data reduction
and offers an early possibility of noise suppression. To fully exploit
the high level of symmetry of our detection plane (see Section 2.1) –
and thus the absence of any preferred orientations or “pad rows” –
this association is to be performed in the full 3-dimensional space
ðu; v;wÞ. The search for clusters starts at local amplitude maxima
and combines neighboring pad hits. Each cluster can finally be
assigned a total amplitude, a center of gravity and a covariance
ellipsoid describing its spatial uncertainty. Clusters are the objects
that are passed to the tracking algorithms, but they are not used
further for extracting the energy loss information (cf. Section 4).

3.3. Alignment & track matching

Track finding on the TPC side is performed standalone using an
implementation of a conformal mapping method onto the so-called
Riemann sphere [14]. The identified tracks are then fitted with a
Kalman filter (using the GENFIT [15] track fitting framework).
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Fig. 3. Phase space distribution of all matched TPC–CDC tracks after performing a
combined fit. θ is the scattering angle in the laboratory system.

3 It is foreseen to include the drift velocity extraction in the alignment
procedure as described in Section 3.3.
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The obtained TPC tracks together with tracking data from the
surrounding detectors can be used to geometrically align the GEM-
TPC detector with respect to the FOPI spectrometer, which defines
the global coordinate frame ðx; y; zÞ. In the scope of this work,
alignment was performed using an iterative procedure working on
TPC and CDC tracks, minimizing translational and rotational displa-
cements of the TPC hits with respect to the FOPI coordinate frame.

Owing to the generally poor z-resolution ðOð10 cmÞÞ of the CDC,
final matching of TPC and CDC tracks is realized using constraints
exclusively in the r–ϕ-plane. We require (i) a relative azimuthal
displacement of the outermost TPC hit and the innermost CDC hit
within 7151, and at the same time (ii) a relative angular change of
the tangents to both tracks at the matching point of less than 7
101. Under these requirements, a matching efficiency of ε499% is
observed, while ambiguities occur in less than 4% of the cases.
Recalling the low track multiplicity (cf. Section 2.4), it should be
noted that many of these ambiguous matches are related to track
splitting issues during pattern recognition which are not resolved
in the presented analysis. In case of such an ambiguity, we decide
in favor of the better match based on the residual data. After a
successful match, a complete refit of the combined TPC–CDC track
using the GENFIT Kalman filter implementation is performed,
taking into account material effects of the full combined TPC &
FOPI setup.

4. Extraction of specific energy loss

For given gas parameters, the energy ΔE deposited by a
charged particle when traveling a certain distance Δx through
the detector gas fluctuates due to the statistical nature of the
underlying scattering processes. For length scales Δx relevant for
gas detectors, the ΔE are distributed asymmetrically, with a long
tail towards high energy deposits. The distributions describing
these fluctuations are called straggling functions f ðΔE; p;ΔxÞ. The
mean value divided by the distance 〈ΔE〉=Δx follows the Bethe
formula (dE/dx) and usually differs considerably from the most
probable one (an extensive review on the topic can be found in
Ref. [16]). The fact that both the mean and the most probable value
depend on the particle type X for a given momentum can be
exploited for the purpose of particle identification.

If the signal amplitude registered on the readout plane is
proportional to the energy deposited in the detector gas by the

traversing particle, the straggling distributions can in principle be
measured for each particle track. In (large) gas detectors this is
achieved by sampling the recorded hit amplitudes of a track over
certain distances Δxi. Usually, the Δxi are defined by the track
projection on given geometrical features of the detection plane,
e.g. pad rows.

Exploiting the high level of symmetry of the pad plane in our
case (cf. Section 2.1) requires a different approach: based on the
matched and fitted tracks, we walk along the actual reconstructed
particle trajectory in 3-dimensional space inside the TPC volume
with a fixed step length4 Δx¼ 5 mm. Starting at the first pad hit of
the track, after each track segment Δx a plane Pi perpendicular to
the track is constructed. The set of all amplitude-corrected pad hits
Ωi lying in between the two adjacent planes Pi, Piþ1 is combined
to make one measurement of Ai=Δx, where Ai ¼∑kAΩi

ak. An
artistic view visualizing the procedure is shown in Fig. 5, the
obtained stepping statistics for the choice Δx¼ 5 mm in Fig. 6.

4.1. Truncated mean

Due to the long tail of the straggling distributions Ai=Δx, their
mean value is not a good estimator for the characteristic energy
loss. More correctly one should use the most probable value
ðA=ΔxÞmp. Its extraction, however, requires the reconstruction of
the underlying straggling function and becomes increasingly
difficult for small N.

A robust and commonly used practice is that of extracting the
truncated mean instead: by discarding a certain fraction thigh (tlow)
of the largest (smallest) values of Ai=Δx an attempt is made to
symmetrize the distributions, aiming to move the mean 〈A=Δx〉tr
of the remaining, truncated distribution towards the most prob-
able value and – most importantly – stabilize it in the process.

The choice for the newly introduced parameters thigh, tlow has to
be optimized. This can be done in terms of the resulting specific
energy loss resolution or other defining quantities (a short discus-
sion follows in Section 6.3). We found tlow ¼ 5 % and thigh ¼ 25% to
be a good choice, i.e. retaining the interval 5–75% of all sorted pad
hit amplitudes. With this choice of truncation limits we observe a
minimal amount of fluctuation of the extracted truncated mean
values, and thus an optimal 〈A=Δx〉tr resolution. All results in the
following have been produced using these values. It should be
noted, however, that the 〈A=Δx〉tr extracted in this way over-
estimate the most probable value of the straggling function.

4.2. Specific energy loss

It is common practice to call the measurement of amplitudes
per travel distance described in the above sections just a measure-
ment of “dE/dx”. Under the assumption of perfectly linear readout
electronics and that the truncated mean is indeed a valid estima-
tor, the energy loss of a particle per traveled distance dE/dx as
described by the Bethe formula and the quantity 〈A=Δx〉tr are
equivalent up to a proportionality factor in good approximation, at
least in the momentum range this analysis is concerned with. For
the sake of conformity we adopt the common terminology and
identify

〈A=Δx〉tr � dE=dxtr ð2Þ

for the remainder of this work. The distribution of the measured
samples Ai=Δxi we call the dE/dx distribution from here on.

Fig. 4. Gain calibration factors for each pad extracted from the 83mKr calibration
data as used in the analysis. The underlying distribution centered around 1 shows a
RMS of 0.107. The solid black circles visualize a cut that is applied during extraction
of energy loss information in order to exclude fringe effects in the current gain
calibration data (cf. Section 4.3). The iris-shaped structures run along the physical
segmentation of the GEM foils, and the region at y� 0 cm, 5 cm ≲ x ≲ 10 cm
belongs to a broken readout chip, where correction factors have been set to
1 by hand.

4 The first and last step along the particle trajectory has variable length.
A discussion of the choice Δx¼ 5 mm can be found in Section 6.3.
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4.3. Cuts applied

We complete the discussion of the more technical aspects of the
analysis by summarizing the cuts we apply when extracting
information on specific energy loss. In addition to the zero suppres-
sion during data taking (cf. Table 1) and the implied preselection
made by requiring a successful match between TPC and CDC tracks,
the following is required:

� The pad center must lie inside rings as shown in Fig. 4
ð6:0 cmorpado14:0 cmÞ to be considered in dE/dx extraction.

� The number of dE/dx samples per track N before truncation has
to be at least 13 (cf. Fig. 6).

4.4. Energy loss spectrum

Fig. 7 shows the full spectrum of all obtained dE=dxtr as a function
of the measured particle momentum. Note that, while the value for
energy loss is reconstructed from TPC data only as discussed above,
the total particle momentum is extracted from the combined fit of
the matched TPC–CDC track. Bands for different particle types (pions,
kaons, protons and deuterons) are clearly visible.

5. Extraction of dE=dxtr resolution

In order to quantify the relative widths of the bands, we
subdivide the data of Fig. 7 along the momentum axis into slices

of fixed size. Fig. 8 shows two such slices, each obtained by
projecting out the data from a 25 MeV/c momentum window onto
the energy axis.

One remark concerning this slicing technique is in order: by
mere projection along the momentum axis, an additional broad-
ening of the resulting distributions occurs due to the slope of the
dE=dxtr bands. In principle, this could be avoided by linearizing
one band at a time using a suitable Bethe parametrization. For
small slice widths of 25 MeV/c we found only a marginal impact
on peak widths (within error bars) using this technique, while the
task of fitting the spectra – now describing the energy loss relative
to one particle type – becomes more difficult. This led us to decide
in favor of the simpler, more stable approach of using simple
projections.

5.1. Fit function and treatment of asymmetries

The peaks shown in Fig. 8 have a dominant Gaussian compo-
nent, but they also exhibit a tail towards higher values of specific
energy loss. To properly capture this asymmetry, we choose the
convolution Eðx; τÞ � Gðx;μ; sÞ of an exponential decay function
Eðx; τÞ with decay constant τ and a Gaussian distribution Gðx;μ; sÞ

Fig. 5. On the stepping procedure explained in Section 4: the single pad hits are
visualized as hexagons as defined by the readout plane. Their displacement out of
this plane represents different hit times (or z coordinates). For the dE/dx sampling
the full track fit is used (black helix), and only the pad center coordinates are
considered when collecting pad hits in between planes perpendicular to the
particle track. The pad hits selected in this way for one dE/dx sample appear
highlighted.

Fig. 6. Distribution of (right scale) the number N of extracted samples Ai=Δxi
(or “dE/dx”; see Section 4.2) per track and (left scale) the number of pad hits per
such measurement. The dashed vertical line marks a cut applied on N for the final
analysis as given in Section 4.3.
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Fig. 7. Specific energy loss dE=dxtr obtained with the truncated mean method
(discarding the lowest 5% and the highest 25% of all amplitude-sorted samples) as a
function of particle momentum. Both positively and negatively charged particles
enter.
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with mean μ and RMS width s as basic fit function. The resulting
probability density function (pdf) has the analytical form

CEGðx;μ; s; τÞ ¼
τ
2
� exp τ

2
ð2μþτs2�2xÞ

h i
� erfc μþτs2�xffiffiffi

2
p

s

� �
; ð3Þ

where erfcðx;μ; s; τÞ is the complementary error function and x
runs along the energy axis. The overall fit function is then a sum of
multiple such pdfs, the exact number depending on the momen-
tum range. Performing (binned) maximum likelihood fits using
this fit function we found that all data features can be very
accurately described (cf. Fig. 8 and A1 in Appendix).

5.2. Resolution expectation

For later reference, we want to introduce an expectation value
for the specific energy loss resolution. Within the framework of
the Photo-Absorption Ionization (PAI) model, Allison and Cobb
[17] give an approximate parametrization of the expected resolu-
tion R (in % FWHM) of sampling gas detectors in Ar-based
mixtures, based on experimental data:

RðN;Δx; PÞ ¼ 0:96 � N�0:43 � ðΔx � PÞ�0:32: ð4Þ

Here N is given by the number of energy loss measurements per
track,Δx is the sampling step length (cm) and P is the gas pressure
(atm).5

5.3. Monte Carlo study: peak shape

The sample size N of the experimental data taken into account
by Allison and Cobb is typically Oð102Þ, so it is a priori not clear
if Eq. (4) can be extrapolated to our scenario, where N� 20 (see
Fig. 6).

Thus, before proceeding to the final results of the data analysis,
it is worth taking a closer look at the peak shape. To be able to
apply the available benchmark given by Eq. (4) to the results of
this analysis, we have investigate the impact of the dE/dx sample
size N per track on the peak asymmetry in a data-driven Monte
Carlo study.

Instead of generating artificial amplitude data, we use the
excellent PID capabilities of the RPC detector of FOPI (cf. Section
2.3) to select only one particle type (protons) from the full dataset.
Further constraining the selection to a narrow momentum and
θ window yields a clean straggling distribution f ðΔE;Δx¼ 5 mmÞ,
which can be sufficiently well parametrized by a polynomial fit.
This allows us to extrapolate to “track lengths” beyond the limits
of the detector by sampling from this parametrization with
variable sample size N. After extracting the truncated mean, the
resulting dE=dxtr spectra are fitted using Eq. (3).

Fig. 9 shows the results of this Monte Carlo analysis: plotted are
(Gaussian) s=μ of Eq. (3), FWHM=μ and the ratio of s and the
square root of the full variance varC ¼ s2�1=τ2. The latter ratio is a
direct measure of the peak asymmetry. For long tracks (large
number of samples N) it slowly approaches unity, the limit of a
perfectly Gaussian distribution after truncation. For small N, the
probability of large amplitudes surviving the truncation grows,
leading to an increased asymmetry.

The FWHM resolutions obtained within this Monte Carlo model
– extrapolated from our data for small N – are systematically larger
than the expectation given by Eq. (4) over the full range of simulated
N. For large N the distributions of dE=dxtr become increasingly

symmetric. Already being close to a purely Gaussian spectrum

RGðN;Δx; PÞ ¼ 1
2:35

� RðN;Δx; PÞ ð5Þ

should then become a good approximation for s=μ (lower solid line in
Fig. 9). Interestingly, when comparing this to the Gaussian component
of the fits from our data-driven model, both are in very good
agreement, even in the low N regime. Apparently, the exponential
component of the convolution as defined in Eq. (3) – governed by the
single parameter τ – fully absorbs the peak asymmetry.

6. Results

With the fit function in place and found to be reasonable,
we can now proceed to quantify the data of Fig. 7.

6.1. Resolution vs. track momentum

First, we complete the analysis in bins of the particle momen-
tum. Motivated by statistical weight and energy range, we use
the proton peak for the extraction of the relative width. Fig. 10
shows the dE=dxtr resolution for protons, both in terms of purely
Gaussian s=μ and FWHM=μ. The resolution as obtained from the
Gaussian component of Eq. (3) is found to be better than 20%
throughout, reaching 14% for p� 400 MeV=c. For completeness, all
fits used in the analysis can be found in Fig. A1 of Appendix.

A quantity that is a more direct measure for the PID capabilities
of the detector is the actual separability of the dE=dxtr distribu-
tions of different particle species, usually called separation power,
that can be defined as

SAB ¼
jμA�μBj

sAB
ð6Þ

for two particle types A, B. Here, sAB is the arithmetic average of
the Gaussian sigmas of the two involved peaks. Fig. 11 shows the
separation powers SpX for protons and X¼ pions; kaons; deuterons
as a function of the particle momentum.

In the symmetric form of Eq. (6) only the width of the Gaussian
contribution enters, but from Section 5 we know that the asym-
metry arising from the limited sample size is already significant in
the case of the FOPI GEM-TPC data ðN� 20Þ. However, for perform-
ing particle identification during physics analysis, one aims to
assign likelihoods for each particle based on the actual underlying
probability distributions. These are parametrized very precisely for
our data as has been demonstrated in Section 5.1. In this light the
results of Fig. 11 are to be considered as a basic benchmark for
comparison with data from other detectors, together with the
evolution of the peak asymmetry as shown in Fig. 9.
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Fig. 9. Monte Carlo study: effect of the sample size (before truncation) of the
specific energy loss measurement per track on the peak shape and the final
resolution (after truncation). The solid lines follow the predictions of Eqs. (4) and
(5). The shaded area marks the relevant range for the data analyzed in this work.
The error bars represent the statistical uncertainties of the fit using the pdf as in Eq.
(3) and are smaller than the line width for both s=μ and FWHM=μ.

5 Actually, the exponent of N is �0.46 in the formula originally given in Ref.
[17]. The choice of �0.43 is a common modification used to better describe
resolutions obtained with a truncated mean analysis.
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6.2. Resolution vs. track length

Returning to the expectations from Eqs. (4) and (5) – now for
real data – we show the dE=dxtr resolution as a function of the
number of samples N in Fig. 12. Since we have to subdivide our
dataset further with respect to N, statistical uncertainties become
an issue and we have to restrict the analysis to a rather small range
of NA ½15;25	 (cf. Fig. 6).

Similar to the discussion of Section 5.3 it can be observed that
s=μ is in very good agreement with the expectation given by
Eq. (5) (under the assumption of symmetric peak shapes).

6.3. Choice of truncation t and stepping Δx

The results shown so far have all been obtained with one choice
of settings regarding the step length ðΔx¼ 5 mmÞ during dE/dx
sampling and the truncation (retaining all but the lowest 5% and
the upper 25% of the amplitude-sorted samples) on track level. In
this section we provide some motivation for these default settings.

Fig. 13 shows the final dE=dxtr resolution as discussed in the
preceding sections for a selection of different truncation and Δx

settings. The situation is rather clear for the choice of the sampling
stride length, where a distinct minimum is visible for Δx¼ 5 mm.
The choice of the truncation setting is less straightforward: here
we can identify a shallow minimum around the default settings,
but the difference in between different choices is already of the
order of the statistical uncertainties of the final resolutions.

The separation power as defined in Eq. (6) would in principle
also be a good criterion for optimization. In view of the already
ambiguous situation for the peak resolutions (recalling the uncer-
tainties visible in Fig. 11) and the further complications arising
from the involved asymmetries, however, it becomes clear that
optimizing parameters with respect to the separation power is not
possible given the size of our data sample.

6.4. Stability with time

For the data underlying the study presented in this work, the
operating parameters have been kept constant (see Table 1). How-
ever, no corrections for variations of detector parameters (e.g. gain,
drift field) or environmental conditions (temperature, pressure)
over time are applied so far.

To study a possible impact on the presented results, we analyzed
dE=dxtr peak positions in selected momentum slices of Fig. 7 as a
function of time. Fig. 14 shows this evolution as obtained from a
Gaussian χ2 fit to the pion and proton peak, respectively. Relative
fluctuations around the mean values are smaller than 1% –

compatible with zero given the magnitude of the statistical errors
– and thus cannot be resolved.

We can conclude that the results presented in this work can
already be regarded as a close-to-optimal benchmark of the dE/dx
capabilities of the FOPI GEM-TPC.
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Fig. 10. Relative dE=dxtr resolution for protons as obtained from fits with the pdf as
in Eq. (3) in 25 MeV/c momentum bins. Both s=μ for the Gaussian component of Eq.
(3) and the FWHM=μ are shown. Statistical uncertainties are of the order of the line
width and are visualized as shaded area.

Fig. 13. Final dE=dxtr resolution as a function of truncation settings (left) and choice
of Δx (right) for a selection of momentum bins. The labels in the left plot specify the
retained interval (%) of the amplitude-sorted ΔAi=Δxi , the labels in the right plot
mark different Δx settings (mm). Note that Δx¼ 5 mm has been used for the study
of the influence of the truncation, which in turn has been set to the default settings
[5,75] to study Δx.

Fig. 14. Evolution over time of the specific energy loss peak position for pions and
protons with 500opo550 MeV=c. Peak positions and errors are obtained from
Gaussian χ2 fits. Each data point corresponds to a 30 min time window.

Fig. 11. Separation power SpX as defined in Eq. (6) with statistical errors.
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Fig. 12. dE/dx resolution as a function of the number of samples per track. The
expectations given by Eqs. (4) and (5) are drawn as solid lines. Statistical
uncertainties appear as shaded areas.
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7. Conclusions

In this work we have presented a detailed analysis of PID
capabilities of a GEM-based TPC based on the measurement of
specific energy loss of charged particles, using reactions of a pion
beam with a carbon target. It is the first measurement of this kind
with a GEM-TPC. Clear bands for different particle types in the
specific energy loss spectrum can be identified.

We have demonstrated that – after the application of gain
corrections on pad level – the dE=dxtr resolution of the detector is
14–17% for the studied particle momentum range, very well
compatible with the expectations for a truncated mean analysis
[17]. For extraction of the relevant quantities we used a convoluted
fit function to be able to correctly describe asymmetries caused by
the comparatively short track lengths. From the point of view of
performing particle identification for physics analysis, the precise
description of the straggling peaks by the fit model given in Eq. (3)
is a satisfying result in itself, as it allows us to safely assign particle
type probabilities.

In addition, we have investigated the peak shape of the
measured straggling distributions in a data-driven Monte Carlo
study. We have characterized the extent of asymmetry of the final
truncated mean distributions arising from the basic problem of
sampling from long-tailed straggling functions with limited
sample size for a wide range of track lengths. It became apparent
that the asymmetry can be fully absorbed in the exponential
component of the fit function, leaving the purely Gaussian sigma a
good estimator for the resolution and compatible with expecta-
tions even for small track lengths.
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Appendix A. Fits from momentum based analysis

As supporting material, Fig. A1 shows all projections along the
momentum axis as discussed in Section 5 including the fits.
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Pierre et Marie Curie / Technische Universität München, 2012.
(Cited on pages 33, 55, and 60.)

[44] I. Konorov et al., Nuclear Science Symposium Conference Record, 2001
IEEE, pp. 98–99, IEEE, 2001.
(Cited on page 33.)

[45] P. Abbon et al., Nucl. Instr. Meth. A 577 (2007) 455 .
(Cited on page 33.)

[46] S. Dørheim, Journal of Instrumentation 7 (2012) C03011.
(Cited on page 33.)

[47] J. Ritman, Nuclear Physics B - Proceedings Supplements 44 (1995) 708 .

(Cited on pages 34, 36, 38, and 39.)

[48] A. Gobbi et al., Nucl. Instr. Meth. A 324 (1993) 156 .
(Cited on page 34.)

[49] M.S. Ryu et al., J. Korean Phys.Soc. 59 (2010) 1605.
(Cited on page 34.)

[50] M. Merschmeyer, Production and flow of neutral strange particles in
Ni+Ni collisions at 1.93 AGeV, PhD thesis, Universität Heidelberg, 2004.

(Cited on pages 37, 38, 41, and 47.)

[51] R. Schlesier, Erste Untersuchungen am Testsegment der CDC, Master’s
thesis, Universität Heidelberg, 1991.
(Cited on page 38.)
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