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Abstract

The subject of this work is the evaluation of the discovery potential of the ATLAS detector at the
Large Hadron Collider for the Standard Model Higgs boson in vector-boson fusion production and
a subsequent decay into aτ-lepton pair. This is one of the most promising discovery channels of the
Higgs boson in the low mass range, which is the mass range favored from precision measurements
of the electroweak interaction. The decay modes where bothτ leptons decay leptonically and
where oneτ lepton decays leptonically and the other one hadronically are studied in this thesis.
The main objective was to investigate possible improvements upon earlier cut-based analyses by
using additional discriminating variables as well as by applying multivariate analysis methods
which take into account correlations between the variables. The variablesare carefully selected in
order to avoid correlations with the reconstructed invariantττmass.
In an intermediate step, the sequential signal selection cuts have been optimized for maximum
signal significance. With this strategy, one can expect to discover the Higgs boson with≥5σ
significance in the mass range 115 GeV≤mH ≤135 GeV with an integrated luminosity of 30 fb−1

corresponding to the first three years of ATLAS operation. The maximum signal significance of
5.9σ is obtained for a Higgs mass of 120 GeV.
Significant further improvement was found with multivariate selection methods.The best results
are obtained with an Artificial Neural Network algorithm. The mass range forthe≥5σ Higgs
discovery with 30 fb−1 is extended to 110 GeV with a maximum signal significance of 6.5σ at
mH =125 GeV.
Systematic uncertainties are studied in detail for both methods and are includedin the above
predictions of the signal significance. The largest uncertainty is due to thejet energy scale. In
the case of using only Monte Carlo simulations for estimating the background, the uncertainties
on the detector performance lead to a big loss in discovery potential. It is demonstrated that a
reliable method for background estimation from real data is essential. In this case, the systematic
uncertainties on the expected signal significance are about 10 % for bothanalysis methods.
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Chapter 1

Introduction

The Standard Model of particle physics describes the current understanding of fundamental par-
ticles and their interactions except gravity. It has been developed duringthe last century and
has proven to be extremely successful. Nevertheless, the origin of particle masses remains an
open question. The electroweak symmetry breaking mechanism as introducedby Peter Higgs [1]
and others [2,3] provides an elegant answer. However, it predicts also a yet undiscovered parti-
cle, the Higgs boson. The LEP1 experiments excluded a Higgs boson with a mass lighter than
114.4 GeV [4], while the Tevatron experiments recently excluded the existence of a Higgsboson
with a mass close to 170 GeV [5]. Precision tests of the electroweak interaction favor a light Higgs
boson with a mass below 185 GeV [6]. Chapter2 gives an introduction to the Higgs mechanism
and the current status of experimental searches for the Higgs boson.
In autumn 2009, the Large Hadron Collider (LHC) at CERN2 will start its operation. Proton-
proton collisions with a center of mass energy of up to

√
s=14 TeV and a luminosity of up to

1034 cm−2s−1 will open up a new era in particle physics allowing for the discovery of the Higgs
boson over its entire allowed mass range. Therefore, the LHC will providean answer to the
question whether the Higgs mechanism exists in nature or not. In particular, the general-purpose
detector ATLAS3 is designed to discover the Higgs boson and to study a wide range of other
physics subjects. Chapter3 summarizes the design and the properties of the LHC and the ATLAS
detector.
The high-radiation conditions at the LHC and the requirements for excellentsolid angle coverage,
efficiency and resolution for the reconstruction of particles emerging from thecollisions demand
high performance and reliability of all detector components. They had to pass stringent tests
during production and after installation. A large fraction of the ATLAS muon detectors was built
at the Max-Planck-Institut für Physik in Munich in collaboration with the Ludwig-Maximilians
University. Chapter4 gives an overview of the installation of the muon detectors and of the
commissioning of the ATLAS muon spectrometer with cosmic ray muons.
The Higgs decay into aτ-lepton pair which further decays into leptons and/or hadrons is one of the
most promising processes for the discovery of a light Higgs boson with a mass below∼150 GeV.

1LEP: Large Electron-Positron collider
2CERN: Conseil Euroṕeene pour la Recherche Nucléaire
3ATLAS: A Toroidal LHC ApparatuS

1



2 Chapter 1. Introduction

The exclusive Higgs production mechanism via vector-boson fusion is needed for the detection of
this decay channel in order to sufficiently suppress the large background mainly caused byZ boson
as well as top quark pair production. The vector-boson fusion process provides a characteristic
signature with two highly energetic jets in the forward regions of the detector while the Higgs
decay products are preferably emitted into the central detector region. Details of this Higgs decay
channel and the most important background processes are discussedin Chapter5 as well as the
criteria which can be used to separate signal from background events.
Two approaches for the discrimination between signal and background are studied in the course
of this work. In the first approach, a series of cuts is applied on discriminating variables. In Chap-
ter 6 the cut optimization procedure for a maximum signal significance is presented. The second
approach uses multivariate methods, which are able to take correlations into account. In this study,
several different multivariate methods have been tested for their signal selection performance. In
Chapter7 the selection of discriminating variables and the results for the best performing multi-
variate analysis method are described.
Chapter8 provides a comparison of the discovery potential of the two analysis methodsfor the
Higgs mass range accessible with this channel. Finally, systematic uncertaintiesrelated to the
imperfect knowledge of the ATLAS detector performance as well as their impact on the discovery
potential are discussed.
The results presented in this work are preliminary and not yet officially approved by the ATLAS
collaboration.



Chapter 2

Theoretical Background

The Standard Model is an extremely successful theory comprising our current understanding
of fundamental particles and their interactions. It is based on a spontaneously broken local
S U(3)× S U(2)× U(1) gauge theory describing the strong, weak and electromagnetic interac-
tions. A brief overview of the Standard Model is given in Section2.1 including the Higgs mech-
anism which describes the origin of the masses of the fundamental particles.Further details can
be found, for example, in [7]. Section2.2 deals with the Higgs boson predicted by the theory.
Limits on the Higgs boson mass from theory and experiments are discussed in Section2.2.1. In
Sections2.2.2and2.2.3, the production mechanisms and decay channels of the Higgs boson in
the Standard Model are described.

2.1 The Standard Model

In the Standard Model, three types of fundamental particles are distinguished according to their
spin:

• Fermions with spin 1/2
The Fermionsf are the matter constituents and are grouped further into leptonsl and quarks
q. Both leptons and quarks exist in three generations with increasing mass. All known stable
matter on earth is formed of fermions of the first generation. Table2.1gives an overview of
the known fermions.

• Bosons with spin 1
They are the vector bosons of the gauge fields mediating the three fundamental forces: the
electromagnetic, the weak and the strong interaction.

• The Higgs boson with spin 0 is associated with the spontaneous breaking of the electroweak
gauge symmetry.

All three forces are described by local gauge theories with the three simplest gauge symmetry
groupsU(1), S U(2) andS U(3). The strong force between the quarks is described by Quantum
Chromodynamics (QCD) [8,9,10,11], a S U(3) gauge theory. It contains eight gauge fields asso-
ciated with eight massless vector bosons called gluons.

3



4 Chapter 2. Theoretical Background

Generation Electric
Charge

1 2 3 [e]

Leptons
νe

e
νµ

µ

ντ

τ

0
−1

Quarks
u
d

c
s

t
b

+2/3
−1/3

Table 2.1: The three generations of fermions in the Standard Model.

Between 1960 and 1968, Glashow [12], Weinberg [13] and Salam [14] developed aS U(2)× U(1)
gauge field theory which combines the electromagnetic and weak force and isthus called elec-
troweak theory. TheGlashow-Salam-Weinberg Theoryincludes the localS U(2) gauge group of
the weak isospin and theU(1) gauge group of the weak hypercharge with two gauge couplings
g andg′ respectively. TheS U(2) gauge symmetry requires three gauge fieldsW1

µ ,W
2
µ andW3

µ

related to the three componentsJi(i = 1,2,3) of the weak isospin vector, while theU(1) gauge
theory contains only one gauge fieldBµ related to the weak hypercharge. Linear combinations of
these four gauge fields describe the observed particles mediating the weakand electromagnetic
interactions, namely the charged weak gauge bosonsW+ andW− described by the fields

W±µ =
1
√

2
(W1
µ ± iW2

µ) (2.1)

and the neutral weak and electromagnetic gauge fields

( Aµ
Zµ

)

=

( cosθW sinθW
sinθW cosθW

)( Bµ
W3
µ

)

(2.2)

which correspond to the photon and theZ0 boson and are related toBµ andW3
µ by a rotation with

the weak mixing or Weinberg angleθW.
However, this theory has one severe problem: To conserveS U(2) symmetry, the weak gauge
bosonsW± andZ0 have to be massless which is in contradiction to observations.

The Higgs Mechanism The solution to the problem of massive gauge bosons was provided by
P. W. Higgs [1] and others [15,16] in the year 1964. Based on the work of Nambu [2] and Gold-
stone [3], they developed a mechanism, the Higgs mechanism, in which massive gauge bosons can
be accommodated by introducing a complex scalar field of the form

φ =

(

φ+

φ0

)

(2.3)

described by the Lagrangian
L = Dµφ

†Dµφ − V (2.4)
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Figure 2.1: Illustration of the Higgs potential forµ2 > 0 (left) andµ2 < 0 (right). In the latter case,
spontaneous symmetry breaking occurs when the system movesto one of the ground states [7].

with the covariant derivative of theS U(2)× U(1)

Dµ = ∂µ − igJiWµi − ig′YBµ (2.5)

and the potential energy function

V(φ) = µ2φ†φ + λ(φ†φ)2. (2.6)

To ensure the existence of stable ground states, the potential is bound from below by requiring
λ > 0.
Figure2.1 illustrates the potential forµ2 > 0 andµ2 < 0. In the latter case, the minimum of the
potential is not at|φ0| = 0 but at:

|φ0|2 =
−µ2

2λ
≡ v2

2
(2.7)

with v called the vacuum expectation value of the scalar field. TheS U(2)× U(1) symmetry is
spontaneously brokenwhen one of the ground states forµ2 < 0 is chosen. The Lagrangian remains
invariant underlocal S U(2)× U(1) gauge transformations.
One can choose, for instance, the ground state

φ0 =
1
√

2

( 0
v

)

(2.8)

and parameterize excitations from this ground state by

φ =
1
√

2
ei j iζi (x)

( 0
v+ H(x)

)

(2.9)

with a scalar fieldH(x), the massive Higgs field which describes radial excitations from the ground
state changing the potential energy, and massless scalar fieldsζi(x), the Goldstone bosons, corre-
sponding to angular excitations without potential energy change.
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The latter can be eliminated by a localS U(2) gauge transformation leading to the parameterization
of the scalar field

φ =
1
√

2

( 0
v+ H

)

. (2.10)

Introducing the ansatz2.10 into the Lagrangian2.4 of the electroweak theory and using equa-
tions2.1and2.2, one obtains the following expressions from the kinetic terms:

g2v2

8
W+µW+µ +

g2v2

8
W−µW−µ +

g2v2

8 cos2θW
ZµZ

µ. (2.11)

These terms can be identified as mass terms of theW± andZ0 bosons which thus acquire masses

mZ cosθW = mW =
vg
2

(2.12)

due to the coupling to the Higgs field.
The masses of the fermions are also generated by spontaneousS U(2)× U(1) breaking due to
Yukawa couplings to the Higgs field. The coupling strength of a fermion to the Higgs field, which
is not predicted by the theory, is proportional to the fermion mass.
The Glashow-Salam-Weinberg theory includes the Higgs mechanism. It predicts theW andZ
boson and their properties, like mass and decay width. In 1983, the three weak gauge bosons have
been discovered by the UA1 and UA2 experiments at CERN [17, 18, 19, 20] with the predicted
properties.

2.2 The Higgs Boson

Although the Standard Model is widely accepted and very successful in describing the phenomena
of particle physics, there is still one part missing: The experimental verification of the existence
of the Higgs boson introduced in equation2.8. The value of the mass of the Higgs boson

mH =
√

2λ v (2.13)

is not predicted by the Standard Model and has to be measured. Howeverthe possible mass range
is restricted by theoretical and experimental constraints. These limits are briefly discussed in the
following.

2.2.1 Limits on the Higgs Boson Mass

Theoretical Limits Several consistency requirements of the theory set upper and lower bounds
on the Higgs mass in the Standard Model depending on the energy scaleΛ up to which the Stan-
dard Model is valid and no new interactions or particles appear. Values ofΛ up to the Planck
MassMPlanck= 1019 GeV are considered above which gravitation becomes as strong as the other
fundamental forces and the Standard Model must, at the latest, be extended by a quantum theory
of gravitation. Here, only the results are summarized (further details can befound, for example,
in [21] and references therein):
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Figure 2.2: Upper and lower theoretical bounds on the Higgs boson mass asa function of the energy
scaleΛ up to which the Standard Model is valid. A top quark mass ofmt = 175 GeV is assumed.
The bands indicate the theoretical uncertainties. [21]

• Unitarity of the electroweak interactions, in particular of theW+W− →W+W− scattering
amplitude, limits the Higgs boson mass tomH . 1 TeV.

• The requirement of finite self-coupling of Higgs bosons, including Higgs and top quark
loops, restricts the Higgs mass with an upper bound depending onΛ:
mH . 600 GeV forΛ = 1 TeV andmH . 180 GeV forΛ = MPlanck.

• To ensure the stability of the Higgs ground state, the Higgs potential (see equation2.6) has
to have a lower bound (λ(Λ) > 0). This results in a lower limit on the Higgs boson mass of
mH & 55 GeV forΛ = 1 TeV andmH & 130 GeV forΛ = MPlanck.

Figure2.2shows the theoretical upper and lower bounds for the Standard Model Higgs boson as a
function ofΛ. The measurement of the Higgs boson mass will constrainΛ. For example, a Higgs
boson mass ofmH = 500 GeV implies that the Standard Model breaks down already at a much
lower energy scale thanMPlanck.

ForΛ = 1 TeV, theory predicts a Higgs boson in the wide mass range of

55 GeV. mH . 600 GeV. (2.14)

Limits from Experiments A lower bound of the Higgs boson mass comes from direct Higgs
boson searches at the Large Electron Positron Collider LEP at CERN. Bycombining the data of
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all four LEP experiments (ALEPH, DELPHI, L3 and OPAL) the existence of a Standard Model
Higgs boson with a mass belowmH < 114.4 GeV is excluded at the 95 % confidence level [4].
The range of possible Higgs boson masses can be further constrained by combining the preci-
sion measurements of electroweak observables at LEP and at the Tevatron pp collider at Fermilab
near Chicago with the experiments CDF and D0. Higher order corrections tothe calculation of
electroweak processes likee+e− → Z→ f f include Higgs loops and thus depend on the Higgs
mass. The measurements of LEP and Tevatron are combined in [6] with a precision sufficient to
constrain the Higgs boson mass. The most recent result of this calculation isgiven in Figure2.3
which shows∆χ2 ≡ χ2 − χ2

min of the global least-squares fit of the Standard Model predictions
to the electroweak data as a function of the Higgs boson mass. It can be seen that the fit to elec-
troweak precision measurements favors a small Higgs boson mass. The most probable Higgs mass
according to the fit ismH = 85+39

−28 GeV, taking the lower Higgs mass limit from direct searches at
LEP into account the 95 % confidence level upper limit beingmH ≤ 185 GeV [6].
The latest results from direct Higgs boson searches at the Tevatron collider exclude the Standard
Model Higgs boson with a mass around 170 GeV at a confidence level of 95 % [5].

2.2.2 Higgs Boson Production Mechanisms

At the LHC, the Higgs boson can be produced by several processes.The Feynman diagrams of
the most important processes are shown in Figure2.4.
The cross-sections of these processes depend on the unknown Higgsboson mass. Figure2.5shows
the Standard Model Higgs boson production cross-sections inppcollisions at

√
s= 14 TeV in the

Higgs mass range 100 GeV< mH < 500 GeV. The gluon fusion dominates over the whole mass
range. The vector-boson fusion cross-section is roughly one orderof magnitude smaller. However,
the two outgoing quarks in this process form two characteristic jets in the veryforward regions of
the detector at high pseudorapidity values|η| which provide a very good signature for background
suppression. The other production processes have much lower cross-sections. However, they can
still be exploited for specific searches. For example, requiring two additional b quarks from the
t-quark decays of the associated Higgs boson productiongg,qq→ ttH is essential to suppress the
background in searches for Higgs boson decays into abb̄ pair.
Considering that the maximum Higgs boson production cross-section for lowHiggs masses is
σH ≈ 50 pb and the totalpp cross-section at the LHCσtotal ≈ 125 mb [24], a major challenge of
the LHC experiments becomes clear: compared to otherpp reactions, the Higgs boson signal is
suppressed by ten orders of magnitude. Extreme care has to be taken to understand and reject the
background processes.

2.2.3 Higgs Boson Decay Channels

Also the branching ratios of the Standard Model Higgs boson decays depend onmH as unknown
parameter. Since the Higgs boson couples to other particles proportional totheir masses, it decays
predominantly into the most massive particles accessible. Feynman diagrams ofthe Standard
Model Higgs boson decays are shown in Figure2.6: the tree-level decays into a fermion pair or a
real or virtual weak gauge boson pair and, via loops, the decays into massless photons or gluons.
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Figure 2.7: Branching ratios of the Standard Model Higgs boson decays asa function of the Higgs
boson massmH [25].

Figure2.7shows the branching-ratio calculations of the most important decay channels. They are
described in more detail in the following:

H → bb̄
Since the coupling of the Higgs boson to fermions is proportional to the fermionmass, the decay

into abb̄ pair has the largest branching ratio formH . 140 GeV. However, the discovery potential
for this decay channel suffers from very large QCD background.

H → gg
The problem of large QCD background is even more pronounced in the case of the decay into

a gluon pair which has the second largest branching ratio in this mass region. The huge QCD jet
production cross-sections make it practically impossible to identifyH → ggdecays at the LHC.

H → τ+τ−
The Higgs boson decay into aτ-lepton pair also suffers from high background mainly from

Z→ ττ decays. However, if one exploits the signatures of vector-boson fusion Higgs production,
this decay channel is one of the most promising ones formH . 140 GeV. The investigation of the
discovery potential of the ATLAS experiment for this decay channel is themain subject of this
thesis.
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H → γγ
Another important decay channel for low Higgs masses is the decayH → γγ. Although it has

only a very small branching ratio, its discovery potential is high due to the clean signature of two
energetic photons and the high Higgs mass resolution in this channel.

H →W+W−

The branching ratio ofH →W+W− rises towards the threshold for realW-pair production. For
mH ∼ 160− 180 GeV, the Higgs boson almost exclusively decays intoW+W−. Unfortunately, the
best identifiable leptonic decays ofW bosons involve neutrinos, making it impossible to accurately
reconstruct the Higgs boson mass.

H → ZZ
Above mH & 190 GeV, the decayH → ZZ is the most promising Higgs discovery channel at

LHC. The further decay of theZ bosons into electron or muon pairs provides the cleanest signature
and an excellent Higgs mass resolution. Therefore, the decayH → ZZ→ 4ℓ is known as the gold-
plated discovery channel for the Higgs boson.

H → tt̄
TheH → tt̄ decay becomes kinematically possible abovemH & 350 GeV. However, due to the

high background rate in this decay channel and the branching ratio beingabout ten times smaller
than forH →W+W−, the decayH → tt̄ is not a Higgs boson discovery channel at LHC.





Chapter 3

The LHC and ATLAS

Up to now, the existence of a Higgs boson has not been proven or excluded by any experiment.
After more than 15 years of design and construction, a new proton-proton accelerator, the Large
Hadron Collider (LHC) is put into operation at the European particle-physics laboratory CERN
which will extend the accessible energy range up to

√
s= 14 TeV at high luminosity. With this ac-

celerator it will be possible to answer the question whether the Standard Model Higgs boson exists
and whether there are new phenomena beyond the Standard Model at theTeV scale. One of the
general-purpose experiments at the LHC is the ATLAS detector. Simulations of the performance
of the ATLAS detector are used in this work to study the discovery potential for the Higgs boson.
In the following, the LHC and ATLAS are briefly introduced.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) at CERN is a storage ring and accelerator which is equipped
with superconducting dipole magnets and which will collide two proton beams with 7TeV energy
each [26]. It is installed in a tunnel of 26.7 km circumference which housed the Large Electron-
Positron collider LEP until the year 2002. The tunnel is located 50 to 175 m underground, at the
border between Switzerland and France near Geneva. The accelerator contains two vacuum beam
pipes, one for each beam direction, which will guide∼ 2800 bunches of up to 1011 protons each.
With a diameter of 16.6µm the beams collide at four interaction points at a rate of 40 MHz. The
event rate of app interaction process is given by:

dN
dt
= L · σ(

√
s)

whereσ is the cross-section of the process depending on the proton-proton center-of-mass en-
ergy

√
s andL is the instantaneous luminosity which depends only on the beam parameters. The

design luminosity of the LHC is 1034 cm−2s−1. The expected integrated luminosity after the first
three years of operation at lower instantaneous luminosity of 1033 cm−2s−1 is 30 fb−1. This is the
integrated luminosity for which the Higgs boson discovery potential is estimated inthis work.
On average, 23 inelasticpp collisions will take place in every bunch collision. This means that
each interesting event will be overlaid with products from about 22 additional pp interactions in

15



16 Chapter 3. The LHC and ATLAS

Figure 3.1: Schematic picture of the LHC at CERN with the experiments at four interaction
points [26].

the detector, which is called pile-up of interactions. These conditions are extremely challenging
for the detectors at the LHC.

Instead of protons, the LHC can also collide lead nuclei with an energy of 2.76 TeV per nucleon
and a luminosity of 1027 cm−2s−1 to probe the formation of a quark-gluon plasma [27].

The following experiments are housed at four interaction points: The general-purpose experiments
ATLAS (A Toroidal LHC ApparatuS) [28] and CMS (Compact Muon Solenoid) [29], the LHCb
experiment dedicated to B-meson physics [30] and the ALICE experiment [27], specialized to
probe heavy ion collisions. Figure3.1 shows a schematic drawing of the LHC ring, with the
positions of the four experiments indicated.

During the LHC commissioning phase in September 2008, the first proton beamscirculated in
the beam pipe in stable condition in both directions. On September 19th, a fault of a supercon-
ducting connection between two dipole magnets occurred which resulted in thedamage of several
dozens of magnets and the beam pipe. The repair work is currently going on and the restart of the
accelerator is scheduled for fall 2009.
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3.2 The ATLAS Experiment

ATLAS is an acronym for AToroidal LHC ApparatuSwhich refers to the configuration of the
magnetic field of the outermost detector part, the muon spectrometer. Figure3.2 shows a sketch
of the ATLAS detector.

3.2.1 Physics Goals and Detector Requirements

The ATLAS experiment aims to study a broad spectrum of physics topics:

• Top quark physics
Since the LHC will produce dozens of top quarks per second, precisionmeasurements of
their production cross-section, mass, coupling and spin can be performed.

• Higgs boson physics
Searches for Higgs bosons associated with electroweak symmetry breaking in the Standard
Model will be performed over the whole allowed mass range up to 1 TeV. Depending on
the production and decay mode, this requires efficient identification and precise momentum
measurement of electrons and muons, a hermetic detector for missing energymeasurement,
identification ofb andτ jets and measurement of jets in the very forward region. The Higgs
boson searches are the benchmark for the detector design and performance.

• Supersymmetric particles
Many supersymmetric extensions of the Standard Model predict a lightest stable supersym-
metric particle that interacts only weakly and therefore escapes the detectorleading to a
substantial amount of missing energy which has to be reliably reconstructed.

• New physics searches
The LHC opens up a completely new energy regime. Searches for any kindof new particles
or physics processes will be performed with the ATLAS experiment, including searches for
new heavy gauge bosonsW′ andZ′ with masses up to∼6 TeV, production of mini black-
holes and rare decays of heavy quarks and leptons.

The studies put stringent requirements on the detector performance:

• Fast and radiation-hard detectors and readout electronics which can cope with the high ra-
diation level at the LHC and are able to distinguish the decay products of 109 proton-proton
interactions per second at design luminosity.

• Hermetic detector coverage of the solid angle around the interaction region up to the very
forward regions in order to measure the decay products and the energyreleased in the colli-
sions as completely as possible.

• High momentum resolution and reconstruction efficiency of charged particles, in particular
electrons and muons.

• Precise tracking of charged particles to reconstruct the decay verticesof unstable particles.
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• An electromagnetic calorimeter with a very good energy and spatial resolutionto efficiently
identify electrons and photons and to accurately measure their energy.

• A hermetic hadron calorimeter to reliably measure jet energies and the missing transverse
energy.

• A highly efficient trigger system which allows for the detection of processes even with very
small cross-sections and which provides strong background rejection at the high event rate
of the LHC.

3.2.2 The ATLAS Coordinate System

The global right-handed coordinate system of ATLAS is defined as follows:

• The origin is the nominal interaction point.

• The positive x-direction points towards the center of the LHC ring.

• The positive y-direction points upwards.

• The z-direction points along the beam line.

The azimuthal and polar angles with respect to the beam axis are denoted byφ andθ. A commonly
used quantity in collider experiments is the pseudorapidityη which is defined by

η = − ln tan(θ/2).

Distances in theη-φ-space are usually given by

∆R=
√

∆η2 + ∆φ2.

Important observables are defined in the transverse x-y plane: the transverse momentumpT, the
transverse energyET and the missing transverse energyEmiss

T . The advantage of these quantities is
that they are invariant under boosts along the beam line which usually are present in hadron-hadron
collisions.

3.2.3 The ATLAS Detector

Figure3.2shows a cut-away view of the ATLAS detector. Like all typical collider experiments, it
consists of three concentric layers of subdetectors enclosing the interaction point. The innermost
part is the tracking detector, followed by the calorimeters which finally are surrounded by the
muon spectrometer. The backbone of the detector is a huge superconducting magnet system. The
various detector elements are described in the following.
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Figure 3.2: Cut-away view of the ATLAS detector. It is 44 m long, 25 m high and weighs∼ 7 000 tons [28].
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Figure 3.3: Sketch of the ATLAS magnet system with the central solenoid coil (cylinder) and the
three toroid magnets around it [28].

The Magnet System

In order to measure the momentum of charged particles, two superconducting magnet systems
provide a solenoidal and a toroidal magnetic field in the ATLAS detector. A sketch of the ATLAS
magnet system is shown in Figure3.3.
The central solenoid coil encloses the inner detector and provides a homogeneous magnetic field
of 2 T pointing parallel to the beam line. The coil has a diameter of 2.6 m and a length of 5.8 m.
In order to minimize the amount of material in front of the calorimeter, the centralsolenoid shares
one vacuum vessel with the central electromagnetic liquid-argon calorimeter. The iron absorber
of the electromagnetic calorimeter serves as return yoke.
For the muon spectrometer, a toroidal field configuration has been chosenwhich is divided into
three toroid magnets consisting of eight coils each: The central (barrel) toroid and two end-cap
toroids covering the forward regions of the detector. With a length of 25 m and an outer diameter
of 20 m, the barrel toroid is the largest component of the ATLAS detector. While each coil of the
barrel toroid is housed in its own vacuum vessel, the eight coils of the end-cap toroids are contained
in a common cryostat. The magnetic field provided by the toroid magnets is not uniform. The field
strength varies between 0.2 T and 2.5 T in the barrel region and from 0.2 T to3.5 T in the end-caps,
depending on the radial distance to the beam line and the azimuthal angle.

The Inner Detector

The inner detector is designed to accurately reconstruct the trajectories of charged particles. It
also measures their point of origin (production vertex) to distinguish between particles from the
primary hard interaction, from secondary decays, or from additional pile-up interactions. Since
the inner detector is immersed in the magnetic field of the central solenoid, the tracks of charged
particles are bent in the transverse plane allowing for measuring particle momenta from the track
curvature. A radiation hard, fast and highly granular detector is needed to cope with the high track
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Figure 3.4: Cut-away view of the ATLAS inner detector [28].

multiplicity of the proton-proton collisions at the LHC. To meet these requirements, a combination
of three detector technologies is used providing efficient track reconstruction up to|η| < 2.5.
Figure3.4shows a cut-away view of the inner detector.
The silicon pixel detector is located closest to the interaction point. More than 80 million pixels
are arranged in 3 concentric cylinders around the beam axis in the central part and on 2× 3 disks
perpendicular to the beam axis in each forward region. The pixel size is 50 × 400µm2 allowing
for 10µm position resolution inR− φ and 115µm in z (R) in the barrel (end-cap) region.

The next layer of the inner detector is the semiconductor tracker (SCT) which consists of almost
16 000 silicon strip sensors with 6.3 million readout channels and is arrangedin cylindrical barrel
layers and end-cap disks, similar to the pixel detector. Four (2× 9) layers of small-angle stereo
strip detectors in the barrel (end-caps) measure 4 (9) space points foreach track. The mean strip
pitch is 80µm leading to a position resolution of 17µm in R− φ and 580µm in z(R) per layer.

The outermost layer of the Inner Detector is the Transition Radiation Tracker TRT. It consists
of more than 300 000 straw drift tubes with a diameter of 4 mm and filled with a Xe/CO2/O2

gas mixture which allows for the detection of X-rays from transition radiation.The straw tubes
are arranged in 73 layers in the barrel and 160 layers in each end-cap. Interleaved between the
layers are carbon fibers and foils causing traversing electrons to emit transition radiation which
is measured by the neighboring straw tubes. Since the much heavier hadrons emit no transition
radiation, the TRT contributes to the discrimination between electrons and hadrons. A charged
particle from the interaction point hits on average 36 straw tubes with a single-tube resolution of
130µm providing an efficient and accurate track reconstruction in events with high track density.
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Figure 3.5: Cut-away view of the ATLAS calorimeter system [28].

The Calorimeter System

Like the inner detector, also the calorimeter system consists of several components designed to
meet the requirements of measuring electrons, photons and jets with high efficiency and spa-
tial and energy resolution. Figure3.5 gives an overview of the ATLAS calorimeter system. All
calorimeters are realized as sampling calorimeters and provide full solid anglecoverage up to
|η| < 4.9.
The innermost layer is the electromagnetic (EM) calorimeter consisting of a barrel part reaching
up to |η| < 1.5 and two end-caps (EMEC) up to|η| < 3.2 complemented by two forward electro-
magnetic calorimeters (FCal1) in the region up to|η| < 4.9. All these calorimeters use liquid argon
as active medium. The absorber material of the barrel electromagnetic and end-cap calorimeters
are lead plates in accordion shape which allows for fast signals and uniform response. The elec-
tromagnetic FCal1 uses copper as absorber. To achieve high spatial andenergy resolution for
electrons and photons, the granularity in theη-region also covered by the inner detector (|η| < 2.5)
is very fine (∆η × ∆φ = 0.025× 0.025). In the first layer, the so-calledη-strip layer, theη segmen-
tation is even finer (down to∆η = 0.003). This is, for example, used for the identification ofτ jets
(see Section5.2.5). For |η| > 2.5 the coarser granularity is sufficient for good jet reconstruction.
The EM calorimeters are surrounded by the hadron calorimeters consistingof a barrel tile calorime-
ter (|η| < 1.0), two extended barrel tile calorimeters (0.8 < |η| < 1.7), two hadronic end-cap calorime-
ters HEC (1.5 < |η| < 3.2) and the forward hadron calorimeters FCal2 and FCal3 (3.2 < |η| < 4.8).
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The tile calorimeters use plastic scintillator as active material and steel as absorber material ar-
ranged in three layers with a granularity of∆η × ∆φ = 0.1× 0.1. The HEC calorimeters use liquid
argon as active material and copper as absorber material with a granularity of ∆η × ∆φ = 0.1× 0.1
for |η| < 2.5 and∆η × ∆φ = 0.2× 0.2 for |η| > 2.5. The FCal2 and FCal3 have a readout cell size of
∆x× ∆y=3.3× 4.2 cm2 and∆x× ∆y = 5.4× 4.7 cm2 respectively. Both use liquid argon as active
and tungsten as absorber material. The latter has a shorter interaction lengthas copper.
The total thickness of the calorimeter system is more than 22 radiation lengths (X0) and about
ten hadronic interaction lengths. This ensures a good energy resolution of highly energetic jets,
precise reconstruction of missing energy and minimizes punch-through of particles to the muon
spectrometer. The total number of readout channels of the ATLAS calorimeter system is∼260 000.

The Muon Spectrometer

Figures3.6 and3.7 show the layout of the muon spectrometer. The outer dimensions of 44 m
length and 25 m diameter make the ATLAS detector the largest detector ever built for a collider
experiment. Three layers of muon detectors arranged in horizontal concentric cylinders in the
barrel region and in vertical discs in the two end-caps measure the deflection of the muon tracks
due to the magnetic field provided by the three toroid magnets.
The bending power

∫

Bdl along the tracks ranges from 1.5 to 5.5 Tm in the barrel part and from
1 to 7.5 Tm in the end-cap regions. To minimize multiple scattering, the magnetic field ofthe
muon spectrometer is generated in air (air-core toroid magnets) and the support structure is made
of aluminum.
To accurately measure muon tracks and provide a muon trigger, the muon spectrometer is instru-
mented with four detector types:

• Monitored Drift Tube chambers (MDT) are the precision muon tracking detectors over most
of the muon spectrometer acceptance. 1 150 chambers contain in total 354 000 drift tubes
covering an active area of 5 500 m2. Each chamber consists of two multilayers of three or
four tube layers that are glued on the cross-plates of an aluminum support structure as shown
in Figure3.8. The aluminum tubes of 30 mm diameter and 400µm wall thickness are filled
with an Ar(93%)CO2(7%) gas mixture at a pressure of 3 bar. The gold-plated tungsten-
rhenium anode wires in the tube centers are positioned with respect to the chambers with an
accuracy of 20µm. At a high voltage of 3 080 V, the maximum drift time is about 700 ns.
The average spatial resolution of a drift tube is 80µm. The track position resolution of the
MDT chambers is 35µm.

• Cathode Strip Chambers (CSC) are used as precision muon tracking chambers in the in-
nermost layer of the very forward region (2.0 < |η| < 2.7). The 32 multi-wire proportional
chambers with strip-segmented cathodes have a shorter response time than the MDT cham-
bers to cope with the high background rates in this detector region.

• Resistive Plate Chambers (RPC) are used as trigger detectors in the barrel region (|η| < 1.05).
They consist of two parallel electrode plates with a gap of 2 mm width filled with a
C2H2F4/Iso-C4H10/SF6 gas mixture. The 544 RPCs are operated in avalanche mode with an
electric field of∼ 4.9 kV/mm between the electrode plates. Capacitively coupled metallic
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Figure 3.6: Cut-away view of the ATLAS Muon Spectrometer [28].

Figure 3.7: Cross-sections of the barrel muon system in transverse plane (left) and in longitudinal
plane (right). On the latter, the dashed lines illustrate infinite-momentum muons, propagating along
straight trajectories [28].
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Figure 3.8: Layout of a MDT chamber. Three cross-plates connected by longitudinal beams form an
aluminum support structure, carrying two multilayers of three or four drift tube layers. Four optical
alignment rays monitor deformations of the chamber.

strips pick up the signals on the outside of the plates. The spatial resolution is about 30 mm
and the time resolution is 1 ns.

• Thin Gap Chambers (TGC) are used as trigger detectors in the end-cap region (1.5 < |η| < 2.7).
The 3 588 TGCs are multi-wire proportional chambers with a wire-to-cathodedistance of
1.4 mm which is smaller than the wire-to-wire distance of 1.8 mm. They provide a high
spatial resolution and a good time resolution with a strongly quenching gas mixture of CO2

and n-C5H12.

The RPC and TGC trigger chambers provide bunch crossing identification and measure the coor-
dinate along the drift tubes of the MDT chambers.

To achieve the high momentum resolution of∆pT/pT ≈ 3 % at 200 GeV and better than 10 % up
to 1 TeV muon energy, a relative alignment of the precision-tracking chambers with an accuracy of
30µm is necessary, especially for measuring high-pT muons. More than 12 000 optical alignment
sensors [31, 32] monitor the internal deformations of the MDT chambers (therefore the name
“Monitored Drift Tube” chambers) as well as the relative positions of the MDT and CSC chambers.

Also the magnetic field map has to be determined very accurately. This is achieved with 1 800 Hall
probes distributed throughout the muon spectrometer volume and a very detailed simulation of the
magnetic field including perturbations induced by the calorimeters and other metallic structures.

The muon spectrometer provides stand-alone muon momentum measurement. A combination with
measurements of the inner detector and the calorimeters improves the efficiency and resolution,
especially for lowpT muons.



26 Chapter 3. The LHC and ATLAS

Trigger and Data Acquisition

A big challenge for every experiment at the LHC is the reduction of the extremely high event rate
of approximately 1 GHz to a maximum data taking rate of approximately 200 Hz. Theefficient
selection of interesting events is the task of the trigger system. In ATLAS the trigger selection is
performed in three levels:

1. The level-1 trigger system (L1) uses muon spectrometer (RPC and TGC)and calorimeter
information to select events with high-pT muons, electrons, photons and jets. In addition,
the total transverse energy and the missing transverse energy are usedas trigger criteria. If
objects are found that exceed certain configurablepT thresholds, regions of interest (RoI)
are passed to the next trigger level with a maximum rate of 75 kHz.

2. The second trigger level (L2) searches again for signs of the above mentioned signals, but
uses the full information of all detector components in the RoIs defined by theL1 trigger
system. The trigger requirements are chosen in order to reduce the accepted event rate to
3.5 kHz.

3. The third and final stage (L3) of the trigger selection is called Event Filter(EF). While the
L1 and L2 triggers are realized by custom made electronic circuits, the EF is implemented
on a computer farm. Every processor receives the full detector information of one event
selected by the L2 trigger and performs a full reconstruction of the eventwhich takes about
4 seconds. The maximum rate of events accepted by the EF is 200 Hz.

All events accepted by the trigger are recorded on disk and can then be analyzed via the worldwide
computing Grid [33]. Every year, several thousand terabyte of data have to be stored.
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Installation and Commissioning of the
ATLAS Muon Chambers

The Max-Planck Institut f̈ur Physik in Munich together with the Ludwig-Maximilians University
have built 88 precision muon tracking (MDT) chambers for the barrel part of the ATLAS muon
spectrometer. To ensure reliable performance during the operation of theATLAS detector, the
MDT chambers had to pass several stringent tests during and after their construction as well as
before their installation into the ATLAS detector. To simplify the installation, each MDT chamber
was assembled with its corresponding RPC trigger chamber in a special frame, the common sup-
port. These units are called muon stations. Details about the tests before the installation and the
integration of the MDTs to muon stations can be found in [34,35,36,37,38].
The installation of the muon stations in the ATLAS detector and the commissioning of the muon
spectrometer with cosmic muons are described in the following.

4.1 Chamber Installation

The 88 muon detectors built in Munich are called BOS (“barrel outer small”) chambers and have
been installed during the first half of 2006. They are located in the outermost layer of the muon
spectrometer, directly on the toroid coils, see Figure4.2. Except for special cases, the chambers
in the barrel part are installed on rails which are mounted on the cryostats ofthe toroid coils and
are running in z-direction.
Each BOS muon station is equipped with four sliding bearings allowing to move it onthe rails.
To handle the muon station during installation, a dedicated installation frame was used. The
station was mounted on the frame on short rail pieces. The installation frame witheach individual
muon station was then lowered by crane to the ATLAS cavern about 90 metersunderground (see
Figure4.1a).
In the cavern, the installation tool was lifted simultaneously by two cranes and adjusted to the
position and angle at which the chamber had to be installed (see Figure4.1b). The rail pieces
of the installation frame were connected to the rails in the detector by short transition rods (see
Figure4.1c). The station was then pulled from the installation frame to its foreseen position on
the rails using two winches (Figure4.1d).

27
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Installation Frame
BOS Station

(a)

Cranes

(b)

Transition Rods

(c) (d)

Figure 4.1: Pictures of the installation of a BOS muon station. (a) A BOS station in the installation
frame is being lowered to the ATLAS cavern. (b) The chamber isadjusted to its installation position
and angle using two independent cranes. (c) The connection between the installation frame and the
rails mounted on the toroid coils is established. (d) The station is pulled onto the rails.
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Figure 4.2: Front view of the barrel part of the ATLAS muon spectrometer after the installation of the muon chambers on the eight toroid
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Figure 4.3: Deviation of the BOS MDT chamber positions from the nominal positions after the
final positioning on the rails in sector 16 of the ATLAS barrelmuon spectrometer. The shaded band
indicates one third of the allowed tolerance of 4 mm.

The exact positioning of the muon stations on the rails and the adjustment of the MDT chamber
position on the common support was performed by hand with an accuracy ofone millimeter.
Figure4.3 shows the deviations of the BOS chamber positions from the nominal positions inthe
global ATLAS coordinate system in one typical barrel sector after the final positioning on the rails.
All chambers are located well within the allowed range of±4 mm. Special stoppers mounted on
the rails are used to fix the chamber positions on the rails. Adjustment screws on the stoppers
allow for a fine tuning of the chamber position along the rails. At the final position, each chamber
is only fixed at one of the four bearings in order to prevent stress on thecommon support.

4.1.1 MDT Chamber Sag Adjustment

To avoid distortions of the electrical field inside the drift tubes which could deteriorate their spatial
resolution, the anode wires must be centered in the tubes with an accuracy of about 100µm. The
gravitational sag of the drift tubes assembled in the MDT chambers and of thewires held at the
end of the tubes differs and depends on the angular orientation of the chambers in ATLAS. To
correct for this difference, the chamber sag has to be adjusted to the wire sag of typically 200µm
for the wire tension of 350 g.
For this purpose, the MDT chambers have a sag adjustment mechanism. With twoadjustment
screws, the middle cross-plate (see Figure3.8) of the chamber support structure can be moved
with respect to the end cross-plates in the direction perpendicular to the tubelayers. Figure4.4a
illustrates the principle of the sag adjustment. The sag of the chamber supportstructure is mea-
sured by the in-plane alignment system with an accuracy of about 2µm.
The sag adjustment of the BOS MDT chambers was already performed during the integration
of the chamber into the common support at the BB5 area at CERN, located about 3 km from
the ATLAS experiment. Due to vibrations during the transport of the chambers from the BB5
assembly hall to the ATLAS cavern and during the installation, the sag of the chamber could
change. Therefore, the sag was measured again after the installation in thedetector and deviations
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Figure 4.4: Adjustment of the gravitational sag of the MDT chambers to the sag of the anode wires
which depends on the installation angle. (a) The principle of how the sag is corrected. (b) The
deviation of the achieved sag adjustment from the nominal value for the MDT chambers built in
Munich, measured after installation in the ATLAS detector with the chamber internal in-plane align-
ment sensors. Three categories are shown: chambers that have been readjusted after the installation,
chambers installed in the upper sectors of the muon spectrometer and chambers of the lower sectors
in which the chambers are mounted in an inverted orientation. The dashed lines indicate half of the
allowed tolerance of 100µm.
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from the nominal sag have been corrected for the accessible chambers.
Figure4.4bshows the results of the sag adjustment of the installed BOS muon chambers. Allad-
justments are well within the allowed tolerance of±100µm. It can also be seen that the deviations
of the chamber sags in the upper and lower sectors are of opposite sign. An explanation for this
effect is settling of the sag adjustment screws due to vibrations during the transport of the cham-
bers. In contrast to the upper sector chambers, the chambers for the lower sectors were transported
in their installation orientation upside down explaining the opposite sign of the sagdeviations.

4.1.2 Tests After Chamber Installation

The following performance tests of the MDT chambers have been performed immediately after
their installation in order to detect damages which could have occurred during the installation:

• Measurement of the gas leak rate of each multilayer to detect damages to the gas system.
All 88 BOS MDT chambers fulfill the leak rate requirement within the measurement errors.
The largest measured leak rates are only a factor 1.5 above the limit.

• Measurement of the high voltage stability in order to detect broken wires causing short-
circuits between the wires and the tube walls or other faults in the high voltage distribution
to the drift tubes. No problems have been found concerning the stability of the voltage and
the currents drawn by the chambers.

After the electrical and gas connections were established, a series of further tests of the MDT
chambers has been performed:

• Test of the chamber-internal and the chamber-to-chamber alignment systems. No faults have
been detected.

• Test of the temperature and magnetic field sensors which are mounted on the MDT cham-
bers. All magnetic field sensors and≥99.5 % of the temperature sensors are operational.

• Test of the complete chamber read-out chain including the programming of theon-chamber
electronics. Less than 1 percent of the electronics showed errors andhas been replaced.

• Test of the noise rate of all drift tubes with and without high voltage applied.Several BOS
chambers showed a significantly higher noise level as before installation. Further investiga-
tion revealed that the noise is due to pick-up on the high voltage cables. Additional low-pass
filters have been installed and the chambers are now well below the noise limits [39].

4.2 Commissioning of the Muon Spectrometer with Cosmic Muons

The performance of individual muon detectors as well as of the muon spectrometer as a whole can
be studied by means of cosmic ray muons impinging on the ATLAS detector. The measurements
of cosmic muons started right after the installation of the muon stations and were extended suc-
cessively. Since the final gas distribution system was not yet operational and the number of power
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supplies was very limited, the number of muon detectors ready for data-takinginitially was very
small.
At the end of 2005, the first six muon chambers were ready for operation. In November 2006,
13 muon chambers were operated when the barrel toroid was ramped up to nominal field for the
first time, allowing for the measurement of muon momenta. Finally in 2008, the wholemuon spec-
trometer (like the other detector components) was ready to take data and more than 200 million
cosmic muons were recorded. In the following, the most important results obtained from these
data are presented.

4.2.1 Drift Tube Efficiency Measurement

Cosmic muons can be used to determine the detection efficiency of individual drift tubes in MDT
chambers by the following algorithm:

• Muon tracks are reconstructed within a MDT chamber using all drift tubes except for the
tube under investigation.

• The muon tracks are extrapolated to the tube under investigation.

• The detection efficiencyε of the tube under investigation is given by:

ε =
Number of hits detected by the tube

Number of reconstructed tracks traversing the tube

Figure4.5 shows a typical result for one tube layer of a MDT chamber. The drift tubes show an
average detection efficiency of 97.7±0.1 %, which is consistent with the expected efficiency loss
due to the 400µm thick aluminum walls of the 15 mm diameter drift tubes.
Only 1 ‰ of the 338 640 drift tubes of the muon spectrometer had to be permanently disconnected
from high voltage and read out due to broken wires or gas leaks.

4.2.2 Reconstruction of Cosmic Muon Tracks

The ATLAS cavern is situated about 90 meters below ground level. Thus, cosmic muons with
energies below∼30 GeV at ground level cannot reach the ATLAS cavern but are absorbed in the
rock and soil above. However, muons flying through one of the two access shafts with diameters
of 13 m and 18 m reach the detector almost unrestrained. Thus, most cosmicmuons recorded in
ATLAS are constrained into the direction of the access shafts (see Figure4.6b).
This was confirmed at the end of 2006 when 13 muon stations were operational allowing for the
first reconstruction of cosmic muon tracks in the ATLAS muon spectrometer. Figure4.6ashows
the extrapolation of reconstructed cosmic muon tracks back to the surface.A clear accumulation
of tracks on the right part of the plot, as well as a small cluster on the left part are visible. These
accumulations agree very well with the positions of the two access shafts.
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Figure 4.5: Single-tube efficiencies in one tube layer of a MDT chamber installed in the ATLAS
detector determined with cosmic muons.
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Figure 4.6: Cosmic muons tracks recorded in the ATLAS muon spectrometer. (a) Distribution of the
intersections of reconstructed cosmic muon tracks at ground level. Here x and y denote a coordinate
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18 m diameter through which cosmic muons reach the ATLAS cavern (b).
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Figure 4.7: Illustration of the track sagitta measurement performed inthe ATLAS barrel muon
spectrometer.

4.2.3 Alignment with Straight Muon Tracks

The muon momentum measurement in the ATLAS muon spectrometer is based on the measure-
ment of the deflection of a muon track in the magnetic field as illustrated in Figure4.7. Three
layers of MDT chambers measure three track points, one at the entrance of the spectrometer, one
in the middle and one at the exit. The deviation of the middle track point from a straight line con-
necting the inner and outer track points is the track sagittas. The sagitta is inversely proportional
to the muon momentum.
To measure the momentum with the desired resolution of 10 % for 1 TeV muon tracks with a
sagitta ofs≈ 500µm, the sagitta resolution has to be∼50µm. The track point resolution of the
MDT chambers is 35µm contributing 40µm to the sagitta resolution.
Another contribution to the sagitta error is due to misalignment of the MDT chambers with respect
to each other which is controlled by the optical alignment monitoring system. Thusthe precision
of the alignment corrections on the track sagitta has to be∼30µm.
The optical alignment system of the ATLAS muon spectrometer monitorsrelative movements
of muon chambers with a precision of∼10µm. Since the chamber positioning accuracy during
installation is in the order of millimeters, theabsolutepositions of the MDT chambers have to be
determined initially with high accuracy using straight muon tracks. Dedicated data taking at the
beginning of the LHC operation with the toroid magnets switched off will provide enough straight
muon tracks to align all muon chambers. However, the upper and lower sectors of the spectrometer
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can already be aligned with straight tracks of cosmic muons with switched offmagnetic field. For
the other sectors horizontal muon tracks are needed, but the rate of horizontal cosmic muons in
the ATLAS cavern is too low.
The relative chamber positions within the complete top sector of the barrel muonspectrometer
(see Figure3.7) have been determined with a data sample of 400 000 straight cosmic muons using
a linearizedχ2-minimization alignment algorithm [40,41,39]. The distances inzbetween adjacent
MDT chambers of the inner and outer layer of the top sector obtained from the track alignment
algorithm can be compared to measurements of the distances between the tube walls of adjacent
chambers using a feeler gauge which have an accuracy of about 50µm (see Figure4.8). A clear
correlation between the two measurements can be seen. For the outer chambers, the measurements
agree within 85µm while for the inner chamber layer a relative shift of 190µm is observed which
can be explained by the less accurate method used for the mechanical distance measurement be-
tween the inner chambers. The deviations in the order of±1-2 mm from the nominal distance of
17.5 mm are consistent with the expectation from the chamber positioning accuracy on the rails
(see for example Figure4.3).
Another way to verify the alignment procedure is by looking at the sagitta distribution of straight
tracks. In the absence of a magnetic field, the muon tracks are straight anda misalignment of
the MDT chambers will cause a deviation of the sagitta measurement from zero(false sagitta).
Figure4.9ashows the distribution of the false sagitta of cosmic muons measured in a chamber
triplet in the top sector of the muon spectrometer without magnetic field and assuming nominal
detector geometry in the reconstruction. The distribution peaks at−2.6 mm which is consistent
with the expected deviations of the actual chamber positions from the nominal geometry. If the
chamber displacements measured by the optical alignment system (using a preliminary calibration)
are taken into account in the sagitta calculation, the peak of the distribution is shifted to+0.25 mm
(see Figure4.9b). Using the updated information of the chamber positions from the straight track
alignment algorithm, the measured sagitta distribution peaks at−10µm (see Figure4.9c) which is
well within the required accuracy of±30µm.
The width of the distributions is getting smaller if the alignment corrections are applied. This can
be explained by taking into account rotations of the chambers measured by the optical and straight
track alignment algorithm. The remaining width of about half a millimeter and the tails ofthe
sagitta distribution of aligned chambers (Figure4.9c) can be explained by deviations from straight
tracks due to multiple scattering of the muons.

4.2.4 Curved Muon Tracks

An important milestone in the commissioning of the muon spectrometer was reached when the
barrel toroid magnet was switched on for the first time after assembly in the underground cavern.
On 18 November 2006, the barrel toroid was successfully ramped up to thenominal current of
20.5 kA. Thus, the 13 muon chambers fully operational at this time could record the first curved
cosmic muon tracks. Two examples are shown in Figure4.10 in the ATLAS event display: on
the left-hand side a low-momentum muon track withpT = 1.6 GeV and on the right-hand side a
high-momentum muon withpT ∼ 200 GeV.
In Figure 4.11 the momentum distributions of the recorded cosmic muons and antimuons are
shown. The observed ratio of the two charge componentsNµ+/Nµ− = 1.48 ± 0.27 [42] is com-
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0.26

Figure 4.10: Display of events with reconstructed low momentum (left) and high momentum cos-
mic muons (right). The muons have been recorded by chambers in the bottom sector of the muon
spectrometer when the toroid magnet has been switched on forthe first time in November 2006. The
coils and the support structure of the barrel toroid magnet are shown in gray and blue respectively.
The muon chambers traversed by the muon tracks are shown in green and the reconstructed muon
tracks are represented by the red curves.
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Figure 4.11: Cosmic muon momentum spectrum recorded with 13 muon chambers in the bottom
sector of the ATLAS muon spectrometer in November 2006, shown for muons and antimouns. The
ratio Nµ+/Nµ− is 1.48 ± 0.27 [42].

patible with the ratio expected for muons produced in cosmic ray induced air showers [22]. The
measured momentum spectrum was not corrected for misalignment effects of the muon chambers.





Chapter 5

The Search for the Higgs Boson

This chapter introduces the ingredients needed for the search for the Higgs boson produced by
vector-boson fusion and subsequently decaying into twoτ leptons. In this work the fully leptonic
as well as the semileptonic final state of the further decayingτ-lepton pair is taken into account.
Characteristic features of the studied search channel and the associated background processes as
well as the used data samples are described in Section5.1. The expected reconstruction and identi-
fication performance of the objects relevant for the Higgs boson searchis discussed in Section5.2.
Although neutrinos from theτ-lepton decays are present in the final state, it is still possible to re-
construct the Higgs boson mass by the collinear approximation which is described in Section5.3.
Section5.4finally gives a detailed description of various discriminating variables that can be used
in order to distinguish signal and background events.

In the subsequent chapters, two approaches for separating signal and background processes are
shown – an analysis based on successive cuts on several discriminatingvariables (Chapter6) and
an approach based on multivariate techniques that takes into account correlations between different
discriminating variables (Chapter7).
The prospects of discovering the Higgs boson after three years of ATLAS operation are discussed
in Chapter8 which mainly focusses on the influence of systematic uncertainties from theory and
the detector performance on the expected signal significance.
Several previous studies have investigated the Higgs boson discovery potential in the vector-boson
fusion H → ττ channel with a cut-based analysis [43,44,45,46,47,48]. The discovery potential
of the ATLAS experiment has recently been studied in the context of the “computing system
commissioning” (CSC) effort, a test of the worldwide data processing infrastructure which was
also used to perform large scale simulations and physics analyses [49]. A cut-based analysis in
analogy to this study repeatedly serves as a reference for comparison and is referred to asbaseline
analysisthroughout this work.

5.1 Signal and Background Processes

The Higgs bosons produced through vector-boson fusion (see Section 2.2.2) are accompanied by
two characteristic jets in the forward region of the detector, the so-called tagging jets. These

41
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Figure 5.1: Tree-level Feynman diagram of the Higgs-boson production via vector-boson fusion
with subsequent decay of the Higgs boson into aτ-lepton pair. The two outgoing quarks form
characteristic jets in the forward region of the detector, which allow for a strong suppression of most
of the background processes.

Table 5.1: Summary of theτ-lepton decay modes and the corresponding branching ratios. [22]

τ− decay mode Branching ratio [%]
Leptonic decay modes e−ν̄eντ 17.84± 0.05

µ−ν̄µντ 17.36± 0.05
Hadronic decay modes π−ντ 10.90± 0.07

π−π0ντ 25.50± 0.10
π−π+π−ντ 8.99± 0.08
π−2π0ντ 9.25± 0.12

other modes 10.16

forward jets originate from the remnants of two quarks after they have emittedthe weak bosons
and provide an excellent signature to identify signal events. Furthermore, mostly no additional
jet activity but only the Higgs decay products are confined to the central detector region. Solely
this characteristic signature of the vector-boson fusion production mode makes it possible to suf-
ficiently suppress the background processes.
A Feynman diagram of the signal process is shown in Figure5.1. The decay of the Higgs boson
into twoτ leptons is followed by theτ-leptons decaying to electrons, muons or hadrons. Table5.1
shows the main decay modes of aτ lepton and the corresponding branching ratios. Correspond-
ingly, three final states can be distinguished in theH → ττ decay. The purely leptonic (ℓℓ) decay
channel, where bothτ leptons decay into an electron or a muon, with a probability of 12.4 %,
the semileptonic (ℓh) decay channel, where oneτ lepton decays hadronically and the other one
leptonically, with a probability of 45.6 %, and the hadronic (hh) decay mode, where bothτ leptons
decay to hadrons, with a probability of 42.0 %. In this work, only the leptonic and the semileptonic
decay channel have been studied. The fully hadronic mode is experimentally extremely challeng-
ing due to the large QCD background and requires an even better understanding of the detector
performance.
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Due to the neutrinos present in theτ-lepton decays, the signal signatures are characterized by a
significant amount of missing transverse energy.

Every process with two or more jets and twoτ-lepton decay products in the final state is a po-
tential background. Monte Carlo studies show that the most important background contributions
are caused byZ + jets andtt̄ production. In addition,W+ jets and QCD multijet events can be
misidentified as signal. The mentioned processes are discussed in detail in thefollowing:

• Z + jets
One of the most important backgrounds is the inclusiveZ boson production, which can
be divided into two mechanisms: QCD production through the interaction of quarks (Fig-
ure5.2c) and electroweak processes (Figures5.2aand5.2b).

TheZ boson decays further into a lepton pair (ee, µµ or ττ, each with a branching ratio of
∼3.4 %), intoνν̄ pairs (20.0 %) or into hadrons (69.91 %). Decays of theZ boson into neu-
trinos or hadrons do not contribute to the background, since no charged leptons are present
in these cases. The decays into electrons or muons have no neutrinos in thefinal state and
can thus be suppressed very efficiently by requiring a certain amount of missing transverse
energy. Conclusively, onlyZ→ ττ events significantly contribute to the background.

The event topology in the QCD production mode and in some electroweak processes (for
example Figure5.2b) differs from vector-boson fusion Higgs production mainly due to the
different jet kinematics, providing a good suppression of these backgrounds. Nevertheless,
electroweak production processes like in Figure5.2aare almost indistinguishable from the
signal (see Figure5.1). However, since the cross-section for QCDZ production (2.03 nb)
is more than 1 000 times higher than for electroweak production (1.7 pb), QCDZ + jets
remains the main background source.

• tt̄
The Feynman diagram of the top-pair production, which is the second most important back-
ground, is shown in Figure5.2d. Each top quark decays into aW boson and ab quark with a
branching ratio of almost 100 %. The twob jets from theb quarks can give a similar signa-
ture as the tagging jets. The electrons, muons orτ leptons originating from the decays ofW
bosons can be misidentified as Higgs decay products. The branching ratioof the twoW bo-
son decays into leptonic final states (WW→ (e/µ/τ)(e/µ/τ)→ eeνν,eµνν, µµνν) is 6.4 %,
while it is only 3.7 % for decays into a semileptonic final state (WW→ (e/µ/τ)(e/µ/τ) →
ehν, µhν, whereh denotes aτ-jet). An additional contribution to the semileptonic channel
can be present due to jets that are misidentified asτ jets. Therefore, a good rejection of
misidentifiedτ jets is very important in order to suppresstt̄ events. In any case, the decay of
theW bosons into leptons involves neutrinos, resulting in missing transverse energy. In con-
trast toZ→ ℓℓ events, the contribution from leptonicW decays can thus not be suppressed
by cutting on a minimal missing transverse energy. Due to this, thett̄ process is a more
important background contribution to the leptonic decay channel than to the semileptonic
decay.
Even though the kinematics of these events is different to the one of the signal,tt̄ is one of
the main background sources due to the large cross-section of 833 pb.
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• W+ jets
The production of a singleW boson with additional jets in the event is another potential
background, in particular to the semileptonic decay mode. A signature similar to thesignal
is given by theW decays into electrons or muons, with an additional jet in the event faking
theτ jet. In case two more jets are present in the event, they can be misidentified as tagging
jets. Thus, at least three additional jets are needed to contribute to the background. The
W+ jets background can be significantly reduced by a cut on the transversemassmℓνT (see
Section5.4.1) of the lepton and the missing transverse energyEmiss

T . A Feynman diagram
of theW+ jets production is shown in Figure5.2e.

• WW+ jets
As shown in Figure5.2f, the production of aWW pair can also provide a signature which
is quite similar to the signal. However, the cross-section of this process (112pb) is∼20
times lower than the one for theZ boson production. Also the kinematic properties differ
significantly from the signal, since the neutrinos are not collinearly emitted with the W
bosons. Correspondingly, theWW+ jets background contribution is much less important
than theZ + jets production and has been neglected in this study.

• QCD
Since the LHC is a proton-proton collider, the cross-section for multijet production is very
high. Fortunately, no isolated leptons are present in these events such that the QCD events
are strongly suppressed by the requirement of twoτ-decay products in the final state.
Potential background is caused by events containing misidentified leptons orleptons from
b meson decays. Therefore, an excellent suppression of misidentified electrons, muons and
τ jets is crucial for a discovery of the Higgs boson in this channel. The remaining bb̄ back-
ground containing real leptons fromb decays can be efficiently suppressed by requiring that
the leptons are isolated.

5.1.1 Monte Carlo Simulation

Several different Monte Carlo event generators have been used to simulate the signaland back-
ground processes. The simulated data samples and the corresponding cross-sections are summa-
rized in Tables5.2, 5.3, 5.4 and5.5. All datasets have been produced in the frame of the central
ATLAS Monte Carlo production with the Athena software framework (release 12.0.6) [50].

The events generated by the Monte Carlo generators are passed through the detailed simulation
of the ATLAS detector based on the G4 [51] package for the description of the detector re-
sponse. In case of thett̄ background, the detailed detector simulation has been exchanged by the
parameterized and thus faster simulation of the detector response by means of the ATLFAST [52]
package. This was the only possibility to obtain a sufficient number of events needed for statisti-
cally significant analysis results.
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Figure 5.2: Tree-level Feynman diagrams of the dominant background processes.



46 Chapter 5. The Search for the Higgs Boson

Table 5.2: Overview of the signal Monte Carlo data samples used for thisstudy. All signal datasets
include a lepton filter (see text) and are simulated with the detailed detector simulation. The cross–
sections include the filter efficiency and are scaled to the next-to-leading order with the specified
k-factor and include all branching ratios and filter efficiencies. The last column shows the integrated
luminosity the generated numbers of events correspond to.

k-Factor Lepton Filter Cross Events Integrated
Efficiency Section Luminosity

[%] [ fb ] [ fb −1 ]

H → ττ→ ℓℓ
mH = 105 GeV 1.05 53 26 26 000 1 000
mH = 110 GeV 1.04 54 25 27 250 1 090
mH = 115 GeV 1.00 57 24 28 250 1 180
mH = 120 GeV 1.05 57 22 86 750 3 940
mH = 125 GeV 1.04 58 19 25 250 1 330
mH = 130 GeV 1.05 57 16 25 750 1 610
mH = 135 GeV 1.04 58 13 27 000 2 080

H → ττ→ ℓh
mH = 105 GeV 1.05 46 180 67 500 380
mH = 110 GeV 1.04 47 173 84 750 490
mH = 115 GeV 1.00 47 160 28 250 180
mH = 120 GeV 1.05 47 145 132 250 910
mH = 125 GeV 1.04 48 127 86 500 680
mH = 130 GeV 1.05 48 108 26 500 250
mH = 135 GeV 1.04 48 87 85 250 980
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Table 5.3: Overview of theZ + jets Monte Carlo data samples used in this analysis. The second
column shows the vector-boson fusion filter efficiency, if applied (see text). The cross-sections
include all branching ratios and filter efficiencies and are scaled to the next-to-leading order with a
k-factor of 1.24. The last column shows the integrated luminosity the generated numbers of events
correspond to. The different Monte Carlo programs are explained in the text.

VBF Filter Cross-section Events Luminosity
Efficiency [%] [ pb ] [ fb−1 ]

ALPGEN QCD samples:
Z→ ττ→ ℓh
+ 0 jets 0.3 2.75 11 250 4.1
+ 1 jet 1.0 2.45 92 250 37.7
+ 2 jets 4.0 3.10 515 500 166.0
+ 3 jets 10.6 2.50 356 000 142.0
+ 4 jets 20.7 1.38 218 750 158.0
+ ≥5 jets 29.6 0.73 90 000 122.0

Z→ ττ→ ℓℓ
+ 0 jets 0.04 0.32 9 850 31.0
+ 1 jet 0.13 0.28 161 800 574.0
+ 2 jets 0.43 0.33 439 900 1 340.0
+ 3 jets 1.12 0.26 156 000 590.0
+ 4 jets 2.08 0.14 172 100 1 230.0
+ ≥5 jets 3.30 0.08 48 450 599.0

Z→ ττ, AtlFast
+ 0 jets – 897 3 760 000 4.2
+ 1 jet – 226 3 885 000 17.1
+ 2 jets – 76.5 3 955 000 51.7
+ 3 jets – 23.6 1 000 000 42.3
+ 4 jets – 6.68 500 000 74.8
+ ≥5 jets – 2.48 395 000 159.0

Z→ ee
+ 0 jets 1.0 9.06 13 750 1.5
+ 1 jet 2.8 6.45 7 500 1.2
+ 2 jets 9.9 7.42 252 250 34.0
+ 3 jets 25.8 6.11 103 250 16.9
+ 4 jets 44.8 2.99 23 250 7.8
+ ≥5 jets 64.0 1.58 14 000 8.9

Z→ µµ
+ 0 jets 0.6 4.99 13 400 2.7
+ 1 jet 2.4 5.41 11 250 2.1
+ 2 jets 8.2 6.26 192 250 30.7
+ 3 jets 23.7 5.61 86 500 15.4
+ 4 jets 42.6 2.83 21 500 7.6
+ ≥5 jets 61.9 1.52 15 250 10.0

Sherpa EW samples:
Z→ ττ→ ℓh + ≤ 3 jets
No filter – 1.69 198 500 117.0
VBF filter 12.6 0.214 49 500 230.0



48 Chapter 5. The Search for the Higgs Boson

Table 5.4: Overview of theW+ jets Monte Carlo data samples used in this analysis and generated
with ALPGEN. The second column shows the vector-boson fusion filter efficiency. The cross-sec-
tions include all branching ratios and filter efficiencies and are scaled to the next-to-leading order
with a k-factor of 1.15. The last column shows the integratedluminosity the generated numbers of
events correspond to.

VBF Filter Cross-section Events Luminosity
Efficiency [%] [ pb ] [ fb−1 ]

W→ eν
+ 2 jets 8.2 77.5 94 450 1.22
+ 3 jets 20.7 56.6 95 000 1.68
+ 4 jets 38.5 29.7 98 750 3.32
+ ≥5 jets 55.1 15.3 93 500 6.11

W→ µν
+ 2 jets 7.5 71.0 97 950 1.38
+ 3 jets 19.4 53.1 77 750 1.46
+ 4 jets 36.7 28.0 58 500 2.09
+ ≥5 jets 54.7 15.3 96 950 6.35

Table 5.5: Overview of thett̄ samples used in this analysis. Since MC@NLO was used as generator
for this process, the cross-section is at next-to-leading order accuracy. No filter has been applied in
case of the fast detector simulation and for the detailed simulation a lepton filter has been applied (see
text). The last column shows the integrated luminosity the generated numbers of events correspond
to, where the event weights from MC@NLO have been accounted for.

Detector Filter Cross-section Events Luminosity
Simulation [ pb ] [×103] [ fb−1 ]

Detailed 1 lepton 461 930 1.5
Fast – 833 94 300 83.0
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Monte Carlo Generators

The Monte Carlo generators used for this study are briefly described in the following:

• Pythia [53]
A general-purpose generator for hadronic interactions in leading order with parton show-
ering for initial and final state QCD radiation, which leads to relatively soft jets. No spin
correlations are taken into account.

• Herwig [54]
Another leading order general-purpose generator with a slightly different parton showering
compared to Pythia. Herwig is particularly sophisticated in treating the decays of unsta-
ble particles with full spin correlation. The Jimmy program [55] is used to simulate the
underlying event. Most of the signal samples have been simulated with Herwig.

• ALPGEN [56]
A leading order generator with a different method to match the jets from the parton-showering
model to the ones from matrix-element calculations, leading to harder jets. Special emphasis
is given to final states with large jet multiplicities, based on exact leading orderevaluation
of partonic matrix elements. It is also interfaced to Herwig/Jimmy for the hadronization and
underlying event simulation. ALPGEN was used to simulate the QCDZ + jets background
processes.

• Sherpa [57]
A relatively new multipurpose generator for hadronic events with the matrix element gen-
erator AMEGIC++ [58]. Since Sherpa also includes electroweak processes, it was used to
simulate the electroweakZ→ ττ background.

• MC@NLO [59]
The only next-to-leading order generator for QCD processes. Like for ALPGEN, MC@NLO
was also interfaced to Herwig/Jimmy for the hadronization and underlying event simulation.
Since higher order effects are particularly important fortt̄ production, MC@NLO was used
to generate this background.

All τ-lepton decays have not been simulated by the generators themselves, butby Tauola [60].

Event Filter To increase the background statistics in the phase space of interest event filters have
been applied at the generator level to save CPU time by eliminating events that would not survive
jet related cuts in the analysis.

Lepton filter for signal samples:

• With the numberNℓ of electrons plus muons withpT ≥ 5 GeV and|η| ≤ 2.7:
Nℓ ≥ 2 for the samplesH → ττ→ ℓh
Nℓ ≥ 1 for theH → ττ→ ℓh samples
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VBF filter for Z events:

• With the numberNℓ of electrons plus muons withpT ≥ 10 GeV and|η| ≤ 2.7:
Nℓ ≥ 2 for the samplesZ→ ee, µµ andZ→ ττ→ ℓℓ
Nℓ ≥ 1 for theZ→ ττ→ ℓh samples

• At least two jets (cone algorithm with size∆R≤ 0.4) within |η| ≤ 5.0 and
pT ≥ 20 GeV for the highestpT jet and
pT ≥ 15 GeV for the second highestpT jet

• A jet pair with an invariant mass ofmj j ≥ 300 GeV and a pseudorapidity separation of
∆η j j ≥ 2

Lepton filter fortt̄:

• At least one electron, muon orτ lepton within|η| ≤ 5.0 from aW decay

Pile-Up At the LHC design luminosity ofL = 1.0 × 1034 cm−2s−1, approximately 23 proton-
proton collisions occur every 25 ns. Most of these collisions are elastic and inelastic scattering
events (minimum bias) but the remnants of these processes are also recorded together with in-
teresting interactions in the same bunch crossing (pile-up). The additional particles from pile-up
events potentially cause difficulties in the reconstruction of the hard parton collision process. For
example, the energy determined for a jet from the interesting event could behigher due to energy
deposits from pile-up particles or the pile-up events could result in additional jets in the event. If
the pile-up originates from the same bunch crossing as the main interaction, it iscalled in-time
pile-up. In addition, there is also an out-of-time pile-up contribution, which means that the contri-
bution is from an earlier bunch crossing. This is the case for several detector components which
have a response- and read out time which is much longer than 25 ns, as forexample the liquid
Argon calorimeters or the drift tube detectors of the muon system. Other pile-up contributions are
from the cavern background or from showers induced by particles from cosmic rays.
All these effects are not included in the simulated data used in this study as there have not been
enough Monte Carlo datasets including pile-up available.

5.1.2 Detector Simulation

The detector response to the generated particles can be simulated by means of the detailed detector
simulation or the fast detector simulation ATLFAST. In the following a brief overview of these two
simulations is given – further details can be found in [50,52].

Full Simulation

The full simulation of the ATLAS detector response is based on a detailed andrealistic description
of particle interactions with the detector material as provided by the G4 simulation package.
A detailed description of the detector geometry and material distribution is used for the simulation,
as well as for the exact map of the magnetic field, the realistic response of theread out electronics
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and the trigger behavior. The simulation output is then processed by the samereconstruction
algorithms which will be used for the real collision data. The described simulation process results
in the best possible predictions but is very time consuming. The full simulation ofone event
typically takes up to 20 minutes on a standard computer. For that reason, onlya limited number
of events can be fully simulated.

ATLFAST

In order to simulate a large number of events needed for some of the background processes (for
example 100 millions oftt̄ events), the much faster detector simulation software ATLFAST has
been used. It is based on a parameterized description of the detector performance. The momentum
vectors of the generated particles are smeared and the identification efficiency is parameterized
according to studies with the full detector simulation performed for the most important physics
processes. A homogeneous magnetic field is assumed in the inner detector volume and a very
simplified calorimeter model is used to simulate the calorimeter response. No difference between
electromagnetic and hadronic calorimeter and no longitudinal segmentation of the calorimeters is
taken into account. The lateral segmentation is approximated as∆η × ∆φ = 0.1× 0.1 for |η| < 3.2
and∆η×∆φ = 0.2×0.2 for 3.2 < |η| < 5.0. The energy of a generated shower particle is deposited
in only one calorimeter cell. A cone cluster algorithm with a cone size of∆R=

√

∆η2 + ∆φ2 = 0.4
is applied to all cells with a deposited energy above 1.5 GeV. The resulting clusters are associated
with the originally generated electrons, photons, jets orτ jets.
The fast simulation of the detector takes only a few seconds per event. Clearly, the results obtained
by the fast simulation depend on the accuracy of the parameterization of the detector response
and are not as realistic as the ones obtained from full simulation. For this analysis, the most
important difference between the detailed detector simulation and ATLFAST is the underestimated
probability for τ-jet misidentification in the fast simulation. The uncertainties originating from
ATLFAST for the background estimation are estimated in Section6.6.3and the influence on the
discovery potential is discussed in Section8.2.2.

5.2 Detector Performance

The following section summarizes the expected performance of the ATLAS detector in recon-
structing objects used in this analysis (trigger, electrons, muons, jets,τ jets,b jets and the missing
transverse energy) is summarized – further details can be found in [28]. One of the most important
detector performance measures is the efficiency of reconstructing and identifying the mentioned
objects. The efficiency is defined as the fraction of reconstructed and correctly identifiedobjects
of the total number of generated objects:

Efficiency=
Nmatched

Ngenerated
(5.1)

whereNgeneratedis the number of generated objects andNmatchedis the number of objects that have
been reconstructed and correctly identified and can be matched to a generated object within a small
η − φ−cone. The radiusRof the cone depends on the type of object:R= 0.1 for electrons, muons
andτ jets,R= 0.4 for jets.



52 Chapter 5. The Search for the Higgs Boson

 (GeV)TE
0 10 20 30 40 50 60 70 80

T
rig

ge
r 

ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1

L1
L1+L2
L1+L2+EF

ATLAS

(a)

(GeV)
T

p
0 10 20 30 40 50 60

T
rig

ge
r 

ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1

Tag & Probe
L1
L1+L2
L1+L2+EF

MC gen.
L1
L1+L2
L1+L2+EF

T
p

0 10 20 30 40 50 60

T
rig

ge
r 

ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1

ATLAS

(b)

Figure 5.3: Trigger efficiencies (a) for electrons (e22i) and (b) for muons (mu20), depending on
the transverse EnergyET or the transverse momentumpT. The three levels of the ATLAS trigger
system, as described in Section3.2.3, are denoted as L1, L2 and EF [28].

Another very important performance quantity is the rate of misidentified objects, for example the
rate ofτ jets that originate from wrongly identified electrons. The rate of misidentified objects is
defined as:

Misid. rate=
Nmisidentified

Nreconstructed
(5.2)

whereNmisidentified is the number of reconstructed objects which cannot be matched to a corre-
sponding generated object andNreconstructeddenotes the total number of reconstructed and identi-
fied objects.
Obviously one aims for high efficiency at low misidentification rate.

5.2.1 Trigger Efficiency

As described in Section3.2.3, the trigger in ATLAS consists of three levels, with the third level
(event filter) performing the final decision. For this analysis two different triggers have been used:

• Isolated electrons withpT ≥ 22 GeV (denoted as e22i).

• Isolated muons withpT ≥ 20 GeV (denoted as mu20).

Figure5.3 shows the efficiencies of these two trigger requirements depending on the transverse
lepton energy or momentum. In the fast detector simulation no trigger simulation is available.
For both studied decay channels, only the mentioned electron and muon trigger has been applied.
No τ-jet trigger requirement has been included in the semileptonic channel sincereliable simula-
tions of aτ-jet trigger have been included in the ATLAS detector simulation only very recently.
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5.2.2 Electron Reconstruction

The reconstruction and identification of electrons [49, 28] in the detailed simulation starts with
the information of the electromagnetic calorimeter. An algorithm searches for spatially grouped
calorimeter cells with a significant energy deposition (cluster). To suppress photons, each cluster
has to be matched to a track of the inner detector. Several additional requirements can be used to
further suppress the contribution from photons and jets:

• Calorimeter information:
Due to the fine granularity of the electromagnetic calorimeter, the lateral and longitudinal
shower shape is used to separate electromagnetic from hadronic showers. Also the amount
of energy deposited in the hadronic calorimeter, which should be very low inthe case of
electrons, provides a good suppression of jets.

• Inner detector information:
A minimum number of hits in the pixel and SCT detectors, a large energy deposition in the
transition radiation tracker (TRT) and a transverse impact parameter (minimumdistance of
the extrapolated track to the beam axis) of|d0| < 0.1 cm is used to identify electrons.

• Cluster–track match criteria:
The rejection of jets can be significantly improved by ensuring the consistency between
the electromagnetic calorimeter and the inner detector information. A good agreement of
the extrapolation of the inner detector track to the calorimeter and the cluster position are
typical for electrons. The electron energyE measured in the electromagnetic calorimeter
should match the momentump measured in the inner detector. Therefore, requiring the
ratio E/p to be close to unity provides additional separation power.

In this analysis, all electron candidates withpT > 15 GeV that fulfill the cuts related to the
calorimeter information and have a matched track in the inner detector with at least nine pixel
and SCT hits are accepted. The ratioE/p and the TRT requirements are not imposed. This set
of requirements is known as “medium” strict electron selection and provides asufficient rejection
of misidentified electrons at adequate efficiency. In addition, an isolation cut is applied, which
requires that the energy deposited within a cone of radiusR= 0.2 around the electron is less than
10 % of the electron energy.
In case of the ATLFAST detector simulation, a track is accepted as electron if

• a calorimeter cluster is found within∆R= 0.15 and|η| < 2.5 around a generated electron,

• the sum of all cluster energies within∆R= 0.2 is close to the generated electron energy and

• no additional cluster is found around the generated electron within∆R= 0.4.

If an electron fulfills these requirements, its associated energy is the generated energy, smeared by
means of a resolution function obtained from test beam studies.
The graphs in Figure5.4 show the electron efficiency and rate of misidentified electrons as a
function of pT, η andφ for the signal and thett̄ background from the detailed simulation and
for tt̄ also from the ATLFAST simulation. It can be seen that for the detailed simulation, the
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electron efficiency is lower in the end-cap region (|η| > 1.5) of the detector than in the barrel
region (|η| < 1.5). In the transition region between barrel and end-cap, the rate of misidentified
electrons shows narrow peaks which can be explained by the worse calorimeter resolution in this
detector region. Compared to the signal, one observes a lower efficiency for electrons intt̄ events.
This is due to the fact that the electrons intt̄ events are less isolated than in the signal.
The less detailed detector description of the ATLFAST simulation leads to a flat efficiency distri-
bution inη andφ and thus overestimates the electron efficiency, in particular in the forward regions
of the detector. Furthermore, there are almost no misidentified electrons in thefast detector simu-
lation.

5.2.3 Muon Reconstruction

Two algorithms are available to reconstruct and identify muons in ATLAS: STACO and MUID [61].
In this work the STACO algorithm has been used. Nevertheless, the performance of the two algo-
rithms is very similar.
The information of all three main detector components, the inner detector, the calorimeter and
the muon spectrometer, are exploited by the muon reconstruction. In the muon spectrometer, the
track segments measured by the muon chambers are combined to a muon track, taking into ac-
count the material distribution traversed and the magnetic field along the muon trajectory. After
that, the track is extrapolated to the interaction point, including a correction of theenergy loss in
the calorimeters and the inner detector. The energy loss is either estimated from a parameterized
probability distribution of the expected energy loss or from the energy measured by the calorime-
ter, if it exceeds the most probable energy loss. Within the acceptance region of the inner detector
(|η| < 2.5), this extrapolated track is then combined with tracks measured by the inner detector.
This combination improves the momentum resolution for muons below 100 GeV and suppresses
the misidentification of particles that escape the calorimeter (punch-through)and which are not
muons.
The algorithm also reconstructs muons solely from the muon spectrometer information (stand-
alone muons) or only from the inner detector measurements with hits in the inner layer of the muon
spectrometer (low-pT muons). However, only muons which have been successfully combined
from muon spectrometer and inner detector measurements are used in this analysis. In addition,
it is required that the muons have a minimum transverse momentum ofpT ≥10 GeV and that the
muons are isolated, which means that the amount of energy deposited in the detector within a cone
of radius 0.2 around the muon track is less than 10 % of the muon momentum. In this way, the rate
of misidentified muons is kept at a low level and the momentum resolution is as goodas∼2-3 %
for muons up topT<100 GeV.
In case of the fast detector simulation, the transverse momenta of all generated muons are smeared
by a pT-, η- andφ-dependent resolution function. All muons with apT>5 GeV and|η| < 2.5
are accepted as reconstructed muons. They are further classified as isolated or non-isolated muons
depending on the energy deposited in a cone of∆R= 0.4 around the muon. If a jet is reconstructed
within this cone, the muon is added to the jet.
Figure5.5 shows the efficiency and the ratio of misidentified muons as a function ofpT, η and
φ for the signal and thett̄ background. For thett̄ background also the values for the ATLFAST
simulation are shown. The detailed simulation shows regions with lower reconstruction efficiency
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Figure 5.4: Electron reconstruction and identification efficiency as a function of (a)pT, (c) η and
(e)φ, for the signal andtt̄ background in the detailed detector simulation and for thett̄ process from
the fast simulation. The corresponding electron misidentification rates are shown in (b), (d) and (f).
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in theη andφ distribution compared to the fast simulation. Aroundη = 0, the loss of efficiency can
be explained by the gaps in the muon spectrometer due to service connectionsand around|η| = 1.2
the lower efficiency is caused by the lower coverage with muon chambers in the barrel–end-cap
transition region. The small dips atφ = −2.1 andφ = −1.0 are due to the detector feet structure
which leads to a higher amount of material the muons have to traverse and a lower coverage with
muon chambers.
As not all details about the exact detector geometry are incorporated in thefast detector simulation,
it shows a flat efficiency distribution inη andφ.

5.2.4 Jet Reconstruction Performance

Jet reconstruction [62] in ATLAS is performed by searching for accumulations of energy deposits
in the calorimeter (cluster) which serve as starting points (seeds) for reconstructing jets. Two
cluster finding algorithms are available: the “Tower” cluster algorithm which sums up the energy
deposits in all calorimeter cells inη − φ bins (two dimensions) and a more sophisticated algorithm,
the “Topological” (Topo) cluster algorithm, which reconstructs three-dimensional energy deposi-
tions in the calorimeter. The energy clusters found are taken as input to the jet finding algorithms.
Again, two jet finding algorithms are available in ATLAS: the so-called “Cone”algorithm and the
“kT” algorithm. For this analysis, the Cone algorithm with a cone of∆R= 0.4 and Topo cluster
seeds has shown the best performance. This is reflected in the higher efficiency for jets from the
vector-boson fusion process in the forward region of the detector.
In the fast detector simulation, all clusters with a transverse energy above10 GeV which could not
be assigned to electrons or photons are classified as jets. The jet directionis defined as the cluster
direction and the energies are smeared with the parameterized jet energy resolution.
Figure5.6 shows the jet reconstruction efficiency and the ratio of misidentified jets as a function
of pT, η andφ for the signal and thett̄ background. For thett̄ background also the values for the
ATLFAST simulation are shown. The jet reconstruction efficiency reaches almost 100 % for jets
with a transverse momentum ofpT & 40 GeV and the efficiency shows a rather flat distribution as
a function ofη andφ. The jet reconstruction efficiencies in the detailed and in the fast detector
simulation are very similar to each other.
The jet misidentification rate is different for signal andtt̄ background. For the signal the misiden-
tification rate of jets is much higher for low transverse momenta within the pseudorapidity range
of |η| < 2.5. This is due to jets that originate from hadronicτ-lepton decays, which have not been
identified asτ jets (see Section5.2.5).

5.2.5 τ Jet Reconstruction Performance

For the reconstruction and identification ofτ jets, again two algorithms are available – a track based
approach showing a higher performance forτ jets with low-pT and the TauRec algorithm [63],
which uses calorimeter clusters asτ-jet candidates and has been used in this analysis. Theτ iden-
tification in TauRec is based on a likelihood analysis with the following discriminatingvariables
against QCD jets:

• The number of tracks associated with the cluster, limited to be either one, two or three.
Since in hadronicτ decays there are either one or three charged hadrons, one would ideally
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Figure 5.5: Muon reconstruction and identification efficiency as a function of (a)pT, (c)η and (e)φ,
for the signal andtt̄ production in the detailed detector simulation and for thett̄ process in the fast
simulation. The corresponding muon misidentification rates are shown in (b), (d) and (f).
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Figure 5.6: Jet reconstruction efficiency as a function of (a)pT, (c) η and (e)φ, for the signal and
tt̄ production in the detailed detector simulation and for thett̄ process in the fast simulation. The
corresponding jet misidentification rates are shown in (b),(d) and (f).
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expect only one or three tracks. However, one of the three tracks mighthave been missed.
(In this analysis,exactlyone or three tracks have been required in addition.)

• The electric charge of theτ jet which is calculated by summing up the charge of all associ-
ated tracks should be±1.

• The impact parameter (distance to the primary interaction vertex) of the track with the high-
est pT (leading track) associated with theτ candidate. Due to the relatively long life time
of theτ lepton of 2.9 × 10−13 seconds [22], its decay vertex is displaced from the primary
vertex.

• The radius of the cluster in the electromagnetic calorimeter. Jets from hadronic τ decays
tend to be more collimated than QCD jets.

• The fraction of transverse energy in a concentric ring of 0.1< ∆R<0.2 around theτ candi-
date cluster should be small, also becauseτ jets are well-collimated.

• The number of hits withET>200 MeV in theη-strip layer of the electromagnetic calorimeter.
Hadronically decayingτ leptons typically have a smaller number of hits compared to QCD
jets.

• The width of the shower profile in theη-strip layer (see page22) of the electromagnetic
calorimeter which tends to be relatively small forτ jets.

• The ratioEhad
T /p

1
T of the transverse energyEhad

T measured by the hadron calorimeter, and the
transverse momentump1

T of the leading track. In contrast to QCD jets,τ jets tend to have a
high fraction of their energy associated to the leading track, which leads to arelatively small
Ehad

T /p
1
T ratio.

All τ-jet candidates with a transverse momentum ofpT > 30 GeV and a TauRec log-likelihood
ratio of larger than 4.0 are accepted asτ jets. For a further suppression of electrons misidentified
asτ jets, additional cuts have been applied to theτ-jet candidates:

• A minimum of 0.2 % of the energy of theτ-jet candidate has to be deposited in the first layer
of the hadron calorimeter. Electrons usually deposit all their energy in the electromagnetic
calorimeter.

• Within the range|η| ≤ 1.7, the ratio of high-threshold (HT) to low-threshold (LT) hits in the
TRT has to be smaller than 20 % if there are at least ten LT hits. Due to their higher mass,
pions from a hadronicτ decay emit less transition radiation than electrons which results in
smaller signals in the TRT.

In case of the fast detector simulation, a jet is considered to be aτ jet if it matches the generated
hadronically decayingτ lepton within a cone of∆R< 0.3 and if the jet energy is comparable
with the visibleτ energy. Subsequently, apT- and η-dependent parameterization of theτ-jet
identification efficiency is applied to eachτ-jet candidate.
The performance of theτ-jet reconstruction and identification is shown in Figure5.7. It shows
the efficiency and misidentification rate as a function ofpT, η andφ, for the detailed detector
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simulation of signal andtt̄ background. For thett̄ background also the values for the ATLFAST
simulation are shown.
The efficiencies of the three distributions shown are very similar to each other. Theyare rather flat
in pT, η andφ and the average efficiency is around 40 % for theτ jets fromtt̄ events and around
50 % for theτ jets from the Higgs boson decay. As for the electrons and muons, the slightly lower
τ-jet efficiency in tt̄ events can be explained by theτ jets being less isolated. Compared to the
signal, the rate of misidentifiedτ jets is much higher for thett̄ process in the detailed simulation.
This can be explained by the higher jet multiplicity of thett̄ events in the central detector region.
With ∼10 %, the rate of misidentifiedτ jets in the fast detector simulation ATLFAST is much
less than in the detailed detector simulation where the rate of misidentifiedτ jets is as high as
∼60 %. This difference causes the biggest uncertainty introduced to the analysis of the Higgs
boson discovery potential if ATLFAST is used to estimate thett̄ background. In Section6.6.3, the
impact of using ATLFAST data samples in this analysis is discussed.

5.2.6 b Jet Identification

Jets originating fromb quarks show characteristics that can be used to separate them from jets
originating from lighter quarks (b-tagging):

• Due to the hard fragmentation (theb hadron has a large fraction of theb quark momentum)
and the high masses ofb hadrons (> 5 GeV), the decay products of theb hadron typically
have large transverse momenta with respect to the jet axis and thus, their opening angle is
also relatively large.

• The lifetime ofb hadrons of around 1.5 ps is rather long leading to a displacement of the
b decay vertex from the primary interaction point of a few millimeters depending on the
jet energy. Thus, the impact parameters of the tracks associated with theb hadron decay
products are rather large.

A likelihood ratio approach [64,28,49] is used to estimate the probability that a jet originated from
a b quark. In this analysis, a cut of> 1.0 on the output value of thisb-jet identification algorithm
(b-tag weight) is applied to separateb jets from light quark jets.
In the fast detector simulation, the identification ofb jets is done in a similar way as for theτ jets. A
jet is labelled asb jet if it can be matched within∆R< 0.2 to a generatedb quark withpT > 5 GeV.
In addition, the labelling is stochastically changed for every event using a parameterization of the
b-tag efficiency and light quark jet misidentification probability.
The expected performance of identifyingb jets with this method is shown in Figure5.8. The
graphs show theb-jet identification efficiency and the rate of misidentifiedb jets as a function of
pT, η andφ for tt̄ events in the full and the fast detector simulation. It can be seen that the efficiency
as well as the rate of misidentifiedb jets are higher in case of the full detector simulation.

5.2.7 Missing Energy Reconstruction

Since neutrinos do not interact in the detector, they deposit no energy. However, it is possible to
calculate the sum of all neutrino energies in an event in the plane transverse to the beam axis by
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Figure 5.7: Reconstruction and identification efficiency forτ jets as a function of (a)pT, (c) η and
(e)φ, for the signal andtt̄ production in the detailed detector simulation and for thett̄ process in the
fast simulation. The correspondingτ jet misidentification rates are shown in (b), (d) and (f).
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Figure 5.8: Performance of theb-jet identification intt̄ events for the detailed and the fast detector
simulation. Theb-tag efficiency is shown as a function ofpT, η andφ in (a), (c) and (e) respectively.
The correspondingb jet misidentification rates are shown in (b), (d) and (f).
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using momentum conservation. The colliding protons do not have transverse momentum compo-
nents and therefore the sum of the transverse momenta of all final state particles has to vanish as
well. Thus, the sum of the transverse momenta of all visible final state particlesequals the negative
sum of the transverse momenta of all neutrinos.
In ATLAS, the calculation of the visible transverse energy is performed in the following way:

• Summation of all calorimeter cell energies, using a calibration independent ofthe incident
particle type.

• Addition of all muons with an associated high quality track in the inner detector in order
to reduce the influence of misidentified muons. The muon momentum contributing to the
missing energy calculation is measured in the muon spectrometer only, providingthe muon
energy after traversing the calorimeters. This ensures that the energy loss of the muons in
the calorimeter is not double-counted.

• Addition of the estimated energy loss in the inactive material, particularly in the liquid
Argon calorimeter cryostat walls.

• Refinement of the energy calibration of the contributing calorimeter cells. Since the calorime-
ter response depends on the particle type, the energy calibration is also different for different
objects like, for example, electrons and jets. Thus, the calibration of all calorimeter cells
which can be associated to a close-by reconstructed object, is replaced by the calibration
specific for the type of the identified particle.

In the fast detector simulation, all reconstructed objects (photons, electrons, muons,τ jets, QCD
jets and unmatched calorimeter clusters) are used to calculate the missing transverse energyEmiss

T .
Figure5.9shows the expected resolution of the missing transverse energy measurement from the
detailed detector simulation as a function of the absolute value of the missing transverse energy.
For aEmiss

T of ∼ 50 GeV, which is a typical value in the case ofH → ττ events, the resolution is in
the order of 10 %.

5.3 Reconstruction of the Higgs Mass

The decay of eachτ lepton in the signal and background processes is always characterized by the
emission of one or two neutrinos leading to missing transverse energy in the detector.
By means of the so-called collinear approximation, this overall missing transverse energy can be
divided into the two neutrino contributions, one from eachτ-lepton decay. Since the invariant mass
of a τ lepton (1.777 GeV [22]) is much smaller than the Higgs mass, theτ leptons from the Higgs
decay are strongly boosted. In the laboratory frame, theτ-lepton decay products are emitted ap-
proximately parallel to the originalτ-lepton direction. Thus, the direction of the emitted neutrinos
can be assumed to be the same as the direction of the visibleτ-decay products (electrons, muons or
τ jets). Figure5.10demonstrates the small angular distance, as simulated by the Tauola package,
between the decayingτ lepton and its visible decay product, justifying the collinear approxima-
tion. The splitting up of the total missing transverse energy into the two neutrino contributions
from the twoτ decays is illustrated in Figure5.11.
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Figure 5.11: Sketch of the collinear approximation and the reconstruction of the invariantτ-pair
mass. Due to the strong boost of theτ leptons, it can be assumed that theτ-decay products are
emitted in the flight direction of the decayingτ lepton. This direction is known from the visible
τ-decay products (here:µ− ande+). The measured missing transverse energy (Emiss

T ) can then be
separated into the two neutrino contributions (ντ+ ν̄µ andνe+ ν̄τ) from the twoτ decays. This allows
for the complete reconstruction of theτ-lepton four-momenta and thus of the Higgs boson mass.
The x-y plane is perpendicular to the beam direction z.

The momentum fractionsχ1 andχ2 carried by the visibleτ-lepton decay products with respect to
the initialτ-lepton momenta are defined as:

χ1 =
p1

pτ1
=

p1
x

pτ1x
=

p1
y

pτ1y
=

p1
z

pτ1z
, χ2 =

p2

pτ2
=

p2
x

pτ2x
=

p2
y

pτ2y
=

p2
z

pτ2z
. (5.3)

with pτ1(2) representing the momenta of theτ leptons,p1(2) the momenta of the visibleτ-lepton
decay products (electron, muon orτ jet), andx (y, z) denoting the x (y, z) momentum component.
Due to the collinearity the visible momentum fractions are the same in all directions. Therefore,
it is sufficient to calculateχ1,2 in the x-y-plane, perpendicular to the beam direction z.
Theτ-lepton momenta can be written as:

pτ1x = p1
x + pν1x , pτ2x = p2

x + pν2x ,

pτ1y = p1
y + pν1y , pτ2y = p2

y + pν2y . (5.4)

where pν1(2) are the momenta of the neutrinos originating from theτ1(2) lepton. In case of the
leptonicτ-decay mode,pν is given by the sum of theτ neutrino and an electron or muon neutrino,
while in case of the hadronicτ decaypν corresponds to the momentum of theτ neutrino alone.
Since the missing transverse energy originates from the neutrinos, one can write:

Emiss
x = pν1x + pν2x ,

Emiss
y = pν1y + pν2y . (5.5)
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Using equations5.3and5.4this can be written as:

Emiss
x = p1

x
1− χ1

χ1
+ p2

x
1− χ2

χ2

Emiss
y = p1

y
1− χ1

χ1
+ p2

y
1− χ2

χ2
(5.6)

Solving this system of equations one obtains:

χ1 =
p1

x p2
y − p1

y p2
x

p2
y(p1

x + Emiss
x ) − p2

x(p1
y + Emiss

y )

χ2 =
p1

x p2
y − p1

y p2
x

p1
x(p2

y + Emiss
y ) − p1

y(p2
x + Emiss

x )
(5.7)

Thus, the momentum fractionsχ1 andχ2 of the visibleτ-decay products can be calculated and
the momentum of the decayingτ lepton can be evaluated according to equation5.3. Knowing the
momenta of theτ leptons it is now possible to calculate the Higgs massmH by determining the
invariant massmττ of theτ-lepton pair:

mH = mττ =
√

(Pτ1 + Pτ2)2 (5.8)

The mass of theτ leptons can be neglected because of their high momenta, leading to:

mH =
√

2pτ1 pτ2 · (1− cos(∆φττ) (5.9)

where∆φττ is the angle between the twoτ leptons (or, due to the collinear approximation, between
the two visibleτ-decay products).
Since theZ decay intoτ leptons is very similar to the signal and as theZ boson (mZ = 91.2 GeV [22])
is also much heavier than aτ lepton, the collinear approximation can also be used to reconstruct
theZ mass.

Limitation of the Collinear Approximation In case of the leptons being emitted back-to-back,
the previously mentioned system of equations (5.7) does not have a unique solution and the sepa-
ration of the total transverse missing energy into the two neutrino contributionsis ambiguous.
For leptons that are back-to-back in the r-φ plane one can write:

p2
x = −a · p1

x

p2
y = −a · p1

y , (5.10)

wherea is an arbitrary constant greater than zero.
Inserting this into equations5.7, the numerators of the equations are zero and the calculation of
the τ-lepton momentum with equation5.3 results in a singularity. Therefore, the application of
the collinear approximation is limited to the cases where the twoτ-decay products are not back-
to-back. This is usually ensured by requiring the angular separation of theτ-decay products,∆φττ
to be smaller than 180◦.
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Performance of the Collinear Approximation The invariant Higgs mass resulting from the
collinear approximation is shown in Figure5.12afor a simulated Higgs mass of 120 GeV where the
intrinsic width of the generated Higgs resonance can be neglected. The distribution is obtained us-
ing the generated four-momenta of the visibleτ-decay products without additional, detector related
effects. The mass peak can be fitted with a Gauss function with a mean ofµ = (119.5± 0.1) GeV
and a standard deviation ofσ = (3.0± 0.1) GeV.

Figure 5.12bshows the impact of the detector performance on the reconstructed Higgs boson
mass. The detector response leads to a shift of the mean mass value toµ = (118.0± 0.2) GeV
and to a broadening of the width toσ = (10.3± 0.2) GeV. It can be seen that the main source
of the degraded mass resolution is the resolution of the missing energy measurement. The finite
resolution of the missing transverse energy measurement broadens the mass distribution even more
than the collinear approximation itself assuming an exactly knownEmiss

T . In contrast to this, the
lepton momentum resolution has a negligible effect on the reconstructed invariant mass. This can
be expected since the resolution of the momentum measurement of electrons and muons is in the
order of 2-3 % while it is only∼10 % for the missing transverse energy measurement. A well
understood and precise reconstruction of the missing transverse energy is therefore crucial for the
Higgs boson discovery in this channel.
The expected ATLAS detector performance allows for a good separationof theZ resonance and
the Higgs signal peak for Higgs masses above&110 GeV.

5.4 Event Selection Criteria

In order to suppress background processes in the presented Higgs boson search channel, a variety
of selection criteria are available which are introduced in the following. The criteria can be divided
into three categories: one group related to theτ-decay products, another group concerning the
forward jets produced in the vector-boson fusion and a last group related to both parts of an event,
theτ-decay products and the forward jets.
For several reasons, the selection cuts on some discriminating variables have been fixed to a certain
value or constrained to a subrange of the distribution (preselection). Forthese variables, the cut
value is shown in the following distributions and the motivation for the cut is explained in the text.
If no cut is indicated in the figure, no obvious reason for a certain cut value exists and the cut on
the variable has been optimized as described in Chapter6 or has been used as an input variable to
multivariate analysis methods (see Chapter7).

5.4.1 τ-Decay Products Criteria

Trigger

As a first step in each analysis, it is inevitable to require an event to be accepted by the trigger
algorithm. In the leptonic and semileptonicH → ττ channel, there is at least one electron or muon
among the decay products in the final state. Therefore, the signal eventscan be triggered by high-
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Figure 5.12: Invariant mass distribution of a 120 GeV Higgs boson in the leptonic H → ττ decay
mode. (a) shows the mass calculated by means of the collinearapproximation. The exact, generated
momenta of the particles are used for the collinear approximation without detector-related effects.
Also shown is a Gauss function fitted to the distribution. In (b) the influence of the expected detector
performance is shown. The true momenta of the visible leptons and the trueEmiss

T are replaced by
the reconstructed ones. The missing energy resolution dominates the Higgs mass resolution.
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Figure 5.13: (a) Number of reconstructed leptons (electrons and muons) and (b) number of recon-
structedτ jets after requiring exactly one reconstructed electron ormuon, shown for the signal and
the dominant background processes. (The selection cuts forthe leptonic and semileptonic decay
channels are indicated by the dashed lines.)

pT lepton triggers: an isolated electron with a transverse momentum ofpe
T ≥ 22 GeV and/or an

isolated muon withpµT ≥ 20 GeV. The efficiency of these triggers is shown in Section5.2.1.
To reduce the contribution from wrong triggers, the reconstruction and identification of a lepton
of the same type as the triggered one with the corresponding minimumpT is required.

Reconstructedτ-Decay Products

Obviously, twoτ-decay products are required to be reconstructed in each candidate event. For
the leptonic channel exactly two leptons are required (ee,eµ, µµ). There is no constraint on the
number of reconstructedτ jets in the leptonic channel. For the semileptonic channel, exactly one
electron or muon and oneτ jet is required (eτ, µτ). Figure5.13ashows the number of reconstructed
leptons for different processes. Due to theτ-decay branching ratios (see Table5.1) and also the
limited detector acceptance|η| < 2.5 and reconstruction efficiencies for electrons and muons (see
Section5.2), the number of leptons shows a maximum at one. Only for a small fraction of events,
two leptons are reconstructed, which is the requirement for an event in theleptonic decay channel
(indicated by the dashed line in the plot).
The distribution of the number ofτ jets after requiring exactly one electron or muon is shown in
Figure5.13b. To be a candidate for the semileptonic decay channel, at least oneτ jet has to be
present in such events (which is indicated by the dashed line in the plot).
In addition, it is required that the reconstructedτ-jet products have opposite charge. As shown in
Figure5.14, this requirement suppresses a large fraction of theW+ jets events. In these events, a
jet is misidentified as oneτ-decay product and its charge is therefore not strictly correlated with
the charge of the second identifiedτ-decay product. Around 30− 40 % of theW+ jets events can
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Figure 5.14: Sum of the charges of the two potentialτ-lepton decay products. (a) for the leptonic
decay mode and (b) for the semileptonic decay channel.

be suppressed by this requirement, while the other background processes and the signal are less
sensitive to this selection criterion.
Since one of theτ-decay products inW+ jets events is a misidentified object, one would expect a
fraction of 50 % of the events not fulfilling the opposite charge cut. However, the charges of the
two τ-decay products more often have opposite sign than the same sign. An explanation is charge
conservation: the charge of the quark which radiates theW boson is of opposite sign than theW
boson. However, the quark charge sign identification via the leading particle charge in the jet (jet
charge) is less efficient for QCD jets than forτ jets.

Missing Transverse EnergyEmiss
T

The neutrinos originating from the decay of the twoτ leptons in the Higgs decay result in a signif-
icant amount of missing transverse energy. By requiring a minimum value of missing transverse
energy in the final state, most of the background processes without neutrinos can be rejected. Fig-
ure5.15shows the distribution of the reconstructed missing transverse energy forthe signal and
for dominant background processes. In theZ→ eeandZ→ µµ events, the measured missing
transverse energy is expected to be small, solely originating from the finite detector resolution. By
requiringEmiss

T > 40 GeV in the leptonic Higgs decay mode, a large fraction of theZ background is
rejected. For the semileptonic decay channel, the minimal missing transverse energy requirement
is lowered toEmiss

T > 30 GeV in order to account for the smaller number of neutrinos emitted.

Collinear Approximation

Employing the collinear approximation as described in Section5.3 it is possible to determine the
four-momenta of the twoτ leptons provided that the two visibleτ-decay products are not emitted
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Figure 5.15: Missing transverse energy distribution (a) for the leptonic and (b) the semileptonic
Higgs decay channel formH = 120 GeV and for the dominant background processes. A cut on the
missing transverse energy is indicated by the dashed line.
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Figure 5.16: Distribution of the azimuthal separation∆φττ between theτ-lepton decay products for
the signal and dominant background processes. The cut∆φττ ≤ 2.9 indicated by the dashed line
ensures the applicability of the collinear approximation.

back-to-back. Therefore, a cut|∆φττ| < 2.9 is applied to ensure a solvable system of equations.
Figure5.16shows the distribution of∆φττ for the signal and the dominant background processes.
All distributions look very similar and thus it is expected that∆φττ has no significant separation
power.
The visible momentum fractionsχ calculated in the collinear approximation (equation5.3) allow
for reducing some of the background contributions. In the leptonic decaymode,χ1 represents the
momentum fraction carried by the lepton with the higher transverse momentum. In the semilep-
tonic case,χh represents the momentum fraction carried by theτ jet andχℓ the momentum fraction
of the lepton.
The visibleτ-decay products cannot have a larger momentum than theτ lepton itself and are
assumed to be emitted parallel to theτ lepton. Therefore, the physical values of the variablesχ
should be in the range 0< χ < 1. By this constraints on the momentum fraction, a large fraction of
the tt̄, WWandW+ jets backgrounds can be rejected. The distribution of the visible momentum
fractionsχ is shown in Figure5.17for the signal and dominant background processes.
Z→ ττ events have a similar topology as the signal events and thus also have similarχ distribu-
tions. For theZ→ eeandZ→ µµ events, theχ distribution peaks around one as expected since
no neutrinos are present in those events. The very lowEmiss

T results in low neutrino momenta ob-
tained from the collinear approximation and thus in visible momentum fractions close to one. For
other backgrounds, the visible momentum fraction has a broader distributionthan for the signal
with many unphysical solutions below zero or above one. In case of the semileptonic channel the
visible momentum fractionχh of the τ jet in the signal events shows a higher mean value than
for the leptonic final state which is expected since in the hadronicτ decay only one neutrino is
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emitted.
The differences between the signal and the different background processes are even more pro-
nounced in the two-dimensionalχ1,2 distributions as shown in Figure5.19.

Transverse Mass

The invariant mass of the transverse components of one lepton momentum andof the missing
transverse energy, the transverse massmℓνT , is given by:

mℓνT =
√

2pT
ℓEmiss

T · (1− cos∆φ). (5.11)

In the leptonic decay mode,pT
ℓ is from the lepton (electron or muon) with the higher transverse

momentumpT. In the semileptonic decay mode,pT
ℓ is the transverse momentum of the electron

or muon. The angle∆φ is the azimuthal angle between the lepton and the missing transverse en-
ergy. The distribution of the transverse mass is shown in Figure5.20. For theW+ jets events,
the calculated mass value corresponds to the transverse component of theW boson mass. One
can see that theW+ jets events have a higher transverse mass than the signal or the other back-
ground processes excepttt̄, with the trailing edge of the distribution close to theW boson mass
(80.4 GeV [22]).
Therefore, requiring the transverse mass to be less than 30 GeV helps to suppress mainly the
W+ jets background, but also a large fraction of thett̄ events is discarded. This discriminat-
ing variable is particularly important for the semileptonic decay mode where it helps to suppress
W+ jets events in which theW boson decays leptonically with additional QCD radiation faking a
τ jet. In the leptonic decay mode, theW+ jets background is much less important and, thus, the
cut onmℓνT can be looser.

5.4.2 Tagging Jets Criteria

Tagging Jet Candidates

The presence of at least two reconstructed jets in the final state is required to account for the
vector-boson fusion signature with two jets in the forward region of the detector. The number of
reconstructed jets withpT > 20 GeV is shown in Figure5.21.
In contrast to the highpT jets of the vector-boson fusion process, jets produced by QCD processes
have a steeply fallingpT distribution. In order to suppressW andZ events which contain QCD jets
it is required that at least one of the two jets has a minimum transverse momentum of pT > 40 GeV.
The two jets with the highestpT are considered as candidates for the tagging jets. Since in the
vector-boson fusion process the jets are mainly produced in opposite hemispheres of the detector,
all events containing these two jets in the same hemisphere are rejected.

Tagging Jet Kinematics

The two jets produced in the vector-boson fusion process typically have alarge rapidity gap (∆η j j )
and high energy and thus a large invariant mass (mj j ). In contrast, jets from QCD processes are
more located in the central region of the detector. Figure5.22ashows the distribution of the
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Figure 5.17: Distributions of the visible momentum fractionsχ1,2 in the collinear approximation for
the leptonic decay mode. (a)χ1 is the momentum fraction of the lepton with the higher transverse
momentum, (b)χ2 the one for the lepton with the lower transverse momentum. The applied cuts
0 < χ1,2 < 1 are indicated as dashed lines.
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Figure 5.18: Distribution of the visible momentum fractionsχℓ,h in the collinear approximation for
the semileptonic decay mode. (a)χh is the momentum fraction of theτ jet and (b)χℓ the momentum
fraction of the lepton. The applied cuts 0< χℓ,h < 1 are indicated as dashed lines.
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Figure 5.19: Correlations between the visible momentum fractionsχ1 andχ2 for the leptonic final
state shown for (a)H → ττ with mH=120 GeV, (b)Z→ ττ, (c) Z→ ℓℓ, (d) tt̄ and (e)W+ jets
events. The dashed box indicates the physical range 0< χ1,2 < 1 in the collinear approximation.
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Figure 5.20: Distribution of the transverse massmℓνT (a) for the leptonic and (b) the semileptonic
Higgs boson decay. The applied cut in the semileptonic decaymode is indicated by the dashed line.
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Figure 5.21: Number of reconstructed jets withpT > 20 GeV per event for the signal and dominant
backgrounds. At least two jets are required in each event as indicated by the dashed line in order to
fulfill the vector-boson fusion signature.

pseudorapidity gap∆η j j and Figure5.22bthe invariant massmj j distribution of the tagging jet
pair for the signal and the background processes. Requiring a minimum pseudorapidity gap∆η j j

and a minimum invariant jet pair mass are the most important cuts to suppress all background
contributions.
A potential additional discriminating variable is theφ-separation of the tagging jets∆φ j j , which
is shown in Figure5.23 for the signal and the dominant background processes. A cut on∆φ j j

increases the signal-to-background ratio only by a small amount. However, this cut allows for a
discrimination against the otherwise very signal-like electroweakZ→ ττ production.
In addition, requiring∆φ j j to be less than some value can also help to suppress events from double
parton scattering, where one parton from each colliding proton participates in the hard process
(e. g.Z boson production) and the interaction of a second parton pair from the same protons creates
a jet pair. The jets from the second interaction tend to be emitted back-to-back. First studies show
that the additional contribution to theZ→ ττ background from double parton scattering is in the
order of 15 % [65,66]. Since no simulations of double parton scattering events have been available
for this analysis, the suppression of this background by cutting on∆φ j j could not be studied.
It was also proposed that the∆φ j j distribution can provide information about the structure of the
coupling of the Higgs boson to weak gauge bosons [67,68].

b-Jet Veto

In the signal events, nob quarks and therefore nob jets are present. In contrast,tt̄ events are
characterized by twob quarks originating from the top decays. Thus, by vetoing against events
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Figure 5.22: Distributions of (a) the pseudorapidity gap∆η j j and (b) the invariant massmj j of the
two tagging jets for the signal and dominant background processes.
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Figure 5.23: Azimuthal angle separation∆φ j j between the two tagging jets.

in which a jet is tagged as ab jet helps to suppress thett̄ background. Theb-jet identification
performance of the ATLAS detector is described in Chapter5.2.6. Figure5.24shows theb-tagging
weight distribution of the most likelyb jet in an event for the signal and background processes. A
large fraction of thett̄ events can be rejected by requiring for all jets ab-tagging weight smaller
than one.

5.4.3 Overall Event Topology (Jets andτ-Decay Products) Criteria

Jet –τ-Decay Product Separation∆η jτ

The Higgs production via vector-boson fusion is characterized by the Higgs decay products being
emitted within the rapidity gap spanned by the two tagging jets. There are two visibleτ-decay
products and two tagging jets. Two parameters are defined to describe theη separation between
the jets and theτ-decay products: the distance∆η1jτ between the jet with the smallerη and the

τ-decay product with the smallerη and the distance∆η2jτ between the jet and theτ-decay product
with the higherη values:

∆η1jτ = min{ητ1, ητ2} −min{η j1, η j2},
∆η2jτ = max{η j1, η j2} −max{ητ1, ητ2}.

The parameter with the smaller value is called∆ηmin
jτ , the other∆ηmax

jτ :

∆ηmin
jτ = min{∆η1jτ,∆η

2
jτ},

∆ηmax
jτ = max{∆η1jτ,∆η

2
jτ}.
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Figure5.25shows the∆ηmin
jτ and the∆ηmax

jτ distribution for the signal and dominant backgrounds.
Clearly, these variables can help to distinguish signal and background processes.
Obviously,∆ηmin

jτ and∆ηmax
jτ are correlated with the pseudorapidity distance∆η j j between the

tagging jets as shown in Figure5.26.

Central Jet Veto

One of the most important analysis cuts is related to a feature of the vector-boson fusion processes,
namely that no color flow exists between the quarks. This manifests itself in the suppression of
jet activity in the central region of the detector. A veto against events with additional central jets
therefore strongly improves the signal-to-background ratio. All jets in addition to the tagging jets
with a transverse momentum ofpT > 20 GeV and a pseudorapidity of|η| < 3.2 are considered as
central jets. Figure5.27shows the number of central jets.

Transverse Momentum Balance

Another way to account for the low central jet activity in the vector-bosonfusion process is to con-
sider the total transverse momentumptot

T in the event. This is the sum of the transverse momenta
of the reconstructed objects assumed to result from the hard scattering: the two tagging jets, the
two τ-decay products and the missing transverse energy.

ptot
T = p j1

T + p j2
T + pℓ1T + pℓ2T + Emiss

T (5.12)
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Figure 5.25: Pseudorapidity separation between the two tagging jets andtheτ-decay products. In
(a) the smaller separation∆ηmin

jτ and in (b) the larger separation∆ηmax
jτ is shown.
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Figure 5.26: Pseudorapidity separation between the two tagging jets andtheτ-decay products as a
function of∆η j j . In (a) the∆ηmin

jτ - and in (b) the∆ηmax
jτ -correlation with∆η j j is shown for the signal.
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Figure 5.27: Number of central jets (jets with|η| < 3.2, pT > 20 GeV and not tagging jets) for signal
and background processes. The dashed line indicates the central jet veto cut.
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Figure 5.28: Distribution of the total transverse momentumptot
T , the sum of the transverse momenta

of the two tagging jets, the twoτ-decay products and the missing transverse energy.

The distribution ofptot
T is shown in Figure5.28.

If no other objects are present in the event,ptot
T should be small, ideally zero. On the other hand,

ptot
T is higher in events with additional jet activity. Clearly,ptot

T is highly correlated with the
previously mentioned central jet multiplicity as illustrated in Figure5.29. The figure shows the
ptot

T distribution separately for events with and without central jets in the final state.
In former analyses, the central jet veto has been applied to suppress backgrounds with QCD radia-
tion. However, an additional pile-up jet in a high luminosity environment which does not originate
from the hard-scattering process of the Higgs boson production could trigger the central jet veto
while the ptot

T value remains unchanged. Thus, theptot
T variable may prove to be more robust

against pile-up effects.

Higgs Mass Window

As previously discussed, the invariant mass of the Higgs boson in theH → ττ decay channel can
be reconstructed using the collinear approximation. This allows for a further background suppres-
sion. As shown in Figure5.12b, the expected standard deviation of the Higgs mass reconstruction
is approximatelyσ ∼ 10 GeV. Rejecting all events outside a mass window of±15 GeV around
the expected Higgs mass significantly reduces all backgrounds while keeping∼ 80 % of the signal
events.
The invariantττ mass distribution of the signal and backgrounds is shown in Figure5.30. Theτ
candidate pairstt̄ andW+ jets events are produced non-resonant and therefore show a flat distribu-
tion. The signal distribution is shown for a Higgs mass ofmH = 120 GeV. The smaller the Higgs
boson mass, the more difficult it becomes to separate the signal from theZ→ ττ background.
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Figure 5.29: Distribution of the total transverse momentumptot
T , shown separately fortt̄ events with

and without an additional central jet.
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Figure 5.30: Invariantτ pair mass distribution (normalized to unity) obtained by using the collinear
approximation, where the Higgs boson was simulated with a mass ofmH = 120 GeV. The mass
window used (∆mττ = mH ± 15 GeV) for the event selection is indicated by the dashed lines.
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Chapter 6

Optimization of the Signal Selection

The variables described in Section5.4can be used to separate signal and background events. An
optimization of the cut values was performed in order to achieve a maximum signal significance.
The cut optimization was done by scanning over the range of possible cut values for all variables.
The set of cut values that results in a maximum of a predefined measure of the signal versus
background separation is considered to be the optimal one.
Several issues have to be addressed in order to obtain reliable cut values: the composition of
the background processes, the preselection criteria, the definition of themeasure of the signal-
to-background separation to be maximized, the set of variables used in the optimization and the
methods for treating correlated variables. These aspects are discussedin the following.

6.1 Composition of the Background

The background consists of all processes that can be potentially misidentified as signal events.
However, some of these processes could either not be simulated at all or with very low statistics
only. For example, due to the low number of simulated events, including theW+ jets process in the
background calculation would result in a high statistical uncertainty in the background prediction.
Therefore, only the two most important background processes which have been simulated with
sufficient statistics have been taken into account:Z→ ττ and tt̄. For theZ→ ττ background,
the QCD as well as the electroweak production have been taken into account. The background
samples have been combined by weighting them according to their cross-sections.

6.2 Preselection

In order to be able to calculate all discriminating variables, a few requirementsare necessary. In
addition, several cuts have been fixed or the range of the possible cut values has been limited
before the optimization procedure for reasons discussed below. The preselection cuts are:

• Two visibleτ-decay products with opposite charge.
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• The cut on the missing transverse energy is limited to the rangeEmiss
T > 40 GeV in the lep-

tonic channel and toEmiss
T > 30 GeV in the semileptonic channel. Hence, the strong suppres-

sion of all processes with no or only very little missing transverse energy (like Z→ ee, µµ)
is ensured.

Due to the small amount of simulated data available for these processes, it hasnot been
possible to reliably determine the rejection of these events by all the other cuts.To be con-
servative, a minimum missing transverse energy was required. The lower minimum missing
transverse energy cut in the semileptonic analysis reflects the fact that in the hadronic decay
of aτ lepton only one neutrino is involved leading to a lower missing energy in the event.

• The range for the lepton momentum fractionsχ1,2 is limited to the physical range from
zero to one. To allow for the collinear approximation, events with back-to-back leptons are
rejected by limiting the∆φττ cut value to the range∆φττ < 2.9.

• In the semileptonic analysis,W+ jets is an important background while it is suppressed in
the leptonic analysis due to the low electron and muon misidentification rate. Also thenum-
ber of simulatedW+ jets events was not sufficient to be included in the cut optimization.
Therefore, a preselection cutmℓνT < 30 GeV is introduced to guarantee a strong suppression
of these events and the cut optimization is limited to the range belowmℓνT < 30 GeV.

• To account for the vector-boson fusion signature, two tagging jets in opposite hemispheres
of the detector are required and both visibleτ-decay products have to be located within the
rapidity gap of these two jets.

• Since the central jet veto highly depends on the level of pile-up while data samples including
pile-up were not available with sufficient statistics for all the background processes, the cen-
tral jet veto is not included in the optimization and has therefore been applied at preselection
level.

However, a possibility to take the impact of pile-up into account is to use inner detector
information to distinguish jets originating from separated vertices.

This approach has not been followed in the frame of this thesis but first studies [69] indicate
that this method allows for a central jet veto independent of the level of pile-up.

• Theb-jet veto is not included in the optimization as too littlett̄ events with detailed detector
simulation have been available. For the cut optimization, the fast detector simulation was
used for thett̄ background. The fast simulation does not include ab-tagging algorithm
providing a continuously distributed variable for identification ofb jets (see Figure5.24),
instead it assignsb jets tob quarks on a statistical basis. Therefore, there is no possibility to
optimize theb-jet veto and thus, it has been applied on the preselection level. Since thett̄
background contribution is less important in the semileptonic than in the leptonic channel,
theb-jet veto cut has only been applied in the leptonic analysis.
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mean of the Gauss function was taken as the optimal cut value.

6.3 Signal-to-Background Ratio

The optimal cut value for a discriminating variable has been obtained by maximizing the ratio
S/
√

S + B 1, with S representing the number of signal events andB the number of background
events.S andB have been calculated in aτ-pair mass window around the simulated Higgs mass
mH and correspond to an integrated luminosity of 30 fb−1. In order to obtain robust optimization
results the events have been counted within a loose mass window cut ofmττ = mH ± 30 GeV.
The optimal cut value for a variable is obtained by plotting theS/

√
S + B ratio as a function of

the cut value (see Figure6.1as example). A Gauss-function has been fitted around the maximum
of the curve and the mean of the Gaussian has been taken as the optimal cut value.
The described cut optimization has been performed for each of the previously described discrimi-
nating variables. In Figure6.2, the optimization curves are shown for the variables which lead to
an increase of theS/

√
S + B ratio, while for the variables in Figure6.3 theS/

√
S + B ratio does

not improve by applying a cut on them. Each variable has been tested without additional require-
ments other than the mentioned preselection cuts. Therefore, possible correlations between cut
variables are not taken into account in this procedure. The treatment of correlations is discussed
in the following.

1This ratio is one possible definition of the signal significance (Section8.1).
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S + B as a function of the cut value for selected discriminating variables
(see text). Applying cuts on these variables improvesS/

√
S + B. The Gaussian fits around the

maxima of the functions are indicated.



6.3. Signal-to-Background Ratio 91

0.00.0

0.5

0.5

1.0

1.0

1.5

1.5 2.0 2.5 3.0 3.5

→

S
/
√

S
+

B

∆φ j j cut [rad]

hard cut ←− no cut

(a)

0.00.0

0.5

0.5

1.0

1.0

1.5

1.5 2.0 2.5 3.0

S
/
√

S
+

B

∆ηττ cut

no cut−→ hard cut

(b)

-0.20.0 0.0 0.2 0.4

0.5

0.6 0.8

1.0

1.0 1.2

1.5

S
/
√

S
+

B

χ1 cut

no cut −→ hard cut

(c)

-0.20.0 0.0 0.2 0.4

0.5

0.6 0.8

1.0

1.0 1.2

1.5

S
/
√

S
+

B

χ1 cut

hard cut ←− no cut

(d)

-0.20.0 0.0 0.2 0.4

0.5

0.6 0.8

1.0

1.0 1.2

1.5

Fraction

S
/
√

S
+

B

χ2 cut

no cut −→ hard cut

(e)

-0.20.0 0.0 0.2 0.4

0.5

0.6 0.8

1.0

1.0 1.2

1.5

S
/
√

S
+

B

χ2 cut

hard cut ←− no cut

(f)

0 100 200 300 4000.0

0.5

1.0

1.5

S
/
√

S
+

B

Emiss
T cut [ GeV ]

no cut −→ hard cut

(g)

0 1 2 30.0

0.5

1.0

1.5

S
/
√

S
+

B

∆φττ cut [rad]

hard cut ←− no cut

(h)

Figure 6.3: The ratioS/
√

S + B as a function of the cut value for selected discriminating variables
(see text). Cuts on these variables do not improveS/

√
S + B.



92 Chapter 6. Optimization of the Signal Selection

6.4 Treatment of Correlations

Two different approaches have been considered:

6.4.1 Parallel Cut Optimization

The most simple approach is to apply cuts only on the discriminating variables forwhich the cut
improvesS/

√
S + B (the variables shown in Figure6.2: mj j , ∆η j j , ∆ηmin

jτ , ∆ηmax
jτ , ptot

T andmℓνT ).
These variables are optimized in parallel, independently of each other. Thecut values obtained
do not depend on the selection cuts on the other discriminating variables. Theresults of this
optimization procedure are shown in Section6.6.

However, this method has two drawbacks:
First, it does not take into account the effect of the other cuts on the signal-to-background ratio.
Even if the shape of the distribution of a discriminating variable is not modified bya cut on
another variable, the numbers of signal and background events will change. Depending on the
cut optimization criterion, this could result in a different optimal cut value. For example, if a
cut on another variable increased theS/B ratio such thatS > B, the ratioS/

√
S + B approaches

S/
√

S which has its maximum at the maximum number of signal eventsS. Thus, the cut on this
variable would get very soft even if the ratioS/B would be increased by a harder cut. Therefore,
the optimal cut value on a variable depends on the cuts on the other variables. If the cuts are
optimized independently, the cut values usually become too hard and the number of signal and
background events is reduced too much compared to the global optimum. It maybe useful to omit
cuts in order not to loose too many signal events, for example, using only thevariables with high
separation power. The result of this approach is also shown in Section6.6.

Second, not only the absolute number of events but also the shapes of distributions of discriminat-
ing variables may change if a cut on a correlated variable is applied. Obviously, this will result in
a different optimal cut value. As an example, Figure6.4shows the distribution of theη-separation
of the two tagging jets∆η j j , before and after a cut on the invariant jet pair massmj j has been
applied.

Since there is a correlation between the two variables, the shapes of the distributions depend on
cuts which have been applied on them. Figure6.5shows the optimization of the cut on∆η j j with
and without the prior cut on the invariant jet pair massmj j . The resulting optimal cut values of
∆η j j > 4.7 (nomj j cut applied) and∆η j j > 3.8 (with mj j > 700 GeV applied) differ considerably.

Notice that with themj j > 700 GeV cut applied the optimal cut in∆η j j is lower than without the
cut onmj j . Looking at the normalized∆η j j distributions (see Figure6.4) one would expect the
contrary. But, in this case, the effect of the reduced number of events exceeds the effect of the
shape change of the∆η j j distribution.

For these reasons, the parallel cut optimization is quite unstable and the result depends on the
preselection cuts and the set of cuts optimized. This can be improved by iterating the optimization
procedure, described in the following.
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Figure 6.6: Sketch of the iterative cut optimization procedure.

6.4.2 Iterative Cut Optimization

In the iterative cut optimization approach, one starts with an arbitrary set ofcut values. The cut
on one variable is optimized after applying all other cuts. The set of cuts is then updated with the
new optimized cut. Next, the cut on a second variable is optimized after applyingthe updated set
of cuts. This procedure is repeated for every variable. Then the wholeprocedure is repeated. The
iteration is stopped when the cut values do not significantly change anymorefrom one iteration to
the next. Figure6.6 illustrates this procedure.
By this approach, the correlations between the discriminating variables are taken into account and
the final cut values depend neither on the initial cut values, nor on the order in which the cuts are
applied. In addition, including weak variables does not change the optimizedcut values since the
cuts on weak variables usually become very soft.
Nevertheless, the following problems could occur:

• diverging cut values when starting the optimization with weakly discriminating variables,

• oscillations between several cut values without reaching a stable maximum,

• selection of a local maximum of the optimization function.

The results of both cut optimization methods are compared and summarized in Section 6.6.
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6.5 Cut Efficiency Factorization for the t t̄ Background

Due to the limited number of simulated events, even in case of thett̄ dataset of the fast detec-
tor simulation only very fewtt̄ events survive all analysis selection criteria resulting in a large
statistical uncertainty on the prediction of thett̄ background.
In order to estimate thett̄ contribution more reliably, the selection efficiency εmw of the mass
window cut has been determined with high statistics at an earlier stage of the analysis:

εmw =
ni(mass window)

ni(whole mass range)
, (6.1)

whereni(mass window) is the number of events in a mass window around the Higgs peakand
ni(whole mass range) is the total number of events remaining after thei-th cut.
Instead of applying the mass window cut at the end of the analysis the efficiencyεmw can be used
to calculate the number of events in the mass window,

nf (mass window)= εmw · nf (whole mass range), (6.2)

wherenf indicates the final number of events surviving all analysis cuts. With this masswin-
dow factorization no events are rejected by the mass window cut and the statistical uncertainty is
decreased.
It is assumed here that the efficiency factorεmw is independent of the subsequent cuts. However,
the shape of the invariantττ-mass distribution (and thus the value ofεmw) doeschange with some
of the selection cuts, for example by applying a cut on∆φττ as shown in Figure6.7. Nevertheless,
up tomττ . 200 GeV themττ-shape is rather independent of the analysis cuts. Thus,εmw calcu-
lated with respect to the number oftt̄ events in a fixed subrange between 0 and 200 GeV,

εmw =
ni(mass window)
ni(0− 200 GeV)

(6.3)

can be assumed to be independent of the analysis cuts. Figure6.8shows the resulting value ofεmw

calculated in a mass window of 105− 135 GeV after applying one of the analysis cuts. Within the
statistical uncertainty, the mass window factorization for the mass windowmττ = 105− 135 GeV
results inεmw ∼ 20 %, independent of all other analysis cuts. The described factorization increases
the tt̄ statistics at the end of the analysis by a factor of 5 and thus allows for a more reliable
prediction of thett̄ background contribution.
Since the mass window factorization is also applied during the cut optimization procedure (see
Section6), the influence of this factorization on the shape of the distributions of discriminating
variables has been tested in addition. Figures6.9and6.10show the distributions of all discriminat-
ing variables before and after the mass window factorization for a window of mττ = 90− 150 GeV.
The factorization has only a minor influence on the∆φττ distribution and there is no significant
impact on the shape of all other distributions. Thus, it can be assumed that the mass window
factorization does not introduce any large bias on the final analysis result.
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Figure 6.9: Distributions of different discriminating variables, before (full line) and after (dashed
line) applying the mass window factorization, shown for thett̄ process. In (a) the missing transverse
energyEmiss

T , in (b) theφ separation between the twoτ-decay products∆φττ, in (c) and (d) the visible
momentum fractionsχ1 andχ2 and in (e) the transverse massmℓνT distribution is shown.
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Figure 6.10: Distributions of different discriminating variables, before (full line) and after (dashed
line) applying the mass window factorization, shown for thett̄ process. In (a) and (b) theη separation
of tagging jet andτ-decay product∆ηmin

jτ and∆ηmax
jτ , in (c) theη separation of the tagging jets∆η j j ,

in (d) the invariant mass of the tagging jetsmj j , in (e) theφ separation of the tagging jets∆φ j j and
in (f) the pT balanceptot

T distribution is shown.
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Table 6.1: Cut values obtained with different cut optimization strategies (see text), shown for the
leptonic decay channel. Brackets indicate that the cut has not been optimized, but fixed (see text).
For comparison, the last column shows the cut values of the baseline analysis.

Discriminating Optimization scenario
variable parallel iterative Baseline analysis

A B C D
Emiss

T > (40 GeV) (40 GeV) (40 GeV) 40 GeV 40 GeV
∆φττ < (2.9) (2.9) (2.9) 2.5 2.7
χ1 (0.0− 1.0) (0.0− 1.0) (0.0− 1.0) 0.0− 1.0 0.0− 0.75
χ2 (0.0− 1.0) (0.0− 1.0) (0.0− 1.0) 0.0− 1.0 0.0− 0.75
mℓνT < 100 GeV — — 100 GeV —
∆ηmin

jτ > 1.5 1.5 0.7 0.6 —
∆ηmax

jτ > 2.0 — — 1.5 —
mj j > 800 GeV 800 GeV 700 GeV 600 GeV 700 GeV
∆η j j > 4.7 4.7 3.6 3.5 4.4
∆φ j j < — — — 2.2 —
ptot

T < 20 GeV — — 30 GeV —

6.6 Results of the Cut-Based Analysis

6.6.1 Results for the Leptonic Decay Channel

Table6.1gives an overview of the cut values obtained for different sets of discriminating variables
for the parallel as well as for the iterative cut optimization procedure. In Table6.2the correspond-
ing cross-sections after applying all analysis cuts and the signal significances are shown for an
integrated luminosity of 30 fb−1.
In the first scenario (A), the parallel optimization was performed using all variables shown in
Figure6.2. These are the variables allowing for an improvement ofS/

√
S + B, if one performs a

cut on only this variable without applying a cut on the other variables. The set of cuts obtained
by this scenario leads to aS/

√
S + B ratio of 2.5± 0.11 with the uncertainty being due to the

statistical uncertainty of the simulated data.
The parallel optimization method has also been used in the second scenario (B). However, only the
three most important variables (mj j , ∆η j j and∆ηmin

jτ ) have been included. Compared to scenario
A, this results in a higher efficiency for the signal as well as for the background, slightly increasing
theS/

√
S + B ratio to 2.6± 0.12.

In the third scenario (C), the same three variables as in scenarioB have been used in the iterative
cut optimization resulting in a higherS/

√
S + B ratio of 2.8± 0.11 since correlations are taken

into account.
It is worth mentioning that the iterative procedure is very stable: The final cut values are inde-
pendent of the ordering of the cuts during the optimization and of the initial cutvalues, indicating
that the cut optimization finds the global maximum ofS/

√
S + B. The optimization procedure
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Table 6.2: Results of the different cut optimization strategies. The first lines show the cross-sections
times efficiency [ fb] of the signal and the dominant background processes and the signal-to-back-
ground ratio after applying all cuts except for the mass window cut. The last line shows the expected
signal significanceS/

√
S + B within the mass window ofmττ = mH ± 15 GeV for an integrated lu-

minosity of 30 fb−1. For comparison, the last column shows the results obtainedfor the baseline
analysis.

Cut Optimization Scenario Baseline
A B C D Analysis2

Cross-section· efficiency [ fb]
H → ττ (120 GeV) 0.32± 0.02 0.43± 0.02 0.69±0.02 0.58±0.02 0.54± 0.02
Z→ ττ QCD 0.17± 0.01 0.42± 0.02 1.3±0.04 1.0±0.03 1.3± 0.04
Z→ ττ EW 0.18± 0.03 0.36± 0.04 0.60±0.05 0.23±0.03 0.43± 0.04
tt̄ 0.32± 0.08 1.8± 0.18 5.9±0.32 1.5±0.16 4.7± 0.30
B total 0.67± 0.09 2.6± 0.19 7.8±0.33 2.7±0.17 6.4± 0.29
S/B 0.47± 0.064 0.17± 0.014 0.09±0.005 0.21±0.015 0.09± 0.005
S/
√

S + B for a±15 GeV mass window aroundmH = 120 GeV and 30 fb−1:
2.5± 0.11 2.6± 0.12 2.8±0.11 3.0±0.11 2.5± 0.10

converges quickly within four to six iterations and no oscillation or divergence of the cut values
occurs.
In the fourth scenario (D), all available variables have been taken into account in the iterative cut
optimization.
The cuts on variables with only small impact on theS/

√
S + B ratio have been set to very loose

values rejecting no signal events. In this way, these cuts still can suppress background processes
which have not been simulated. With a signal significance of 3.0± 0.11, the fourth scenario per-
forms best.
Tables6.3 and A.1 (Appendix A) show the cross-sections times efficiency for the background
processes and several signal mass points after each analysis cut from the fourth cut optimization
scenarioD. Figure6.11illustrates this evolution of the cross-sections for the most important pro-
cesses. As shown, jet-related variables (η j1 × η j2 < 0, ∆η j j , mj j , central jet veto) provide for a
strong rejection of most of the background processes while leaving the signal almost unaffected.
This confirms the advantage of the vector-boson fusion channel for theHiggs boson search with re-
spect to the gluon fusion production. The electroweakZ→ ττ events are not as much suppressed
by the cuts on the tagging jets as the other backgrounds since they are partlyproduced by the
same mechanism as the signal (see Figure5.2a) and theZ bosons decay into the same final state.
Fortunately, the cross-section for this process is much lower than for the QCD Z→ ττ production.
No Z→ ℓℓ + jets and theW+ jets background events survive after applying all analysis cuts.
About 10-100 times more Monte Carlo events would have to be produced in order to reliably
estimate these background contributions after the signal selection. However, the cuts onEmiss

T and

2Although the same selection cuts have been applied, the results of the baseline analysis slightly differ from the ones
presented in [49] since some corrections on the fast detector simulation and theτ-jet energy contribution to the missing
transverse energy have not been applied here.
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Table 6.3: Evolution of the cross-section times efficiency [ fb] with the applied selection cuts for the signal and background processes in the
leptonic decay channel. The uncertainties shown are statistical only. In case of theZ + jets and theW+ jets background a “—” indicates that
no event remained after all preceding cuts (see text).

H → ττ Z→ ττ +jets tt̄ Z→ ℓℓ + jets W+ jets
120 GeV QCD EW AtlFast FullSim

Cross-section 22 1 410 214 833 000 461 000 34 300 347 000
Cuts onτ-decay products:
Trigger 11.6±0.05 657± 2 69± 1.0 242 000±610 183 000±540 26 900± 42 165 000±320
N(e+ µ)=2 5.48±0.04 373± 2 7.7± 0.2 30 900±220 23 200±190 17 400± 34 573±18
Lepton charge 5.46±0.04 371± 2 7.5± 0.2 30 200±220 22 300±190 17 400± 34 363±14
Emiss

T > 40 GeV 3.17±0.03 147± 1.0 4.6± 0.1 23 500±190 17 300±170 597± 7 195±10
∆φττ < 2.5 2.85±0.03 137± 0.5 4.4± 0.1 16 500±160 11 900±140 507± 6 139±9
χ1,2 = 0.0− 1.0 2.57±0.03 113± 0.5 3.6± 0.1 2 620±64 1 910±56 71± 2.4 23±3.3
mℓνT < 100 GeV 2.57±0.03 113± 0.4 3.5± 0.1 2 140±59 1 570±51 68± 2.3 19±3
Cuts on the tagging jets:
N(jets)≥ 2 2.10±0.02 100± 0.4 3.4± 0.1 2 030±57 1 490±49 65± 2.3 17±2.8
η j1 × η j2 < 0 1.74±0.02 57.5± 0.3 2.4± 0.1 960±4.1 670±25 36± 1.7 9±2.1
∆η jτ > 0 1.58±0.02 29.7± 0.2 1.9± 0.1 366±2.6 250±15 13± 1.0 2.0±1.1
∆η j j > 3.5 1.32±0.02 13.9± 0.1 1.40± 0.08 124±1.5 83±8.8 3.6± 0.5 0.76±0.62
mj j > 600 GeV 1.08±0.02 7.4± 0.1 1.20± 0.07 84±1.2 64±7.6 2.5± 0.4 0.16±0.16
∆φ j j < 2.2 0.89±0.03 4.67± 0.08 0.62± 0.05 58±1.0 48±6.4 1.5± 0.3 0.16±0.16
b-jet veto 0.79±0.03 4.02± 0.07 0.49± 0.05 44.5±0.9 27±4.6 1.1± 0.3 0.16±0.16
Cuts on the event topology:
∆ηmin

jτ > 0.6 0.74±0.03 2.78± 0.06 0.42± 0.04 32.9±0.8 22.0±4.1 0.8± 0.2 0.16±0.16
∆ηmax

jτ > 1.5 0.73±0.03 2.77± 0.06 0.41± 0.04 31.2±0.8 22.0±4.1 0.8± 0.2 0.16±0.16
Central jet veto 0.63±0.02 1.28± 0.04 0.30± 0.04 2.9±0.2 2.7±1.7 0.40± 0.2 —
ptot

T < 30 GeV 0.58±0.02 1.02± 0.03 0.23± 0.03 1.5±0.2 1.4±1.0 0.07± 0.05 —
Mass window cut:
mττ =105-135 GeV 0.49±0.02 0.14± 0.01 0.01± 0.008 0.13±0.02a 0.68±0.7 — —

aThe mass window cut efficiency factorization has been applied here. Without factorization the cross-section times efficiency is 0.14 ± 0.05.
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Figure 6.11: Evolution of the cross-sections times efficiency [ fb] with the applied selection cuts in
the leptonic decay channel for the signal and the most important background processes. The arrows
indicate some of the most important cuts related to the vector-boson fusion characteristics (see text).
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Figure 6.12: Invariant mass distributionmττ after all selection cuts for the leptonic decay mode and
an integrated luminosity of 30 fb−1. The dashed lines indicate the mass window cut.

χ1,2 provide a suppression of theZ→ ℓℓ events, which is about 100 times larger than forZ→ ττ.
Therefore, theZ→ ℓℓ background is assumed to be negligible. In the CSC analysis [49], the
background contribution fromW+ jets in the leptonic channel has been estimated to be at least a
factor of ten smaller than the contribution fromZ→ ττ or tt̄. Thus, theW+ jets background has
been neglected in theℓℓ channel in the remainder of this study.
Figure6.12shows the invariant mass distributionmττ after all cuts except for the mass window
cut. The histograms are normalized to an integrated luminosity of 30 fb−1. The error bars indicate
the statistical uncertainties of the simulated data.

6.6.2 Results for the Semileptonic Decay Channel

For the semileptonic decay channel, the cuts have been optimized in the same wayas for the
leptonic channel. As it results in the best signal significance, the iterative cut optimization using
all discriminating variables (scenarioD in the leptonic mode) has been applied.
The resulting cut values are summarized in Table6.4. For comparison, also the values for the
leptonic decay mode are shown in the table. It can be seen, that the cut values are very similar for
the two decay channels. The most important differences, the changed cut values onEmiss

T andmℓνT ,
are due to the different preselection in the semileptonic decay channel, see page87.
Also the resulting total cross-sections times efficiency, shown in Table6.5, are quite similar to
the ones for the leptonic decay mode. For the signal and theZ→ ττ background, the accepted
cross-section is almost the same as in the leptonic mode. The higher initial cross-sections, due to
the higher branching ratio ofτ→ hν compared toτ→ ℓνν, is roughly compensated by the lower
τ-jet reconstruction and identification efficiency compared to the lepton identification efficiency.



6.6. Results of the Cut-Based Analysis 105

Table 6.4: Cut values obtained with the iterative optimization methodfor the semileptonic decay
channel. For comparison, the cut values for the leptonic decay channel (see Table6.1, scenarioD)
and the cut values applied in the baseline analysis are shown.

Optimized cuts Baseline analysis
Decay channel ℓℓ ℓh ℓh
Emiss

T > 40 GeV 30 GeV 40 GeV
∆φττ < 2.5 2.5 2.7
χℓ 0.0− 1.0 0.0− 1.0 0.0− 0.75
χh — 0.0− 1.0 0.0− 1.0
mℓνT < 100 GeV 30 GeV 30 GeV
∆ηmin

jτ > 0.6 0.8 —
∆ηmax

jτ > 1.5 1.5 —
mj j > 600 GeV 600 GeV 700 GeV
∆η j j > 3.5 3.6 4.4
∆φ j j < 2.2 2.7 —
ptot

T < 30 GeV 40 GeV —

Table 6.5: Results for the semileptonic channel: Cross-sections times efficiency [ fb] of the signal
and the dominant background processes, signal-to-background ratio after applying all cuts except
for the mass window cut and expected signal significanceS/

√
S + B within the mass window of

mττ = mH ± 15 GeV for an integrated luminosity of 30 fb−1. For comparison, the results for the
leptonic decay channel (see Table6.2, scenarioD) and for the baseline analysis are shown.

Optimized cuts Baseline analysis
Decay channel ℓℓ ℓh ℓh
Cross-section· efficiency [ fb]
H → ττ (120 GeV) 0.58±0.02 0.67±0.04 0.67±0.04
Z→ ττ QCD 1.0±0.03 1.0±0.09 1.2±0.10
Z→ ττ EW 0.23±0.03 0.38±0.04 0.46±0.05
tt̄ 1.5±0.16 0.14±0.05 0.28±0.07
B total 2.7±0.17 1.5±0.11 1.6±0.10
S/B 0.21±0.02 0.44±0.04 0.35±0.03
S/
√

S + B for a±15 GeV mass window around
mH = 120 GeV and 30 fb−1:

3.0±0.11 3.7±0.15 3.6±0.15
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Figure 6.13: Invariant mass distributionmττ after all selection cuts for the semileptonic decay mode
and an integrated luminosity of 30 fb−1. The dashed lines indicate the mass window cut.

A difference is found for thett̄ process which has a lower cross-section times selection efficiency
in the semileptonic decay mode. This can be explained by the lower branching ratio of tt̄ into
semileptonic compared to leptonic final states (see page43).
Although the branching ratio oftt̄ into events that do not contain aτ jet is much higher than into
events containing aτ jet, the contribution fromtt̄ events in the semileptonic channel is rather low.
This shows that the rate of misidentifiedτ jets is small compared to the number of events where
a τ jet has been identified correctly. Obviously, the estimation of thett̄ contribution requires a
good understanding of theτ jet reconstruction performance. The influence of the differentτ jet
performance in the fast and full detector simulation are discussed in Section6.6.3
Figure6.13shows the invariant mass distributionmττ after all analysis cuts except for the cut on the
mass window. The histograms are normalized to the number of events expectedfor an integrated
luminosity of 30 fb−1. The error bars indicate the statistical uncertainties of the simulated data.
Figure6.14 shows the evolution of the cross-section times efficiency with the applied selection
cuts for the signal and the dominant background processes. The detailed numerical information
can be found in Table6.6andA.2 (Appendix).
Similar to the leptonic channel, noZ→ ℓℓ + jets andW+ jets events survive after applying all
analysis cuts. In the semileptonic channel,Z→ ℓℓ is even more suppressed than in the leptonic
channel since it contains no realτ jets and, thus, has also been neglected as a background for the
ℓh channel.
The invariantmττ distribution as well as the cross-section of theW+ jets process after applying
all analysis cuts in theℓh channel is expected to be similar to thett̄ background [49]. In the cut-
based and the multivariate analysis (Chapter7) the contribution fromW+ jets has been neglected.
An additional systematic uncertainty of 100 % due to this background in theℓh channel has been
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Figure 6.14: Evolution of the cross-sections times efficiency [ fb] with the applied selection cuts in
the semileptonic decay channel for the signal and the most important background processes.



108
C

hapter
6.

O
ptim

ization
ofthe

S
ignalS

election

Table 6.6: Evolution of the cross-sections times efficiency [ fb] with the applied selection cuts for the signal and background processes in the
semileptonic decay channel. The uncertainties shown are statistical only. In case of theZ→ ℓℓ + jets and theW+ jets background a “—”
indicates that no event remained after all preceding cuts (see text). The negative cross-section for thett̄ process from full simulation at the end
of the analysis is due to a single event with negative weight passing all the cuts.

H → ττ Z→ ττ + jets tt̄ tt̄ Z→ ℓℓ + jets W+ jets
120 GeV QCD EW AtlFast FullSim

Cross-section 145 12 900 214 833 000 461 000 34 300 347 000
Cuts onτ-decay products:
Trigger 49.5± 0.2 3 740± 13 69± 0.55 243 000± 610 183 000± 540 26 900±42 165 000±320
N(e+ µ)=1 43.4± 0.2 3 360± 12 61.4± 0.52 211 000± 570 16 000± 510 9 440±25 164 000±320
N(τ)=1 8.45± 0.1 337± 3.1 8.28± 0.19 3 160± 69 6 340± 100 1 000±8 2 750±41
Lepton charge 8.02± 0.1 311± 3.1 7.96± 0.19 2 960± 66 5 290± 92 877±7.5 1 910±34
Emiss

T > 30 GeV 4.87± 0.1 168± 1.4 5.59± 0.16 2 470± 61 4 290± 83 90.8±2.7 1 310±28
∆φττ < 2.5 4.34± 0.1 155± 1.2 5.27± 0.15 1 530± 48 2 770± 68 76.5±2.5 990±24
χℓ,h = 0.0− 1.0 3.35± 0.06 107± 0.96 3.85± 0.13 344± 23 542± 30 6.65±0.7 96±7
mℓνT < 30 GeV 2.40± 0.05 83± 0.84 3.03± 0.11 84± 12 177± 16 3.35±0.51 26±3.5
Cuts on the tagging jets:
N(jets)≥ 2 2.00± 0.05 74.9± 0.74 2.92± 0.11 83± 12 169± 16 3.13±0.5 22±3.1
η j1 × η j2 < 0 1.62± 0.04 43± 0.56 2.07± 0.10 39± 0.83 90.9± 8.5 1.8±0.4 12±2.3
∆η jτ > 0 1.49± 0.04 22.9± 0.41 1.76± 0.09 14± 0.52 30.5± 5.1 0.47±0.2 5.7±1.7
∆η j j > 3.6 1.20± 0.04 9.35± 0.27 1.15± 0.07 4.5± 0.29 3.39± 2.3 0.22±0.15 2.9±1.2
mj j > 600 GeV 1.02± 0.03 5.41± 0.20 1.06± 0.07 3.1± 0.24 2.04± 2.0 0.13±0.13 2.9±1.2
∆φ j j < 2.7 0.95± 0.04 4.42± 0.18 0.85± 0.06 2.8± 0.23 1.36± 1.9 — 2.5±1.1
Cuts on the event topology:
∆ηmin

jτ > 0.8 0.83± 0.04 2.48± 0.13 0.66± 0.05 1.5± 0.17 0± 1.7 — 2.3±1.1
∆ηmax

jτ > 1.5 0.83± 0.04 2.48± 0.13 0.65± 0.05 1.4± 0.17 0± 1.7 — 2.3±1.1
Central jet veto 0.70± 0.04 1.1± 0.09 0.42± 0.04 0.20± 0.06 -0.68± 0.68 — 1.1±0.8
ptot

T < 40 GeV 0.67± 0.04 1± 0.09 0.38± 0.04 0.14± 0.05 -0.68± 0.68 — 0.6±0.6
Mass window cut:
mττ =105-135 GeV 0.57± 0.03 0.07± 0.02 0.03± 0.01 0.03± 0.01a -0.68± 0.68 — —

aThe mass window cut efficiency factorization has been applied here. Without factorization the cross-section times efficiency is 0.014 ± 0.014.



6.6. Results of the Cut-Based Analysis 109

introduced when calculating the signal significances with background estimation based on Monte
Carlo in Section8.2.4, assuming that the shape of themττ distribution is the same for theW+ jets
andtt̄ contribution.

6.6.3 Comparison of Detailed and Fast Simulation for thet t̄ Background

Due to the high cross-section fortt̄ production, it is not possible to simulate a sufficient number of
tt̄ events using the full detector simulation. Therefore, the data sample simulated with ATLFAST
has been used for the described analysis.
In Section5.2 the detector performance determined from the full and the ATLFAST simulationis
described. Here, the impact of using ATLFAST on the prediction of thett̄ background in the pre-
sented analysis is discussed. The most relevant differences between the full and the fast simulation
are:

• Electron and Muon Trigger
Since no trigger simulation is performed in the fast simulation, a reconstructed lepton with
minimum pT is required to represent the trigger selection in the analysis of events fromthe
fast simulation. An event is considered to be accepted by the trigger if an electron with
pe

T ≥ 25 GeV and/or a muon withpµT ≥ 20 GeV is present. Noτ-jet trigger was used in the
analysis (see Section5.2.1).

The last two columns of Table6.7 show the efficiency of the trigger requirementsafter
requiring two reconstructedτ-decay products with opposite charge. In the leptonic decay
channel, about 10 % of thett̄ events are rejected by the trigger in the detailed simulation,
while in the fast simulation only 3 % of the events are not selected by the trigger for all lep-
ton combinations (ee,eµ, µµ). In the semileptonic case, the trigger efficiency after requiring
one lepton and oneτ jet is 69 % for the full simulation and 84 % for the fast detector simu-
lation.
Thus, the missing trigger simulation in ATLFAST leads to an overestimation of thett̄ back-
ground by∼8 % in the leptonic decay channel and by∼22 % in the semileptonic mode.

• Lepton reconstruction and identification efficiency
Figures5.4and5.5show the reconstruction efficiencies for electrons and muons, both for the
full and for the fast simulation. The overall electron efficiency of 59 % in the full simulation
significantly differs from 76 % in the fast simulation. However, the muon reconstruction
efficiencies agree very well: 81 % in the full and 80 % in the fast simulation respectively.

In the first two columns of Table6.7, the cross-sections times efficiency after requiring two
reconstructedτ-lepton candidates with opposite charge are shown for the two simulations.
The third column shows the ratio of the two. In the fourth column, the expected ratio is
given, which is calculated by using the single-electron, single-muon and single-τ-jet recon-
struction efficiencies and the rate of misidentifiedτ jets. The differences between the two
simulations are consistent with the differences in the electron and muon reconstruction effi-
ciencies.
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Table 6.7: Differences in thett̄ event selection between full and fast simulation for different decay
modes. The first two columns show the cross-section times efficiency obtained after requiring two
reconstructedτ-decay candidates with opposite charge. The third column shows the ratio between
those cross-sections. In the fourth column, the corresponding expected ratios are given, which are
calculated using the known electron, muon,τ-jet reconstruction efficiencies as well as the ratio of
misidentifiedτ jets. The last two columns show the trigger efficiency for the two detector simulations
after requiring two oppositely chargedτ-decay products.

Cross-section [fb] Ratio Expected Trigger efficiency [%]
ττ-channel Full sim. Fast sim. Full/Fast Full/Fast Full sim. Fast sim.
ee-channel 4 610±90 7 600±110 0.61±0.02 0.59 0.92±0.03 0.97±0.02
eµ-channel 12 200±140 15 600±160 0.78±0.01 0.78 0.91±0.02 0.97±0.01
µµ-channel 7 850±110 7 940±110 0.99±0.02 1.03 0.89±0.02 0.98±0.02
all ℓℓ 24 700±200 31 100±220 0.79±0.01 0.80 0.90±0.01 0.97±0.01
eτ-channel 3 300±70 1 730±50 1.9±0.1 2.0 0.70±0.02 0.82±0.04
µτ-channel 4 350±90 1 790±50 2.4±0.1 2.7 0.68±0.02 0.86±0.04
all ℓh 7 650±110 3 530±70 2.2±0.1 2.3 0.69±0.02 0.84±0.03

• Hadronicτ-decay reconstruction and identification efficiency
The difference in the simulatedτ-jet reconstruction performance is shown in Figure5.7.
In the full detector simulation the overallτ-jet reconstruction efficiency is 34 % and the
misidentification rate ofτ jets is 56 %. In the fast simulation, theτ-jet efficiency of 36 %
is similar to the full simulation, but theτ-jet misidentification rate of 10 % is much smaller
than in the full simulation. The difference in theτ-jet misidentification rate is even more
pronounced at a later stage in the analysis. After requiring oneτ jet and one electron or
muon with opposite charge, the fraction of events with a misidentifiedτ jet is 66 % in the
detailed simulation while it is only 13 % in the fast simulation.

Table6.7shows the cross-sections times efficiency for the semileptonic decay modes. Also
for the semileptonic decay modes, the difference in the cross-sections in the full and the fast
simulation is consistent with the different electron, muon andτ-jet reconstruction efficien-
cies andτ-jet misidentification rates.

• b-Jet veto efficiency
Also the b-identification efficiency differs significantly between the two detector simula-
tions. As shown in Figure5.8, theb-jet identification efficiency is higher in the full simula-
tion and, consequently, theb-jet veto rejectstt̄ events more efficiently in the full simulation.

But, since the cuts on the jet kinematics (for example∆η j j > 3.5) shift the jetη-distribution
to higher|η| values andb-jet identification is only possible in the central detector region,
the b-jet veto rejects less events when it is appliedafter the jet kinematical cuts and the
difference between fast and full simulation is significantly reduced.
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Effects on the Leptonic Analysis

The differences between full and fast simulation affecting the leptonic analysis are well understood
and lead to twice the number of remainingtt̄ background events after applying all selection cuts in
the fast detector simulation compared to the full simulation. Table6.8shows the efficiencies of all
cuts in the leptonic analysis for the full and the fast detector simulation. The only significant dif-
ferences are the ones described above: trigger, lepton identification,b-jet veto. All the remaining
cuts show similar efficiencies for the full and the fast detector simulation.
In Section8.1, the Higgs discovery potential with thett̄ background from ATLFAST scaled by a
factor of 0.5 to account for the mentioned differences is discussed.

Effects on the Semileptonic Analysis

In the semileptonic case, the underestimatedτ-jet misidentification rate in the fast simulation
leads to a significantly lower number oftt̄ background events. After requiring trigger and two
reconstructedτ-lepton decay products with opposite charge, the detailed simulation shows a 1.8
times higher cross-section times efficiency than the ATLFAST simulation which is expected from
the different trigger, lepton andτ-jet efficiencies.
Table6.9shows a comparison of the efficiencies of all analysis cuts for the fast and the full simula-
tion. TheEmiss

T cut and several jet-related cuts show a difference in efficiency, but most cut efficien-
cies are compatible. The distributions of discriminating variables of the cuts thatshow the largest
difference between the fast and the full detector simulation are compared in Figure 6.15. While
∆η j j , mj j and∆ηmin

jτ are very similar for both detector simulations, theEmiss
T distribution is shifted

to higher values for the ATLFAST simulation leading to a higher efficiency of theEmiss
T > 30 GeV

cut. The difference can be explained by a non-optimal calibration of theτ-jet energy in the full
detector simulation [49,70].
In Section8.1the influence on the Higgs discovery potential if thett̄ background from ATLFAST
is scaled up by a factor of 1.8 to account for the mentioned differences is discussed. To be con-
servative, in Section8.2an uncertainty of 100 % is applied on thett̄ contribution for the studies of
the discovery potential taking into account systematic uncertainties.
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Table 6.8: Cut efficiencies ontt̄ events for the fast and the full detector simulation in the leptonic
decay channel. The values represent the cut efficiencies without applying the other cuts before.

Cut Efficiency (%)
Fast sim. Full sim.

Trigger+ N(e, µ)=2 3.8±0.1 2.7±0.1

Opposite charge 97±0.3 96±1.1
Emiss

T > 40 GeV 78±0.1 78±0.8
∆φττ < 2.5 71±0.1 70±0.7
χ1,2 = 0.0− 1.0 19±0.1 19±0.3
mℓνT < 100 GeV 62±0.1 61±0.7
N(jets)≥ 2 88±0.3 88±1.1
η j1 × η j2 < 0 44±0.1 45±0.5
∆η jτ > 0 24±0.1 24±0.4
mj j > 600 GeV,∆η j j > 3.5 4.1±0.1 4.2±0.2
∆φ j j < 2.2 51±0.1 53±0.6
∆ηmin

jτ > 0.6 7.3±0.1 7.6±0.2
∆ηmax

jτ > 1.5 27±0.1 28±0.5
Central jet veto 37±0.1 35±0.5
ptot

T < 30 GeV 38±0.1 40±0.5
mττ = mH ± 15 GeV 5.3±0.1 5.4±0.2

b-jet veto 36±0.1 17±0.3

After mj j > 600 GeV,∆η j j > 3.5,
η j1 × η j2 < 0,∆η jτ > 0 and
Central jet veto cut:
b-jet veto 59±1.2 38±8.0
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Table 6.9: Cut efficiencies ontt̄ events for the fast and the full detector simulation in the semileptonic
decay channel. The values represent the cut efficiencies without applying the other cuts before.

Cut Efficiency (%)
Fast sim. Full sim.

Trigger+ N(e, µ)=1 25±0.1 19±0.1
N(τ)=1 1.5±0.1 4.0±0.1
Opposite charge 94±2.9 84±2.0

Emiss
T > 30 GeV 86±0.3 81±0.3
∆φττ < 2.5 64±0.3 66±1.5
χℓ,h = 0.0− 1.0 25±0.1 22±0.7
mℓνT < 30 GeV 15±0.1 16±0.6
N(jets)≥ 2 88±2.3 90±2.3
η j1 × η j2 < 0 44±0.2 42±1.1
∆η jτ > 0 25±0.2 22±0.8
∆η j j > 3.6,mj j > 600 GeV 4.1±0.1 3.2±0.3
∆φ j j < 2.7 76±0.3 76±1.6
∆ηmin

jτ > 0.8 4.4±0.1 3.8±0.3
∆ηmax

jτ > 1.5 27±0.2 23±0.8
Central jet veto 35±0.2 26±0.1
ptot

T < 40 GeV 50±0.2 50±1.2
mττ = mH ± 15 GeV 6.4±0.1 6.5±0.4
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Figure 6.15: Distributions of selected discriminating variables for the full and the fast detector
simulation, shown fortt̄ in the semileptonic channel. (a) shows theEmiss

T , (b) the∆η j j , (c) themj j

and (d) the∆ηmin
jτ distribution.



Chapter 7

Multivariate Analysis

In this chapter, the application of Multivariate Analysis (MVA) methods to the search for the
Higgs boson is studied. Compared to the cut-based analysis presented in theprevious chapter,
multivariate analysis methods may provide a better separation between the signal and background
by taking into account the information of all discriminating variables including their correlations.
The advantages of MVA methods are introduced in Section7.1.
For this study, the dedicated software package TMVA [71] has been used. The package contains
a large collection of multivariate methods, from which the Fisher discriminant method, the pro-
jective likelihood method, Boosted Decision Trees (BDT) and Artificial Neural Networks (ANN)
have been selected to evaluate their performance. The principle of each of these methods is de-
scribed very briefly in Section7.2. Further details can be found in many textbooks or in the TMVA
User guide [71].
Before a given MVA method can be used to classify an event as signal- orbackground-like, it has
to be trained with events identified as signal or background. For this purpose Monte Carlo data
has been used.
In Section7.3, the selection of events used for the training and in Section7.4the optimal selection
of discriminating variables is discussed. Section7.5 compares the performance of the different
methods. The optimal results for theH → ττ decay search in the leptonic and semileptonic chan-
nels are shown in Section7.6. Finally, in Section7.7 the stability of the results of the different
multivariate methods is discussed.

7.1 Motivation

The cut-based event selection is characterized by a set of cuts applied sequentially on the discrim-
inating variables. In case of correlations between these variables, their discriminating power is
not fully exploited. For example, consider the two arbitrary discriminating variablesx1 and x2.
Signal (S) and background (B) events are distributed in the two dimensionalx1-x2 space as illus-
trated in Figure7.1a. The discrimination between signal and background in the cut-based analysis
is shown in Figure7.1b. Obviously, the selection using independent rectangular cuts does not
provide optimal separation.
In contrast, MVA methods take into account correlations between the discriminating variables

115
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Figure 7.1: Examples for different signal and background classification strategies in two dimen-
sions. The distribution of the events in the plane of the two discriminating variablesx1 and x2 is
shown in (a). The discrimination can be made by (b) two rectangular cuts performed independently
in each variable, (c) one linear diagonal cut or (d) a nonlinear boundary between the signal and
background distributions. In (e) an extreme case of a very specific nonlinear boundary is shown.
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improving the separation. One way to account for correlations is to introducea linear relationship
between the cuts on the different variables resulting in linear boundaries between between signal
and background regions in each two-dimensional projection of the discriminating variable space
as indicated in Figure7.1c. The Fisher discriminant method is such a linear MVA method.
However, in many cases the correlations between the variables are such that more complicated
boundaries, like the one illustrated in Figure7.1d, give the best separation. Examples for the
corresponding nonlinear MVA methods are Boosted Decision Trees or Artificial Neural Networks.
Multivariate methods map the N-dimensional space of N discriminating input variables onto a sin-
gle output variable taking into account the correlations in the N-dimensional space of variables. By
applying a cut on this single variable, signal events can be efficiently separated from background
events, considerably simplifying the determination of the optimal working point.
During the training of a MVA method, care has to be taken to avoid overtraining, which means
that the MVA method recognizes individual events rather than the generalfeatures of signal and
background processes as illustrated in Figure7.1e. In this case the decision boundary does not
follow the shape of the optimal boundary shown in7.1d. An overtrained MVA will show a better
separation performance for the events used in the training than for independent data samples.
Usually, MVA methods with a higher number of degrees of freedom (for example BDTs) show
a higher susceptibility to overtraining compared to methods with fewer degreesof freedom (for
example the Fisher method). In order to obtain a reliable evaluation, it is therefore crucial to test
the MVA performance on a statistically independent data sample.

7.2 Overview of Multivariate Analysis Methods

7.2.1 Projective Likelihood Method

Training of the projective likelihood method means to create for every discriminating variablek a
probability density function (pdf) for the signal (pS,k(xk)) as well as for the background (pB,k(xk)).
For a given eventi, the likelihood for the signalS (backgroundB) is given by:

LS(B)(i) =
∏

k

pS(B),k(xk(i)). (7.1)

In order to classify an eventi, the normalized likelihood ratio

y(i) =
LS(i)

LS(i) + LB(i)
(7.2)

is calculated which is the output value of the method. Signal-like events will result in high output
values and background-like events in low output values.
Usually the difficulty of the likelihood method is to obtain good pdfs. Here, the pdfs have beenob-
tained by fitting the input variable distributions of the training events by interpolating polynomial
functions (spline functions) of second order. Before fitting the spline functions, the input variable
distributions are smoothed to mitigate overtraining in case of limited statistics.
With this implementation of the likelihood method, correlations among the input variables arenot
taken into account. To overcome this, multidimensional pdfspS(B)(x1(i), . . . , xk(i)) could be used.
But since they have the disadvantage that one needs a very huge numberof training events in
particular for many discriminating variables, these methods have not been used in this study.
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7.2.2 Fisher Discriminant Method

The Fisher Linear Discriminant analysis method [72], calculates the line in the multidimensional
space of thek input variables that provides the best separation between signal and background.
If signal and background events are projected to a line perpendicular tothe separation line, the
distance between their mean values is maximized and the variance of the signal as well as the
background distribution is minimized.
The output variable of the Fisher method is the projected coordinate and it is determined by a
linear combination of the input variables,

y(i) = F0 +
∑

k

Fkxk(i), (7.3)

where the Fisher coefficientsFk are given by:

Fk =

√
NSNB

NS + NB

nvar
∑

l=1

W−1
kl (xS,l − xB,l) (7.4)

with Wkl being the sum of the covariant matricesCS,kl andCB,kl for signal and background respec-
tively. xS(B),l denotes the mean of the signal (background) training event distributions.NS(B) is the
number of signal (background) training events.
By construction, the simple and robust Fisher method provides the optimum classification in case
of linearly correlated and Gaussian distributed input variables.

7.2.3 Artificial Neural Networks

The basic idea of an Artificial Neural Network (ANN) is motivated by the working principle
of biological neural networks. As in biology, an ANN consists of a numberof interconnected
“neurons”. The connections transfer the output of one neuron with a certain weight to the input of
another neuron. Each neuron sums up the input values and calculates anoutput value according
to a certain response function. By feeding the values of discriminating variables to input neurons,
the state of the whole network is defined corresponding to the response ofa output neuron. If the
ANN is trained to distinguish between different input patterns, the output of the ANN can be used
to discriminate between them.
ANNs are widely used for pattern recognition and a large collection of ANN implementations
exists. The type of network used in this analysis is a so-called feed-forward multilayer perceptron
where the neurons are organized in layers and connections exist only between the outputs of one
layer and the inputs of the next layer. Figure7.2 shows the layout of such an ANN. The input
values are fed to the neurons in the input layer (“Layer 0”) and the output is formed by the single
neuron in the last layer (“Layer 3”). The neuron layers 1 and 2 are not accessible from the outside
and are therefore called hidden layers. The response function is usually a nonlinear function to
enable the ANN to cope with nonlinear correlations. Here, the hyperbolic tangent function is
used to describe the response of the neurons. The transfer function of the input neurons is 1.
Each neuron is also connected to a “bias node” with constant output value1, which allows for an
additive constant in the network function.
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Figure 7.2: Layout of an ANN as used in this analysis. The neuron-neuron connection weights are
illustrated by the thickness of the lines.

The outputy(k) for a given eventk depends on the values of the input variablesxik, the layout of
the network, the weights of the neuron-neuron connectionswi j determined by the training of the
network and the response function. The output value can be calculated by (for simplicity only one
hidden layer is assumed here):

y(k) =
nh
∑

j=1

y(2)
j w(2)

j1 =

nh
∑

j=1

tanh















nvar
∑

i=1

xikw(1)
i j















· w(2)
j1 (7.5)

wherenh (nvar) are the number of neurons in the hidden (input) layer,w(1)
i j is the weight of the

connection between the input neuroni and the hidden neuronj andw(2)
j1 are the weights between

the hidden-layer neurons and the output neuron.
During the training of the ANN, an optimal set of weightsw is determined. Starting from random
weights, the weights are changed according to:

w′ = w − η∇wE(x,w) (7.6)

whereE(x,w) is the so-called error function, defined by

E(x,w) =
N
∑

k=1

E(xk ,w) =
N
∑

k=1

1
2
[

y(k) − ŷ(k)
]2
. (7.7)

N is the number of training events and ˆy(k) the desired output value (1 for signal, 0 for background)
of the ANN. Thus,E(x,w) is a measure of the misclassification rate for the datax as a function
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Figure 7.3: Sketch of a decision tree. Each left-right decision is basedon one of the discriminating
variablesxi , and classifies an event into one of the subsequent nodes [71].

of the set of weightsw and thus∇wE(x,w) gives the direction in whichE(x,w) decreases most
rapidly. The step size is controlled by the factorη called the learning rate.
Usually several hundred training iterations over all training events are necessary to obtain a stable
set of weights.

7.2.4 Boosted Decision Trees

Figure7.3 shows a sketch of a decision tree which consists of repeated yes–no decisions corre-
sponding to cuts on the discriminating variables. Each variable can be usedseveral timesand thus
the multidimensional variable space is segmented into a large number of hypercubes. Accord-
ing to the number of events in a hypercube, it is classified as signal- or background-like. In this
way, correlations between the variables are taken into account. Note the difference to a cut-based
analysis where every variable is used onlyonceto decide whether an event belongs to signal or
background. Thus a cut-based analysis selects only one hypercube as signal region.
To make decision trees more robust against statistical fluctuations in the training sample, the out-
puts of a large collection (forest) of decision trees trained with different weights for every event in
the training sample are combined to so-called Boosted Decision Trees (BDT).
During the training, the decision trees “grow”. Starting from the root node, an algorithm deter-
mines for all training events (signal and background) the variable and thecorresponding cut value
that provides the best signal-to-background separation. This definesthe first splitting in the tree.
The events are divided accordingly and the procedure is repeated forboth subsamples. The al-
gorithm stops either if only a specified minimal number of events is left in the subsamples or
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if a certain purity of the subsample is achieved. The resulting nodes are classified as signal or
background according to the majority of the events in the node.

Boosting Before building the next tree, the events of the training sample are reweighted accord-
ing to the AdaBoost algorithm [73]: The weight of every event which was misclassified by the
present tree is increased by a common boost factor

α =
1− err

err
(7.8)

where err is the misclassification rate of the tree. With the modified training samples, the procedure
of growing and boosting a tree is repeated until the desired number of trees(usually a few hundred)
is reached.
After building all trees, insignificant nodes are removed from every tree(pruning) in order to
reduce overtraining effects. The Cost Complexity pruning method [74] is used here, which re-
moves branches which have a low gain in classification performance compared to the number of
additional nodes involved.
If an eventk is presented to the forest of Boosted Decision Trees, the outputhn(xk) of each treen
in the forest is determined withhn(xk) = −1 if the corresponding node is of background type and
hn(xi) = +1 if the node is of signal type. The overall response of the forest is determined as the
sum of the outputs of the individual trees weighted with the logarithm of their boost factorsαn:

y(k) =
∑

n

ln(αn) · hn(xk). (7.9)

The application of BDTs is relatively straightforward. BDTs can cope with huge numbers of
input variables while being fairly insensitive to the inclusion of poorly discriminating variables
since these variables will be neglected when growing the trees. However,in case of strong linear
correlations between the input variables, the performance of BDTs may profit from a decorrelation
of the input variables.

7.2.5 Decorrelation of Input Variables

Certain multivariate analysis methods, for example the Projective Likelihood method, do not take
into account correlations among the discriminating input variables and thus loose performance.
The optimal performance could be recovered by transforming the input variables in such a way
that the correlations vanish.
The TMVA package offers the possibility to decorrelate the input variables. This is done by
calculating the square-root of the covariance matrix, inverting it and multiplying the input data
vectors with this matrix [71]. In this way all linear correlations of Gaussian-distributed variables
are removed. The decorrelation is done independently for signal and background since they may
have different correlations. If there are nonlinear correlations, linear decorrelation provides only
little improvement or can even lead to worse performance.
For two of the multivariate methods used, the improvement by applying linear decorrelation has
been studied: for the Projective Likelihood which intrinsically cannot treatcorrelations and for the
BDT which is known to potentially profit from decorrelated input variables.
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7.3 Training of Multivariate Methods

For the training of multivariate methods, Monte Carlo data samples for signal and background
are necessary, which have to be independent of the data used for the evaluation of the analysis
performance. The number of events needed for an optimal training depends on the MVA method
and on the complexity of the discrimination between signal and background. Usually between
several hundred and several ten thousand events are needed to obtain a good result.
In order to obtain a sufficient number of background events for the training, only very loose pres-
election cuts have been applied, much looser than those used for the cut optimization in Section6.
Table7.1summarizes the preselection cut criteria used for the training and the testing ofthe MVA
methods. For the training events, decay products of twoτ-lepton candidates with opposite charge
and two forward jets in opposite detector hemispheres were required. No trigger cuts, noEmiss

T
cut, no central- andb-jet veto and only very loose cuts on the momentum fractionsχ1,2 have been
applied.
Due to the loose preselection cuts, the multidimensional distributions of discriminating variables
in the training can slightly differ from the event shapes on which the trained MVA methods are
eventually applied. This leads to a loss of performance, which is also expected in the analysis of
real data. The dependence of the performance of the MVA methods on thepreselection cuts and
on the number of training events has been studied in Section7.7.4.
An additional preselection cut is needed for thett̄ background, which has been produced with the
MC@NLO generator. During the generation of events, one has to avoid double counting of events
when matching parton showers to matrix elements. In MC@NLO this is done by introducing
negative “counter-events” to keep the cross-section right. Thus, about 13 % of thett̄ events have a
negative weight. Since negatively weighted events cannot be used in all MVA methods,tt̄ events
with negative weight have been excluded from the training. The distributions of the input variables
do not change significantly if negatively weighted events are excluded.
The training data statistics is further increased by using additional ATLFASTdata samples for the
Z→ ττ background. An overview of the data samples used for the training is shown in Table7.3.

7.4 Selection of Input Variables

In the following, different sets of input variables have been tested in order to select the one with
the best separation of signal and background events in the leptonic decay channel. It is assumed
that the same variable selection will also provide the best signal-to-background separation for the
semileptonic decay channel. In principle, one can include all potential discriminating variables as
an input to the MVA methods. However, care has to be taken to avoid the following problems:

• Correlation with the reconstructed Higgs boson mass
In order to evaluate the Higgs boson discovery potential, it is crucial that the event selection
criteria do not distort the reconstructedττmass distribution for signal and background. For
input variables strongly correlated withmττ, the training can result in a mass dependent
event selection and thus change or shift themττ distribution. As an example for a strongly
correlated variable, Figure7.4shows the correlation between the input variable∆φττ and the
invariant massmττ of theτ-lepton pair for signal andtt̄ events. The resulting correlation of
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Table 7.1: Event preselection criteria used for the training and performance tests of the multivariate
analysis methods. Full circles indicate that the cut was applied while the cuts marked with open
circles were not applied.

Training Testing
ℓℓ-Channel ℓh-Channel

Trigger ◦ • •
N (e+ µ + τ) = 2 • • •
Opposite lepton charge • • •
N (jets)≥ 2 • • •
∆ηmin

jτ > 0 • • •
(η jet

1 · η
jet
2 ) < 0 • • •

Emiss
T ◦ > 40 GeV > 30 GeV
|∆φττ| < 2.9 • • •
χ1,2 -2.0 ... 3.0 0 ... 1.0 0 ... 1.0
mℓνT ◦ ◦ < 30 GeV
∆η j j ◦ ◦ ◦
∆φ j j ◦ ◦ ◦
mj j ◦ ◦ ◦
b-jet veto ◦ • ◦
Central jet veto ◦ • •
ptot

T ◦ ◦ ◦
∆ηmin

jτ > 0 • • •
∆ηmax

jτ > 0 • • •
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Figure 7.4: Dependence of the mean of the∆φττ distribution on the reconstructed invariant mass
mττ, shown in (a) for thett̄ background and in (b) for the signal.

the signal selection efficiency withmττ is shown in Figure7.5 for an ANN with∆φττ as an
input variable. Due to the strong mass correlation, the ANN provides a lowersuppression
(higher selection efficiency) oftt̄ events near the signal region (see Figure7.5a). Also for
the signal selection efficiency (see Figure7.5b) a mass sensitivity is observed, though not
as pronounced as for thett̄ events. The aim is to choose a mass independent selection.
The correlation of the output of each MVA method with the reconstructedmττ has been
tested for each set of input variables. In case of a significant correlation with mττ, the
corresponding set of input variables has not been used. Also nonlinear correlations have
been taken into account by looking at the resulting dependencies and accepting only those
where no significant correlation is observed.

• Weak input variables
Input variables providing only weak separation between signal and background are called
weak variables. Depending on the multivariate method, the inclusion of weak variables can
lead to a loss of performance.

• Strongly correlated input variables
Using strongly correlated input variables can also lead to a loss of performance of certain
MVA methods. Instead of rejecting strongly correlated variables, decorrelation of the input
variables can be used. For MVA methods known to be sensitive to the correlation of input
variables (Projective Likelihood, Boosted Decision Trees), the benefitof applying linear
decorrelation (see Page121) has been studied.

The input variables have been selected such that the above problems areavoided. Several sets of
input variables have been tested, as summarized in Table7.2. The selection of the optimal set was
performed in three steps:

1. In order to avoid sensitivity tomττ, only input variables without mass correlation have been
used. For this purpose, the mass correlation of all potential input variables has been deter-
mined for the signal as well as for the two most important background processes,Z→ ττ
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Figure 7.5: Dependence of the selection efficiency of an ANN with∆φττ as an input variable on the
τ-pair invariant massmττ, shown (a) for thett̄ background and (b) for the signal.

and tt̄. The correlation coefficients1 are shown in the second, third and fourth column of
Table7.2. In the first set of input variables (setI ), all variables with more than 10 % corre-
lation with mττ have been excluded. As expected, the output obtained for this set of input
variables shows no dependence onmττ.

2. The exclusion of all mass-correlated input variables potentially reduces the signal-to-back-
ground separation power. When trying to include them, one still has to make sure that the
multivariate analysis has no mass sensitivity. In the variable setsII , III , IV andV one mass
dependent variable has been added at a time to the uncorrelated variablesof the setI . It has
turned out that the variables∆φττ (setIII ) andmℓνT (setV) lead to a mass sensitive analysis.
Therefore, these variables have not been used further.

On the other hand, by includingEmiss
T (setII ) or χ1,2 (setIV ) as additional input variable,

the multivariate output remains uncorrelated tomττ. ThusEmiss
T andχ1,2 might be used as

an input for the multivariate methods. Even if both of them are used at the sametime (set
VI ), the output distribution shows no dependence on the invariant massmττ.

3. In the following step, the possible loss of performance in some multivariate methods due to
weak input variables or input variables that are correlated to other inputvariables, is studied.
This is done by excluding certain variables and comparing the performanceto the case when
these variables are included. The input variable setVII excludes∆φ j j as a relatively weak
variable, setVIII excludes∆η j j since this variable is strongly correlated to∆ηmin

jτ and set
IX excludes both∆φ j j and∆η j j .

1 The correlation coefficient ρx,y between two variablesx and y is given by the covariance
cov(x, y) =< (x− < x >)(y− < y >) > of the two variables divided by their standard deviations,ρx,y =

cov(x,y)
σx·σy

. ρx,y

only coverslinear correlations and ranges from 1 for fully correlated (direct proportional) variables to−1 for fully
anticorrelated (indirect proportional) variables.
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Table 7.2: Overview of the sets of discriminating variables used for studying multivariate analyses
in the leptonic decay channel, where full (open) circles depict variables which have (not) been used
as input for the MVA method respectively. The correlation coefficients between the input variables
and the invariant massmττ are shown for both signal and background samples. The last row indicates
whether the MVA output variable shows a correlation withmττ for any process.

Correlation coefficient Sets of variables
with mττ [%] used as input to MVA

tt̄ Z→ ττ H → ττ I II III IV V VI VII VIII IX
Emiss

T 28± 2 9±2 10± 1 ◦ • ◦ ◦ ◦ • ◦ ◦ ◦
∆φττ 56± 2 28±2 26± 1 ◦ ◦ • ◦ ◦ ◦ ◦ ◦ ◦
∆φ j j -3± 2 3±2 5± 1 • • • • • • ◦ • ◦
∆η j j 7± 2 6±2 1± 1 • • • • • • • ◦ ◦
mj j 9± 2 0±2 2± 1 • • • • • • • • •
χℓ,χh -30± 2 -10±2 -20± 1 ◦ ◦ ◦ • ◦ • ◦ ◦ ◦
∆ηmin

jτ -4± 2 1±2 1± 1 • • • • • • • • •
∆ηmax

jτ -5± 2 3±2 1± 1 • • • • • • • • •
mℓνT 48± 2 7±2 10± 1 ◦ ◦ ◦ ◦ • ◦ ◦ ◦ ◦
ptot

T 3± 2 1±2 0± 1 • • • • • • • • •
Correlation of output variable withmττ

No No Yes No Yes No No No No

All sets of variables which provide a mass independent output variable, have been tested for their
performance, which is described in the following.

7.5 Performance of the Multivariate Analysis Methods

7.5.1 Event Selection for Performance Tests

In order to avoid a bias in the performance evaluation due to overtraining effects, the available
Monte Carlo data has been divided into two parts. Table7.3 shows the number of signal and
background events in the training and the testing samples. The same preselection as for the opti-
mization of the cut-based analysis (see Section6) has been applied to evaluate the performance of
multivariate methods.

7.5.2 Performance Criterion

In order to compare the separation power between signal and background for different multivariate
analysis methods, the background selection efficiency is measured for a given signal efficiency of
50 % as obtained in the cut-based analysis in Section6.6. This allows for a direct comparison of
the performances of multivariate and cut-based analysis methods.
Figure7.6shows the distributions of the output variables of the ANN for signal and several back-
ground processes for one selection of input variables. In Figure7.7the background efficiency as a
function of the signal efficiency is shown for a range of cut values on the ANN output variable.
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Table 7.3: Data samples used for the training of multivariate methods and for the analysis. The
numbers of events before and after the preselection cuts arelisted.

Simulation Training events Analysis events
before after before after

preselection preselection
Leptonic channel:
H → ττ→ ℓℓ (120 GeV) Full 60 000 8 272 26 750 1 660
Z→ ττ Fast 9.7 · 106 9 687 — —
Z→ ττ→ ℓℓ VBF Full — — 990· 103 15 260
tt̄ Fast 10· 106 13 460 80· 106 16 650
Semileptonic channel:
H → ττ→ ℓh (120 GeV) Full 60 000 2 928 72 250 627
Z→ ττ Fast 9.7 · 106 13 412 — —
Z→ ττ VBF Filter Full — — 1.28 · 106 1 554
tt̄ Fast 10· 106 1 896 80· 106 437
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Figure 7.6: Distribution of the output variable from the ANN with input variable setI for the signal
and the dominant background processes in the leptonic decaychannel. The dashed line indicates the
cut value resulting in the highest signal significance (see Section7.6).
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Figure 7.7: Background versus signal selection efficiency in the leptonic decay channel for a scan
of cut values on the ANN output variable as shown in Figure7.6. The mean background efficiency
corresponding to 50 % signal efficiency is determined from a straight line fit in the signal efficiency
interval from 40 % to 60 % as indicated.

The mean background efficiency corresponding to 50 % signal efficiency is determined by a straight
line fit in the signal efficiency interval from 40 % to 60 %. This procedure has been performed for
each set of input variables and for each MVA method.

7.5.3 Comparison of Multivariate Analysis Methods

Table7.4shows the results of the performance tests for the leptonic decay channel.For compari-
son, the corresponding background efficiency obtained by the cut-based analysis is 6.8 %.
The projective likelihood method was tested without and with a linear decorrelation of the input
variables. For the variable setsI , II , IV , VI andVII the decorrelation results in a clear improve-
ment of the performance (lower background efficiency). This is expected since the projective
likelihood does not take the correlations between the variables into account.Without decorrela-
tion the projective likelihood method shows a better performance when highly correlated variables
are not used (VIII andIX ). The input variable setsII andVI , in whichEmiss

T is used as additional
correlated variable, are extreme cases for the projective likelihood method.While the method
shows a dramatic loss in performance without decorrelation for these variable sets, it has the best
performance when decorrelation is applied.
Since it is the intrinsic feature of the Fisher method to take into account linear correlations between
the input variables, no decorrelation has been applied in this case. Compared to the other methods,
the projective likelihood and the Fisher method show a worse performance for all sets of input
variables. This indicates the existence of nonlinear correlations, which cannot be resolved by the



7.5. Performance of the Multivariate Analysis Methods 129

Table 7.4: Background efficiencies at a fixed signal efficiency of 50 %, for the multivariate analysis
methods with different sets of input variables (see Table7.2) with and without decorrelation of the
input variables. The statistical error is about±0.15 % for all values.

Method Likelihood Fisher BDT ANN
Decorrelation applied No Yes No No Yes No

Variable set Background efficiency [%]
I 10.5 7.1 6.6 5.3 4.9 4.3
II 34.5 6.1 6.3 5.0 4.7 5.0
IV 9.5 7.1 6.8 4.9 5.0 4.8
VI 35.3 6.1 6.8 5.0 4.7 5.0
VII 8.6 7.3 6.8 5.3 5.3 5.1
VIII 6.6 7.6 6.7 5.0 5.6 4.4
IX 6.3 7.5 6.9 5.4 5.5 4.8

projective likelihood or the Fisher method.
Comparing the performance for different input variable sets, it turns out that BDTs show a good
performance even if many input variables have been used (for example for input variable setVI ),
independently of whether decorrelation has been applied or not. This shows the intrinsic property
of BDTs to be very robust against weak variables.
The impact of input variable decorrelation can be seen by comparing the performance of the input
variable setsI andVIII . SetI includes∆η j j , which is strongly correlated with∆ηmin

jτ , while set
VIII does not. If∆η j j is excluded, the BDT with decorrelated input variables shows a loss of per-
formance (4.9 %→5.6 % background efficiency), while the performance of the BDT without input
variable decorrelation increases (5.3 %→5.0 %). Thus, for BDTs, strongly correlated variables
have to be used with care and decorrelation should be applied.
The ANN method shows the best performance for most input variable sets.In contrast to the
BDTs, the performance improves if only a selection of the strongest variables is used as input. If
all variables are used (VI ) the background efficiency is 5.0 %, while for selected input variables
(I ) the background efficiency is only 4.3 %.

Since it shows the best performance, the Artificial Neural Network with input variable setI is used
in the remainder of this study.

7.5.4 The ANN Output Distribution

The output variable distribution of the selected ANN is shown in Figure7.6. For signal events, the
distribution peaks at large values close to 1. However, the distribution also has a significant tail
down to the lowest values close to -1 which means that certain signal events are not easy to classify
because they do not resemble the typical signature of the signal events. The tt̄ background has a
pronounced peak at -1 with only a small tail towards larger output values.These events can be
strongly suppressed. The QCDZ→ ττ background is also well separated from the signal although
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less than thett̄ background. For the electroweakZ→ ττ background, roughly half of the events
are similar to the signal, while the other half resembles the QCDZ→ ττ background. This can
be explained by the different physics processes contributing to the electroweakZ→ ττ events.
Events originating from the VBF process (see Figure5.2a) resemble the signal event structure,
while theZ boson radiation processes (see Figure5.2b) is similar to the QCDZ→ ττ process and
can thus be rejected more easily.

7.6 Multivariate Analysis Results

To evaluate the improvement of the signal significance using the chosen ANNmethod, the output
variable is treated as discriminating variable. The corresponding cut valueis optimized using
the iterative cut optimization procedure described in Chapter6. In addition to the ANN output,
all variables not used as input to the ANN have been included in the cut optimization procedure
allowing for further discrimination between signal and background by applying a cut on those
variables.

7.6.1 The Leptonic Decay Channel

For the leptonic decay channel, the dependence ofS/
√

S + B on the neural network cut is shown
in Figure7.8. The maximum ofS/

√
S + B is obtained for a cut on the output value of 0.7.

An additional cut onmℓνT < 100 GeV provides a further suppression of thett̄ contribution while
having no impact on the signal andZ→ ττ efficiency. Table7.5shows the evolution of the cross-
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Figure 7.9: Invariantττ mass distribution for the leptonic decay channel after the ANN analysis
cuts. The distributions are normalized to the number of events expected for an integrated luminosity
of 30 fb−1.

section during the analysis, including the preselection cuts (up to the centraljet veto), the cut on
the ANN output variable, the additional cut onmℓνT and themττ mass window cut.

The invariantmττ spectrum after all cuts is shown in Figure7.9for a 120 GeV Higgs boson and an
integrated luminosity of 30 fb−1.

7.6.2 The Semileptonic Decay Channel

The same ANN with the same set of input variables which showed the best performance for the
leptonic decay channel was used also for the semileptonic decay channel.Only the training has
been repeated with semileptonic signal and background events. The optimalcut on the output
of the artificial neural network is 0.3 and the signal-to-background separation is not improved by
applying an additional cut on one of the variables that have not been used in the neural network.

The evolution of the cross-section is shown in Table7.6and the resultingmττ spectrum for a Higgs
boson mass of 120 GeV and an integrated luminosity of 30 fb−1 in Figure7.10.

In Section8.1.1, the performance of the ANN analysis is compared to the cut-based analysisfor
several simulated Higgs masses.
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Table 7.5: Evolution of the cross-section [ fb] with the applied cuts for signal and background in the leptonic channel. The uncertainties shown
are statistical only.

H → ττ Z→ ττ + jets tt̄ tt̄
120 GeV QCD EW AtlFast FullSim

Cross-section [ fb] 22 1 410 214 833 000 461 000
Trigger 11.6±0.05 657±2 69± 1.0 242 000± 610 183 000± 540
N(e+ µ)=2 5.5±0.04 373±2 7.7± 0.2 30 900± 220 23 200± 190
Lepton charge 5.5±0.04 371±2 7.5± 0.2 30 200± 220 22 300± 190
Emiss

T > 40 GeV 3.2±0.03 147±1.0 4.6± 0.1 23 500± 190 17 300± 170
∆φττ < 2.9 3.1±0.03 143±0.44 4.5± 0.14 20 800± 180 15 100± 160
χ1,2 = 0.0− 1.0 2.7±0.03 117±0.39 3.7± 0.13 4 280± 82 3 100± 71
N(jets)≥ 2 2.2±0.02 103±0.36 3.6± 0.12 4 000± 79 2 900± 68
η j1 × η j2 < 0 1.8±0.02 59.1±0.27 2.5± 0.10 1 820± 5.6 1 300± 35
∆η jτ > 0 1.7±0.02 30.5±0.19 2.0± 0.09 698± 3.5 500± 22
b-jet veto 1.4±0.03 24.6±0.17 1.6± 0.08 321± 2.5 150± 12
Central jet veto 1.2±0.03 11.6±0.11 1.0± 0.07 61± 1.0 15± 4
ANN > 0.7 0.67±0.02 0.90±0.03 0.36± 0.04 1.3± 0.16 1.4± 1.0
mℓνT < 100 GeV 0.67±0.02 0.90±0.03 0.35± 0.04 1.0± 0.15 1.4± 1.0
mττ =105-135 GeV 0.54±0.02 0.13±0.01 0.03± 0.01 0.07± 0.02a 0± 0

aThe mass window cut factorization has been applied here; without the factorization the cross-section is 0.03 ± 0.05.
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Table 7.6: Evolution of the cross-section [ fb] with the applied cuts for signal and background in the semileptonic channel. The uncertainties
shown are statistical only. The negative cross-section forthe tt̄ process from full simulation at the end of the analysis is dueto a single event
with negative weight passing all the cuts.

H → ττ Z→ ττ + jets tt̄ tt̄
120 GeV QCD EW AtlFast FullSim

Cross-section [ fb] 145 12 900 214 833 000 461 000
Trigger 49.5± 0.2 3 740± 13 69± 0.55 243 000± 610 183 000±540
N(e+ µ)=1 43.4± 0.2 3 360± 12 61.4± 0.52 211 000± 570 16 000±510
N(τ)=1 8.45± 0.1 337± 3.1 8.28± 0.19 3 160± 69 6 340±100
Lepton charge 8.02± 0.1 311± 3.1 7.96± 0.19 2 960± 66 5 290±92
Emiss

T > 30 GeV 4.87± 0.1 168± 1.4 5.59± 0.16 2 470± 61 4 290±83
∆φττ < 2.9 4.69± 0.07 163± 1.3 5.46± 0.15 2 110± 57 3 690±77
χℓ,h = 0.0− 1.0 3.53± 0.06 111± 1.0 3.99± 0.13 59± 30 889±38
mℓνT < 30 GeV 2.53± 0.05 86.1± 0.9 3.12± 0.12 110± 14 227±19
N(jets)≥ 2 2.08± 0.04 76.5± 0.8 2.98± 0.11 100± 13 212±18
η j1 × η j2 < 0 1.68± 0.04 44.0± 0.6 2.11± 0.10 49± 1.0 108±10
∆η jτ > 0 1.55± 0.04 23.4± 0.4 1.79± 0.09 19± 0.6 37±6
Central jet veto 1.26± 0.05 10.2± 0.3 1.05± 0.07 4.6± 0.3 5.4±2.1
ANN > 0.3 0.71± 0.04 1.01± 0.08 0.41± 0.04 0.15± 0.05 -0.68±0.68
mττ =105-135 GeV 0.60± 0.04 0.08± 0.02 0.04± 0.01 0.030± 0.009a -0.68±0.68

aThe mass window cut factorization has been applied here; without the factorization the cross-section is 0.014 ± 0.014.
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Figure 7.10: Invariantττ mass distribution for the semileptonic decay channel afterthe ANN anal-
ysis cuts. The distributions are normalized to the number ofevents expected for an integrated lumi-
nosity of 30 fb−1.

7.7 Systematic Tests

In this section several subjects specific to the performance and the stability of MVA methods are
studied: the separate treatment of the two different background types, the influence of a different
event preselection for the training, the number of events used for the training, the ANN architec-
ture, the number of training cycles and the learning rate. Finally, the influence of the MVA method
on the invariantττmass distribution is studied.

7.7.1 Separate Treatment of Backgrounds

In the described analysis, a mixture of the two main background processesZ→ ττ andtt̄ weighted
according to their cross-sections was used for the training of the MVA methods. Another possi-
bility is to train one MVA method for every background process separately since in general the
input variables are differently distributed for different background processes. Examples are the
transverse massmℓνT (Figure5.20) or the visible momentum fractionsχ1,2 (Figure5.17). In these
cases, separate treatment of the backgrounds could provide better separation. Another advantage
of treating the backgrounds separately is the possibility to use different sets of input variables for
the rejection of different backgrounds.
A disadvantage is the need for several MVA instances. To suppress allbackground contributions,
cuts are applied on the output variables of each MVA instance. This leads toa loss of performance
since the output variables are usually correlated.
An ANN has been used to suppress theZ→ ττ and tt̄ background. For discriminating between
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Table 7.7: Comparison of combined and separate background treatment in the ANN analysis. The
cross-sections of the signal and dominant background processes and the signal-to-background ratio
after applying all analysis cuts except the mass window cut are shown.

Cross-section [fb]
H → ττ Z→ ττ tt̄ S/B

Combined backgrounds 0.67 1.3 1.0 0.30
Separated backgrounds 0.67 1.3 1.6 0.23

signal andtt̄ events, the same input variable set (I ) as used in the combined background procedure
shows the best performance. The best discrimination between signal andZ→ ττ is achieved with
the input variable setIX . The cuts on both output variables have been optimized by the iterative
cut optimization, resulting in a cut on theZ→ ττ discriminating ANN of≥ 0.85 and a cut on the
tt̄ discriminating ANN of≥ 0.8. Table7.7shows the result of treating the backgrounds separately.
While the signal and theZ→ ττ cross-sections after the selection cuts are similar for the separate
and the combined treatment, thett̄ cross-section is higher if this background is treated separately.
Thus, the separate background treatment performs worse which can beexplained by the fact that
the distributions of the input variables used are very similar for both background types.

7.7.2 Number of Training Events

A sufficient number of events is crucial to reliably train a MVA method. In order to verify that the
number of training events is sufficient, the stability of the MVA performance has been studied as
a function of the number of training events.
The number of background events was varied from 100 up to 23 000 events in 90 steps. Up to
8 000 background events, the number of signal events was chosen to bethe same as the number of
background events. For higher background statistics, the number of signal events was kept at the
maximum available number of 8 000.
Figure7.11shows the background efficiency for a signal efficiency of 50 % as a function of the
number of background events used for the training, for the ANN and forthe BDT analysis. The
larger the number of training events, the more stable is the background efficiency. Above∼ 8 000
training events, the performance of both methods is stable.

7.7.3 Sensitivity of the Training to Statistical Fluctuations

In order to test their sensitivity to statistical fluctuations in the training, 60 ANNsand BDTs have
been trained with the same number of events, but slightly different subsets of the event sample. For
the background, 20 000 out of 23 000, and for the signal, 7 000 out of8 000 generated events have
been randomly selected 60 times. The background efficiencies obtained are shown in Figures7.12.
The distributions have a Gaussian shape, both with a width of 0.15 % which is comparable to the
statistical uncertainty in the determination of the background efficiency. Thus, the MVA methods
are not very sensitive to statistical fluctuations in the training sample.
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Figure 7.11: Background (Z→ ττ andtt̄) efficiency for a signal efficiency of 50 % as a function of
the number of background events used for the training (a) of the ANN and (b) of the BDT analysis
in the leptonic channel.
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Figure 7.12: Background efficiencies obtained from (a) 60 ANN analyses and (b) 60 BDTs trained
with slightly different event subsamples.
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Table 7.8: Number of events obtained for the training of multivariate methods after loose and tight
preselection cuts.

Preselection
Loose Tight

H → ττ 8 272 3 863
Z→ ττ 6 987 3 188
tt̄ 13 460 667

7.7.4 Influence of the Preselection

In order to increase the number of training events, very loose preselection cuts have been applied
up to now. Theb-jet and central jet veto as well as the cuts on the collinear approximation and
Emiss

T have not been applied.
A potential drawback of this procedure is, that the multidimensional shape ofthe signal and back-
ground distributions change compared to tighter preselection cuts. To studythe influence of the
preselection cuts on the MVA performance, the ANN has also been trained with tighter preselec-
tion cuts whereb-jet and central jet vetoes have been applied, the visible momentum fractions
χ1 andχ2 have been constrained to 0≤ χ1,2 ≤ 1, and a cut on the missing transverse energy of
Emiss

T ≥ 40 GeV has been applied.
Table7.8 shows the numbers of events available for the training after applying the loose and the
tight preselection criteria. For the signal and theZ→ ττ background, the number of available
events with tight cuts is roughly two times smaller than with loose cuts while for thett̄ process the
number of events is reduced by a factor of 20.
The background efficiency of the ANN trained after the tight preselection is 4.8 %± 0.15 % whereas
the efficiency obtained with the loose preselection cuts was 4.3 %± 0.15 %. This shows the advan-
tage of a higher number of events for the training, even if the event shapes are somewhat altered
compared to the actual signal selection.

7.7.5 Influence of the MVA Configuration

Several ANN configurations have been studied to test their influence on the analysis performance:

• Number of training cycles:
The number of training cycles was varied from 1 to 5 000. The performanceof the analysis
increases with the number of cycles and reaches a plateau for about 100cycles. The default
setting of 200 cycles used in the analysis is therefore a reasonable value.

• Number of hidden layers and neurons:
Several ANN architectures have been tested. If only a few neurons are added in an additional
hidden layer or to one of the existing layers, the performance of the analysis is similar to
the default one. If& 10 neurons are added, the analysis performance decreases. Since
many more weights of neuron–neuron connections have to be tuned in sucha case, the
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performance decrease may be due to an insufficient number of training cycles and/or training
events.

On the other hand, removing neurons leads to a decreased performanceas well. With too
few neurons in the network, there are not enough degrees of freedom to describe the signal
and background shapes in the multidimensional space.

The default setting of two hidden layers withN + 1 andN neurons, whereN is the number
of input variables, is best suited for this analysis.

• Learning rate:
The learning rateη was increased and decreased by factors of 5. While the ANN trained
with the lower learning rate shows a selection efficiency comparable to the default setup, the
higher learning rate results in a degraded performance. Again, the default setting of 0.02 for
the learning rate is optimal for this analysis.

7.7.6 Influence on themττ Distribution

Since the signal significance depends on themττ spectrum after applying all analysis cuts, it is
important that the signal selection criteria do not influence themττ distributions of signal and
background. Figure7.13 shows the shape for the signal as well as for theZ→ ττ and thett̄
background separately for signal-like events (high ANN output values)and background-like events
(low output values).
No significant differences in the mass shapes are observed as expected, since the set ofinput
variables has been selected in order to minimize the bias of themττ distribution (see Section7.4).
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Figure 7.13: mττ distributions after applying the cut on the ANN output in theleptonic channel for
the signal and the two most important background processes.The cuts on the neural network output
variable ANN have been chosen separately for each process inorder to have enough signal-like (full
circles) and background-like events (open circles).





Chapter 8

Higgs Discovery Potential

This chapter discusses the discovery potential for the Higgs boson in theH → ττ decay channel.
After a short introduction to the calculation of the signal significance in Section 8.1, the results
for the cut-based and the multivariate analysis are shown in Section8.1.1. Finally, the impact of
systematic uncertainties is evaluated in Section8.2.

8.1 Signal Significance Determination

In order to investigate the existence of a new particle, a statistical hypothesis test is performed.
H0 be the background-only hypothesis with no Higgs boson andH1 the hypothesis which assumes
the presence of the Standard Model Higgs boson. Claiming discovery of the Higgs boson means
that theH0 hypothesis has to be rejected at a high level of confidence. A 5σ significance is
required to claim discovery. The corresponding small probability of a wrongly claimed discovery
is known as Type I error probability or p-value.
The probabilityp for rejecting the background-only hypothesisH0 even though it is true is the
probability of observingn ≥ N events in the case that only background is present:

p =

∞
∫

N

ρB(n)dn (8.1)

whereN is the number of selected events in the experiment andρB(n) is the probability density
function (pdf) for the background-only hypothesis given by the Poisson distribution

ρB(n) =
e−B · Bn

n!
(8.2)

with B being the number of background events.
The signal significanceZ is defined as the number of standard deviations at which a Gaussian
distribution centered around zero (µ = 0) and standard deviationσ = 1 gives an one-sided tail area
equal to the p-value. Thus, the significanceZ is related to the p-value by

p =

∞
∫

Z

1
√

2π
e−

x2
2 dx= 1− Φ(Z) (8.3)

141
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Figure 8.1: Correspondence between the signal significanceZ and thep-value.

whereΦ is the cumulative distribution of the normalized Gaussian function. This relation isillus-
trated in Figure8.1. A signal significance ofZ = 5 corresponds to a p-value of 2.87 · 10−7.
In the limit of large background event numbers, the pdfρB(n) can be approximated by a Gaussian
distribution with meanµ = B and a standard deviation ofσ =

√
B,

ρ′B(n) =
1
√

2πB
e−

(n−B)2

2B , (8.4)

leading to the relation

Z =
S
√

B
(8.5)

with S being the number of signal events.
In a similar way, one can determine the probability to reject the signal-plus-background hypoth-
esisH1 even though it is true. In the approximation of Gaussian probability density thesignal
significance is given by

Z =
S

√
S + B

. (8.6)

In the following sections, two methods are used to determine the expected signal significance:

1. Number counting in the mass window
In this approach, the number of signal plus background events is counted in the mass win-
dow mH − 15 GeV≤ mττ ≤ mH + 15 GeV around the generated Higgs massmH. The signal
significance is given by equation8.6. It allows for a straightforward comparison of the dis-
covery potential obtained with different analysis methods (baseline, optimized cut-based and
ANN analysis), in particular when the influence of systematic uncertainties is considered.

The ratioS/
√

S + B has also been used as criterion for the optimization of the cut values in
Section6.

2. Likelihood ratio hypothesis test
Instead of using only the single-bin information about signal and background events in the
signal region of themττ spectrum as described above, one can make use of the additional
information given by the shapes of the invariant signal and backgroundmass distributions.
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The number of events observed is considered separately for each bini of the mass distribu-
tion by parameterizing the signal and background distributions as follows:

si = stot ·
∫

bin i

Fs(mττ; θs)dmττ, (8.7)

bi = btot ·
∫

bin i

Fb(mττ; θb)dmττ. (8.8)

stot (btot) be the total number of signal (background) events selected andFs,b be the corre-
sponding probability density functions with sets of shape parametersθs,b.

The number of observed eventsn j in a given bin j can then be compared to the prediction
(µsj + b j), whereµ is the signal strength parameter with 0≤ µ ≤ 1. Since the number of
events in each bin can be small, the Poisson probability density is used to definethe likeli-
hood function as

L(µ, θ) =
Nbin
∏

j=1

(µsj + b j)n j e−(µsj+b j )

n j !
. (8.9)

A binned maximum likelihoodL(µ̂, θ̂) fit to the measured mass distribution is performed
with µ as a free parameter and the shape parametersθ = (θs, θb). The result of the fit is
denoted as ˆµ andθ̂.

The background shape can additionally be constrained by subsidiary measurements of the
so-called control data samples which are free of signal contribution. These measurements
enter the likelihood function as additional background-only bins.

The background-only hypothesisH0 corresponds toµ = 0 and can be tested by evaluating
the profile likelihood ratio

λ(µ = 0) =
L(µ = 0, ˆ̂θ)

L(µ̂, θ̂)
(8.10)

where ˆ̂θ is the set of shape parameters which maximizes the likelihood for a fixed signal
strength ofµ = 0. According to [75,49] the signal significance can be approximated by

Z =
√

−2lnλ(0). (8.11)

Sinceλ always fulfills 0≤ λ(0) ≤ 1, a small value ofλ(0) (corresponding to a low prob-
ability of the H0 hypothesis for the observed data) will lead to a high signal significance
Z.

The advantage of the likelihood ratio hypothesis test is that the systematic uncertainties on
the shapes of the signal and background distributions can be directly taken into account by
introducing additional fit parameters. Furthermore, different datasetsk can be combined by
multiplying the individual likelihood ratiosλk(0). This has been done for the combination
of the leptonic and the semileptonic channel. Further details of the profile likelihood method
can be found in [49].
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8.1.1 Results without Systematic Uncertainties

The performance of the cut-based and the ANN analysis are compared for the leptonic and the
semileptonic decay mode. Both methods have been optimized for a Higgs mass ofmH =120 GeV
and then used to evaluate the discovery potential also for Higgs boson masses ofmH =105, 110,
115, 120, 125, 130 and 135 GeV.
Table8.1gives an overview of the results for the leptonic and the semileptonic channel. In order
to allow for a comparison, the results obtained with the baseline analysis [49] are also given.
The expected signal and background cross-sections after the signalselection as well as the signal
significancesS/

√
S + B are shown for an integrated luminosity of 30 fb−1 in the 1.5σ window

around the generated Higgs mass (mH − 15 GeV≤ mττ ≤ mH + 15 GeV).
Compared to the baseline analysis, the number of signal events selected by the optimized cut-based
analysis is very similar while the number of background events (in particular inthett̄ background)
is significantly reduced. This leads to higher signal significances for all Higgs mass points in
the leptonic as well as in the semileptonic channel. The background contribution in the ANN
analysis is similar to the one obtained from the optimized cut-based analysis while there is a gain
in the number of signal events in the ANN analysis. This increase of the signal efficiency is
more pronounced in the leptonic than in the semileptonic mode. Due to the lowertt̄ background
contribution, the semileptonic mode provides a higher signal significance thanthe leptonic mode
for all three analysis methods.
Although the cut-based and the ANN analysis have been optimized for a Higgsboson mass of
mH = 120 GeV, the performance is similar for all other masses. TheS/

√
S + B signal signifi-

cances are shown in Figure8.2as a function of the Higgs boson mass. The improved performance
of the optimized analysis methods is independently observed of the Higgs bosonmass. This is
particularly important for the ANN analysis, where the training for a 120 GeVsignal could have
led to an ANN that shows a good performance only for the trained Higgs mass. The highest signal
significance is obtained for a Higgs boson mass of about 120 GeV. The lower signal significances
observed at lower Higgs masses are due to the increase of theZ→ ττ background contribution as
one approaches the peak of theZ-resonance. The decrease of theH → ττ branching ratio leads to
a decreasing signal significance for masses abovemH & 120 GeV.

8.2 Systematic Uncertainties

The results presented so far do not take systematic uncertainties into account. In the following,
theoretical uncertainties and systematic uncertainties originating from imperfect knowledge of the
detector response and their impact on the expected discovery potential are discussed. For thett̄
background, the use of the fast instead of the full detector simulation is an additional source of
systematic uncertainty.

8.2.1 Theoretical Uncertainties

Uncertainties on the predicted cross-sections of the signal and background processes are due to
the renormalization and factorization scale dependence as well as uncertainties on the parton dis-
tribution function. For the signal, the total cross-section uncertainty has been estimated to be less
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Table 8.1: Overview of the expected signal and background cross-sections [fb] after all analysis cuts
except for the mass window cut and the signal significancesS/

√
S + B for an integrated luminosity

of 30 fb−1 calculated in the 1.5σ mass window (mH − 15 GeV≤ mττ ≤ mH + 15 GeV) around the
generated Higgs boson mass. The results are shown for the optimized cut-based analysis and the
ANN analysis as a function of the Higgs mass separately for the leptonic (ℓℓ) and the semileptonic
(ℓh) decay channel. The results obtained by the baseline analysis are given for comparison. The
uncertainties are due to the limited Monte Carlo statistics.

Baseline analysis Optimized cut-based analysis ANN analysis
cross-section S/

√
S + B cross-section S/

√
S + B cross-section S/

√
S + B

ℓℓ channel [fb] [fb] [fb]
Z→ ττ QCD 1.3± 0.04 1.02±0.03 0.9± 0.03
Z→ ττ EW 0.43± 0.04 0.23±0.03 0.35± 0.04
tt̄ 4.7± 0.28 1.5±0.16 1.0± 0.15
H (105 GeV) 0.61± 0.03 2.3± 0.09 0.65±0.03 2.7± 0.10 0.74± 0.03 2.9± 0.10
H (110 GeV) 0.59± 0.02 2.4± 0.10 0.62±0.02 2.9± 0.10 0.73± 0.03 3.2± 0.11
H (115 GeV) 0.62± 0.02 2.6± 0.10 0.63±0.02 3.1± 0.11 0.73± 0.03 3.4± 0.11
H (120 GeV) 0.54± 0.02 2.5± 0.10 0.58±0.02 3.0± 0.11 0.67± 0.02 3.4± 0.11
H (125 GeV) 0.49± 0.02 2.3± 0.10 0.53±0.02 2.9± 0.11 0.60± 0.02 3.2± 0.11
H (130 GeV) 0.44± 0.02 2.1± 0.10 0.44±0.02 2.5± 0.11 0.53± 0.02 2.9± 0.11
H (135 GeV) 0.37± 0.01 1.9± 0.09 0.38±0.01 2.3± 0.10 0.44± 0.01 2.6± 0.11

ℓh channel
Z→ ττ QCD 1.2± 0.10 1.0±0.09 1.0± 0.08
Z→ ττ EW 0.46± 0.05 0.38±0.04 0.41± 0.04
tt̄ 0.28± 0.07 0.14±0.05 0.15± 0.05
H (105 GeV) 0.74± 0.04 2.9± 0.17 0.75±0.05 3.2± 0.17 0.81± 0.05 3.3± 0.17
H (110 GeV) 0.72± 0.04 3.2± 0.16 0.73±0.04 3.5± 0.16 0.81± 0.04 3.7± 0.16
H (115 GeV) 0.78± 0.07 3.6± 0.24 0.75±0.07 3.8± 0.24 0.80± 0.07 3.9± 0.24
H (120 GeV) 0.67± 0.04 3.6± 0.15 0.67±0.04 3.7± 0.15 0.71± 0.04 3.8± 0.15
H (125 GeV) 0.58± 0.03 3.4± 0.13 0.59±0.03 3.4± 0.13 0.68± 0.03 3.7± 0.13
H (130 GeV) 0.53± 0.05 3.1± 0.20 0.55±0.05 3.2± 0.20 0.64± 0.05 3.4± 0.20
H (135 GeV) 0.45± 0.02 2.9± 0.12 0.44±0.02 2.9± 0.12 0.50± 0.02 3.1± 0.11
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Figure 8.2: Expected signal significanceS/
√

S + B of the optimized cut-based and the ANN analy-
sis for (a) the leptonic and (b) the semileptonic channel andan integrated luminosity of 30 fb−1 as a
function of the Higgs mass. For comparison, the results obtained by the baseline analysis are shown.
The error bars indicate the uncertainty due to the limited Monte Carlo statistics.
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than 10 % [49]. Also for theZ production [76] and for thett̄ process [77] the theoretical uncertain-
ties are expected to be≤10%. The impact of the systematic uncertainties on the Higgs discovery
potential is discussed in Section8.2.4.

8.2.2 Uncertainty due to the Fast Simulation for thet t̄ Background

As described in Section5.2, the electron, muon,τ-jet andb-jet reconstruction and identification
efficiencies in the fast detector simulation ATLFAST differ from the predictions of the full simu-
lation. The impact of the differences on the selectedtt̄ cross-section has been estimated in Sec-
tion 6.6.3. In case of the leptonic channel, thett̄ contribution is overestimated in the fast simulation
by a factor of 2, while for the semileptonic channel it is underestimated by a factor of 1.8.
Table8.2 shows the resulting signal significancesS/

√
S + B after rescaling of thett̄ background

contribution, neglecting all other uncertainties. Compared to the results without rescaling of the
tt̄ background (see Table8.1), one observes slightly higher signal significances for the leptonic
channel, while for the semileptonic channel the significances slightly decrease. However, the
observed differences of the signal significance of less than 5 % are rather small.
Since the scaling is only a rough estimate with limited reliability, it hasnot been applied for the
final results. The described difference is taken into account as an additional systematic uncertainty
when studying the impact on the signal significance in Section8.2.4: Instead of reducing thett̄
contribution by 50 %, an additional uncertainty of 50 % is assigned to thett̄ background in the
leptonic channel and instead of scaling with a factor 1.8 an uncertainty of 100 % is added to the
other uncertainties on thett̄ background in the semileptonic channel.

8.2.3 Detector-Related Experimental Uncertainties

Uncertainties in the determination of the energy calibration, resolution and efficiency of the de-
tector components can lead to uncertainties in the prediction of the analysis results from Monte
Carlo data. The detector-related systematic effects studied for both the signal and the background
simulations are summarized in Table8.3. The magnitude of systematic uncertainties corresponds
to a knowledge of the detector response achievable with an integrated luminosity of 10 fb−1 as
agreed in the ATLAS collaboration for the CSC analyses [49].
The reconstruction efficiency, the energy resolution and the energy scale have been varied for
electrons, muons,τ-jets and jets, by the amounts summarized in Table8.3. The uncertainty of
the missing transverse energy (Emiss

T ) measurement is taken into account by varying the electron,
muon,τ-jet and jet energies and recalculating theEmiss

T vector. Since additional information about
the Emiss

T measurement can be obtained from real data, only a 5 % variation in the jet energy is
used for the calculation of the missing transverse energy.
The uncertainty on theb-jet identification efficiency is±5% and an uncertainty of±10% is as-
signed to the rejection of light quark jets. However, the influence of systematic effects related to
theb-jet identification cannot be studied in detail since it requires a full simulation of the tt̄ back-
ground with very high statistics. Nevertheless, it can be assumed that the uncertainty in theb-jet
identification efficiency leads to an uncertainty of≤5 % in thett̄ contribution. b-jets are neither
involved in the signal nor in theZ→ ττ production and thus, these two processes are only sensi-
tive to the light jet rejection uncertainty. Since theb-jet veto requirement rejects only 10− 20 %
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Table 8.2: Expected signal significancesS/
√

S + B for the baseline analysis, the optimized
cut-based and the ANN analysis after taking into account thedifferences between the fast and the
full detector simulation as described in Section6.6.3: For the leptonic (semileptonic) channel, thett̄
cross-section has been scaled by a factor of 0.5 (1.8).

Baseline Optimized cut ANN analysis
analysis based analysis

ℓℓ channel,tt̄ cross-section×0.5
H (105 GeV) 2.4±0.09 2.8±0.10 3.0±0.10
H (110 GeV) 2.5±0.09 3.0±0.10 3.3±0.10
H (115 GeV) 2.8±0.10 3.2±0.10 3.5±0.10
H (120 GeV) 2.7±0.10 3.2±0.10 3.5±0.10
H (125 GeV) 2.5±0.10 3.0±0.10 3.3±0.10
H (130 GeV) 2.3±0.09 2.6±0.09 3.0±0.09
H (135 GeV) 2.2±0.09 2.5±0.09 2.8±0.08

ℓh channel,tt̄ cross-section×1.8
H (105 GeV) 2.9±0.17 3.2±0.17 3.2±0.17
H (110 GeV) 3.2±0.16 3.5±0.16 3.7±0.16
H (115 GeV) 3.6±0.24 3.8±0.24 3.9±0.24
H (120 GeV) 3.5±0.16 3.7±0.16 3.7±0.16
H (125 GeV) 3.4±0.14 3.4±0.14 3.7±0.14
H (130 GeV) 3.0±0.21 3.1±0.21 3.4±0.21
H (135 GeV) 2.8±0.13 2.8±0.13 3.1±0.13
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Table 8.3: Systematic uncertainties on the knowledge of the detector response corresponding to an
integrated luminosity of 10 fb−1.

Observable Relative uncertainty
Electron energy scale ±0.5 %
Electron energy resolution σ(ET) ⊕ 7.3 · 10−3ET

Electron reconstruction efficiency −0.2 %

Muon energy scale ±1.0 %
Muon momentum resolution σ(pT) ⊕ 0.011pT ⊕ 1.7 · 10−4p2

T
Muon reconstruction efficiency −1 %

τ-jet energy scale ±5.0 %
τ-jet momentum resolution σ(E) ⊕ 0.45

√
E

τ-jet reconstruction efficiency −5 %

Jet energy scale ±7.0 % (|η| < 3.2)
±15.0 % (|η| > 3.2)

Jet energy resolution σ(E) ⊕ 0.45
√

E (|η| < 3.2)
σ(E) ⊕ 0.67

√
E (|η| > 3.2)

of signal andZ→ ττ events, the light jet rejection uncertainty of±10% is assumed to change
the signal andZ→ ττ contribution only by a few percent. These uncertainties are rather small
compared to other detector-related effects and have thus been neglected in the following.
The impact of the systematic variations has been studied by applying the full set of analysis cuts.
The ANN analysis was performed on data samples with systematic variations introduced while
the ANN was still trained with unmodified events.
Figures8.3, 8.4 and 8.5 show the distributions of important discriminating variables with and
without the systematic shift of the jet energy scale towards lower values. This systematic effect
has the biggest impact on the event selection as shown below.
ptot

T is the variable which is most sensitive to the jet energy scale uncertainty. Theshift of ptot
T

(calculated by equation5.12) to higher values can be explained by the fact that the uncertainty
on the jet energy scale affects the missing transverse energy less than the visible jet energy as
explained above. A large fraction of signal events has lowptot

T values. Thus, a change of the jet
energy scale influences the efficiency of theptot

T <30 GeV selection cut of the signal more than the
selection efficiency of the background.
The effect of the negative shift of the jet energy scale on the distribution of the ANN output variable
is shown in Figure8.6. One can see that the output values for the signal as well as for the two main
background contributions are shifted towards lower values resulting in a lower selection efficiency
for all processes.
Table8.4 shows the impact of the shift in the jet energy scale on the selection efficiencies in the
leptonic channel. As expected, the effect is largest for the cuts onEmiss

T , on the number of jets
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Figure 8.3: Distributions of (a)ptot
T , (b) mj j and (c)∆η j j for the signal (squares) and theZ→ ττ

background (circles) without (full lines) and with a systematic shift of the jet energy scale towards
lower values (JetS−, dashed lines).
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Figure 8.4: Distributions of (a)∆ηmin
jτ , (b)∆ηmax

jτ and (c)∆φ j j for the signal (squares) and theZ→ ττ
background (circles) without (full lines) and with a systematic shift of the jet energy scale towards
lower values (JetS−, dashed lines).
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Z→ ττ background (circles) without (full lines) and with a systematic shift of the jet energy scale
towards lower values (JetS−, dashed lines).

(with pT > 20 GeV), on the jet pair massmj j and onptot
T .

Tables8.5and8.6show the impact of the systematic effects on the signal and background cross-
sections in the leptonic and semileptonic channel respectively after applyingall analysis cuts ex-
cept for the mass window cut. The systematic uncertainties related to the electron and muon re-
construction performance are negligible. The largest uncertainty is caused by the jet energy scale.
The uncertainties related to theτ-jet reconstruction have a significant impact on the final cross-
sections in the semileptonic channel, too, although the changes are smaller thanfor the jet-related
uncertainties.
The optimized cut-based and the ANN analysis show similar sensitivity to the systematic uncer-
tainties indicating the robustness of the ANN analysis.

8.2.4 Impact of Systematic Uncertainties on the Expected Discovery Potential

Systematic uncertainties of the detector performance change the number of signal and background
events expected to be observed on real data as discussed above and lead to a change of the pre-
dicted signal significance. In addition, a systematic uncertainty has to be added to the significance
calculation depending on how the background contribution is determined.
Three different scenarios have been considered for the prediction of the signalsignificance using
different assumptions regarding the uncertainties on the expected signal andbackground contri-
butions: Without and with systematic uncertainties on the background estimation from Monte
Carlo data as well as the case when the background contribution is is determined from real data
(so-called data-driven background estimation by means of control data samples).
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Table 8.4: Comparison of the cut efficiencies [%] with and without a shift of the jet energy scale
towards lower values (JetS−) for the signal and theZ→ ττ and tt̄ backgrounds in the leptonic
channel. The discriminating variables which are affected the most are indicated by the shaded lines.

H → ττ Z→ ττ + jets tt̄
JetS− applied? No Yes No Yes No Yes
Trigger 53 53 49 49 29 29
N(e+ µ)=2 47 47 58 58 13 13
Lepton charge 100 100 100 100 98 98
Emiss

T > 40 GeV 58 55 45 42 78 77
∆φττ < 2.5 90 91 94 94 70 70
χ1,2 = 0.0− 1.0 90 89 85 84 16 15
mℓνT < 100 GeV 100 100 100 100 82 84
N(jets)≥ 2 82 79 89 85 95 92
η j1 × η j2 < 0 83 84 62 62 47 46
∆η jτ > 0 91 91 57 56 38 38
∆η j j > 3.5 83 83 50 48 34 34
mj j > 600 GeV 82 79 44 38 68 65
∆φ j j < 2.2 82 82 65 64 70 70
b-jet veto 89 90 87 86 76 78
∆ηmin

jτ > 0.6 93 93 70 71 74 75
∆ηmax

jτ > 1.5 99 100 100 100 95 94
Central jet veto 85 87 86 89 9 10
ptot

T < 30 GeV 93 88 90 85 52 40
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Table 8.5: Impact of the detector-related systematic effects (in %) on the selected cross-section for signal and backgrounds in the leptonic
channel in the optimized cut-based analysis, in the ANN analysis and, for comparison, in the baseline analysis [49]. S+ andS− denote
the positive and negative shifts of the energy scale,R the degradation of the energy resolution andE the degradation of the reconstruction
efficiency.

ℓℓ-channel cross-section Systematic effects
w/o sys. effects Electrons Muons Jets

[ fb ] S+ S− R E S+ S− R E S+ S− R
Baseline analysis Z→ ττ 1.69±0.057 +1 ±0 ±0 ±0 ±0 ±0 ±0 −1 +27 −25 −1

tt̄ 4.7±0.3 −3 −3 −3 −3 −4 −2 −3 −3 +9 −10 −4
H (105 GeV) 0.61±0.03 ±0 −1 ±0 ±0 ±0 ±0 ±0 ±0 +13 −15 +1
H (110 GeV) 0.59±0.02 ±0 ±0 ±0 ±0 ±0 ±0 −1 −2 +13 −13 +1
H (115 GeV) 0.62±0.02 ±0 ±0 ±0 ±0 ±0 ±0 ±0 −2 +9 −16 ±0
H (120 GeV) 0.54±0.02 ±0 ±0 ±0 ±0 −1 +1 ±0 −1 +15 −16 +2
H (125 GeV) 0.49±0.02 ±0 ±0 ±0 ±0 −1 +1 −1 −1 +11 −16 ±0
H (130 GeV) 0.44±0.02 ±0 ±0 −1 ±0 ±0 ±0 ±0 −2 +11 −14 −2
H (135 GeV) 0.37±0.01 ±0 +1 ±0 ±0 −1 +1 ±0 −1 +13 −18 ±0

Optimized cuts Z→ ττ 1.25±0.05 +1 ±0 ±0 ±0 ±0 ±0 ±0 −1 +24 −28 −2
tt̄ 1.49±0.16 −5 −5 −3 −5 −6 −5 −6 −6 +13 −29 −7
H (105 GeV) 0.65±0.03 ±0 −1 ±0 ±0 ±0 ±0 ±0 −1 +5 −16 −2
H (110 GeV) 0.62±0.02 ±0 −1 −1 ±0 −1 ±0 ±0 −2 +6 −15 ±0
H (115 GeV) 0.63±0.02 ±0 ±0 ±0 ±0 ±0 ±0 ±0 −1 +6 −17 −1
H (120 GeV) 0.58±0.02 ±0 ±0 ±0 ±0 ±0 ±0 ±0 −1 +3 −15 +1
H (125 GeV) 0.53±0.02 ±0 ±0 ±0 ±0 ±0 ±0 ±0 −1 +3 −18 −2
H (130 GeV) 0.44±0.02 ±0 ±0 ±0 ±0 ±0 ±0 ±0 −2 +4 −16 −1
H (135 GeV) 0.38±0.01 ±0 +1 ±0 ±0 ±0 ±0 ±0 −1 +4 −16 ±0

ANN analysis Z→ ττ 1.25±0.05 ±0 ±0 −1 ±0 −1 ±0 ±0 −1 +19 −32 −2
tt̄ 1.0±0.15 ±0 ±0 ±0 −1 ±0 −1 −3 −3 +14 −16 −11
H (105 GeV) 0.74±0.03 ±0 −1 −1 −1 ±0 ±0 ±0 −1 +4 −22 −2
H (110 GeV) 0.73±0.03 ±0 ±0 ±0 ±0 −1 ±0 −1 −2 +2 −21 −1
H (115 GeV) 0.73±0.03 ±0 ±0 −1 ±0 ±0 ±0 ±0 −1 ±0 −23 −3
H (120 GeV) 0.67±0.02 ±0 ±0 ±0 ±0 ±0 ±0 ±0 −1 +2 −20 −1
H (125 GeV) 0.60±0.02 ±0 ±0 ±0 ±0 ±0 ±0 −1 −1 +2 −21 −2
H (130 GeV) 0.53±0.02 ±0 ±0 ±0 ±0 ±0 ±0 ±0 −1 +1 −23 −5
H (135 GeV) 0.44±0.01 ±0 +1 ±0 ±0 ±0 ±0 ±0 −1 +5 −23 ±0
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Table 8.6: Impact of the detector-related systematic effects (in %) on the selected cross-section for signal and backgrounds in the semileptonic
channel in the optimized cut-based analysis, in the ANN analysis and, for comparison, in the baseline analysis [49]. S+ andS− denote
the positive and negative shifts of the energy scale,R the degradation of the energy resolution andE the degradation of the reconstruction
efficiency.

ℓh-channel cross-section Systematic effects
w/o sys. effects Electrons Muons τ-Jets Jets

[ fb ] S+ S− R E S+ S− R E S+ S− R E S+ S− R
Baseline analysis Z→ ττ 1.63±0.11 ±0 ±0 +1 ±0 −1 ±0 ±0 ±0 +2 −7 −2 −5 +11 −16 −1

tt̄ 0.28±0.07 ±0 +5 +5 ±0 +5 ±0 +5 ±0 +9 ±0 +8 −7 −2 +5 −14
H (105 GeV) 0.74±0.04 −1 ±0 ±0 −1 ±0 +1 ±0 ±0 +3 −1 ±0 −6 +11 −11 −3
H (110 GeV) 0.73±0.04 ±0 +1 +1 ±0 ±0 +1 ±0 −1 −2 −5 −2 −5 +9 −9 −2
H (115 GeV) 0.78±0.07 −1 −1 ±0 ±0 −1 ±0 −1 −1 −1 −1 −7 −5 +7 −7 −1
H (120 GeV) 0.67±0.04 −1 +1 −1 ±0 ±0 ±0 −1 ±0 −1 −3 +2 −5 +11 −13 −2
H (125 GeV) 0.58±0.03 +1 +1 ±0 ±0 ±0 ±0 ±0 ±0 −2 +1 −3 −5 +14 −8 +2
H (130 GeV) 0.53±0.05 ±0 ±0 ±0 ±0 ±0 +1 +1 ±0 +3 −3 −2 −5 +10 −10 −2
H (135 GeV) 0.45±0.02 ±0 ±0 +1 ±0 −1 ±0 −1 ±0 +5 ±0 ±0 −5 +9 −12 ±0

Optimized cuts Z→ ττ 1.38±0.10 ±0 −1 +1 ±0 ±0 ±0 ±0 ±0 +1 −2 +2 −6 +12 −20 −1
tt̄ 0.14±0.05 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 −10 −20 +10
H (105 GeV) 0.75±0.05 −1 ±0 ±0 −1 −1 ±0 ±0 ±0 +1 ±0 ±0 −6 +5 −11 −3
H (110 GeV) 0.73±0.04 ±0 +1 +1 ±0 ±0 +1 ±0 −1 −2 −5 −3 −5 +5 −6 −2
H (115 GeV) 0.75±0.07 ±0 −1 ±0 ±0 −1 ±0 −1 −1 −2 ±0 −6 −7 +5 −4 +1
H (120 GeV) 0.67±0.04 −1 ±0 ±0 ±0 ±0 +1 −1 ±0 −2 −1 +3 −5 +4 −15 −3
H (125 GeV) 0.59±0.03 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 −1 ±0 −3 −5 +4 −9 +2
H (130 GeV) 0.55±0.05 ±0 −1 ±0 ±0 ±0 +1 ±0 −1 −2 −4 −4 −7 +6 −7 −3
H (135 GeV) 0.44±0.02 ±0 ±0 ±0 ±0 −1 ±0 ±0 ±0 +4 ±0 ±0 −6 +4 −7 −1

ANN analysis Z→ ττ 1.4±0.09 ±0 −1 −1 ±0 ±0 −1 −1 ±0 +5 −14 −4 −6 −5 −26 −1
tt̄ 0.15±0.05 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 +9 ±0 +27 −36 −18
H (105 GeV) 0.81±0.05 ±0 +1 +1 −1 −1 ±0 ±0 ±0 +1 −2 +2 −6 −2 −15 ±0
H (110 GeV) 0.81±0.04 ±0 +1 +1 ±0 ±0 +1 ±0 −1 −5 −8 −3 −5 ±0 −16 −2
H (115 GeV) 0.80±0.07 +1 +1 +1 ±0 ±0 +1 ±0 −1 −5 −4 −9 −7 −8 −8 −3
H (120 GeV) 0.71±0.04 −1 ±0 ±0 ±0 ±0 ±0 −1 ±0 −3 −3 +5 −5 +3 −17 −1
H (125 GeV) 0.68±0.03 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 −4 −3 −5 −5 +2 −16 ±0
H (130 GeV) 0.64±0.05 ±0 ±0 +1 ±0 ±0 +1 ±0 −1 +3 −11 −3 −6 +2 −17 −5
H (135 GeV) 0.50±0.02 ±0 ±0 ±0 ±0 −1 ±0 ±0 ±0 +2 −4 −1 −5 +2 −18 −3
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a) Without systematic uncertainties on the signal and backgroundpredictions
In the ideal case that the background is perfectly known, the signal significance including
systematic effects can be evaluated using equation8.6with the number of signal and back-
ground events being coherently varied according to the detector-relatedsystematic effects
summarized in Tables8.5and8.6:

S → S′ = S + δS iS and

B → B′ = B+ δBiB,

(8.12)

whereδS i (δBi) is the relative change of the selected signal (background) cross-section due
to thei-th systematic effect.

Figure8.7 shows the resulting signal significances for the optimized cut-based, the ANN
and the baseline analysis separately for the leptonic and the semileptonic channel. The
line shows the significance without systematic variations. The shaded band represents the
maximum deviation arising from detector-related systematic variations where theshift of
the jet energy scale dominates.

b) Background estimation from simulation including systematic uncertainties
Assuming no correlation between the different systematic effects, the total systematic back-

ground uncertainty is conservatively given byδB,max=

√

∑

i
δ2B,i , with δB,i being thei-th

systematic effect, including:

1. the theoretical uncertainties of 10% (see Section8.2.1)

2. the uncertainty of 50 % (100 %) on thett̄ background in the leptonic (semileptonic)
channel due to the fast detector simulation (see Section8.2.2)

3. an uncertainty on theW+ jets background contribution in the semileptonic channel
(see Section6.6.2) which is assumed to have a similar invariantττ mass distribution
as thett̄ background. This uncertainty has thus been included by adding a 100 %
uncertainty on thett̄ contribution.

4. the detector-related effects in Tables8.5and8.6.

The valuesδB,max are given in Table8.6. Taking the uncertainties into account, equation8.6
changes to:

S
√

N
→ N′ − B
√

N′ + (δmax · B)2
=

S′ + B′ − B
√

N′ + (δmax · B)2
(8.13)

whereN′ = S′ + B′ be the total number of observed eventsincluding systematic detector
effects andB be the number of expected background events from Monte Carlo datawithout
any systematic effect.

Figure8.8 shows the predicted signal significances with and without systematic uncertain-
ties on the background estimation from Monte Carlo data. The lines representthe values
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Figure 8.7: Signal significancesS/
√

S + B of the baseline, the optimized cut-based and the ANN
analysis as a function of the Higgs boson mass for a perfectlyknown background contribution and
an integrated luminosity of 30 fb−1. The lines represent the case of no systematic detector effects.
The shaded bands represent the maximum deviation taking into account detector-related systematic
effects. The results are shown separately for the leptonic (left) and the semileptonic channel (right).
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Table 8.7: Systematic uncertaintyδB,max [%] on the background contribution estimated by Monte
Carlo simulations of the dominant background processesZ→ ττ andtt̄. TheW+ jets background
in the semileptonic channel has been neglected but a systematic uncertainty of 100 % was assigned
assuming the same invariantττmass distribution as for thett̄ background.

δB,max [%] ℓℓ channel ℓh channel
Baseline Optimized ANN Baseline Optimized ANN
analysis cuts analysis analysis cuts analysis

Z→ ττ 30 30 35 20 20 30
tt̄ 55 60 60 100 100 110
W+ jets neglected 100 100 100

without variations in the number of signal and background events causedby detector-related
systematic effects. A degradation of the signal significance due to the systematic uncertainty
δB,max is observed.

The corresponding uncertainty band due to detector-effects becomes much broader since
the termB′ − B in the numerator of equation8.13strongly influences the calculated number
of signal events. This is most pronounced for low Higgs masses where thevicinity of the
Z-resonance leads to a larger number of background events than for higher Higgs masses.

c) Background estimation from control data samples
In order to avoid large systematic uncertainties in the estimation on the background contri-
bution, the background has to be determined using real data rather than Monte Carlo data.
This can be done by means of control data samples which are selected freeof signal con-
tributions to provide a reliable and unbiased background determination. With the relative
uncertainty of such a data-driven background estimation beingσ, the estimation of the sig-
nal significance becomes

N′ − B′
√

N′ + (σ · B′)2
=

S′
√

N′ + (σ · B′)2
(8.14)

with B′ being the number of background events measured with the data-driven method tak-
ing into account the variations in the selected cross-section caused by systematic effects.

One can determine theZ→ ττ background contribution from reconstructedZ→ µµ events
by replacing the muons with simulatedτ decays. In this way, deviations of the back-
ground contribution due to systematic effects are directly taken into account. Studies have
shown that with this method one can estimate theZ→ ττ background with an uncertainty
of σ=10 % [78,49].

A method for determining thett̄ background from real data has not yet been developed.
However, it is expected that thett̄ cross-section measurement at the LHC will reduce the
present uncertainty on the Monte Carlo simulation. Thus, a rather conservative uncertainty
of 50 % is assigned to this background contribution as it has been done in theCSC analy-
sis [49].
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Figure 8.8: Signal significancesS/
√

S + B with (squares) and without (circles, see Figure8.7)
systematic uncertainties on the background estimation from Monte Carlo simulations as a function
of the Higgs mass, calculated for an integrated luminosity of 30 fb−1. The shaded bands indicate the
variations of the predicted significance due to detector-related systematic effects in both cases.
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Figure8.9 shows the resulting predictions of the signal significance for the leptonic and
semileptonic channels and the analysis methods studied. The lines representthe signifi-
cance predictions without systematic variations of signal and backgroundwhich are in turn
indicated by the shaded bands.

Compared to the background estimation from Monte Carlo simulations (Figure8.8), the
estimation of the background contribution by data-driven methods provideshigher signal
significances and much narrower uncertainty bands. Thus, methods fora reliable estimation
of the background from experimental data are crucial for a Higgs boson discovery in the
H → ττ channel.

8.2.5 Profile Likelihood Calculation

For the case of data-driven background estimation, the signal significances have also been calcu-
lated by means of the profile likelihood method (see Section8.1) in the same manner as it was
done in the CSC analysis [49]. A simultaneous fit to themττ distributions of the signal candidates
as well as to theZ→ ττ and thett̄ background estimations from data is performed with the sys-
tematic uncertainties of 10 % and 50 % on theZ→ ττ andtt̄ backgrounds being taken into account
in this calculation.
The probability density functionsF(mττ; θ) for the signal and each background process have
been determined from fits to the correspondingmττ distributions after all analysis cuts. Both
theZ→ ττ and the signal distribution are described by the sum of three Gaussians withidentical
mean and fixed ratios of the standard deviations (σ2 = 2.45 · σ1, σ3 = 5.02 · σ1) and normaliza-
tions (N2 = 0.635· N1,N3 = 0.292· N1). In addition, an efficiency weighting function is used to
take into account the asymmetry of theZ→ ττ andH → ττ resonances which is introduced by
the cuts on the visible momentum fractionsχ1,2 and on the missing transverse energyEmiss

T . It

is parameterized as 1/2+ 1/2 · erf{[mττ −mvis]/
√

2σvis} where “erf” denotes the Gaussian error
function.mvis andσvis represent the mean and standard deviation of the distribution of the events
rejected by theχ1,2 cuts, wheremvis is parameterized asmvis = 0.576mZ/H + 6.2 GeV andσvis is
fixed to 10 GeV.
Thus, the pdfs are:

FZ/H(mττ; mZ/H , σZ/H) = cn1

[

1
2
+

1
2
· erf

(

mττ −mvis√
2σvis

)]

×
3
∑

i=1

Ni e(mττ−mZ/H)2/2σ2
Z/H,i (8.15)

The shape of themττ distribution for thett̄ background is parameterized by

Ftt̄(mττ; a1,a2,a3) = cn2

(

1
mττ + a1

)a2

ma3
ττ (8.16)

where the parameterscn1 andcn2 ensure the normalization of the pdfs.
The pdf used for the fit to the signal candidates distribution is the sum of the pdfs of the three
contributions (signal,Z→ ττ andtt̄)
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Figure 8.9: Signal significancesS/
√

S + B for background estimation from data (triangles) com-
pared to the case without systematic uncertainties (circles, see Figure8.7), calculated for an inte-
grated luminosity of 30 fb−1. The bands indicate the systematic variations in the signalsignificance
prediction due to detector-related uncertainties.



8.2. Systematic Uncertainties 163

00 200200 400400 600600 800800 100010000.000.00

0.050.05

0.100.10

0.150.15

A
rb

itr
ar

y
U

ni
ts

A
rb

itr
ar

y
U

ni
ts

mττ [ GeV]mττ [ GeV]

Before jet cuts

After all selection cuts (ANN)

Figure 8.10: mττ distributions of thett̄ background in the leptonic analysis, shown before applying
jet cuts (full squares) and after applying all selection cuts of the ANN analysis (open circles).

Fsignal(mττ; fH ,mH , σH , fZ,mZ, σZ,a1,a2,a3) = fH · FH(mττ; mH , σH) (8.17)

+ fZ · FZ(mττ; mZ, σZ)

+ (1− fH + fZ) · Ftt̄(mττ; a1,a2,a3)

where fH and fZ are the relative contributions of the signal and theZ→ ττ processes. The total
likelihood is calculated by multiplying the likelihoods of the three fits:

L(mττ| fH , ν) = LZ control(mττ|mZ, σZ) (8.18)

× Ltt̄ control(mττ|a1,a2,a3)

× Lsignal(mττ| fH ,mH , σH , fZ,mZ, σZ,a1,a2,a3).

To test theH0 hypothesis, the signal contributionfH is fixed to 0, which corresponds toµ = 0 as
described in Section8.1. The other parameters (mH , σH , fZ,mZ, σZ,a1,a2,a3) are left free in the
fit and are callednuisance parameters, denoted byν.
For theZ→ ττ and thett̄ control distributions the same Monte Carlo data and the same selection
criteria as for the signal selection have been used to simulate the data-driven methods with sys-
tematic uncertainties on the normalization of the control distribution of 10 % forZ→ ττ and 50 %
for tt̄ as discussed above. Due to the low Monte Carlo statistics after applying all cuts, the control
distribution for thett̄ background has been taken before applying the cuts on forward and central
jets. As indicated in Figure8.10the influence of the jet cuts on themττ shape is expected to be
small and has thus been neglected.
Figures8.11and8.12show the signal and background pdfs used for the likelihood fits in the lep-
tonic and semileptonic channel respectively. The fits ofFZ(mττ; mZ, σZ) andFtt̄(mττ; a1,a2,a3) to
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the corresponding control samples are shown in Figures8.11aand8.12aas well as Figures8.11d
and8.12d. Figures8.11band8.12bshow the fit to themττ distribution obtained by the ANN
analysis for an integrated luminosity of 30 fb−1 in the leptonic decay channel. The signal strength
parameterµ is fixed to 0 representing theH0 hypothesis. Figures8.11cand8.12cshow the cor-
responding fit withµ as free parameter. The resulting likelihood values are used to calculate the
signal significance as described in Section8.1. The combination of the leptonic and the semilep-
tonic decay channel is done by multiplying the individual likelihoods.
Figure 8.13 shows the results of the significance calculations for the optimized cut-based, the
ANN and the baseline analysis in the leptonic, the semileptonic and the combination of both
channels. The lines represent the significances obtained without systematic variations of the de-
tector performance and the shaded bands indicate the maximum deviations dueto the systematic
detector-related effects.
While both methods take into account the systematic uncertainties from estimating thebackground
from data-driven methods, the significances obtained by the profile likelihood method are higher
than theS/

√
S + B values calculated in themττ mass window (see Figure8.9). This can be

explained by the fact that the profile likelihood method uses the information of the full mττ distri-
bution.
Comparing the three analysis methods, one observes that the significancesresulting from the opti-
mized cut-based analysis are significantly higher than from the baseline analysis. Furthermore, the
significances resulting from the ANN analysis are higher than those provided by the optimized cut-
based analysis. Table8.8summarizes the signal significances calculated by the profile likelihood
method with uncertainties corresponding to the maximum variations caused by detector-related
effects. Uncertainties due to limited Monte Carlo statistics have not been taken into account.
With the optimized cut-based analysis, it will be possible to discover the Standard Model Higgs
boson with≥5σ significance after three years of ATLAS operation corresponding to anintegrated
luminosity of 30 fb−1, for Higgs masses above 113 GeV. The ANN analysis allows for a discovery
for Higgs masses even above 110 GeV. It has been demonstrated that theANN is robust against
the expected detector-related systematic uncertainties.
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Figure 8.11: Maximum likelihood fit to the signal and background pdfs, shown (a) for theZ→ ττ
control sample, (b) and (c) for themττ distribution resulting from the ANN analysis and (d) for
the tt̄ control sample for the leptonic channel. In (b) the signal contribution was set toµ = 0
(H0 hypothesis) and in (c)µ was left floating (H1 hypothesis). The systematic uncertainties of
estimating the backgrounds from data are taken into accountby scaling the error bars forZ→ ττ to
10 % (a) and fortt̄ to 50 % (d). The errors for (b) and (c) are as shown in Figure7.9.
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Figure 8.12: Maximum likelihood fit to the signal and background pdfs, shown (a) for theZ→ ττ
control sample, (b) and (c) for themττ distribution resulting from the ANN analysis and (d) for
the tt̄ control sample for the semileptonic channel. In (b) the signal contribution was set toµ = 0
(H0 hypothesis) and in (c)µ was left floating (H1 hypothesis). The systematic uncertainties of
estimating the backgrounds from data are taken into accountby scaling the error bars forZ→ ττ to
10 % (a) and fortt̄ to 50 % (d). The errors for (b) and (c) are as shown in Figure7.10.
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Figure 8.13: Signal significances determined by the profile likelihood method (see text) as a function
of the Higgs mass, calculated for an integrated luminosity of 30 fb−1. For each of the three analysis
methods studied, the significances are shown for the leptonic and for the semileptonic channel as
well as for the combination of the two. The lines represent the signal significance without systematic
variations of the detector performance which are taken intoaccount in the shaded bands.
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Table 8.8: Expected signal significances for an integrated luminosityof 30 fb−1 determined with
the profile likelihood method for the baseline, the optimized cut-based and the ANN analysis for
the leptonic and the semileptonic channel as well as the combination of the two. The uncertainties
correspond to the systematic variations of the detector performance (see text).

Baseline analysis Optimized cuts ANN analysis

ℓℓ channel

H (105 GeV) 1.7+0.0
−0.1 2.0+0.0

−0.1 2.3+0.0
−0.3

H (110 GeV) 2.0+0.0
−0.1 2.7+0.0

−0.1 3.2+0.0
−0.3

H (115 GeV) 2.5+0.0
−0.2 3.3+0.0

−0.1 3.8+0.0
−0.4

H (120 GeV) 2.5+0.1
−0.2 3.6+0.0

−0.2 4.1+0.0
−0.4

H (125 GeV) 2.2+0.1
−0.2 3.5+0.0

−0.2 4.0+0.0
−0.4

H (130 GeV) 1.9+0.1
−0.1 2.9+0.0

−0.1 3.6+0.0
−0.4

H (135 GeV) 1.7+0.1
−0.2 2.8+0.0

−0.1 3.3+0.0
−0.5

ℓh channel

H (105 GeV) 2.2+0.2
−0.1 2.4+0.1

−0.1 2.6+0.2
−0.2

H (110 GeV) 3.2+0.3
−0.4 3.5+0.2

−0.4 3.8+0.3
−0.5

H (115 GeV) 3.9+0.3
−0.5 4.3+0.3

−0.5 4.6+0.3
−0.7

H (120 GeV) 4.2+0.2
−0.4 4.7+0.1

−0.4 4.9+0.2
−0.6

H (125 GeV) 4.2+0.3
−0.4 4.7+0.1

−0.3 5.2+0.1
−0.5

H (130 GeV) 4.0+0.3
−0.2 4.6+0.3

−0.3 5.0+0.1
−0.4

H (135 GeV) 3.8+0.1
−0.1 4.3+0.1

−0.2 4.7+0.0
−0.3

ℓℓ +ℓh channel

H (105 GeV) 2.8+0.2
−0.1 3.1+0.1

−0.2 3.5+0.2
−0.4

H (110 GeV) 3.8+0.3
−0.3 4.4+0.2

−0.3 4.9+0.2
−0.4

H (115 GeV) 4.6+0.2
−0.4 5.4+0.2

−0.4 5.9+0.2
−0.5

H (120 GeV) 4.9+0.2
−0.3 5.9+0.1

−0.3 6.4+0.2
−0.4

H (125 GeV) 4.8+0.3
−0.3 5.8+0.1

−0.2 6.5+0.1
−0.4

H (130 GeV) 4.4+0.3
−0.2 5.5+0.2

−0.2 6.2+0.1
−0.3

H (135 GeV) 4.2+0.2
−0.2 5.2+0.1

−0.1 5.8+0.0
−0.5
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Summary

The ATLAS experiment at the Large Hadron Collider is designed to explore awide range of new
phenomena in particle physics with proton-proton collisions at energies up to14 TeV. An integral
part of the ATLAS detector is the muon spectrometer for which the Max-Planck-Institut für Physik
in Munich in collaboration with the Ludwig-Maximilians University has built 88 precision drift
chambers. The installation of the muon chambers in the ATLAS cavern took place in the years
2005 – 2007. Almost 1 200 chambers had to be positioned with an accuracy of 1 mm with respect
to the interaction point.

Gas leak and high voltage tests have been carried out before and after installation in order to detect
possible damages during installation. Afterwards, the performance of the muon spectrometer has
been tested with cosmic ray muons. An average muon detection efficiency of the drift tubes of
97 % has been measured in agreement with the expectation. A part of the barrel muon chambers
has been aligned with muon tracks with the desired accuracy in the regions where a sufficient
number of cosmic muons could be detected.

The muon spectrometer performance has an important impact on searches for Higgs decays with
muons in the final state. The discovery of the Higgs boson is the main objectiveof the ATLAS
experiment. Experimental and theoretical bounds constrain the Standard Model Higgs boson mass
to the range 114.4 GeV≤mH ≤185 GeV. One of the most promising discovery channel in this mass
range is the vector-boson fusion production of the Higgs boson with the subsequent decay into a
τ-lepton pair. The decay modes where bothτ leptons decay leptonically or where oneτ lepton
decays leptonically and the other one hadronically have been studied. TheHiggs boson mass can
be reconstructed with a resolution of about 10 GeV in this channel.

Various discriminating variables can be used to suppress the dominant backgrounds from top quark
pair tt̄ andZ boson production and decay toτ leptons. The vector-boson fusion process is charac-
terized by two highly energetic jets in the forward regions of the detector providing a particularly
important signature for Higgs detection in this production process.

Two signal selection methods have been studied in this work, a cut-based analysis and a mul-
tivariate analysis method. In the case of the cut-based analysis, the discovery potential of the
search channel is significantly increased compared to previously published results by using addi-
tional discriminating variables and optimizing the selection cuts by an iterative procedure. While
the signal efficiency remained unchanged the background suppression improved significantly, in
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particular for thett̄ background contribution to the leptonic channel which could be reduced by
approximately 70 %.
In order to fully take into account correlations between the discriminating variables, the multivari-
ate analysis methods Projective Likelihood, Fisher Linear Discriminant, Boosted Decision Trees
and Artificial Neural Networks have been studied. The input variables have been carefully selected
in order to obtain best discrimination while avoiding any bias of the reconstructed Higgs boson
mass distribution.
The Artificial Neural Network algorithm showed the best performance in terms of achievable sig-
nal significance including systematic uncertainties and stability of the results withrespect to the
choice of discriminating variables. The background suppression of the Artificial Neural Network
analysis is similar to the optimized cut-based analysis while the signal efficiency is further in-
creased by approximately 10 % for all tested Higgs boson masses in the studied range from 105 to
135 GeV, although the network has only been trained for a Higgs mass of 120 GeV.
The impact of systematic uncertainties, in particular the simulated detector performance has been
discussed. The largest systematic effect on the selection efficiencies for signal and background is
the uncertainty in the jet energy calibration. Both the cut-based and the Artificial Neural Network
analysis show a similar sensitivity to the systematic uncertainties. Their impact on the expected
Higgs discovery potential shows the need for a reliable determination of the background contribu-
tions from the data rather than from Monte Carlo simulations.
The final results for the signal significance for the leptonic and semileptonicchannel as well as
for the combination of the two are derived from a maximum likelihood fit to theτ-pair invariant
mass spectra for signal and background using a profile likelihood ratio method and assuming
background estimation from data with uncertainties of 10 % for theZ→ ττ and 50 % for thett̄
background.
Combining both channels one can expect to discover the Higgs boson with≥5σ significance in
the mass range 115 GeV≤mH ≤135 GeV and a maximum signal significance of 5.9σ for a Higgs
mass of 120 GeV with an integrated luminosity of 30 fb−1 corresponding to the first three years of
ATLAS operation. With the Artificial Neural Network method, the mass range for ≥5σ Higgs
discovery with 30 fb−1 is extended down to 110 GeV with a maximum signal significance of 6.5σ

for mH =125 GeV. For both analyses, the systematic uncertainty in the prediction of thesignal
significance is approximately 10 %.



Appendix A

Details for all Higgs Masses

On the following pages, the evolution of the cross-sections with the applied analysis cuts are shown
for all studied Higgs mass datasets for the cut-based and the multivariate analysis and for both the
leptonic and the semileptonic decay channel.
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Table A.1: Evolution of the signal cross-section times efficiency [ fb] in the optimized cut-based analysis, shown for all studied Higgs mass
points in the leptonic decay channel (extension of Table6.3). The uncertainties shown are statistical only.

105 GeV 110 GeV 115 GeV 120 GeV 125 GeV 130 GeV 135 GeV
Cross-section 26 25 24 22 19 16 13
Cuts onτ-decay products:
Trigger 12.7± 0.11 12.8± 0.11 12.5±0.10 11.6±0.05 10.3± 0.09 8.82± 0.07 7.32± 0.06
N(e+ µ)=2 5.75± 0.08 5.89± 0.07 5.82±0.07 5.48±0.04 4.95± 0.06 4.31± 0.05 3.62± 0.04
Lepton charge 5.73± 0.08 5.87± 0.07 5.79±0.07 5.46±0.04 4.93± 0.06 4.30± 0.05 3.61± 0.04
Emiss

T > 40 GeV 3.41± 0.06 3.49± 0.06 3.45±0.05 3.17±0.03 2.93± 0.05 2.55± 0.04 2.17± 0.03
∆φττ < 2.5 3.22± 0.06 3.22± 0.05 3.16±0.05 2.85±0.03 2.61± 0.04 2.21± 0.04 1.86± 0.03
χ1,2 = 0.0− 1.0 2.85± 0.05 2.87± 0.05 2.84±0.05 2.57±0.03 2.33± 0.04 2.01± 0.04 1.69± 0.03
mℓνT < 100 GeV 2.85± 0.05 2.87± 0.05 2.84±0.05 2.57±0.03 2.32± 0.04 1.99± 0.04 1.68± 0.03
Cuts on the tagging jets:
N(jets)≥ 2 2.37± 0.05 2.35± 0.05 2.33±0.05 2.10±0.02 1.91± 0.04 1.64± 0.03 1.38± 0.03
η j1 × η j2 < 0 1.94± 0.04 1.94± 0.04 1.94±0.04 1.74±0.02 1.60± 0.04 1.38± 0.03 1.14± 0.02
∆η jτ > 0 1.79± 0.04 1.80± 0.04 1.77±0.04 1.58±0.02 1.44± 0.03 1.24± 0.03 1.04± 0.02
∆η j j > 3.5 1.48± 0.04 1.48± 0.04 1.48±0.04 1.32±0.02 1.20± 0.03 1.06± 0.03 0.89± 0.02
mj j > 600 GeV 1.22± 0.04 1.18± 0.03 1.20±0.03 1.08±0.02 1.00± 0.03 0.87± 0.02 0.73± 0.02
∆φ j j < 2.2 0.99± 0.03 0.93± 0.03 0.95±0.03 0.89±0.03 0.81± 0.03 0.68± 0.02 0.59± 0.02
b-jet veto 0.88± 0.03 0.84± 0.03 0.84±0.03 0.79±0.03 0.72± 0.02 0.61± 0.02 0.53± 0.02
Cuts on the event topology:
∆ηmin

jτ > 0.6 0.80± 0.03 0.78± 0.03 0.78±0.03 0.74±0.03 0.67± 0.02 0.57± 0.02 0.49± 0.02
∆ηmax

jτ > 1.5 0.80± 0.03 0.78± 0.03 0.78±0.03 0.73±0.03 0.66± 0.02 0.56± 0.02 0.49± 0.02
Central jet veto 0.70± 0.03 0.68± 0.03 0.67±0.02 0.63±0.02 0.57± 0.02 0.48± 0.02 0.42± 0.01
ptot

T < 30 GeV 0.65± 0.03 0.62± 0.02 0.63±0.02 0.58±0.02 0.53± 0.02 0.44± 0.02 0.38± 0.01
Mass window cut:
mττ = mH ± 15 GeV 0.54± 0.02 0.54± 0.02 0.53±0.02 0.49±0.02 0.43± 0.02 0.34± 0.01 0.30± 0.01
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Table A.2: Evolution of the signal cross-section times efficiency [ fb] in the optimized cut-based analysis, shown for all studied Higgs mass
points in the semileptonic decay channel (extension of Table 6.6). The uncertainties shown are statistical only.

105 GeV 110 GeV 115 GeV 120 GeV 125 GeV 130 GeV 135 GeV
Cross-section 180 173 160 145 127 108 87
Cuts onτ-decay products:
Trigger 56.4±0.39 56.2± 0.34 53.4± 0.55 49.5±0.23 44.7±0.26 38.8± 0.4 31.8± 0.18
N(e+ µ)=1 50±0.36 49.6± 0.32 46.7± 0.51 43.4±0.22 39±0.24 34.1± 0.37 27.6± 0.17
N(τ)=1 8.25±0.15 8.67± 0.13 8.67± 0.22 8.45±0.096 7.92±0.11 7.24± 0.17 5.99± 0.078
Lepton charge 7.79±0.14 8.16± 0.13 8.24± 0.22 8.02±0.094 7.5±0.1 6.88± 0.17 5.73± 0.076
Emiss

T > 30 GeV 4.74±0.11 4.98± 0.1 5.18± 0.17 4.87±0.073 4.55±0.082 4.2± 0.13 3.52± 0.06
∆φττ < 2.5 4.37±0.11 4.59± 0.097 4.62± 0.16 4.34±0.069 3.95±0.076 3.54± 0.12 2.92± 0.055
χℓ,h = 0.0− 1.0 3.3±0.094 3.47± 0.084 3.5± 0.14 3.35±0.061 3.07±0.067 2.74± 0.11 2.29± 0.048
mℓνT < 30 GeV 2.49±0.082 2.59± 0.073 2.49± 0.12 2.4±0.051 2.14±0.056 1.89± 0.088 1.52± 0.039
Cuts on the tagging jets:
N(jets)≥ 2 2.12±0.075 2.14± 0.066 2.1± 0.11 2±0.047 1.71±0.05 1.52± 0.079 1.24± 0.036
η j1 × η j2 < 0 1.74±0.068 1.81± 0.061 1.81± 0.1 1.62±0.042 1.46±0.046 1.26± 0.072 1.05± 0.033
∆η jτ > 0 1.63±0.066 1.63± 0.058 1.68± 0.098 1.49±0.04 1.34±0.044 1.12± 0.068 0.968± 0.031
∆η j j > 3.6 1.3±0.059 1.29± 0.051 1.39± 0.089 1.2±0.036 1.08±0.04 0.974± 0.063 0.78± 0.028
mj j > 600 GeV 1.11±0.054 1.08± 0.047 1.18± 0.082 1.02±0.033 0.887±0.036 0.799± 0.057 0.661± 0.026
∆φ j j < 2.7 1.04±0.053 0.996± 0.045 1.1± 0.079 0.949±0.044 0.822±0.035 0.734± 0.055 0.61± 0.025
Cuts on the event topology:
∆ηmin

jτ > 0.8 0.904±0.049 0.855± 0.042 0.923± 0.072 0.831±0.041 0.714±0.032 0.66± 0.052 0.523± 0.023
∆ηmax

jτ > 1.5 0.901±0.049 0.853± 0.042 0.906± 0.072 0.827±0.041 0.714±0.032 0.656± 0.052 0.521± 0.023
Central jet veto 0.771±0.045 0.751± 0.039 0.787± 0.067 0.698±0.037 0.611±0.03 0.566± 0.048 0.453± 0.022
ptot

T < 40 GeV 0.755±0.045 0.729± 0.039 0.753± 0.065 0.67±0.037 0.593±0.03 0.55± 0.047 0.438± 0.021
Mass window cut:
mττ = mH ± 15 GeV 0.648±0.042 0.647± 0.036 0.646± 0.06 0.572±0.034 0.485±0.027 0.412± 0.041 0.346± 0.019
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Table A.3: Evolution of the signal cross-section times efficiency [ fb] in the ANN analysis, shown for all studied Higgs mass points in the
leptonic decay channel (extension of Table7.5). The uncertainties shown are statistical only.

105 GeV 110 GeV 115 GeV 120 GeV 125 GeV 130 GeV 135 GeV
Cross-section [ fb] 26 25 24 22 19 16 13
Trigger 12.7±0.11 12.8± 0.11 12.5± 0.1 11.6± 0.05 10.3±0.09 8.8±0.07 7.3± 0.06
N(e+ µ)=2 5.8±0.08 5.9± 0.07 5.8± 0.07 5.5± 0.04 5.0±0.06 4.3±0.05 3.6± 0.04
Lepton charge 5.7±0.08 5.9± 0.07 5.8± 0.07 5.5± 0.04 4.9±0.06 4.3±0.05 3.6± 0.04
Emiss

T > 40 GeV 3.4±0.06 3.5± 0.06 3.5± 0.05 3.2± 0.03 2.9±0.05 2.6±0.04 2.2± 0.03
∆φττ < 2.9 3.3±0.06 3.4± 0.06 3.3± 0.05 3.1± 0.03 2.8±0.05 2.4±0.04 2.1± 0.03
χ1,2 = 0.0− 1.0 2.9±0.05 3.0± 0.05 3.0± 0.05 2.7± 0.03 2.5±0.04 2.2±0.04 1.9± 0.03
N(jets)≥ 2 2.4±0.05 2.4± 0.05 2.4± 0.05 2.2± 0.02 2.0±0.04 1.8±0.03 1.5± 0.03
η j1 × η j2 < 0 2.0±0.05 2.0± 0.04 2.0± 0.04 1.8± 0.02 1.7±0.04 1.5±0.03 1.2± 0.02
∆η jτ > 0 1.8±0.04 1.9± 0.04 1.8± 0.04 1.7± 0.02 1.5±0.03 1.3±0.03 1.1± 0.02
b-jet veto 1.6±0.04 1.6± 0.04 1.6± 0.04 1.4± 0.03 1.3±0.03 1.2±0.03 0.96± 0.02
Central jet veto 1.3±0.04 1.4± 0.04 1.3± 0.03 1.2± 0.03 1.1±0.03 0.99±0.03 0.81± 0.02
ANN > 0.7 0.74±0.03 0.74± 0.03 0.73± 0.03 0.67± 0.02 0.60±0.02 0.53±0.02 0.44± 0.02
mℓνT < 100 GeV 0.74±0.03 0.74± 0.03 0.73± 0.03 0.67± 0.02 0.60±0.02 0.53±0.02 0.44± 0.01
mττ =105-135 GeV 0.60±0.02 0.62± 0.02 0.61± 0.02 0.54± 0.02 0.47±0.02 0.39±0.02 0.33± 0.01
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Table A.4: Evolution of the signal cross-section times efficiency [ fb] in the ANN analysis, shown for all studied Higgs mass points in the
semileptonic decay channel (extension of Table7.6). The uncertainties shown are statistical only.

105 GeV 110 GeV 115 GeV 120 GeV 125 GeV 130 GeV 135 GeV
Cross-section [ fb] 180 173 160 145 127 108 87
Trigger 56.4± 0.4 56.2± 0.3 53.4± 0.6 49.5±0.2 44.7±0.3 38.8± 0.4 31.8± 0.2
N(e+ µ)=1 50.0± 0.4 49.6± 0.3 46.7± 0.5 43.4±0.2 39.0±0.2 34.1± 0.4 27.6± 0.2
N(τ)=1 8.3± 0.2 8.7± 0.1 8.7± 0.2 8.45±0.1 7.9±0.1 7.2± 0.2 6.0± 0.08
Lepton charge 7.8± 0.1 8.2± 0.1 8.2± 0.2 8.02±0.1 7.5±0.1 6.9± 0.2 5.7± 0.08
Emiss

T > 30 GeV 4.7± 0.1 5.0± 0.1 5.2± 0.2 4.87±0.1 4.6±0.08 4.2± 0.1 3.5± 0.06
∆φττ < 2.9 4.6± 0.1 4.9± 0.1 5.0± 0.2 4.69±0.07 4.3±0.08 4.0± 0.1 3.3± 0.06
χℓ,h = 0.0− 1.0 3.4± 0.1 3.6± 0.09 3.6± 0.1 3.53±0.06 3.3±0.07 3.0± 0.1 2.5± 0.05
mℓνT < 30 GeV 2.6± 0.08 2.7± 0.07 2.6± 0.1 2.53±0.05 2.3±0.06 2.1± 0.09 1.7± 0.04
N(jets)≥ 2 2.2± 0.08 2.2± 0.07 2.2± 0.1 2.08±0.04 1.8±0.05 1.7± 0.08 1.3± 0.04
η j1 × η j2 < 0 1.8± 0.07 1.8± 0.06 1.9± 0.1 1.68±0.04 1.5±0.05 1.4± 0.07 1.1± 0.03
∆η jτ > 0 1.6± 0.07 1.7± 0.06 1.7± 0.1 1.55±0.04 1.4±0.05 1.2± 0.07 1.0± 0.03
Central jet veto 1.4± 0.06 1.4± 0.05 1.4± 0.09 1.26±0.05 1.2±0.04 1.0± 0.06 0.87± 0.03
ANN > 0.3 0.81± 0.05 0.81± 0.04 0.80± 0.07 0.71±0.04 0.68±0.03 0.64± 0.05 0.50± 0.02
mττ =105-135 GeV 0.68± 0.04 0.71± 0.04 0.69± 0.06 0.60±0.04 0.56±0.03 0.47± 0.04 0.39± 0.02
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