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Abstract

The subject of this work is the evaluation of the discovery potential of tHeAT detector at the
Large Hadron Collider for the Standard Model Higgs boson in vectepbdusion production and
a subsequent decay inta-depton pair. This is one of the most promising discovery channels of the
Higgs boson in the low mass range, which is the mass range favored feaisipn measurements
of the electroweak interaction. The decay modes where bdéptons decay leptonically and
where oner lepton decays leptonically and the other one hadronically are studied in this.the
The main objective was to investigate possible improvements upon earliersad-baalyses by
using additional discriminating variables as well as by applying multivariaté/sisanethods
which take into account correlations between the variables. The vareiglearefully selected in
order to avoid correlations with the reconstructed invarranmnass.

In an intermediate step, the sequential signal selection cuts have been aptiorizeaximum
signal significance. With this strategy, one can expect to discover thesHiggon with>50
significance in the mass range 115 Gaviy < 135 GeV with an integrated luminosity of 30th
corresponding to the first three years of ATLAS operation. The maxinmgnaksignificance of
5.90 is obtained for a Higgs mass of 120 GeV.

Significant further improvement was found with multivariate selection methdks.best results
are obtained with an Artificial Neural Network algorithm. The mass rangehi®e 50 Higgs
discovery with 30fb?! is extended to 110 GeV with a maximum signal significance ot-6&k
my =125 GeV.

Systematic uncertainties are studied in detail for both methods and are inégtudteel above
predictions of the signal significance. The largest uncertainty is due tetlemergy scale. In
the case of using only Monte Carlo simulations for estimating the backgroumdnitertainties
on the detector performance lead to a big loss in discovery potential. It isrdtrated that a
reliable method for background estimation from real data is essential. Ina$is the systematic
uncertainties on the expected signal significance are about 10 % foahalysis methods.
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Chapter 1

Introduction

The Standard Model of particle physics describes the current uaddisg of fundamental par-
ticles and their interactions except gravity. It has been developed dimintast century and
has proven to be extremely successful. Nevertheless, the origin oflpar#sses remains an
open question. The electroweak symmetry breaking mechanism as intrduuBeder Higgs]]

and othersZ, 3] provides an elegant answer. However, it predicts also a yet undissd parti-

cle, the Higgs boson. The LERxperiments excluded a Higgs boson with a mass lighter than
114.4 GeV f], while the Tevatron experiments recently excluded the existence of a Hagm

with a mass close to 170 Ge¥][ Precision tests of the electroweak interaction favor a light Higgs
boson with a mass below 185 Ge¥] [ Chapter2 gives an introduction to the Higgs mechanism
and the current status of experimental searches for the Higgs boson.

In autumn 2009, the Large Hadron Collider (LHC) at CERMll start its operation. Proton-
proton collisions with a center of mass energy of upy\fe= 14 TeV and a luminosity of up to
10* cm2s~! will open up a new era in particle physics allowing for the discovery of thegslig
boson over its entire allowed mass range. Therefore, the LHC will preaudanswer to the
guestion whether the Higgs mechanism exists in nature or not. In particidagetteral-purpose
detector ATLAS is designed to discover the Higgs boson and to study a wide range of other
physics subjects. Chapt@isummarizes the design and the properties of the LHC and the ATLAS
detector.

The high-radiation conditions at the LHC and the requirements for excsldidtangle coverage,
efficiency and resolution for the reconstruction of particles emerging fromdhisions demand
high performance and reliability of all detector components. They had t® ftasgent tests
during production and after installation. A large fraction of the ATLAS muadteckers was built

at the Max-Planck-Instituttir Physik in Munich in collaboration with the Ludwig-Maximilians
University. Chapter gives an overview of the installation of the muon detectors and of the
commissioning of the ATLAS muon spectrometer with cosmic ray muons.

The Higgs decay into &lepton pair which further decays into leptons amdadrons is one of the
most promising processes for the discovery of a light Higgs boson with a behsw~150 GeV.

ILEP: Large Electron-Positron collider
2CERN: Conseil Europene pour la Recherche Naaire
SATLAS: A Toroidal LHC ApparatuS
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The exclusive Higgs production mechanism via vector-boson fusioresatkfor the detection of
this decay channel in order toffigiently suppress the large background mainly causetitiyson
as well as top quark pair production. The vector-boson fusion psquex/ides a characteristic
signature with two highly energetic jets in the forward regions of the detedidethe Higgs
decay products are preferably emitted into the central detector regitail e this Higgs decay
channel and the most important background processes are discugseapters as well as the
criteria which can be used to separate signal from background events.

Two approaches for the discrimination between signal and backgroerstwadied in the course
of this work. In the first approach, a series of cuts is applied on discrimgegariables. In Chap-
ter 6 the cut optimization procedure for a maximum signal significance is presehitedsecond
approach uses multivariate methods, which are able to take correlationsdotmd In this study,
several diterent multivariate methods have been tested for their signal selectiommarfoe. In
Chapter7 the selection of discriminating variables and the results for the best perfpmmilti-
variate analysis method are described.

Chapter8 provides a comparison of the discovery potential of the two analysis mefootise
Higgs mass range accessible with this channel. Finally, systematic uncertaatitesl to the
imperfect knowledge of the ATLAS detector performance as well as themétgn the discovery
potential are discussed.

The results presented in this work are preliminary and not fftially approved by the ATLAS
collaboration.



Chapter 2

Theoretical Background

The Standard Model is an extremely successful theory comprising otentwnderstanding

of fundamental particles and their interactions. It is based on a sponisipdaroken local
SU(3) x SU(2) x U(1) gauge theory describing the strong, weak and electromagnetic interac
tions. A brief overview of the Standard Model is given in Secthincluding the Higgs mech-
anism which describes the origin of the masses of the fundamental particigber details can

be found, for example, in7]. Section2.2 deals with the Higgs boson predicted by the theory.
Limits on the Higgs boson mass from theory and experiments are discussediion®.2.1 In
Sections2.2.2and2.2.3 the production mechanisms and decay channels of the Higgs boson in
the Standard Model are described.

2.1 The Standard Model

In the Standard Model, three types of fundamental particles are distimgu#ttording to their
spin:

e Fermions with spin 2
The Fermiond are the matter constituents and are grouped further into leptorsquarks
g. Both leptons and quarks exist in three generations with increasing mihkso#n stable
matter on earth is formed of fermions of the first generation. TAldlgives an overview of
the known fermions.

e Bosons with spin 1
They are the vector bosons of the gauge fields mediating the three fun@foeces: the
electromagnetic, the weak and the strong interaction.

e The Higgs boson with spin 0 is associated with the spontaneous breakirggedétiiroweak
gauge symmetry.

All three forces are described by local gauge theories with the three singdege symmetry
groupsU (1), SU(2) andS U(3). The strong force between the quarks is described by Quantum
Chromodynamics (QCD®[ 9,10, 11], a S U(3) gauge theory. It contains eight gauge fields asso-
ciated with eight massless vector bosons called gluons.

3
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Generation Electric
Charge
1 2 3 [e]
Vi 0
T -1
t +2/3
b -1/3

Leptons

e u
e H
u c
d S

Table 2.1: The three generations of fermions in the Standard Model.

Between 1960 and 1968, Glashol?], Weinberg [L3] and Salam 4] developed & U(2) x U(1)
gauge field theory which combines the electromagnetic and weak force #masisalled elec-
troweak theory. Thé&lashow-Salam-Weinberg Thedncludes the locas U(2) gauge group of
the weak isospin and thg(1) gauge group of the weak hypercharge with two gauge couplings
g andg’ respectively. Thes U(2) gauge symmetry requires three gauge fiMlj,st and Wj
related to the three componerdgi = 1, 2, 3) of the weak isospin vector, while thé(1) gauge
theory contains only one gauge fieg related to the weak hypercharge. Linear combinations of
these four gauge fields describe the observed particles mediating theangatectromagnetic
interactions, namely the charged weak gauge bog¢nandW- described by the fields

W = %Z(Wj +iW?2) (2.1)

and the neutral weak and electromagnetic gauge fields

() o 2 )

U

which correspond to the photon and #feboson and are related B), andWﬁ by a rotation with
the weak mixing or Weinberg anghgy.

However, this theory has one severe problem: To cons8JE) symmetry, the weak gauge
bosonsW* andz® have to be massless which is in contradiction to observations.

The Higgs Mechanism The solution to the problem of massive gauge bosons was provided by
P. W. Higgs [] and others 15,16] in the year 1964. Based on the work of Nami&jidand Gold-
stone B], they developed a mechanism, the Higgs mechanism, in which massive gaaysican

be accommodated by introducing a complex scalar field of the form

s=(%) 2.3)

described by the Lagrangian
L=Dyu¢'D'¢p -V (2.4)
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V) V)

Figure 2.1: lllustration of the Higgs potential fqe® > 0 (left) andu? < 0 (right). In the latter case,
spontaneous symmetry breaking occurs when the system rwwas of the ground stateg|[

with the covariant derivative of th& U(2) x U(1)
D, =0, —igJW,i —ig’'YB, (2.5)
and the potential energy function

V(g) = 1®¢'¢ + Ao )% (2.6)

To ensure the existence of stable ground states, the potential is boumdbdtow by requiring
1> 0.
Figure2.1lillustrates the potential fqu?> > 0 andu? < 0. In the latter case, the minimum of the

potential is not alpg| = O but at:

g = 222 Y 2.7)
21 =2

with v called the vacuum expectation value of the scalar field. $hi2) x U(1) symmetry is
spontaneously brokeshen one of the ground states for < 0 is chosen. The Lagrangian remains
invariant undetocal S U2) x U(1) gauge transformations.

One can choose, for instance, the ground state

s0=—-r(1) 28)

and parameterize excitations from this ground state by

1 ... 0

— _— Al
$= \/iel ( Vv + H(X) ) (29

with a scalar fieldH(x), the massive Higgs field which describes radial excitations from theagrou

state changing the potential energy, and massless scalarfiedgshe Goldstone bosons, corre-
sponding to angular excitations without potential energy change.
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The latter can be eliminated by a lo&U(2) gauge transformation leading to the parameterization
of the scalar field
_ 1 0 2.10
o=l van ) (2.10)
Introducing the ansat2.10into the Lagrangiar?.4 of the electroweak theory and using equa-
tions2.1and2.2, one obtains the following expressions from the kinetic terms:
aY R

2V2
Trwrwer + T wor g

These terms can be identified as mass terms ofthandZ® bosons which thus acquire masses

Mz COSBy = My = \%g (2.12)
due to the coupling to the Higgs field.
The masses of the fermions are also generated by spontaSad{@3x U(1) breaking due to
Yukawa couplings to the Higgs field. The coupling strength of a fermion to tggdield, which
is not predicted by the theory, is proportional to the fermion mass.
The Glashow-Salam-Weinberg theory includes the Higgs mechanism. itisrélde W andZ
boson and their properties, like mass and decay width. In 1983, the teadegauge bosons have
been discovered by the UAL and UA2 experiments at CERR18, 19, 20] with the predicted
properties.

2.2 The Higgs Boson

Although the Standard Model is widely accepted and very successfaburithing the phenomena
of particle physics, there is still one part missing: The experimental veidicaf the existence
of the Higgs boson introduced in equati®®. The value of the mass of the Higgs boson

my = V2av (2.13)

is not predicted by the Standard Model and has to be measured. Haveymissible mass range
is restricted by theoretical and experimental constraints. These limits afly digeussed in the
following.

2.2.1 Limits on the Higgs Boson Mass

Theoretical Limits Several consistency requirements of the theory set upper and lowed$0

on the Higgs mass in the Standard Model depending on the energyAsaaléo which the Stan-
dard Model is valid and no new interactions or particles appear. Valuasug to the Planck
MassMpianck = 10'° GeV are considered above which gravitation becomes as strong as the othe
fundamental forces and the Standard Model must, at the latest, be ektendequantum theory

of gravitation. Here, only the results are summarized (further details céoubd, for example,

in [21] and references therein):
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800||||||||||||||
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% |
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103 10% 109 1012 1015 1018
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Figure 2.2: Upper and lower theoretical bounds on the Higgs boson masfuastion of the energy
scaleA up to which the Standard Model is valid. A top quark massnpf 175 GeV is assumed.
The bands indicate the theoretical uncertainti2g] [

e Unitarity of the electroweak interactions, in particular of W~ — W*W~ scattering
amplitude, limits the Higgs boson masstp < 1 TeV.

e The requirement of finite self-coupling of Higgs bosons, including Higys wp quark
loops, restricts the Higgs mass with an upper bound depending on
My < 600 GeV forA = 1 TeV andmy < 180 GeV forA = Mpjanck

e To ensure the stability of the Higgs ground state, the Higgs potential (sed@u®.6) has
to have a lower boundi(A) > 0). This results in a lower limit on the Higgs boson mass of
My = 55 GeV forA = 1 TeV andmy = 130 GeV forA = Mpjanck

Figure2.2shows the theoretical upper and lower bounds for the Standard Maglg$ Hoson as a
function of A. The measurement of the Higgs boson mass will constxaifor example, a Higgs
boson mass ofny = 500 GeV implies that the Standard Model breaks down already at a much
lower energy scale thalpjanck

For A = 1 TeV, theory predicts a Higgs boson in the wide mass range of

55 GeV< my < 600 GeV (2.14)

Limits from Experiments A lower bound of the Higgs boson mass comes from direct Higgs
boson searches at the Large Electron Positron Collider LEP at CERBom®bining the data of
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all four LEP experiments (ALEPH, DELPHI, L3 and OPAL) the existenta &tandard Model
Higgs boson with a mass belany < 1144 GeV is excluded at the 95 % confidence lev@! [

The range of possible Higgs boson masses can be further constrgirgennibining the preci-
sion measurements of electroweak observables at LEP and at the mgyatollider at Fermilab
near Chicago with the experiments CDF and DO. Higher order correctiothe toalculation of
electroweak processes likde- — Z — ff include Higgs loops and thus depend on the Higgs
mass. The measurements of LEP and Tevatron are combinéphirith a precision sfficient to
constrain the Higgs boson mass. The most recent result of this calculageisin Figure2.3
which showsAy? = 2 — Xﬁm of the global least-squares fit of the Standard Model predictions
to the electroweak data as a function of the Higgs boson mass. It canrbthaeéhe fit to elec-
troweak precision measurements favors a small Higgs boson mass. Theobadtlp Higgs mass
according to the fit isng = 85ﬁ§g GeV, taking the lower Higgs mass limit from direct searches at
LEP into account the 95 % confidence level upper limit bemg < 185 GeV f].

The latest results from direct Higgs boson searches at the Tevatimercexclude the Standard
Model Higgs boson with a mass around 170 GeV at a confidence levBI|%f[9].

2.2.2 Higgs Boson Production Mechanisms

At the LHC, the Higgs boson can be produced by several proce$besFeynman diagrams of
the most important processes are shown in Figude

The cross-sections of these processes depend on the unknowrbBsggemass. FiguZ5shows
the Standard Model Higgs boson production cross-sectiopg oollisions at+/s = 14 TeV in the
Higgs mass range 100 Ge¥my < 500 GeV. The gluon fusion dominates over the whole mass
range. The vector-boson fusion cross-section is roughly one ofdesignitude smaller. However,
the two outgoing quarks in this process form two characteristic jets in thefaeward regions of
the detector at high pseudorapidity valisgsvhich provide a very good signature for background
suppression. The other production processes have much lowersessns. However, they can
still be exploited for specific searches. For example, requiring two additibquarks from the
t-quark decays of the associated Higgs boson produgtiong — ttH is essential to suppress the
background in searches for Higgs boson decays iftozair.

Considering that the maximum Higgs boson production cross-section foHIiggs masses is
oy ~ 50 pb and the totabp cross-section at the LHGq ~ 125 mb R4], a major challenge of
the LHC experiments becomes clear: compared to gifpeeactions, the Higgs boson signal is
suppressed by ten orders of magnitude. Extreme care has to be takeletstand and reject the
background processes.

2.2.3 Higgs Boson Decay Channels

Also the branching ratios of the Standard Model Higgs boson decagnhdemmy as unknown
parameter. Since the Higgs boson couples to other particles proportidhairtmasses, it decays
predominantly into the most massive particles accessible. Feynman diagraires $fandard
Model Higgs boson decays are shown in Figar@ the tree-level decays into a fermion pair or a
real or virtual weak gauge boson pair and, via loops, the decays inl@esaphotons or gluons.
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6 July 2008

My = 154 GeV
1 © — :
5 | ',. H Aahad .: —
2 1 —0.02758+0.00035 :
; L% - 0.0274920.00012 [ ¢ T
4 - % % e incl low Q®data [ ¢

300

Figure 2.3: Ay? = x* - x2,, from the global least-squares fit to electroweak precisi@asnre-

ments as a function of the Higgs boson mass[6]. The shaded band indicates the theoretical
uncertainty including the error in the hadronic pAntﬁad of radiative corrections to the fine struc-
searches at LEF].

ture constantr. The vertical band indicates the 95 % exclusion region fraractl Higgs boson
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gg—H

(a) Gluon fusion

qq— WH,ZH
(c) Higgsstrahlung oW/z

q q
W)z
H
qq—aqqH  &-=--
w/zZ
q q

(b) Vector-boson fusion

t
99 qq — ttH

(d) Associated production with a
top quark pair

Figure 2.4: Tree-level Feynman diagrams of the Higgs boson productioogsses in proton-proton

collisions at the LHC.
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SM Higgs production
T T T T ‘ T T T T

10° ‘ —
LHC

99,99 - ttH

gb - qtH

TeV4LHC Higgs Workin? group
1

100 200 300 400 500
m, [GeV]

Figure 2.5: Standard Model Higgs boson production cross-sectionfiéoptocesses in Figutedas
a function of the Higgs boson mass, in pp-collisions at the nominal LHC center-of-mass energy
of 14 TeV 22,23].
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Figure 2.6: Feynman diagrams of the Standard Model Higgs boson decayelsa
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Figure 2.7: Branching ratios of the Standard Model Higgs boson decagsfasction of the Higgs
boson massy [25].

Figure2.7 shows the branching-ratio calculations of the most important decay dsaiihey are
described in more detail in the following:

H — bb

Since the coupling of the Higgs boson to fermions is proportional to the ferméss, the decay
into abb pair has the largest branching ratio for < 140 GeV. However, the discovery potential
for this decay channel §i@rs from very large QCD background.

H — g9

The problem of large QCD background is even more pronounced in feeafdhe decay into
a gluon pair which has the second largest branching ratio in this mass rdgierhuge QCD jet
production cross-sections make it practically impossible to idehtifp ggdecays at the LHC.

H-o

The Higgs boson decay intoalepton pair also dtiers from high background mainly from
Z — tr decays. However, if one exploits the signatures of vector-bosonfiitiggs production,
this decay channel is one of the most promising onesiprs 140 GeV. The investigation of the
discovery potential of the ATLAS experiment for this decay channel isrih&n subject of this
thesis.
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H—vyy

Another important decay channel for low Higgs masses is the ddcayyy. Although it has
only a very small branching ratio, its discovery potential is high due to the diggmature of two
energetic photons and the high Higgs mass resolution in this channel.

H - WW-

The branching ratio of — W*W- rises towards the threshold for ré&lpair production. For
my ~ 160- 180 GeV, the Higgs boson almost exclusively decaysWitaV-. Unfortunately, the
best identifiable leptonic decaysWfbosons involve neutrinos, making itimpossible to accurately
reconstruct the Higgs boson mass.

H—ZZ

Above my > 190 GeV, the decai — ZZ is the most promising Higgs discovery channel at
LHC. The further decay of th& bosons into electron or muon pairs provides the cleanest signature
and an excellent Higgs mass resolution. Therefore, the ddcayZZ — 4¢ is known as the gold-
plated discovery channel for the Higgs boson.

Hott

TheH — tt decay becomes kinematically possible aboyex 350 GeV. However, due to the
high background rate in this decay channel and the branching ratio dlemmg ten times smaller
than forH — W+*W-, the decayH — tt is not a Higgs boson discovery channel at LHC.






Chapter 3

The LHC and ATLAS

Up to now, the existence of a Higgs boson has not been proven or exichydany experiment.
After more than 15 years of design and construction, a new protonfpaaicelerator, the Large
Hadron Collider (LHC) is put into operation at the European particle-phylaboratory CERN

which will extend the accessible energy range up/®= 14 TeV at high luminosity. With this ac-
celerator it will be possible to answer the question whether the Standarel Matys boson exists
and whether there are new phenomena beyond the Standard ModelT&Miseale. One of the
general-purpose experiments at the LHC is the ATLAS detector. Simulatfdhe performance

of the ATLAS detector are used in this work to study the discovery potewtiah& Higgs boson.
In the following, the LHC and ATLAS are briefly introduced.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) at CERN is a storage ring and acdelewnich is equipped
with superconducting dipole magnets and which will collide two proton beams WiglY £nergy
each p6]. Itis installed in a tunnel of 26.7 km circumference which housed thed_&ilgctron-
Positron collider LEP until the year 2002. The tunnel is located 50 to 175dergmound, at the
border between Switzerland and France near Geneva. The acaeterttmns two vacuum beam
pipes, one for each beam direction, which will guid@€800 bunches of up to #bprotons each.
With a diameter of 16.6m the beams collide at four interaction points at a rate of 40 MHz. The
event rate of gpinteraction process is given by:

=L o(v9
whereo is the cross-section of the process depending on the proton-protter-oémass en-
ergy v/sandL is the instantaneous luminosity which depends only on the beam parameters. Th
design luminosity of the LHC is Fdcm2s™1. The expected integrated luminosity after the first
three years of operation at lower instantaneous luminosity a6 2s1 is 30 fo. This is the
integrated luminosity for which the Higgs boson discovery potential is estimatédsiwork.
On average, 23 inelastigp collisions will take place in every bunch collision. This means that
each interesting event will be overlaid with products from about 22 additipp interactions in

15
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Figure 3.1: Schematic picture of the LHC at CERN with the experimentsoatr finteraction
points 26].

the detector, which is called pile-up of interactions. These conditions #menealy challenging
for the detectors at the LHC.

Instead of protons, the LHC can also collide lead nuclei with an energy76fT&V per nucleon
and a luminosity of 18 cm=2s! to probe the formation of a quark-gluon plasra]|[

The following experiments are housed at four interaction points: Thergeperpose experiments
ATLAS (A Toroidal LHC Apparatu$[28 and CMS (@mpact Mion Slenoid) R9], the LHCb
experiment dedicated to B-meson physig§][and the ALICE experiment7], specialized to
probe heavy ion collisions. Figur&l1 shows a schematic drawing of the LHC ring, with the
positions of the four experiments indicated.

During the LHC commissioning phase in September 2008, the first proton beesukated in
the beam pipe in stable condition in both directions. On SeptemB&ra gault of a supercon-
ducting connection between two dipole magnets occurred which resulteddantege of several
dozens of magnets and the beam pipe. The repair work is currently goiagcbthe restart of the
accelerator is scheduled for fall 2009.
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3.2 The ATLAS Experiment

ATLAS is an acronym for AToroidal LHC ApparatuSwhich refers to the configuration of the
magnetic field of the outermost detector part, the muon spectrometer. Bi@skows a sketch
of the ATLAS detector.

3.2.1 Physics Goals and Detector Requirements

The ATLAS experiment aims to study a broad spectrum of physics topics:

e Top quark physics
Since the LHC will produce dozens of top quarks per second, prease@asurements of
their production cross-section, mass, coupling and spin can be pedorme

e Higgs boson physics
Searches for Higgs bosons associated with electroweak symmetry ly @akiie Standard
Model will be performed over the whole allowed mass range up to 1 TeV.eddipg on
the production and decay mode, this requifgient identification and precise momentum
measurement of electrons and muons, a hermetic detector for missing ereagyrement,
identification ofb andr jets and measurement of jets in the very forward region. The Higgs
boson searches are the benchmark for the detector design ananzerier.

e Supersymmetric particles
Many supersymmetric extensions of the Standard Model predict a lightbk stgpersym-
metric particle that interacts only weakly and therefore escapes the ddesang to a
substantial amount of missing energy which has to be reliably reconstructed

e New physics searches
The LHC opens up a completely new energy regime. Searches for angflireglv particles
or physics processes will be performed with the ATLAS experiment, inctusd@arches for
new heavy gauge bosol¥ andZ’ with masses up te 6 TeV, production of mini black-
holes and rare decays of heavy quarks and leptons.

The studies put stringent requirements on the detector performance:

e Fast and radiation-hard detectors and readout electronics whicltopangth the high ra-
diation level at the LHC and are able to distinguish the decay products @irafn-proton
interactions per second at design luminosity.

e Hermetic detector coverage of the solid angle around the interaction regitmthe very
forward regions in order to measure the decay products and the esérgged in the colli-
sions as completely as possible.

¢ High momentum resolution and reconstructidfiolency of charged particles, in particular
electrons and muons.

e Precise tracking of charged particles to reconstruct the decay vesficestable particles.
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e An electromagnetic calorimeter with a very good energy and spatial resotatefiiciently
identify electrons and photons and to accurately measure their energy.

e A hermetic hadron calorimeter to reliably measure jet energies and the missisygerse
energy.

o A highly efficient trigger system which allows for the detection of processes even ariyh v
small cross-sections and which provides strong background reje¢tibe high event rate
of the LHC.

3.2.2 The ATLAS Coordinate System

The global right-handed coordinate system of ATLAS is defined as fetlow
e The origin is the nominal interaction point.
e The positive x-direction points towards the center of the LHC ring.
e The positive y-direction points upwards.
e The z-direction points along the beam line.

The azimuthal and polar angles with respect to the beam axis are denateahtdg. A commonly
used quantity in collider experiments is the pseudorapigithich is defined by

n = —Intan@/2).

Distances in thg-¢-space are usually given by

AR = JAR? + Ag2.

Important observables are defined in the transverse x-y plane: tisvérae momenturpr, the
transverse enerdgr and the missing transverse enefgyf*°. The advantage of these quantities is
that they are invariant under boosts along the beam line which usuallyesen in hadron-hadron
collisions.

3.2.3 The ATLAS Detector

Figure3.2shows a cut-away view of the ATLAS detector. Like all typical collider expents, it
consists of three concentric layers of subdetectors enclosing the irgarpoint. The innermost
part is the tracking detector, followed by the calorimeters which finally aresoded by the
muon spectrometer. The backbone of the detector is a huge supertiogdoagnet system. The
various detector elements are described in the following.
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Figure 3.2: Cut-away view of the ATLAS detector. It is 44 m long, 25 m higidaveighs~ 7 000 tons 28].
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Figure 3.3: Sketch of the ATLAS magnet system with the central solenoiti(cylinder) and the
three toroid magnets around &9].

The Magnet System

In order to measure the momentum of charged particles, two supercorguwignet systems
provide a solenoidal and a toroidal magnetic field in the ATLAS detector.efchkof the ATLAS
magnet system is shown in Figuses.

The central solenoid coil encloses the inner detector and provides ageoemus magnetic field
of 2T pointing parallel to the beam line. The coil has a diameter of 2.6 m andythlefi 5.8 m.
In order to minimize the amount of material in front of the calorimeter, the cesttahoid shares
one vacuum vessel with the central electromagnetic liquid-argon calorimiéteriron absorber
of the electromagnetic calorimeter serves as return yoke.

For the muon spectrometer, a toroidal field configuration has been chdseln is divided into
three toroid magnets consisting of eight coils each: The central (barreljitand two end-cap
toroids covering the forward regions of the detector. With a length of 2Bdraa outer diameter
of 20 m, the barrel toroid is the largest component of the ATLAS detectbile/éach coil of the
barrel toroid is housed in its own vacuum vessel, the eight coils of theaptbroids are contained
in a common cryostat. The magnetic field provided by the toroid magnets is notmnit he field
strength varies between 0.2 T and 2.5 T in the barrel region and from 0.2.% Toin the end-caps,
depending on the radial distance to the beam line and the azimuthal angle.

The Inner Detector

The inner detector is designed to accurately reconstruct the trajectbribsirged particles. It
also measures their point of origin (production vertex) to distinguish betweaticles from the
primary hard interaction, from secondary decays, or from additioiedup interactions. Since
the inner detector is immersed in the magnetic field of the central solenoid, the tlachkarged
particles are bent in the transverse plane allowing for measuring particle meifmem the track
curvature. A radiation hard, fast and highly granular detector is metedmope with the high track
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End-cap semiconductor tracker

Figure 3.4: Cut-away view of the ATLAS inner detecto?].

multiplicity of the proton-proton collisions at the LHC. To meet these requiremaimismbination
of three detector technologies is used providifigceent track reconstruction up tg| < 2.5.

Figure3.4 shows a cut-away view of the inner detector.

The silicon pixel detector is located closest to the interaction point. More thamil8on pixels

are arranged in 3 concentric cylinders around the beam axis in thelqeartrand on Z 3 disks
perpendicular to the beam axis in each forward region. The pixel siZ@%s4B0um? allowing

for 10um position resolution ilR — ¢ and 115:m in z (R) in the barrel (end-cap) region.

The next layer of the inner detector is the semiconductor tracker (SCi€hwbnsists of almost
16 000 silicon strip sensors with 6.3 million readout channels and is arramggtindrical barrel
layers and end-cap disks, similar to the pixel detector. FowrqRlayers of small-angle stereo
strip detectors in the barrel (end-caps) measure 4 (9) space poimadoitrack. The mean strip
pitch is 8Qum leading to a position resolution of L in R— ¢ and 58Qum in z(R) per layer.

The outermost layer of the Inner Detector is the Transition Radiation TrddRe&. It consists

of more than 300000 straw drift tubes with a diameter of 4 mm and filled with /&£&g0,

gas mixture which allows for the detection of X-rays from transition radiatibime straw tubes
are arranged in 73 layers in the barrel and 160 layers in each endriapeaved between the
layers are carbon fibers and foils causing traversing electrons to ensttiva radiation which

is measured by the neighboring straw tubes. Since the much heavier $i@indmo transition
radiation, the TRT contributes to the discrimination between electrons andrisadA charged
particle from the interaction point hits on average 36 straw tubes with a dimgéeresolution of
130um providing an éicient and accurate track reconstruction in events with high track density.
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Figure 3.5: Cut-away view of the ATLAS calorimeter syster@qg.

The Calorimeter System

Like the inner detector, also the calorimeter system consists of severaboemts designed to
meet the requirements of measuring electrons, photons and jets with fligeney and spa-
tial and energy resolution. Figu®@5 gives an overview of the ATLAS calorimeter system. All
calorimeters are realized as sampling calorimeters and provide full solid eogbeage up to
Il < 4.9.

The innermost layer is the electromagnetic (EM) calorimeter consisting ofral lpart reaching
up toln| < 1.5 and two end-caps (EMEC) up g < 3.2 complemented by two forward electro-
magnetic calorimeters (FCall) in the region upjtoc 4.9. All these calorimeters use liquid argon
as active medium. The absorber material of the barrel electromagnetiadrzhp calorimeters
are lead plates in accordion shape which allows for fast signals andmniésponse. The elec-
tromagnetic FCall uses copper as absorber. To achieve high spatiahargy resolution for
electrons and photons, the granularity in #haeegion also covered by the inner deteclgr € 2.5)

is very fine An x A¢ = 0.025x 0.025). In the first layer, the so-calledstrip layer, the; segmen-
tation is even finer (down tan = 0.003). This is, for example, used for the identificatiorr ¢éts
(see Section.2.9. For|n| > 2.5 the coarser granularity is ficient for good jet reconstruction.
The EM calorimeters are surrounded by the hadron calorimeters consistifigrrel tile calorime-
ter (n| < 1.0), two extended barrel tile calorimetersg& || < 1.7), two hadronic end-cap calorime-
ters HEC (15 < || < 3.2) and the forward hadron calorimeters FCal2 and FCaB<3n| < 4.8).
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The tile calorimeters use plastic scintillator as active material and steel ababsuaterial ar-
ranged in three layers with a granularityof x A¢ = 0.1 x 0.1. The HEC calorimeters use liquid
argon as active material and copper as absorber material with a gignoflatn x A¢ = 0.1 x 0.1
forn| < 2.5 andAn x A¢ = 0.2 x 0.2 for || > 2.5. The FCal2 and FCal3 have a readout cell size of
AX x Ay=3.3 x 4.2 cn? andAx x Ay = 5.4 x 4.7 cn? respectively. Both use liquid argon as active
and tungsten as absorber material. The latter has a shorter interactiondemgibper.

The total thickness of the calorimeter system is more than 22 radiation lengghand about
ten hadronic interaction lengths. This ensures a good energy resolétiwghty energetic jets,
precise reconstruction of missing energy and minimizes punch-througarilps to the muon
spectrometer. The total number of readout channels of the ATLAS calienisyestem is-260 000.

The Muon Spectrometer

Figures3.6 and 3.7 show the layout of the muon spectrometer. The outer dimensions of 44 m
length and 25 m diameter make the ATLAS detector the largest detector ekidpba collider
experiment. Three layers of muon detectors arranged in horizontaégtitccylinders in the
barrel region and in vertical discs in the two end-caps measure thet@tafle€ the muon tracks
due to the magnetic field provided by the three toroid magnets.

The bending powef Bdl along the tracks ranges from 1.5 to 5.5 Tm in the barrel part and from
1to 7.5Tm in the end-cap regions. To minimize multiple scattering, the magnetic figie of
muon spectrometer is generated in air (air-core toroid magnets) and thartssippcture is made

of aluminum.

To accurately measure muon tracks and provide a muon trigger, the mugirospeter is instru-
mented with four detector types:

e Monitored Drift Tube chambers (MDT) are the precision muon trackingatets over most
of the muon spectrometer acceptance. 1150 chambers contain in totalB84®@ubes
covering an active area of 550 mEach chamber consists of two multilayers of three or
four tube layers that are glued on the cross-plates of an aluminum sspp@ture as shown
in Figure3.8. The aluminum tubes of 30 mm diameter and g60wall thickness are filled
with an Ar(93%)CQ(7%) gas mixture at a pressure of 3 bar. The gold-plated tungsten-
rhenium anode wires in the tube centers are positioned with respect tcattmdels with an
accuracy of 2@m. At a high voltage of 3080V, the maximum drift time is about 700 ns.
The average spatial resolution of a drift tube isu®® The track position resolution of the
MDT chambers is 3am.

e Cathode Strip Chambers (CSC) are used as precision muon tracking eceambiee in-
nermost layer of the very forward region.QX || < 2.7). The 32 multi-wire proportional
chambers with strip-segmented cathodes have a shorter response time thtiiticham-
bers to cope with the high background rates in this detector region.

¢ Resistive Plate Chambers (RPC) are used as trigger detectors in tHedgaore (| < 1.05).
They consist of two parallel electrode plates with a gap of 2mm width filled with a
CoH2F4/1s0-CH10/SFs gas mixture. The 544 RPCs are operated in avalanche mode with an
electric field of~ 4.9 kV/mm between the electrode plates. Capacitively coupled metallic
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Figure 3.6: Cut-away view of the ATLAS Muon Spectromet&q.
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Figure 3.7: Cross-sections of the barrel muon system in transverse flaft) and in longitudinal
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Figure 3.8: Layout of a MDT chamber. Three cross-plates connected lyjitioainal beams form an
aluminum support structure, carrying two multilayers ofthor four drift tube layers. Four optical
alignment rays monitor deformations of the chamber.

strips pick up the signals on the outside of the plates. The spatial resolutioous30 mm
and the time resolution is 1 ns.

e Thin Gap Chambers (TGC) are used as trigger detectors in the endgt@ap(E5 < || < 2.7).
The 3588 TGCs are multi-wire proportional chambers with a wire-to-catdistance of
1.4 mm which is smaller than the wire-to-wire distance of 1.8 mm. They provide a high
spatial resolution and a good time resolution with a strongly quenching gas exoft@G,
and n-GH1o.

The RPC and TGC trigger chambers provide bunch crossing identificatbmaasure the coor-
dinate along the drift tubes of the MDT chambers.

To achieve the high momentum resolutiongér/pr ~ 3 % at 200 GeV and better than 10 % up
to 1 TeV muon energy, a relative alignment of the precision-tracking chesmbth an accuracy of
30um is necessary, especially for measuring hggtmuons. More than 12 000 optical alignment
sensors 31, 32] monitor the internal deformations of the MDT chambers (therefore the name
“Monitored Drift Tube” chambers) as well as the relative positions of tliEMand CSC chambers.
Also the magnetic field map has to be determined very accurately. This is athigkiel 800 Hall
probes distributed throughout the muon spectrometer volume and a veitgdistaulation of the
magnetic field including perturbations induced by the calorimeters and othdliostactures.
The muon spectrometer provides stand-alone muon momentum measuremeanbiAatmon with
measurements of the inner detector and the calorimeters improvefitheney and resolution,
especially for lowpr muons.
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Trigger and Data Acquisition

A big challenge for every experiment at the LHC is the reduction of the ewhehigh event rate
of approximately 1 GHz to a maximum data taking rate of approximately 200 Hz.efficegent
selection of interesting events is the task of the trigger system. In ATLAS ttgetrigglection is
performed in three levels:

1. The level-1 trigger system (L1) uses muon spectrometer (RPC and da@i3)alorimeter
information to select events with highr muons, electrons, photons and jets. In addition,
the total transverse energy and the missing transverse energy aresuseger criteria. If
objects are found that exceed certain configuradglehresholds, regions of interest (Rol)
are passed to the next trigger level with a maximum rate of 75 kHz.

2. The second trigger level (L2) searches again for signs of thesaipentioned signals, but
uses the full information of all detector components in the Rols defined bithdagger
system. The trigger requirements are chosen in order to reduce thdestegpnt rate to
3.5kHz.

3. The third and final stage (L3) of the trigger selection is called Event KHE€). While the
L1 and L2 triggers are realized by custom made electronic circuits, the EF lisnmapted
on a computer farm. Every processor receives the full detector infammaf one event
selected by the L2 trigger and performs a full reconstruction of the evieich takes about
4 seconds. The maximum rate of events accepted by the EF is 200 Hz.

All events accepted by the trigger are recorded on disk and can theralyzed via the worldwide
computing Grid B3]. Every year, several thousand terabyte of data have to be stored.
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Installation and Commissioning of the
ATLAS Muon Chambers

The Max-Planck Institutifr Physik in Munich together with the Ludwig-Maximilians University
have built 88 precision muon tracking (MDT) chambers for the barrdl gfathe ATLAS muon
spectrometer. To ensure reliable performance during the operation &fth&S detector, the
MDT chambers had to pass several stringent tests during and after dheirwction as well as
before their installation into the ATLAS detector. To simplify the installation, ea€iTNhamber
was assembled with its corresponding RPC trigger chamber in a special trenmmmmon sup-
port. These units are called muon stations. Details about the tests beforettiktion and the
integration of the MDTs to muon stations can be founds 85, 36,37, 38].

The installation of the muon stations in the ATLAS detector and the commissioning ofition
spectrometer with cosmic muons are described in the following.

4.1 Chamber Installation

The 88 muon detectors built in Munich are called BOS (“barrel outer smdiBijrbers and have
been installed during the first half of 2006. They are located in the outétayes of the muon
spectrometer, directly on the toroid coils, see Figluz Except for special cases, the chambers
in the barrel part are installed on rails which are mounted on the cryosttts tdroid coils and
are running in z-direction.

Each BOS muon station is equipped with four sliding bearings allowing to movethienails.

To handle the muon station during installation, a dedicated installation frame wds e
station was mounted on the frame on short rail pieces. The installation frameagithindividual
muon station was then lowered by crane to the ATLAS cavern about 90 nuetgesground (see
Figure4.13.

In the cavern, the installation tool was lifted simultaneously by two cranes gndted to the
position and angle at which the chamber had to be installed (see Fdllje The rail pieces

of the installation frame were connected to the rails in the detector by shostttvarrods (see
Figure4.19. The station was then pulled from the installation frame to its foreseen position o
the rails using two winches (Figureld.

27
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BOS Station

Installation Frame

Figure 4.1: Pictures of the installation of a BOS muon station. (a) A B&&ian in the installation
frame is being lowered to the ATLAS cavern. (b) The chambadijssted to its installation position
and angle using two independent cranes. (c) The connectiovekn the installation frame and the
rails mounted on the toroid coils is established. (d) Theéwmtas pulled onto the rails.



Figure 4.2: Front view of the barrel part of the ATLAS muon spectrometiéerathe installation of the muon chambers on the eight tbroi
coils. The BOS MDT chambers built in Munich are mounted indheer layer of the muon spectrometer, directly on the tocoidk.
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Figure 4.3: Deviation of the BOS MDT chamber positions from the nominasigions after the
final positioning on the rails in sector 16 of the ATLAS bamalon spectrometer. The shaded band
indicates one third of the allowed tolerance of 4 mm.

The exact positioning of the muon stations on the rails and the adjustment of tiiechtiinber
position on the common support was performed by hand with an accuraogeomillimeter.
Figure4.3 shows the deviations of the BOS chamber positions from the nominal positiding in
global ATLAS coordinate system in one typical barrel sector after tta fiositioning on the rails.
All chambers are located well within the allowed rangetdfmm. Special stoppers mounted on
the rails are used to fix the chamber positions on the rails. Adjustment screthe Gtoppers
allow for a fine tuning of the chamber position along the rails. At the final pesigach chamber
is only fixed at one of the four bearings in order to prevent stress ocotimenon support.

4.1.1 MDT Chamber Sag Adjustment

To avoid distortions of the electrical field inside the drift tubes which coutdriterate their spatial
resolution, the anode wires must be centered in the tubes with an acciemyud 10Qum. The
gravitational sag of the drift tubes assembled in the MDT chambers and woifitee held at the
end of the tubes éliers and depends on the angular orientation of the chambers in ATLAS. To
correct for this diterence, the chamber sag has to be adjusted to the wire sag of typicallyn200
for the wire tension of 350 g.

For this purpose, the MDT chambers have a sag adjustment mechanism. Widdjtvetment
screws, the middle cross-plate (see FigBr® of the chamber support structure can be moved
with respect to the end cross-plates in the direction perpendicular to théaftdrs. Figuret.4a
illustrates the principle of the sag adjustment. The sag of the chamber sgppeture is mea-
sured by the in-plane alignment system with an accuracy of ahout 2

The sag adjustment of the BOS MDT chambers was already performedydbhanintegration

of the chamber into the common support at the BB5 area at CERN, located Z2km from
the ATLAS experiment. Due to vibrations during the transport of the chasnfitem the BB5
assembly hall to the ATLAS cavern and during the installation, the sag of teloér could
change. Therefore, the sag was measured again after the installatioml@ti¢htor and deviations



4.1. Chamber Installation 31

Iy
N

€ | Readjusted Lower
‘_3“, on Rails Sectors
ey ~ L
5 Mean 02| [Mean 12.0
2 " Rms 3.0 Rms 11.8
b 8 [
— ] §°% ®
6
(a) 7
4 L
2 L
O \HHH‘HHH \HH\‘\HHHHH‘\HHH HIIHI\‘HH HI\‘H\HH

60 -40 20 0 20 40 60
Deviation Sag Compensatiopin ]

Figure 4.4: Adjustment of the gravitational sag of the MDT chambers ®ghg of the anode wires
which depends on the installation angle. (a) The princifléaw the sag is corrected. (b) The
deviation of the achieved sag adjustment from the nominlaievéor the MDT chambers built in
Munich, measured after installation in the ATLAS detectathwhe chamber internal in-plane align-
ment sensors. Three categories are shown: chambers tabden readjusted after the installation,
chambers installed in the upper sectors of the muon speetesrand chambers of the lower sectors
in which the chambers are mounted in an inverted orientafitie dashed lines indicate half of the
allowed tolerance of 100m.
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from the nominal sag have been corrected for the accessible chambers.

Figure4.4bshows the results of the sag adjustment of the installed BOS muon chambead- All
justments are well within the allowed tolerancexdf00um. It can also be seen that the deviations
of the chamber sags in the upper and lower sectors are of opposite sigexphanation for this
effect is settling of the sag adjustment screws due to vibrations during thedrapn§ghe cham-
bers. In contrast to the upper sector chambers, the chambers for tiresiestors were transported
in their installation orientation upside down explaining the opposite sign of thdesagtions.

4.1.2 Tests After Chamber Installation

The following performance tests of the MDT chambers have been perdommeaediately after
their installation in order to detect damages which could have occurredydherinstallation:

e Measurement of the gas leak rate of each multilayer to detect damages tcs thgstgm.
All 88 BOS MDT chambers fulfill the leak rate requirement within the measurésreors.
The largest measured leak rates are only a factor 1.5 above the limit.

e Measurement of the high voltage stability in order to detect broken wiresirgashort-
circuits between the wires and the tube walls or other faults in the high voltatgéuli®n
to the drift tubes. No problems have been found concerning the stability ofoltage and
the currents drawn by the chambers.

After the electrical and gas connections were established, a serieglddrftests of the MDT
chambers has been performed:

e Test of the chamber-internal and the chamber-to-chamber alignmennsy$te faults have
been detected.

e Test of the temperature and magnetic field sensors which are mounted olthehdm-
bers. All magnetic field sensors ap89.5 % of the temperature sensors are operational.

e Test of the complete chamber read-out chain including the programming ohtbkeamber
electronics. Less than 1 percent of the electronics showed errotsarizben replaced.

o Test of the noise rate of all drift tubes with and without high voltage applsderal BOS
chambers showed a significantly higher noise level as before installatiothelF investiga-
tion revealed that the noise is due to pick-up on the high voltage cables. Addibov-pass
filters have been installed and the chambers are now well below the noise 88jits [

4.2 Commissioning of the Muon Spectrometer with Cosmic Muons

The performance of individual muon detectors as well as of the muonrepester as a whole can
be studied by means of cosmic ray muons impinging on the ATLAS detector. Tasuneenents
of cosmic muons started right after the installation of the muon stations and wtereled suc-
cessively. Since the final gas distribution system was not yet operbgindahe number of power
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supplies was very limited, the number of muon detectors ready for data-taliadly was very
small.

At the end of 2005, the first six muon chambers were ready for operatibpNovember 2006,
13 muon chambers were operated when the barrel toroid was ramped oimitzahfield for the
first time, allowing for the measurement of muon momenta. Finally in 2008, the wihade spec-
trometer (like the other detector components) was ready to take data and @wor20thmillion
cosmic muons were recorded. In the following, the most important resulttettfrom these
data are presented.

4.2.1 Drift Tube Efficiency Measurement

Cosmic muons can be used to determine the detecfimiemcy of individual drift tubes in MDT
chambers by the following algorithm:

e Muon tracks are reconstructed within a MDT chamber using all drift tukespe for the
tube under investigation.

e The muon tracks are extrapolated to the tube under investigation.

e The detection #iciencye of the tube under investigation is given by:

3 Number of hits detected by the tube
~ Number of reconstructed tracks traversing the tube

Figure4.5shows a typical result for one tube layer of a MDT chamber. The dritggughow an
average detectionfiiciency of 97.7 0.1 %, which is consistent with the expectdiiaency loss
due to the 40@m thick aluminum walls of the 15 mm diameter drift tubes.

Only 1 %o of the 338 640 drift tubes of the muon spectrometer had to be penthadisconnected
from high voltage and read out due to broken wires or gas leaks.

4.2.2 Reconstruction of Cosmic Muon Tracks

The ATLAS cavern is situated about 90 meters below ground level. Thssnic muons with
energies below30 GeV at ground level cannot reach the ATLAS cavern but arerbbdan the
rock and soil above. However, muons flying through one of the twosacsleafts with diameters
of 13m and 18 m reach the detector almost unrestrained. Thus, most cosionms recorded in
ATLAS are constrained into the direction of the access shafts (see Hidibe

This was confirmed at the end of 2006 when 13 muon stations were opatatitmwing for the
first reconstruction of cosmic muon tracks in the ATLAS muon spectromeigurd4.6ashows
the extrapolation of reconstructed cosmic muon tracks back to the suAatear accumulation
of tracks on the right part of the plot, as well as a small cluster on the |gfapavisible. These
accumulations agree very well with the positions of the two access shafts.
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Figure 4.6: Cosmic muons tracks recorded in the ATLAS muon spectromtgbistribution of the

intersections of reconstructed cosmic muon tracks at gttewel. Here x and y denote a coordinate
system on the surface. The two accumulations of track pamgtslue to the access shafts of 13 and
18 m diameter through which cosmic muons reach the ATLASreafl®.
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Figure 4.7: lllustration of the track sagitta measurement performetha ATLAS barrel muon
spectrometer.

4.2.3 Alignment with Straight Muon Tracks

The muon momentum measurement in the ATLAS muon spectrometer is based oragwane
ment of the deflection of a muon track in the magnetic field as illustrated in FgudreThree
layers of MDT chambers measure three track points, one at the entriatimeespectrometer, one
in the middle and one at the exit. The deviation of the middle track point fromiglsttane con-
necting the inner and outer track points is the track sagitlehe sagitta is inversely proportional
to the muon momentum.

To measure the momentum with the desired resolution of 10% for 1 TeV muors tvattk a
sagitta ofs ~ 500um, the sagitta resolution has to k80um. The track point resolution of the
MDT chambers is 3am contributing 4Qum to the sagitta resolution.

Another contribution to the sagitta error is due to misalignment of the MDT chambtr respect
to each other which is controlled by the optical alignment monitoring system. thieysrecision
of the alignment corrections on the track sagitta has te eum.

The optical alignment system of the ATLAS muon spectrometer monitadive movements
of muon chambers with a precision fL0um. Since the chamber positioning accuracy during
installation is in the order of millimeters, tlasolutepositions of the MDT chambers have to be
determined initially with high accuracy using straight muon tracks. Dedicatiedtdking at the
beginning of the LHC operation with the toroid magnets switch@evdl provide enough straight
muon tracks to align all muon chambers. However, the upper and lowersetthe spectrometer
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can already be aligned with straight tracks of cosmic muons with switctiedamnetic field. For
the other sectors horizontal muon tracks are needed, but the rateizgritat cosmic muons in
the ATLAS cavern is too low.

The relative chamber positions within the complete top sector of the barrel spemtrometer
(see Figure3.7) have been determined with a data sample of 400 000 straight cosmic muogs usin
a linearized¢?>-minimization alignment algorithn,41,39]. The distances iabetween adjacent
MDT chambers of the inner and outer layer of the top sector obtained frertrahk alignment
algorithm can be compared to measurements of the distances between thalisl# adjacent
chambers using a feeler gauge which have an accuracy of abgput ke Figurel.8). A clear
correlation between the two measurements can be seen. For the outer chdinebmeasurements
agree within 8%m while for the inner chamber layer a relative shift of 180 is observed which
can be explained by the less accurate method used for the mechanicatalistaasurement be-
tween the inner chambers. The deviations in the orderle? mm from the nominal distance of
17.5mm are consistent with the expectation from the chamber positioningaagaom the rails
(see for example Figur.3).

Another way to verify the alignment procedure is by looking at the sagittaluision of straight
tracks. In the absence of a magnetic field, the muon tracks are straiglat mmshlignment of
the MDT chambers will cause a deviation of the sagitta measurement fron{faty® sagitta).
Figure4.9ashows the distribution of the false sagitta of cosmic muons measured in a chamber
triplet in the top sector of the muon spectrometer without magnetic field and agsaoriminal
detector geometry in the reconstruction. The distribution peak®@&mm which is consistent
with the expected deviations of the actual chamber positions from the nonsioaiedry. If the
chamber displacements measured by the optical alignment system (usifiganarg calibration)
are taken into account in the sagitta calculation, the peak of the distributioiftégigi +0.25 mm
(see Figuret.9b. Using the updated information of the chamber positions from the straigtt tra
alignment algorithm, the measured sagitta distribution peakd@tm (see Figuré.9¢ which is
well within the required accuracy af30um.

The width of the distributions is getting smaller if the alignment corrections argeap his can
be explained by taking into account rotations of the chambers measureel tyytibal and straight
track alignment algorithm. The remaining width of about half a millimeter and the taiiseof
sagitta distribution of aligned chambers (Figér8¢ can be explained by deviations from straight
tracks due to multiple scattering of the muons.

4.2.4 Curved Muon Tracks

An important milestone in the commissioning of the muon spectrometer was reatieedtie
barrel toroid magnet was switched on for the first time after assembly in dherground cavern.

On 18 November 2006, the barrel toroid was successfully ramped up twoth@aal current of
20.5KA. Thus, the 13 muon chambers fully operational at this time coulddehberfirst curved
cosmic muon tracks. Two examples are shown in Figui®in the ATLAS event display: on

the left-hand side a low-momentum muon track with = 1.6 GeV and on the right-hand side a
high-momentum muon witpr ~ 200 GeV.

In Figure 4.11 the momentum distributions of the recorded cosmic muons and antimuons are
shown. The observed ratio of the two charge componiiptgN,- = 1.48 + 0.27 [42] is com-
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Figure 4.8: Comparison of the distances between adjacent chambers inriér and outer layer of
the top sector of the muon spectrometer as determined byaneeth measurements with a feeler
gauge and by the straight track alignment algoritdd].[ The nominal distance is 17.5 mm.
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Figure 4.9: Distributions of the measured sagitta of straight cosmiomtvacks in the ATLAS muon
spectrometer without magnetic field (a) without applyingrections to the actual muon chamber
positions after installation, (b) after taking into accotime information of the optical alignment
system and (c) after applying misalignment correctiongmeined with the alignment algorithm
using straight cosmic muon track&l].
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Figure 4.10: Display of events with reconstructed low momentum (left) &digh momentum cos-
mic muons (right). The muons have been recorded by chambéhg ibottom sector of the muon
spectrometer when the toroid magnet has been switched timeféirst time in November 2006. The
coils and the support structure of the barrel toroid magreeshown in gray and blue respectively.
The muon chambers traversed by the muon tracks are showeén gnd the reconstructed muon
tracks are represented by the red curves.
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Figure 4.11: Cosmic muon momentum spectrum recorded with 13 muon chanifbéine bottom
sector of the ATLAS muon spectrometer in November 2006, shimvmuons and antimouns. The
ratio N, /N, is 148 + 0.27 [42].

patible with the ratio expected for muons produced in cosmic ray inducedairesb R2]. The
measured momentum spectrum was not corrected for misaligniiiectseof the muon chambers.






Chapter 5

The Search for the Higgs Boson

This chapter introduces the ingredients needed for the search for thys bagon produced by
vector-boson fusion and subsequently decaying intortteptons. In this work the fully leptonic

as well as the semileptonic final state of the further decayitepton pair is taken into account.
Characteristic features of the studied search channel and the asstciakground processes as
well as the used data samples are described in Segtlohe expected reconstruction and identi-
fication performance of the objects relevant for the Higgs boson seadidtussed in Sectidh2
Although neutrinos from the-lepton decays are present in the final state, it is still possible to re-
construct the Higgs boson mass by the collinear approximation which isioeddn Sectiorb.3.
Section5.4finally gives a detailed description of various discriminating variables thabeaised

in order to distinguish signal and background events.

In the subsequent chapters, two approaches for separating sighbhaekground processes are
shown — an analysis based on successive cuts on several discrimivatadges (Chapte) and
an approach based on multivariate techniques that takes into accawtattons between tferent
discriminating variables (Chapté).

The prospects of discovering the Higgs boson after three years oA8Tperation are discussed
in Chapter8 which mainly focusses on the influence of systematic uncertainties fromytaedr
the detector performance on the expected signal significance.

Several previous studies have investigated the Higgs boson discatentigl in the vector-boson
fusionH — 77 channel with a cut-based analys#3[44, 45, 46,47,48]. The discovery potential
of the ATLAS experiment has recently been studied in the context of thengating system
commissioning” (CSC) féort, a test of the worldwide data processing infrastructure which was
also used to perform large scale simulations and physics anal@esA cut-based analysis in
analogy to this study repeatedly serves as a reference for compand@raferred to abaseline
analysisthroughout this work.

5.1 Signal and Background Processes

The Higgs bosons produced through vector-boson fusion (see $8ci@ are accompanied by
two characteristic jets in the forward region of the detector, the so-callefintagets. These
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Figure 5.1: Tree-level Feynman diagram of the Higgs-boson productiarvector-boson fusion
with subsequent decay of the Higgs boson into-lapton pair. The two outgoing quarks form
characteristic jets in the forward region of the detectdrich allow for a strong suppression of most
of the background processes.

Table 5.1: Summary of ther-lepton decay modes and the corresponding branching rfigjs

7~ decay mode Branching ratio [%]

Leptonic decay modes € VeVr 17.84+ 0.05
W Vve 17.36+ 0.05
Hadronic decay modes TV, 10.90+ 0.07
7 7%, 25.50+ 0.10
Ty, 8.99+ 0.08
7 210, 9.25+0.12

other modes 10.16

forward jets originate from the remnants of two quarks after they have entlitedbeak bosons
and provide an excellent signature to identify signal events. Furthermmstly no additional

jet activity but only the Higgs decay products are confined to the cergtattbr region. Solely
this characteristic signature of the vector-boson fusion production moklesnitgpossible to suf-
ficiently suppress the background processes.

A Feynman diagram of the signal process is shown in Figute The decay of the Higgs boson
into two r leptons is followed by the-leptons decaying to electrons, muons or hadrons. Talile
shows the main decay modes of éepton and the corresponding branching ratios. Correspond-
ingly, three final states can be distinguished inlthe»> 7 decay. The purely leptoni¢{) decay
channel, where both leptons decay into an electron or a muon, with a probability of 12.4 %,
the semileptonic#h) decay channel, where onelepton decays hadronically and the other one
leptonically, with a probability of 45.6 %, and the hadrorib)decay mode, where botHeptons
decay to hadrons, with a probability of 42.0 %. In this work, only the leptordatha semileptonic
decay channel have been studied. The fully hadronic mode is experimextaemely challeng-

ing due to the large QCD background and requires an even better tardbng of the detector
performance.
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Due to the neutrinos present in thdepton decays, the signal signatures are characterized by a
significant amount of missing transverse energy.

Every process with two or more jets and twdepton decay products in the final state is a po-
tential background. Monte Carlo studies show that the most important tmacid) contributions
are caused by + jets andtt production. In additionWV + jets and QCD multijet events can be
misidentified as signal. The mentioned processes are discussed in detaifiaihativang:

e Z+jets
One of the most important backgrounds is the inclugivboson production, which can
be divided into two mechanisms: QCD production through the interaction oks|\((gig-
ure5.20 and electroweak processes (Figusezaand5.2b).

TheZ boson decays further into a lepton paie(uu or v, each with a branching ratio of
~3.4 %), intovy pairs (20.0 %) or into hadrons (69.91 %). Decays ofZH#oson into neu-
trinos or hadrons do not contribute to the background, since no ahleg®®ns are present
in these cases. The decays into electrons or muons have no neutrinodimalis¢ate and
can thus be suppressed vefii@ently by requiring a certain amount of missing transverse
energy. Conclusively, only — 7t events significantly contribute to the background.

The event topology in the QCD production mode and in some electroweakgsex (for
example Figuré.2b) differs from vector-boson fusion Higgs production mainly due to the
different jet kinematics, providing a good suppression of these backidgoilevertheless,
electroweak production processes like in Figbrzaare almost indistinguishable from the
signal (see Figur&.1). However, since the cross-section for QZproduction (2.03 nb)

is more than 1000 times higher than for electroweak production (1.7 pb), DE€®ts
remains the main background source.

o (t
The Feynman diagram of the top-pair production, which is the second mosttampback-
ground, is shown in Figurg.2d Each top quark decays intd/dboson and & quark with a
branching ratio of almost 100 %. The twgets from theb quarks can give a similar signa-
ture as the tagging jets. The electrons, muonsleptons originating from the decays\of
bosons can be misidentified as Higgs decay products. The branchingfretétwoW bo-
son decays into leptonic final statéd/\V — (e/u/7)(e/u/7) — eevv, euvv, uuvv) is 6.4 %,
while it is only 3.7 % for decays into a semileptonic final stAMW — (e/u/7)(e/u/7) —
ehv, uhv, whereh denotes a-jet). An additional contribution to the semileptonic channel
can be present due to jets that are misidentified pts. Therefore, a good rejection of
misidentifiedr jets is very important in order to suppressvents. In any case, the decay of
theW bosons into leptons involves neutrinos, resulting in missing transversgyehecon-
trast toZ — ¢¢ events, the contribution from leptoni¥ decays can thus not be suppressed
by cutting on a minimal missing transverse energy. Due to thisfttheocess is a more
important background contribution to the leptonic decay channel than tethiéeptonic
decay.
Even though the kinematics of these events fiedent to the one of the signat,is one of
the main background sources due to the large cross-section of 833 pb.
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o W+ jets
The production of a singl&/ boson with additional jets in the event is another potential
background, in particular to the semileptonic decay mode. A signature similar sigtied
is given by theW decays into electrons or muons, with an additional jet in the event faking
ther jet. In case two more jets are present in the event, they can be misidentifigmagta
jets. Thus, at least three additional jets are needed to contribute to thgrvaict. The
W + jets background can be significantly reduced by a cut on the tranmﬁv (see
Section5.4.]) of the lepton and the missing transverse ene&@‘ifs. A Feynman diagram
of theW + jets production is shown in Figuie2e

o WW+ jets
As shown in Figures.2f, the production of &VW pair can also provide a signature which
is quite similar to the signal. However, the cross-section of this procespf)lig ~20
times lower than the one for th&boson production. Also the kinematic propertiefeati
significantly from the signal, since the neutrinos are not collinearly emitted wih\th
bosons. Correspondingly, tM#W + jets background contribution is much less important
than theZ + jets production and has been neglected in this study.

e QCD
Since the LHC is a proton-proton collider, the cross-section for multijetymotah is very
high. Fortunately, no isolated leptons are present in these events stihetigCD events
are strongly suppressed by the requirement of tagdecay products in the final state.
Potential background is caused by events containing misidentified leptdegtons from
b meson decays. Therefore, an excellent suppression of misidentifebaks muons and
7 jets is crucial for a discovery of the Higgs boson in this channel. The rénggib back-
ground containing real leptons frobpdecays can befigciently suppressed by requiring that
the leptons are isolated.

5.1.1 Monte Carlo Simulation

Several diferent Monte Carlo event generators have been used to simulate theasignadck-
ground processes. The simulated data samples and the correspongsgattions are summa-
rized in Tables.2, 5.3 5.4and5.5. All datasets have been produced in the frame of the central
ATLAS Monte Carlo production with the Athena software framework (resek.0.6) 50].

The events generated by the Monte Carlo generators are passechttieudetailed simulation

of the ATLAS detector based on the&it4 [51] package for the description of the detector re-
sponse. In case of thiebackground, the detailed detector simulation has been exchanged by the
parameterized and thus faster simulation of the detector response by méanADLFAST [52]
package. This was the only possibility to obtain &isient number of events needed for statisti-
cally significant analysis results.
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q
Y, Z
q q
(a) ElectroweakZ + jets production (b) ElectroweakZ + jets production
via gauge boson fusion. by Z boson radiation.

(d) tt production.

(e) W + jets production byw radia- (f) WW + jets production by triple elec-
tion. troweak gauge boson interaction.

Figure 5.2: Tree-level Feynman diagrams of the dominant backgrouncesses.
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Table 5.2: Overview of the signal Monte Carlo data samples used forstioidy. All signal datasets
include a lepton filter (see text) and are simulated with te@ited detector simulation. The cross—
sections include the filterfgciency and are scaled to the next-to-leading order with fezifed
k-factor and include all branching ratios and filt@i@encies. The last column shows the integrated
luminosity the generated numbers of events correspond to.

k-Factor Lepton Filter Cross Events Integrated

Efficiency Section Luminosity
[%0] [fb] [fb~]

H-o1tr—>

my = 105 GeV 1.05 53 26 26000 1000
my = 110 GeV 1.04 54 25 27250 1090
my = 115 GeV 1.00 57 24 28250 1180
my = 120 GeV 1.05 57 22 86750 3940
my = 125 GeV 1.04 58 19 25250 1330
my = 130 GeV 1.05 57 16 25750 1610
my = 135 GeV 1.04 58 13 27000 2080
H—-rr—¢h

my = 105 GeV 1.05 46 180 67500 380
my = 110 GeV 1.04 47 173 84750 490
my = 115 GeV 1.00 47 160 28250 180
my = 120 GeV 1.05 47 145 132250 910
my = 125 GeV 1.04 48 127 86500 680
my = 130 GeV 1.05 48 108 26500 250

my = 135 GeV 1.04 48 87 85250 980
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Table 5.3: Overview of theZ + jets Monte Carlo data samples used in this analysis. Thendeco
column shows the vector-boson fusion filtéfi@ency, if applied (see text). The cross-sections
include all branching ratios and filteffigiencies and are scaled to the next-to-leading order with a
k-factor of 1.24. The last column shows the integrated lusiity the generated numbers of events
correspond to. The fierent Monte Carlo programs are explained in the text.

VBF Filter Cross-section Events Luminosity
Efficiency [%] [pb] [fb1]

ALPGEN QCD samples:

Z— 1t — th

+ 0 jets 0.3 2.75 11250 4.1
+1jet 1.0 2.45 92250 37.7
+ 2 jets 4.0 3.10 515500 166.0
+ 3 jets 10.6 2.50 356 000 142.0
+ 4 jets 20.7 1.38 218750 158.0
+ >5jets 29.6 0.73 90000 122.0

Z->1r -0

+ 0 jets 0.04 0.32 9850 31.0
+1 jet 0.13 0.28 161800 574.0
+ 2 jets 0.43 0.33 439900 1340.0
+ 3jets 1.12 0.26 156 000 590.0
+ 4 jets 2.08 0.14 172100 1230.0
+ >5jets 3.30 0.08 48450 599.0
Z — 77, AtlFast

+ 0 jets - 897 3760000 4.2
+ 1 jet — 226 3885000 17.1

+ 2 jets - 76.5 3955000 51.7
+ 3 jets - 23.6 1000000 42.3
+ 4 jets - 6.68 500000 74.8
+ >5jets - 2.48 395000 159.0
Z—ee

+ 0 jets 1.0 9.06 13750 15
+ 1 jet 2.8 6.45 7500 1.2

+ 2 jets 9.9 7.42 252250 34.0
+ 3jets 25.8 6.11 103 250 16.9
+ 4 jets 44.8 2.99 23250 7.8
+ >5jets 64.0 1.58 14 000 8.9
Z - pp

+ 0 jets 0.6 4,99 13400 2.7

+1jet 2.4 5.41 11250 2.1

+ 2 jets 8.2 6.26 192 250 30.7
+ 3 jets 23.7 5.61 86 500 15.4
+ 4 jets 42.6 2.83 21500 7.6
+ >5jets 61.9 1.52 15250 10.0

Sherpa EW samples:

Z—- 17— th+ < 3jets

No filter - 1.69 198500 117.0
VBF filter 12.6 0.214 49500 230.0
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Table 5.4: Overview of theW + jets Monte Carlo data samples used in this analysis and giexer
with ALPGEN. The second column shows the vector-boson fuBiter efficiency. The cross-sec-
tions include all branching ratios and filteffieiencies and are scaled to the next-to-leading order
with a k-factor of 1.15. The last column shows the integratminosity the generated numbers of

events correspond to.

VBF Filter Cross-section Events Luminosity
Efficiency [%] [pb] [fot]

W — ev
+ 2 jets 8.2 775 94450 1.22
+ 3jets 20.7 56.6 95000 1.68
+ 4 jets 38.5 29.7 98750 3.32
+ >5jets 55.1 15.3 93500 6.11
W — uv
+ 2 jets 7.5 71.0 97950 1.38
+ 3 jets 19.4 53.1 77750 1.46
+ 4 jets 36.7 28.0 58500 2.09
+ >5jets 54.7 15.3 96950 6.35

Table 5.5: Overview of thett samples used in this analysis. Since MC@NLO was used asajener
for this process, the cross-section is at next-to-leadidgroaccuracy. No filter has been applied in
case of the fast detector simulation and for the detailedilsition a lepton filter has been applied (see
text). The last column shows the integrated luminosity theegated numbers of events correspond
to, where the event weights from MC@NLO have been accoumwnted f

Detector Filter Cross-section Events Luminosity
Simulation [pb] Kk10%] [fb~1]
Detailed 1 lepton 461 930 15
Fast - 833 94 300 83.0
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Monte Carlo Generators

The Monte Carlo generators used for this study are briefly described foltbwing:

Pythia B3]

A general-purpose generator for hadronic interactions in leading oaride parton show-
ering for initial and final state QCD radiation, which leads to relatively sa j&o spin
correlations are taken into account.

Herwig [54]

Another leading order general-purpose generator with a slighttigrdint parton showering
compared to Pythia. Herwig is particularly sophisticated in treating the dedayssta-
ble particles with full spin correlation. The Jimmy prografb][is used to simulate the
underlying event. Most of the signal samples have been simulated with Herwig

ALPGEN [56]

Aleading order generator with aftBrent method to match the jets from the parton-showering
model to the ones from matrix-element calculations, leading to harder jetsiabgmphasis

is given to final states with large jet multiplicities, based on exact leading exddmation

of partonic matrix elements. It is also interfaced to Hepdilgmy for the hadronization and
underlying event simulation. ALPGEN was used to simulate the @GDets background
processes.

Sherpap7]

A relatively new multipurpose generator for hadronic events with the matrirezié gen-
erator AMEGIGC++ [58]. Since Sherpa also includes electroweak processes, it was used to
simulate the electroweak — 7t background.

MC@NLO [59]

The only next-to-leading order generator for QCD processes. LikkliBGEN, MC@NLO
was also interfaced to Herwigimmy for the hadronization and underlying event simulation.
Since higher orderfiects are particularly important foir production, MC@NLO was used
to generate this background.

All T-lepton decays have not been simulated by the generators themselvag,Taubla 0.

Event Filter Toincrease the background statistics in the phase space of interedilesmsrhave
been applied at the generator level to save CPU time by eliminating events tldtwed survive
jet related cuts in the analysis.

Lepton filter for signal samples:
o With the numbeiN, of electrons plus muons withr > 5GeV andn| < 2.7:

N, > 2 for the sample$l — 77 — ¢h
N, > 1 for theH — v — ¢h samples
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VBF filter for Z events:

o With the numbeiN, of electrons plus muons withy > 10 GeV andn| < 2.7:
N, > 2 for the sampleZ — eg uu andZ — 1 — £
N, > 1 for theZ —» v — thsamples

o At least two jets (cone algorithm with sizeR < 0.4) within || < 5.0 and
pr = 20 GeV for the highegpr jet and
pr = 15 GeV for the second highept jet

e A jet pair with an invariant mass af;; > 300 GeV and a pseudorapidity separation of
Anjj 2 2

Lepton filter fortt:
e Atleast one electron, muon efdepton within|p| < 5.0 from aW decay

Pile-Up At the LHC design luminosity of. = 1.0 x 10**cm2s™!, approximately 23 proton-
proton collisions occur every 25ns. Most of these collisions are elasti¢resfiastic scattering
events (minimum bias) but the remnants of these processes are also detwayeier with in-
teresting interactions in the same bunch crossing (pile-up). The additiartal@s from pile-up
events potentially causefticulties in the reconstruction of the hard parton collision process. For
example, the energy determined for a jet from the interesting event cotiigiiher due to energy
deposits from pile-up particles or the pile-up events could result in addifietsan the event. If
the pile-up originates from the same bunch crossing as the main interactiogalted in-time
pile-up. In addition, there is also an out-of-time pile-up contribution, whichmadaat the contri-
bution is from an earlier bunch crossing. This is the case for seveiedtde components which
have a response- and read out time which is much longer than 25 ns, esafople the liquid
Argon calorimeters or the drift tube detectors of the muon system. Otherpitentributions are
from the cavern background or from showers induced by partiabes éosmic rays.

All these dfects are not included in the simulated data used in this study as there hawsenot b
enough Monte Carlo datasets including pile-up available.

5.1.2 Detector Simulation

The detector response to the generated particles can be simulated by fibartetailed detector
simulation or the fast detector simulation ATLFAST. In the following a brief giew of these two
simulations is given — further details can be foundsf, p2].

Full Simulation

The full simulation of the ATLAS detector response is based on a detailegkatistic description
of particle interactions with the detector material as provided by tefd simulation package.
A detailed description of the detector geometry and material distribution is asttefsimulation,
as well as for the exact map of the magnetic field, the realistic responserefitieut electronics
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and the trigger behavior. The simulation output is then processed by thersaorestruction
algorithms which will be used for the real collision data. The described simolptmcess results
in the best possible predictions but is very time consuming. The full simulati@nefevent
typically takes up to 20 minutes on a standard computer. For that reasorg timited number
of events can be fully simulated.

ATLFAST

In order to simulate a large number of events needed for some of the baokigprocesses (for
example 100 millions oft events), the much faster detector simulation software ATLFAST has
been used. Itis based on a parameterized description of the detedton@erce. The momentum
vectors of the generated particles are smeared and the identificicarey is parameterized
according to studies with the full detector simulation performed for the most tamophysics
processes. A homogeneous magnetic field is assumed in the inner detégine \and a very
simplified calorimeter model is used to simulate the calorimeter response fidieedce between
electromagnetic and hadronic calorimeter and no longitudinal segmentatiom cdltrimeters is
taken into account. The lateral segmentation is approximatag asA¢ = 0.1 x 0.1 for || < 3.2
andAnxAg¢ = 0.2x0.2 for 32 < || < 5.0. The energy of a generated shower patrticle is deposited
in only one calorimeter cell. A cone cluster algorithm with a cone sizZeRof +/An? + A¢? = 0.4

is applied to all cells with a deposited energy above 1.5 GeV. The resultingiduse associated
with the originally generated electrons, photons, jets jets.

The fast simulation of the detector takes only a few seconds per eventlyCtiea results obtained

by the fast simulation depend on the accuracy of the parameterization oétbetar response
and are not as realistic as the ones obtained from full simulation. For thigsemnahe most
important diference between the detailed detector simulation and ATLFAST is the undettestima
probability for r-jet misidentification in the fast simulation. The uncertainties originating from
ATLFAST for the background estimation are estimated in Sediér3and the influence on the
discovery potential is discussed in Secti®@.2

5.2 Detector Performance

The following section summarizes the expected performance of the ATLAS tde in recon-
structing objects used in this analysis (trigger, electrons, muonsr jets, b jets and the missing
transverse energy) is summarized — further details can be fourgBjnQne of the mostimportant
detector performance measures is theency of reconstructing and identifying the mentioned
objects. The fiiciency is defined as the fraction of reconstructed and correctly identifigstts

of the total number of generated objects:

Efficiency= Nmatehed (5.1)
generated
whereNgeneratedS the number of generated objects aMighichedis the number of objects that have
been reconstructed and correctly identified and can be matched to atgel@sject within a small
n — ¢—cone. The radiuR of the cone depends on the type of objé&t:= 0.1 for electrons, muons
andr jets,R = 0.4 for jets.
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Figure 5.3: Trigger dficiencies (a) for electrons (e22i) and (b) for muons (mu26épeshding on
the transverse Enerdyr or the transverse momentupi. The three levels of the ATLAS trigger
system, as described in Secti®2.3 are denoted as L1, L2 and ERj].

Another very important performance quantity is the rate of misidentified objectexample the
rate ofr jets that originate from wrongly identified electrons. The rate of misidentifigelcts is
defined as:
Misid. rate= —msidentified (5.2)
reconstructed

where Nmisidentified iS the number of reconstructed objects which cannot be matched to a corre-
sponding generated object aNgconstructegdenotes the total number of reconstructed and identi-
fied objects.

Obviously one aims for highfciency at low misidentification rate.

5.2.1 Trigger Efficiency

As described in SectioB.2.3 the trigger in ATLAS consists of three levels, with the third level
(event filter) performing the final decision. For this analysis twtedént triggers have been used:

¢ |solated electrons witpr > 22 GeV (denoted as e22i).
e |solated muons witlpr > 20 GeV (denoted as mu20).

Figure 5.3 shows the fiiciencies of these two trigger requirements depending on the transverse
lepton energy or momentum. In the fast detector simulation no trigger simulationletdea

For both studied decay channels, only the mentioned electron and muom traggleeen applied.

No 7-jet trigger requirement has been included in the semileptonic channelrsirad@e simula-

tions of ar-jet trigger have been included in the ATLAS detector simulation only vergnibe
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5.2.2 Electron Reconstruction

The reconstruction and identification of electrodd,R8] in the detailed simulation starts with
the information of the electromagnetic calorimeter. An algorithm searchep#bially grouped
calorimeter cells with a significant energy deposition (cluster). To supmtestons, each cluster
has to be matched to a track of the inner detector. Several additionaleeguits can be used to
further suppress the contribution from photons and jets:

e Calorimeter information:
Due to the fine granularity of the electromagnetic calorimeter, the lateral agdudmal
shower shape is used to separate electromagnetic from hadronic shéilgerthe amount
of energy deposited in the hadronic calorimeter, which should be very ldheicase of
electrons, provides a good suppression of jets.

e Inner detector information:
A minimum number of hits in the pixel and SCT detectors, a large energy depoisitibe
transition radiation tracker (TRT) and a transverse impact parameter (mindistamce of
the extrapolated track to the beam axis)daf < 0.1 cm is used to identify electrons.

e Cluster—track match criteria:
The rejection of jets can be significantly improved by ensuring the consystegteveen
the electromagnetic calorimeter and the inner detector information. A goodragnt of
the extrapolation of the inner detector track to the calorimeter and the clusi¢éiopare
typical for electrons. The electron enerfymeasured in the electromagnetic calorimeter
should match the momentum measured in the inner detector. Therefore, requiring the
ratio E/p to be close to unity provides additional separation power.

In this analysis, all electron candidates wiph > 15GeV that fulfill the cuts related to the
calorimeter information and have a matched track in the inner detector with &inieaspixel
and SCT hits are accepted. The rdfipp and the TRT requirements are not imposed. This set
of requirements is known as “medium?” strict electron selection and provida$ieient rejection

of misidentified electrons at adequat&@ency. In addition, an isolation cut is applied, which
requires that the energy deposited within a cone of raigd0.2 around the electron is less than
10 % of the electron energy.

In case of the ATLFAST detector simulation, a track is accepted as electron if

e a calorimeter cluster is found withiiR = 0.15 andjy| < 2.5 around a generated electron,
o the sum of all cluster energies withiR = 0.2 is close to the generated electron energy and
e no additional cluster is found around the generated electron wiiRia 0.4.

If an electron fulfills these requirements, its associated energy is theagedenergy, smeared by

means of a resolution function obtained from test beam studies.

The graphs in Figur&.4 show the electronficiency and rate of misidentified electrons as a
function of pr, n and ¢ for the signal and thét background from the detailed simulation and
for tt also from the ATLFAST simulation. It can be seen that for the detailed simulatien
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electron diciency is lower in the end-cap regiopy|(> 1.5) of the detector than in the barrel
region (7| < 1.5). In the transition region between barrel and end-cap, the rate of mifiele
electrons shows narrow peaks which can be explained by the worsarestker resolution in this
detector region. Compared to the signal, one observes a |dii@ercy for electrons it events.
This is due to the fact that the electrondtievents are less isolated than in the signal.

The less detailed detector description of the ATLFAST simulation leads to dfitaeercy distri-
bution in andg and thus overestimates the electréiicgency, in particular in the forward regions
of the detector. Furthermore, there are almost no misidentified electronsfasttietector simu-
lation.

5.2.3 Muon Reconstruction

Two algorithms are available to reconstruct and identify muons in ATLAS:GJAand MUID [B1].

In this work the STACO algorithm has been used. Nevertheless, theparice of the two algo-
rithms is very similar.

The information of all three main detector components, the inner detectoraltvéneeter and
the muon spectrometer, are exploited by the muon reconstruction. In the mpectnosneter, the
track segments measured by the muon chambers are combined to a muon kiagkinta ac-
count the material distribution traversed and the magnetic field along the myectdrg. After
that, the track is extrapolated to the interaction point, including a correction ey loss in
the calorimeters and the inner detector. The energy loss is either estimated frarameterized
probability distribution of the expected energy loss or from the energy uneady the calorime-
ter, if it exceeds the most probable energy loss. Within the acceptarioa tdghe inner detector
(Iml < 2.5), this extrapolated track is then combined with tracks measured by the ietsstat.
This combination improves the momentum resolution for muons below 100 GeVuapdesses
the misidentification of particles that escape the calorimeter (punch-threumghyvhich are not
muons.

The algorithm also reconstructs muons solely from the muon spectrometenation (stand-
alone muons) or only from the inner detector measurements with hits in the iggeofahe muon
spectrometer (lower muons). However, only muons which have been successfully combined
from muon spectrometer and inner detector measurements are used in lysssaria addition,

it is required that the muons have a minimum transverse momentym 10 GeV and that the
muons are isolated, which means that the amount of energy deposited ingbtdeithin a cone
of radius 0.2 around the muon track is less than 10 % of the muon momentum. Irathithe/rate
of misidentified muons is kept at a low level and the momentum resolution is asagedi3 %
for muons up topr<100 GeV.

In case of the fast detector simulation, the transverse momenta of all teghemaons are smeared
by a pr-, - and ¢-dependent resolution function. All muons with @>5 GeV andjs| < 2.5
are accepted as reconstructed muons. They are further classifiethéesd®r non-isolated muons
depending on the energy deposited in a congR®E 0.4 around the muon. If a jetis reconstructed
within this cone, the muon is added to the jet.

Figure 5.5 shows the fliciency and the ratio of misidentified muons as a functiopgfn and

¢ for the signal and thé& background. For th& background also the values for the ATLFAST
simulation are shown. The detailed simulation shows regions with lower reaotistr dficiency
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Figure 5.4: Electron reconstruction and identificatioffieiency as a function of (apr, (c) 7 and
(e) ¢, for the signal andt background in the detailed detector simulation and fottipeocess from
the fast simulation. The corresponding electron misidieation rates are shown in (b), (d) and (f).
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in then andg¢ distribution compared to the fast simulation. Aroung 0, the loss of fficiency can
be explained by the gaps in the muon spectrometer due to service connaaticem®undy| = 1.2
the lower dficiency is caused by the lower coverage with muon chambers in the badatapn
transition region. The small dips at= —2.1 and¢ = —1.0 are due to the detector feet structure
which leads to a higher amount of material the muons have to traverse andrecloverage with
muon chambers.

As not all details about the exact detector geometry are incorporatedfastidetector simulation,

it shows a flat fiiciency distribution i andg.

5.2.4 Jet Reconstruction Performance

Jet reconstructiorgp] in ATLAS is performed by searching for accumulations of energy digpos
in the calorimeter (cluster) which serve as starting points (seeds) fonseuaoting jets. Two
cluster finding algorithms are available: the “Tower” cluster algorithm whighsup the energy
deposits in all calorimeter cells in— ¢ bins (two dimensions) and a more sophisticated algorithm,
the “Topological” (Topo) cluster algorithm, which reconstructs three-dsiaral energy deposi-
tions in the calorimeter. The energy clusters found are taken as input ta theljeg algorithms.
Again, two jet finding algorithms are available in ATLAS: the so-called “Coalgbrithm and the
“kt” algorithm. For this analysis, the Cone algorithm with a conéBf= 0.4 and Topo cluster
seeds has shown the best performance. This is reflected in the hifibieney for jets from the
vector-boson fusion process in the forward region of the detector.

In the fast detector simulation, all clusters with a transverse energy aBaseV which could not
be assigned to electrons or photons are classified as jets. The jet ditsctedmed as the cluster
direction and the energies are smeared with the parameterized jet ersaiyyion.

Figure5.6 shows the jet reconstructioftfieiency and the ratio of misidentified jets as a function
of pr, n and¢ for the signal and th& background. For thi background also the values for the
ATLFAST simulation are shown. The jet reconstructidiicéency reaches almost 100 % for jets
with a transverse momentum pf = 40 GeV and thef@iciency shows a rather flat distribution as
a function ofp and¢. The jet reconstructionficiencies in the detailed and in the fast detector
simulation are very similar to each other.

The jet misidentification rate is fierent for signal antt background. For the signal the misiden-
tification rate of jets is much higher for low transverse momenta within the psapiddy range

of || < 2.5. This is due to jets that originate from hadronitepton decays, which have not been
identified asr jets (see Sectioh.2.9.

5.2.5 1 Jet Reconstruction Performance

For the reconstruction and identificatiomgéts, again two algorithms are available — a track based
approach showing a higher performance fgets with lowpt and the TauRec algorithn6§],
which uses calorimeter clustersafet candidates and has been used in this analysisz Tden-
tification in TauRec is based on a likelihood analysis with the following discriminatimiables
against QCD jets:

e The number of tracks associated with the cluster, limited to be either one, twoee. th
Since in hadronie decays there are either one or three charged hadrons, one would idea



5.2. Detector Performance

57

[En
‘O

pay
Q

L=

Efficiency
o
? T

o
o

= H -7

©
N

—— tt Fast Simulation

o
N

I

o <
&\\\

L | L L L L | L L L L |
50 100 150

Transverse momentumy [ GeV]

107G,

0.8

Efficiency

0.6

0.4

0.2

003

(8 T R I BRI B

Pseudorapidity

L0(e)

0.8

Efficiency

0.6

0.4

0.2

b b by by |

| |
0.0 2 0

2
¢ [rad]

© o o o
I—‘I—‘NI\_)I
—~
o-A
Nt

Misidentification rate

o
o

=y
%lr\\\\‘\\H‘HH‘HH‘HH

©
o

) o5

Transverse momentumy [ GeV]

o

o

Misidentification rate

.
3
Pseudorapidity

o
[y

0.08

0.06

identification rate

0.04

Mis

0.02

0.0

Figure 5.5: Muon reconstruction and identificatioffieiency as a function of (g)r, () 7 and (e)¢,
for the signal andt production in the detailed detector simulation and fortthgrocess in the fast
simulation. The corresponding muon misidentificationsates shown in (b), (d) and (f).



58 Chapter 5. The Search for the Higgs Boson
T A A & 057
£ 1.0(a) BERREERZSSyeSS © F(b) .
Q [ 1 = r ]
[S) L B o C ]
[ n = 0.4¢ ]
i 08 1 S ]
og | THo I K e
L +tt_ ] S C 7
0_4} —— tt Fast Simulation { g 0,2? f;
0.2- ] 0.1 "
0 :\ P T T T [N T T ST Y T A NI \: 0 L | | | |
Q) 50 100 150 200 250 ' 50 100 150 200 250
Transverse momentupy [ GeV] Transverse momentuipy [ GeV]
> [J] c
2 10 1 8 %@ 1
= r EEikanE b c C ]
=} N - o r —
¥ a = 0.4 ]
i O'8i i 8 r ]
0.6; E E 0.3 =
I i el E 1
0.4 1 £ oz 3
0.2 . 0.1F =
0 T TR B B R L sl R R e ,-
0.0 2 0 2 4 0.0%=% 2 0 2 4
Pseudorapidity Pseudorapidity
> ® P
g 1.0F 1 & ™ ]
o i 1 - r ]
[3} L g s} r .
[ N = 0.4 ]
i O'Bi ] 8 r ]
0.6} { % 0.3 =
i 12 1
0.4 b % 0-2; B
0.2 - 0.1 .
0.0 - 5 5 . 0.0 J
¢ [rad] ¢ [rad]

Figure 5.6: Jet reconstructionficiency as a function of (&), (c) n and (e)¢, for the signal and
tt production in the detailed detector simulation and for ttherocess in the fast simulation. The
corresponding jet misidentification rates are shown in()and (f).



5.2. Detector Performance 59

expect only one or three tracks. However, one of the three tracks magltbeen missed.
(In this analysisexactlyone or three tracks have been required in addition.)

e The electric charge of thejet which is calculated by summing up the charge of all associ-
ated tracks should bel.

e The impact parameter (distance to the primary interaction vertex) of the tigtkhe high-
estpr (leading track) associated with thecandidate. Due to the relatively long life time
of the 7 lepton of 29 x 1072 seconds 2], its decay vertex is displaced from the primary
vertex.

e The radius of the cluster in the electromagnetic calorimeter. Jets from hadrdecays
tend to be more collimated than QCD jets.

e The fraction of transverse energy in a concentric ring okQ\R <0.2 around the candi-
date cluster should be small, also becatgs are well-collimated.

e The number of hits witlier>200 MeV in they-strip layer of the electromagnetic calorimeter.
Hadronically decaying leptons typically have a smaller number of hits compared to QCD
jets.

e The width of the shower profile in the-strip layer (see pag22) of the electromagnetic
calorimeter which tends to be relatively small fojets.

e The ratioEN9 pl of the transverse energgh®dmeasured by the hadron calorimeter, and the
transverse momentum} of the leading track. In contrast to QCD jetggets tend to have a
high fraction of their energy associated to the leading track, which lead®tataely small
ERad/pl ratio.

All r-jet candidates with a transverse momentunppf> 30 GeV and a TauRec log-likelihood
ratio of larger than 4.0 are acceptedrgsts. For a further suppression of electrons misidentified
ast jets, additional cuts have been applied tothet candidates:

o A minimum of 0.2 % of the energy of thejet candidate has to be deposited in the first layer
of the hadron calorimeter. Electrons usually deposit all their energy inldlcer@magnetic
calorimeter.

o Within the rangey| < 1.7, the ratio of high-threshold (HT) to low-threshold (LT) hits in the
TRT has to be smaller than 20 % if there are at least ten LT hits. Due to theirr higiss,
pions from a hadronie decay emit less transition radiation than electrons which results in
smaller signals in the TRT.

In case of the fast detector simulation, a jet is considered torbjetaf it matches the generated
hadronically decaying lepton within a cone oAR < 0.3 and if the jet energy is comparable
with the visibler energy. Subsequently, gr- and n-dependent parameterization of thget
identification dficiency is applied to eacttjet candidate.

The performance of the-jet reconstruction and identification is shown in Fighr& It shows
the dhiciency and misidentification rate as a functionmf, n and ¢, for the detailed detector
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simulation of signal andt background. For thé background also the values for the ATLFAST
simulation are shown.

The dficiencies of the three distributions shown are very similar to each other.arbegther flat

in pr, 7 and¢ and the averagefficiency is around 40 % for thejets fromtt events and around
50 % for ther jets from the Higgs boson decay. As for the electrons and muons, the slighdy lo
7-jet eficiency intt events can be explained by thgets being less isolated. Compared to the
signal, the rate of misidentifiedjets is much higher for th& process in the detailed simulation.
This can be explained by the higher jet multiplicity of thevents in the central detector region.
With ~10 %, the rate of misidentified jets in the fast detector simulation ATLFAST is much
less than in the detailed detector simulation where the rate of misidentifietd is as high as
~60%. This diference causes the biggest uncertainty introduced to the analysis of the Hig
boson discovery potential if ATLFAST is used to estimatetth®ckground. In Sectio.6.3 the
impact of using ATLFAST data samples in this analysis is discussed.

5.2.6 b Jet Identification

Jets originating fronb quarks show characteristics that can be used to separate them from jets
originating from lighter quarksbftagging):

e Due to the hard fragmentation (théhadron has a large fraction of thequark momentum)
and the high masses bfhadrons £ 5 GeV), the decay products of tthehadron typically
have large transverse momenta with respect to the jet axis and thus, th@imgpagle is
also relatively large.

e The lifetime ofb hadrons of around 1.5 ps is rather long leading to a displacement of the
b decay vertex from the primary interaction point of a few millimeters dependmnthe
jet energy. Thus, the impact parameters of the tracks associated withhtédron decay
products are rather large.

A likelihood ratio approachd4,28,49] is used to estimate the probability that a jet originated from
ab quark. In this analysis, a cut of 1.0 on the output value of this-jet identification algorithm
(b-tag weight) is applied to separdigets from light quark jets.

In the fast detector simulation, the identificatiorbgéts is done in a similar way as for thgets. A
jetis labelled a® jet if it can be matched withiaR < 0.2 to a generateld quark withpr > 5 GeV.
In addition, the labelling is stochastically changed for every event usirgaeterization of the
b-tag dficiency and light quark jet misidentification probability.

The expected performance of identifyigjets with this method is shown in Figufg8. The
graphs show thée-jet identification éiciency and the rate of misidentifiddjets as a function of
pr, n andg for tt events in the full and the fast detector simulation. It can be seen thafittierscy
as well as the rate of misidentifiédets are higher in case of the full detector simulation.

5.2.7 Missing Energy Reconstruction

Since neutrinos do not interact in the detector, they deposit no eneayyeuér, it is possible to
calculate the sum of all neutrino energies in an event in the plane traaseeitse beam axis by
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using momentum conservation. The colliding protons do not have traesvensientum compo-
nents and therefore the sum of the transverse momenta of all final statéegaras to vanish as
well. Thus, the sum of the transverse momenta of all visible final state padipleds the negative
sum of the transverse momenta of all neutrinos.

In ATLAS, the calculation of the visible transverse energy is performeddridtiowing way:

e Summation of all calorimeter cell energies, using a calibration independéme @ficident
particle type.

e Addition of all muons with an associated high quality track in the inner detectordero
to reduce the influence of misidentified muons. The muon momentum contributing to th
missing energy calculation is measured in the muon spectrometer only, prothidinguon
energy after traversing the calorimeters. This ensures that the ensegygflthe muons in
the calorimeter is not double-counted.

e Addition of the estimated energy loss in the inactive material, particularly in the liquid
Argon calorimeter cryostat walls.

¢ Refinement of the energy calibration of the contributing calorimeter cellse $iccalorime-
ter response depends on the particle type, the energy calibration isfédserdifor diferent
objects like, for example, electrons and jets. Thus, the calibration of alticedter cells
which can be associated to a close-by reconstructed object, is repkadkd balibration
specific for the type of the identified particle.

In the fast detector simulation, all reconstructed objects (photons, eisctrauonsy jets, QCD
jets and unmatched calorimeter clusters) are used to calculate the missingrBarmergE?‘ss.
Figure5.9shows the expected resolution of the missing transverse energy measufiemmethe
detailed detector simulation as a function of the absolute value of the missingarseenergy.
For aEQniss of ~ 50 GeV, which is a typical value in the casetbf— 77 events, the resolution is in
the order of 10 %.

5.3 Reconstruction of the Higgs Mass

The decay of eachlepton in the signal and background processes is always charadtbyizbe
emission of one or two neutrinos leading to missing transverse energy intdeate

By means of the so-called collinear approximation, this overall missing tresese@ergy can be
divided into the two neutrino contributions, one from eadbpton decay. Since the invariant mass
of at lepton (1.777 GeV32)) is much smaller than the Higgs mass, thieptons from the Higgs
decay are strongly boosted. In the laboratory framethepton decay products are emitted ap-
proximately parallel to the originatlepton direction. Thus, the direction of the emitted neutrinos
can be assumed to be the same as the direction of the vistldeay products (electrons, muons or
7 jets). Figures.10demonstrates the small angular distance, as simulated by the Tauola package,
between the decayinglepton and its visible decay product, justifying the collinear approxima-
tion. The splitting up of the total missing transverse energy into the two neutoimivilsutions
from the twor decays is illustrated in Figuie 11
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Figure 5.11: Sketch of the collinear approximation and the reconstouctif the invariantr-pair
mass. Due to the strong boost of théeptons, it can be assumed that theecay products are
emitted in the flight direction of the decayinglepton. This direction is known from the visible
7-decay products (hereu™ ande™). The measured missing transverse ener:‘gy'sf) can then be
separated into the two neutrino contributions« v, andve +v;) from the twor decays. This allows
for the complete reconstruction of thelepton four-momenta and thus of the Higgs boson mass.
The x-y plane is perpendicular to the beam direction z.

The momentum fractiong; andy» carried by the visible-lepton decay products with respect to
the initial r-lepton momenta are defined as:

ptopt Byt Pt (LR VR N o

with p™@ representing the momenta of thdeptons,p!® the momenta of the visible-lepton
decay products (electron, muonwojet), andx (y, 2) denoting the x (y, z) momentum component.
Due to the collinearity the visible momentum fractions are the same in all directidresefbre,

it is sufficient to calculatg 2 in the x-y-plane, perpendicular to the beam direction z.
Ther-lepton momenta can be written as:

71 _ Al V1 T2 _ 2 Vo
P = Px+ Pxs P = Px + PBx
\%

=Py + B P =P+ PR (5.4)

where p"@ are the momenta of the neutrinos originating from thg) lepton. In case of the
leptonicr-decay modep” is given by the sum of the neutrino and an electron or muon neutrino,
while in case of the hadronicdecayp” corresponds to the momentum of theeutrino alone.
Since the missing transverse energy originates from the neutrinos, oneitea

EPSS = i + P2,
ETsS = ! + pl2. (5.5)
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Using equation$.3and5.4 this can be written as:

i 1-x1 1-x2
E)r(mss: p)l( 2

+
P 2
. 1-— 1-—
miss _ 1+~ X1 2Ll — X2
By =py o + P - (5.6)

Solving this system of equations one obtains:
) kP2 - pLp?

BE(P + EX7) = () + ™)
) pLpZ - php2

(RS + EJT™>) — pi(rZ + E7™9)
Thus, the momentum fractiong and y, of the visibler-decay products can be calculated and
the momentum of the decayindepton can be evaluated according to equafidh Knowing the

momenta of ther leptons it is now possible to calculate the Higgs magsby determining the
invariant massn,, of ther-lepton pair:

My =My = \[(P‘rl + P‘l'z)2 (58)

The mass of the leptons can be neglected because of their high momenta, leading to:

My = \/zp‘rl Pr, - (1 - COS(A¢TT) (59)

whereA¢.. is the angle between the twdeptons (or, due to the collinear approximation, between
the two visibler-decay products).

Since theZ decay intor leptons is very similar to the signal and as Zieoson (n; = 91.2 GeV [22))

is also much heavier thanraepton, the collinear approximation can also be used to reconstruct
theZ mass.

X1

X2 (5.7)

Limitation of the Collinear Approximation In case of the leptons being emitted back-to-back,
the previously mentioned system of equatioh§) does not have a unique solution and the sepa-
ration of the total transverse missing energy into the two neutrino contribus@mbiguous.

For leptons that are back-to-back in th¢ plane one can write:

p; = -a-p

g = -a-py, (5.10)

wherea s an arbitrary constant greater than zero.

Inserting this into equations.7, the numerators of the equations are zero and the calculation of
the r-lepton momentum with equatidn3 results in a singularity. Therefore, the application of
the collinear approximation is limited to the cases where thedecay products are not back-
to-back. This is usually ensured by requiring the angular separatioe ofdbcay products\¢..

to be smaller than 180



5.4. Event Selection Criteria 67

Performance of the Collinear Approximation The invariant Higgs mass resulting from the
collinear approximation is shown in Figusel2afor a simulated Higgs mass of 120 GeV where the
intrinsic width of the generated Higgs resonance can be neglected. Thieutisn is obtained us-
ing the generated four-momenta of the visibldecay products without additional, detector related
effects. The mass peak can be fitted with a Gauss function with a meaa 195 + 0.1) GeV
and a standard deviation of= (3.0 + 0.1) GeV.

Figure 5.12b shows the impact of the detector performance on the reconstructed Higge bo
mass. The detector response leads to a shift of the mean mass value(1d80 + 0.2) GeV
and to a broadening of the width to= (10.3 + 0.2) GeV. It can be seen that the main source
of the degraded mass resolution is the resolution of the missing energy emasir The finite
resolution of the missing transverse energy measurement broadens ghdistrétsution even more
than the collinear approximation itself assuming an exactly knEWﬁS. In contrast to this, the
lepton momentum resolution has a negligibfieet on the reconstructed invariant mass. This can
be expected since the resolution of the momentum measurement of electdansians is in the
order of 2-3% while it is only~10 % for the missing transverse energy measurement. A well
understood and precise reconstruction of the missing transverse éndrgrefore crucial for the
Higgs boson discovery in this channel.

The expected ATLAS detector performance allows for a good separaititre Z resonance and
the Higgs signal peak for Higgs masses abp$40 GeV.

5.4 Event Selection Criteria

In order to suppress background processes in the presented lgms search channel, a variety
of selection criteria are available which are introduced in the following. Titeria can be divided
into three categories: one group related to thdecay products, another group concerning the
forward jets produced in the vector-boson fusion and a last groutgdeia both parts of an event,
ther-decay products and the forward jets.

For several reasons, the selection cuts on some discriminating variabtdsden fixed to a certain
value or constrained to a subrange of the distribution (preselectionXth&se variables, the cut
value is shown in the following distributions and the motivation for the cut is @xpthin the text.

If no cut is indicated in the figure, no obvious reason for a certain duewexists and the cut on
the variable has been optimized as described in Chépiehas been used as an input variable to
multivariate analysis methods (see Chagder

5.4.1 t-Decay Products Criteria
Trigger

As a first step in each analysis, it is inevitable to require an event to bgtadcky the trigger
algorithm. In the leptonic and semileptortic— 77 channel, there is at least one electron or muon
among the decay products in the final state. Therefore, the signal e@rive triggered by high-



68

Chapter 5. The Search for the Higgs Boson

Gauss fit parameters: |

Arbitrary Units

600— (a) ©=1195+01GeV

i o =30+01GeV i
400 —
200 —

= P BT

¥ ~"100 110 120 130 140 150
Invariantr-pair massn,; [ GeV]

—— Generated momenta
e Simulation of leptons

Simulation ofEMss

Arbitrary Units
o
N
o

0.15 | -~ Full simulation

0.10

0.05

IIII|IIII|IIII|IIII|IIII|-

O0®E™™™100 120 140 160 tEd
Invariantr-pair masan,. [ GeV]

Figure 5.12: Invariant mass distribution of a 120 GeV Higgs boson in thedeicH — 77 decay
mode. (a) shows the mass calculated by means of the coltypgaoximation. The exact, generated
momenta of the particles are used for the collinear appration without detector-relatedfects.
Also shown is a Gauss function fitted to the distribution.dptbe influence of the expected detector
performance is shown. The true momenta of the visible leptord the trueE?“SS are replaced by
the reconstructed ones. The missing energy resolutionrdaies the Higgs mass resolution.
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channels are indicated by the dashed lines.)

pr lepton triggers: an isolated electron with a transverse momentup§ &f22 GeV angor an
isolated muon witl"pf{ > 20 GeV. The ficiency of these triggers is shown in Sectma. 1

To reduce the contribution from wrong triggers, the reconstruction agntiftcation of a lepton
of the same type as the triggered one with the corresponding minipgusrequired.

Reconstructedr-Decay Products

Obviously, twor-decay products are required to be reconstructed in each candidatie &or

the leptonic channel exactly two leptons are requieslgu, uu). There is no constraint on the
number of reconstructedjets in the leptonic channel. For the semileptonic channel, exactly one
electron or muon and onget is required ér, ut). Figure5.13ashows the number of reconstructed
leptons for diferent processes. Due to thelecay branching ratios (see Talld) and also the
limited detector acceptangg < 2.5 and reconstructionfigciencies for electrons and muons (see
Section5.2), the number of leptons shows a maximum at one. Only for a small fractioreots

two leptons are reconstructed, which is the requirement for an event liegdtomic decay channel
(indicated by the dashed line in the plot).

The distribution of the number af jets after requiring exactly one electron or muon is shown in
Figure5.13h To be a candidate for the semileptonic decay channel, at least jghdas to be
present in such events (which is indicated by the dashed line in the plot).

In addition, it is required that the reconstructeget products have opposite charge. As shown in
Figure5.14 this requirement suppresses a large fraction oithejets events. In these events, a
jet is misidentified as one-decay product and its charge is therefore not strictly correlated with
the charge of the second identifiedlecay product. Around 30 40 % of theW + jets events can
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Figure 5.14: Sum of the charges of the two potentialepton decay products. (a) for the leptonic
decay mode and (b) for the semileptonic decay channel.

be suppressed by this requirement, while the other background pescass the signal are less
sensitive to this selection criterion.

Since one of the-decay products iV + jets events is a misidentified object, one would expect a
fraction of 50 % of the events not fulfilling the opposite charge cut. Howedke charges of the
two r-decay products more often have opposite sign than the same sign. Anadiqoas charge
conservation: the charge of the quark which radiatedftgoson is of opposite sign than thé
boson. However, the quark charge sign identification via the leading leactiarge in the jet (jet
charge) is lessfiicient for QCD jets than for jets.

Missing Transverse EnergyETss

The neutrinos originating from the decay of the tmieptons in the Higgs decay result in a signif-
icant amount of missing transverse energy. By requiring a minimum value sfngiransverse
energy in the final state, most of the background processes withduinoswcan be rejected. Fig-
ure 5.15shows the distribution of the reconstructed missing transverse enerthefergnal and
for dominant background processes. In the> eeandZ — uu events, the measured missing
transverse energy is expected to be small, solely originating from the finéetderesolution. By
requiringE$1iss > 40 GeV in the leptonic Higgs decay mode, a large fraction oZthackground is
rejected. For the semileptonic decay channel, the minimal missing transversg esguirement
is lowered toE%niss > 30 GeV in order to account for the smaller number of neutrinos emitted.

Collinear Approximation

Employing the collinear approximation as described in Sedi@it is possible to determine the
four-momenta of the twe leptons provided that the two visibtedecay products are not emitted
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back-to-back. Therefore, a cifip..| < 2.9 is applied to ensure a solvable system of equations.
Figure5.16shows the distribution of¢., for the signal and the dominant background processes.
All distributions look very similar and thus it is expected tiaat,. has no significant separation
power.

The visible momentum fractiongcalculated in the collinear approximation (equatt8) allow

for reducing some of the background contributions. In the leptonic deceale,y; represents the
momentum fraction carried by the lepton with the higher transverse momentune seithilep-
tonic caseyn, represents the momentum fraction carried by:tfet andy, the momentum fraction

of the lepton.

The visibler-decay products cannot have a larger momentum than feeton itself and are
assumed to be emitted parallel to théepton. Therefore, the physical values of the variakles
should be in the range 9 y < 1. By this constraints on the momentum fraction, a large fraction of
thett, WWandW + jets backgrounds can be rejected. The distribution of the visible momentum
fractionsy is shown in Figurés.17for the signal and dominant background processes.

Z — 17 events have a similar topology as the signal events and thus also have gidigatibu-
tions. For thez —» eeandZ — uu events, the distribution peaks around one as expected since
Nno neutrinos are present in those events. The veryEI!,WF results in low neutrino momenta ob-
tained from the collinear approximation and thus in visible momentum fractions twame. For
other backgrounds, the visible momentum fraction has a broader distrithtarfor the signal
with many unphysical solutions below zero or above one. In case of théegtonic channel the
visible momentum fractionyy, of the 7 jet in the signal events shows a higher mean value than
for the leptonic final state which is expected since in the hadromiecay only one neutrino is
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emitted.
The diferences between the signal and thffedent background processes are even more pro-
nounced in the two-dimensiong] » distributions as shown in Figuge19

Transverse Mass

The invariant mass of the transverse components of one lepton momentuai #r@missing
transverse energy, the transverse mriéfsis given by:

M = \[2prETSS. (1 - cos\g). (5.11)

In the leptonic decay modgy¢ is from the lepton (electron or muon) with the higher transverse
momentumpr. In the semileptonic decay modg;! is the transverse momentum of the electron

or muon. The anglag is the azimuthal angle between the lepton and the missing transverse en-
ergy. The distribution of the transverse mass is shown in Figw2@ For theW + jets events,

the calculated mass value corresponds to the transverse componentVéfkbeon mass. One

can see that th@/ + jets events have a higher transverse mass than the signal or the other back
ground processes except with the trailing edge of the distribution close to théboson mass
(80.4 GeV R2).

Therefore, requiring the transverse mass to be less than 30 GeV helpppiess mainly the

W + jets background, but also a large fraction of thevents is discarded. This discriminat-

ing variable is particularly important for the semileptonic decay mode wherdps he suppress

W + jets events in which the/ boson decays leptonically with additional QCD radiation faking a

7 jet. In the leptonic decay mode, th¥ + jets background is much less important and, thus, the
cut onm‘}v can be looser.

5.4.2 Tagging Jets Criteria
Tagging Jet Candidates

The presence of at least two reconstructed jets in the final state is mdoisecount for the
vector-boson fusion signature with two jets in the forward region of thecttateThe number of
reconstructed jets witht > 20 GeV is shown in Figurg.21

In contrast to the higlpr jets of the vector-boson fusion process, jets produced by QCD meses
have a steeply fallingr distribution. In order to suppre¥¥ andZ events which contain QCD jets
itis required that at least one of the two jets has a minimum transverse momenpgns @0 GeV.

The two jets with the highegty are considered as candidates for the tagging jets. Since in the
vector-boson fusion process the jets are mainly produced in oppositedherds of the detector,

all events containing these two jets in the same hemisphere are rejected.

Tagging Jet Kinematics

The two jets produced in the vector-boson fusion process typically havgearapidity gap4n;j)
and high energy and thus a large invariant masg)( In contrast, jets from QCD processes are
more located in the central region of the detector. Figu22ashows the distribution of the
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Higgs boson decay. The applied cut in the semileptonic detade is indicated by the dashed line.
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pseudorapidity gapnj; and Figure5.22bthe invariant mass;; distribution of the tagging jet
pair for the signal and the background processes. Requiring a minimeumd@spidity gap\n;;

and a minimum invariant jet pair mass are the most important cuts to suppresslajround
contributions.

A potential additional discriminating variable is tiseseparation of the tagging jefssjj, which

is shown in Figureb.23 for the signal and the dominant background processes. A ciiggn
increases the signal-to-background ratio only by a small amount. Howthigecut allows for a
discrimination against the otherwise very signal-like electrow®ak 7= production.

In addition, requiring\¢;; to be less than some value can also help to suppress events from double
parton scattering, where one parton from each colliding proton partisipaténe hard process
(e.g.Z boson production) and the interaction of a second parton pair frommie g@tons creates

a jet pair. The jets from the second interaction tend to be emitted back-to{biaskstudies show
that the additional contribution to tt#— 77 background from double parton scattering is in the
order of 15 % $5,66]. Since no simulations of double parton scattering events have been &vailab
for this analysis, the suppression of this background by cuttingdgnpcould not be studied.

It was also proposed that tiaj; distribution can provide information about the structure of the
coupling of the Higgs boson to weak gauge bos@7s48].

b-Jet Veto

In the signal events, nb quarks and therefore nibjets are present. In contrast,events are
characterized by twb quarks originating from the top decays. Thus, by vetoing against events
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in which a jet is tagged as lajet helps to suppress thebackground. Thé-jet identification
performance of the ATLAS detector is described in Chapi2ra Figure5.24shows thé-tagging
weight distribution of the most likel jet in an event for the signal and background processes. A
large fraction of thet events can be rejected by requiring for all jets-eagging weight smaller
than one.

5.4.3 Overall Event Topology (Jets and-Decay Products) Criteria
Jet —r-Decay Product SeparationAn -

The Higgs production via vector-boson fusion is characterized by thgsHtigcay products being
emitted within the rapidity gap spanned by the two tagging jets. There are two visideay
products and two tagging jets. Two parameters are defined to describeséparation between
the jets and the-decay products: the distanee;}T between the jet with the smallgrand the
7-decay product with the smallgrand the distancenji between the jet and thedecay product
with the highen; values:

AnJlT
AnJZT

Min{n:1, 7-2} — Min{nj1, 72},
maxnj1, nj2} — Maxn:1, 7.2}

The parameter with the smaller value is cal,heq‘}i”, the otherAn?QaX:

AR = min{Ani, A,

T
AR = maXArp,, An ).
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Figure5.25shows theﬁn?j” and theAn"® distribution for the signal and dominant backgrounds.
Clearly, these \_/ariables can help to distinguish signal and backgroondgses.
Obviously, Aﬂ?l'” and Ar]’j“ax are correlated with the pseudorapidity distadeg; between the

T

tagging jets as shown in Figube26

Central Jet Veto

One of the most important analysis cuts is related to a feature of the veson-hesion processes,
namely that no color flow exists between the quarks. This manifests itself iugpeession of
jet activity in the central region of the detector. A veto against events wilitiadal central jets
therefore strongly improves the signal-to-background ratio. All jets intiadidto the tagging jets
with a transverse momentum pt > 20 GeV and a pseudorapidity pff < 3.2 are considered as
central jets. Figur®.27shows the number of central jets.

Transverse Momentum Balance

Another way to account for the low central jet activity in the vector-bdssion process is to con-
sider the total transverse momentmﬁﬁt in the event. This is the sum of the transverse momenta
of the reconstructed objects assumed to result from the hard scatterngvahiagging jets, the
two r-decay products and the missing transverse energy.

p%(_)t _ p_jrl + p%'_Z + pfi_l + p_ti_Z + E_I’Il_’liSS (512)
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The distribution ofp!®* is shown in Figurés.28

If no other objects are present in the evepi,?f should be small, ideally zero. On the other hand,
pit is higher in events with additional jet activity. Clearlg®® is highly correlated with the
previously mentioned central jet multiplicity as illustrated in Figbrd9 The figure shows the
ptTOt distribution separately for events with and without central jets in the final state.

In former analyses, the central jet veto has been applied to supprEgstands with QCD radia-
tion. However, an additional pile-up jet in a high luminosity environment whidschot originate
from the hard-scattering process of the Higgs boson production cagdetrthe central jet veto
while the pi°* value remains unchanged. Thus, thig variable may prove to be more robust
against pile-up fects.

Higgs Mass Window

As previously discussed, the invariant mass of the Higgs boson iH therr decay channel can

be reconstructed using the collinear approximation. This allows for a fusdekground suppres-
sion. As shown in Figuré.12h the expected standard deviation of the Higgs mass reconstruction
is approximatelyr ~ 10 GeV. Rejecting all events outside a mass window-05 GeV around

the expected Higgs mass significantly reduces all backgrounds whilengeeB0 % of the signal
events.

The invariantrr mass distribution of the signal and backgrounds is shown in Figua@ Thert
candidate paird andW + jets events are produced non-resonant and therefore show a fidtdistr
tion. The signal distribution is shown for a Higgs massmpf = 120 GeV. The smaller the Higgs
boson mass, the morefiicult it becomes to separate the signal fromZhe> v+ background.
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Chapter 6

Optimization of the Signal Selection

The variables described in Sectibrl can be used to separate signal and background events. An
optimization of the cut values was performed in order to achieve a maximuni signdicance.

The cut optimization was done by scanning over the range of possiblalagsvfor all variables.

The set of cut values that results in a maximum of a predefined measure efgtinal versus
background separation is considered to be the optimal one.

Several issues have to be addressed in order to obtain reliable cus:véihigecomposition of

the background processes, the preselection criteria, the definition afg¢hsure of the signal-
to-background separation to be maximized, the set of variables used iptthezation and the
methods for treating correlated variables. These aspects are disguttsetbllowing.

6.1 Composition of the Background

The background consists of all processes that can be potentially misig@ratsfisignal events.
However, some of these processes could either not be simulated at alhareny low statistics

only. For example, due to the low number of simulated events, including/théets process in the
background calculation would result in a high statistical uncertainty in thiegoagnd prediction.

Therefore, only the two most important background processes whiah ieen simulated with
sufficient statistics have been taken into accouhit> = andtt. For theZ — rr background,

the QCD as well as the electroweak production have been taken into acdtebackground
samples have been combined by weighting them according to their crassisec

6.2 Preselection

In order to be able to calculate all discriminating variables, a few requireraemtsecessary. In
addition, several cuts have been fixed or the range of the possiblalgsvhas been limited
before the optimization procedure for reasons discussed below. &kel@ction cuts are:

e Two visibler-decay products with opposite charge.

87
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e The cut on the missing transverse energy is limited to the rﬁiﬂjﬁé > 40 GeV in the lep-

tonic channel and tE?‘SS > 30 GeV in the semileptonic channel. Hence, the strong suppres-
sion of all processes with no or only very little missing transverse energy4lik ee uu)
is ensured.

Due to the small amount of simulated data available for these processes,nibthiasen
possible to reliably determine the rejection of these events by all the otheiTout& con-
servative, a minimum missing transverse energy was required. The lowenunimissing
transverse energy cut in the semileptonic analysis reflects the fact thathadhonic decay
of at lepton only one neutrino is involved leading to a lower missing energy in the.even

The range for the lepton momentum fractions, is limited to the physical range from
zero to one. To allow for the collinear approximation, events with back-t-heptons are
rejected by limiting the\¢., cut value to the rang&¢., < 2.9.

In the semileptonic analysi8y + jets is an important background while it is suppressed in
the leptonic analysis due to the low electron and muon misidentification rate. Alsartne

ber of simulatedV + jets events was not ficient to be included in the cut optimization.
Therefore, a preselection cmf}v < 30GeV is introduced to guarantee a strong suppression
of these events and the cut optimization is limited to the range befgw 30 GeV.

To account for the vector-boson fusion signature, two tagging jets insifgohemispheres
of the detector are required and both visibldecay products have to be located within the
rapidity gap of these two jets.

Since the central jet veto highly depends on the level of pile-up while datplea including
pile-up were not available with flicient statistics for all the background processes, the cen-
tral jet veto is not included in the optimization and has therefore been appleeszelection
level.

However, a possibility to take the impact of pile-up into account is to use inetectbr
information to distinguish jets originating from separated vertices.

This approach has not been followed in the frame of this thesis but ficsestp9] indicate
that this method allows for a central jet veto independent of the level otipile-

Theb-jet veto is not included in the optimization as too littlevents with detailed detector
simulation have been available. For the cut optimization, the fast detector simulati
used for thett background. The fast simulation does not include-tagging algorithm
providing a continuously distributed variable for identificationbgéts (see Figur&.24),
instead it assignis jets tob quarks on a statistical basis. Therefore, there is no possibility to
optimize theb-jet veto and thus, it has been applied on the preselection level. Sinte the
background contribution is less important in the semileptonic than in the leptoaimeh
theb-jet veto cut has only been applied in the leptonic analysis.
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Figure 6.1: Optimization curve for the\n;; variable: the raticS/ VS + B as a function of the cut
value onAzj;. Around the maximum akn;; = 4.7 (dashed line) a Gauss function was fitted and the
mean of the Gauss function was taken as the optimal cut value.

6.3 Signal-to-Background Ratio

The optimal cut value for a discriminating variable has been obtained by maxgrizinratio

S/ VS + B 1, with S representing the number of signal events &nithe number of background
events.S and B have been calculated intapair mass window around the simulated Higgs mass
my and correspond to an integrated luminosity of 30fhin order to obtain robust optimization
results the events have been counted within a loose mass windowropt ef my + 30 GeV.

The optimal cut value for a variable is obtained by plotting #1eVS + B ratio as a function of
the cut value (see Figu&las example). A Gauss-function has been fitted around the maximum
of the curve and the mean of the Gaussian has been taken as the optinalieut v

The described cut optimization has been performed for each of the psvidescribed discrimi-
nating variables. In Figuré.2, the optimization curves are shown for the variables which lead to
an increase of th8/ V'S + B ratio, while for the variables in Figui@3the S/ VS + B ratio does

not improve by applying a cut on them. Each variable has been tested wittiitibaal require-
ments other than the mentioned preselection cuts. Therefore, possi@atons between cut
variables are not taken into account in this procedure. The treatmeatrefations is discussed

in the following.

1This ratio is one possible definition of the signal significance (Se&itn



90 Chapter 6. Optimization of the Signal Selection

o) L B B B L B ] o F T A T 7
+ @ $ ] + oo (D) N
\@2.0 *M”{» 1 QZ'O +***M*+ 1
~ L ¢ ¢ +++ N ~ ; XXX A ¢ + ]
@ 15 ATTETI Ly t E
E ST : Jf :
1.0- Maximum: 2.3 H*: 1.00 Maximum: 2.2 ++ E
0.5 formj > 800Gev E 0.5 for Any > 47 b
- nocut — hardcut 1 - nocut — hadcut |

0.y ~"500 1000 1500 2000 2500 3000 0.9 2 4 6 8 10
mjj cut [GeV ] Anjj cut
o) :()“ ] mZ.Ofﬁ\;‘(d) 7
+ - (C J + r 1
\@2'0 §§§M+ 1 \@ [ IR YTTITIITIRIIIIIIIIIE
g G + ] Z 1.5? ]
B 15 t . @ 1
£ t ] 1.0- =
1'0; Maximum: 2.1 +++ 1 r Maximum: 1.9 1
0.5 for Ayn > 15 . ] 0.5~ for pt < 20 GeV =
- nocut — hardeut | - hardcut < nocut -

0. 1 2 3 4 5 0. 50 100 150 200

min tot

Aan cut cut[GeV ]
" :(‘e)‘ AN 1 o () MHHHHHHHH—
\é }qHM ] E 1.5~ N
1.5- t  Maximum: 1.8 Eot 1
& ¢ e ] & [ ]
Lok ++for Ang>20 1.0-, Maximum: 1.6 -
s ’f* ] 5 for m?” < 100 GeV ]
r ¢ ] 0.5 -
0.5: ++ 1 r ]
. nocut — hard cut”* ] - hardcut «— nocut ]

0. 2 4 8 0.7 50100 150 200 250 300
Anmax cut my cut [GeV |

Figure 6.2: The ratioS/ VS + B as a function of the cut value for selected discriminatingaldes
(see text). Applying cuts on these variables impro8¢s/S + B. The Gaussian fits around the
maxima of the functions are indicated.



6.3. Signal-to-Background Ratio 91

m [ ‘ ‘ dieé ] o § ‘ ]
+15 @) RELLAAAAMAAR +15ts, O ]
n r ++§+ ] n [ +++ ]
L 4 L + 4
~ L ++ 4 ~ L 4 4
D10 ‘}“ ] D100 t ]
o ] i t, ]
Pt ] i ¢ ]
05! 1 0.5~ *++ .
[ ] [ 4 ]
. hardcut «<— nocut | - no cut— hard, cut*n ]
00005 1.0 15 2.0 25 3.0 3.5 000 05 1.0 15 20 25 30
Ag¢j; cut [rad] Anq. cut
@ Lisssssss,. ] o [y T i ]
F15 iy, . &1.57(0') R ]
I (c) "++ ] I ++" ]
D10 ty T 9D 1.0 ++ T
| * i L + i
| é 4 L * 4
r ; ] i . ]
0.5 4'} 7 0.5~ + 7
L $ ] L ]
L _nocut — hard cut ’g ] o hard cut «— nocut |
0.§50.0 0.2 04 06 08 1.0 12 08500 0.2 04 06 08 1.0 12
X1 cut X1 cut
D [ihisis, 1 o g T Phieieed
grs T LRI
2@ - S |
D 1.0 +§' b D 1.0- ' b
i i) ] i 4 ]
L §§ ] L 4 ]
0.5 ty ] 0.5¢ ]
: ey ] : i ]
- nocut — hard cut’h ] i ¢ hardcut < nocut |
0.82°00 02 04 06 08 1.0 1.2 0.82°00 02 04 06 08 1.0 1.2
X2 cut X2 cut
o [y 1 m [ BTN
FRE-] ] (7)1.57(h) +++*“ ]
- 1@ oz ! z
D100 ++ - D1.0- i .
[ +* ] [ ++ ]
i by ] roogt 1
0.50 ] 05 ]
i KITITIIIITE ! ’
| nocut— hard cut bttty 5 hardcut «— nocut |

0. 100 200 300 400 0.0p 1 2 3
EMiss cut [ GeV ] A¢,. cut [rad]

Figure 6.3: The ratioS/ VS + B as a function of the cut value for selected discriminatingatdes
(see text). Cuts on these variables do not impi®yve'S + B.



92 Chapter 6. Optimization of the Signal Selection

6.4 Treatment of Correlations

Two different approaches have been considered:

6.4.1 Parallel Cut Optimization

The most simple approach is to apply cuts only on the discriminating variablegfoh the cut
improvesS/ VS + B (the variables shown in Figu@2 m;;, Anjj, Anrj‘j”, AT, pit and md).

These variables are optimized in parallel, independently of each othercuth&lues obtained
do not depend on the selection cuts on the other discriminating variablesreSiis of this

optimization procedure are shown in Sect@®f.

However, this method has two drawbacks:

First, it does not take into account thffext of the other cuts on the signal-to-background ratio.
Even if the shape of the distribution of a discriminating variable is not modified loyt on
another variable, the numbers of signal and background events wilgehaDepending on the
cut optimization criterion, this could result in afidirent optimal cut value. For example, if a
cut on another variable increased BB ratio such tha > B, the ratioS/ VS + B approaches
S/ V'S which has its maximum at the maximum number of signal evBnfEhus, the cut on this
variable would get very soft even if the rat®/ B would be increased by a harder cut. Therefore,
the optimal cut value on a variable depends on the cuts on the other varidbtee cuts are
optimized independently, the cut values usually become too hard and the mahdignal and
background events is reduced too much compared to the global optimum. lemesgful to omit
cuts in order not to loose too many signal events, for example, using onattebles with high
separation power. The result of this approach is also shown in Sécéon

Second, not only the absolute number of events but also the shapesibfiitns of discriminat-
ing variables may change if a cut on a correlated variable is applied. Gibyithis will result in

a different optimal cut value. As an example, Figaréshows the distribution of the-separation
of the two tagging jets\n;j, before and after a cut on the invariant jet pair magshas been
applied.

Since there is a correlation between the two variables, the shapes of tlileutists depend on
cuts which have been applied on them. Figbushows the optimization of the cut ay;; with
and without the prior cut on the invariant jet pair masg. The resulting optimal cut values of
Anjj > 4.7 (nom;; cut applied) and\p;; > 3.8 (with m;; > 700 GeV applied) dier considerably.

Notice that with them;; > 700 GeV cut applied the optimal cut iw;; is lower than without the
cut onm;j. Looking at the normalized;; distributions (see Figuré.4) one would expect the
contrary. But, in this case, thdfect of the reduced number of events exceeds ffexteof the
shape change of th;; distribution.

For these reasons, the parallel cut optimization is quite unstable and thtedegsends on the
preselection cuts and the set of cuts optimized. This can be improved by efainptimization
procedure, described in the following.
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Initial cut values: ap, bo, ¢, dg, ...
—————>
Apply cuts: bn, €, dn, ...

Optimize cut a
Update cut value a: an+1, bn, Cn, dn, ...
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n=n+1

Update cut value b: an+1, bns1, Cn, On, ...

Repeat until last cut updated an,1, bni1, Chr1, dnets o

Any cut changed?
— Yes No

Final cut values: ab,cd,..

Figure 6.6: Sketch of the iterative cut optimization procedure.

6.4.2 Iterative Cut Optimization

In the iterative cut optimization approach, one starts with an arbitrary sgitofalues. The cut
on one variable is optimized after applying all other cuts. The set of cutsnaated with the
new optimized cut. Next, the cut on a second variable is optimized after apphgngpdated set
of cuts. This procedure is repeated for every variable. Then the vpnotedure is repeated. The
iteration is stopped when the cut values do not significantly change anyroorene iteration to
the next. Figuré.6illustrates this procedure.

By this approach, the correlations between the discriminating variableskereitao account and
the final cut values depend neither on the initial cut values, nor on tlee oravhich the cuts are
applied. In addition, including weak variables does not change the optirnizedlues since the
cuts on weak variables usually become very soft.

Nevertheless, the following problems could occur:

e diverging cut values when starting the optimization with weakly discriminatinigbkas,
e oscillations between several cut values without reaching a stable maximum,
e selection of a local maximum of the optimization function.

The results of both cut optimization methods are compared and summarizedion$cé



6.5. Cut Hficiency Factorization for th&t Background 95

6.5 Cut Efficiency Factorization for the tt Background

Due to the limited number of simulated events, even in case oftttataset of the fast detec-
tor simulation only very fewtt events survive all analysis selection criteria resulting in a large
statistical uncertainty on the prediction of ttidéackground.

In order to estimate th& contribution more reliably, the selectiofffieiency emy of the mass
window cut has been determined with high statistics at an earlier stage ofalysian

_ ni(mass window)
~ ni(whole mass rangé)

(6.1)

Emw

wheren;(mass window) is the number of events in a mass window around the Higgsapdak
ni(whole mass range) is the total number of events remaining aftéstitheut.

Instead of applying the mass window cut at the end of the analysidiiberecyemy can be used
to calculate the number of events in the mass window,

ns (mass window)= eny - Ns(whole mass rangg) (6.2)

wheren; indicates the final number of events surviving all analysis cuts. With this mass
dow factorization no events are rejected by the mass window cut and thécshtiacertainty is
decreased.

It is assumed here that thé&ieiency factoremy is independent of the subsequent cuts. However,
the shape of the invariamt-mass distribution (and thus the valuesgf,) doeschange with some

of the selection cuts, for example by applying a cutAgn, as shown in Figuré.7. Nevertheless,

up tom., < 200 GeV them,.-shape is rather independent of the analysis cuts. Tdwscalcu-
lated with respect to the numbertbievents in a fixed subrange between 0 and 200 GeV,

—_— n;(mass window)
™ ni(0 - 200 GeV)

(6.3)

can be assumed to be independent of the analysis cuts. Bigsleows the resulting value ef,y
calculated in a mass window of 165135 GeV after applying one of the analysis cuts. Within the
statistical uncertainty, the mass window factorization for the mass wimdow 105- 135 GeV
results inemw ~ 20 %, independent of all other analysis cuts. The described factorizaticeases
the tt statistics at the end of the analysis by a factor of 5 and thus allows for a relmble
prediction of theit background contribution.

Since the mass window factorization is also applied during the cut optimizatiaeguce (see
Section6), the influence of this factorization on the shape of the distributions ofidisaating
variables has been tested in addition. Fig@@sand6.10show the distributions of all discriminat-
ing variables before and after the mass window factorization for a window,0= 90 — 150 GeV.
The factorization has only a minor influence on thg,. distribution and there is no significant
impact on the shape of all other distributions. Thus, it can be assumed ¢hatass window
factorization does not introduce any large bias on the final analysik.resu
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Arbitrary Units

Apr < 2.9 .
—— Aprr < 2.7
—— A¢r <25 .
—— A¢r < 2.3

Figure 6.7: Invariantrr-mass distribution of th process, shown for severalirent cut values on
the ¢ separatiom¢,. between the visible-decay products. Compared to the other discriminating
variables, the cut ong., has the largest impact on the.-shape. The distributions are normalized
to have the same integral in the range from P00 GeV. In this range, the shapes of thalent
spectra agree within the statistical uncertainties, whideshape above 200 GeMfidirs significantly.
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Figure 6.9: Distributions of diterent discriminating variables, before (full line) andeafdashed
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energyE’T“iSS, in (b) theg separation between the twedecay productaé.., in (c) and (d) the visible
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Table 6.1: Cut values obtained with fferent cut optimization strategies (see text), shown for the
leptonic decay channel. Brackets indicate that the cut babeen optimized, but fixed (see text).
For comparison, the last column shows the cut values of theline analysis.

Discriminating Optimization scenario

variable parallel iterative Baseline analysis
A B C D

ETSS > (40GeV) (40GeV) | (40GeV) 40GeV 40 GeV

Apr < (2.9) (2.9) (2.9) 2.5 2.7

X1 (0.0-10) (00-10)| (0.0-10) 00-10 0.0-0.75

X2 (0.0-10) (00-10)| (0.0-10) 00-10 0.0-0.75

my < 100 GeV — — 100 GeV —

Anfj';i“ > 1.5 1.5 0.7 0.6 —

An’j‘lax > 2.0 — — 15 —

mijj > 800GeV  800GeV| 700GeV  600GeV 700 GeV

Anjj > 4.7 4.7 3.6 35 4.4

Adji < — — — 2.2 —

pit < 20 GeV — — 30GeV —

6.6 Results of the Cut-Based Analysis

6.6.1 Results for the Leptonic Decay Channel

Table6.1gives an overview of the cut values obtained fdfatient sets of discriminating variables
for the parallel as well as for the iterative cut optimization procedureahi€b.2the correspond-
ing cross-sections after applying all analysis cuts and the signal signiéisaare shown for an
integrated luminosity of 30 fiF.

In the first scenarioX), the parallel optimization was performed using all variables shown in
Figure6.2 These are the variables allowing for an improvemer8,0f/S + B, if one performs a
cut on only this variable without applying a cut on the other variables. €hefscuts obtained

by this scenario leads to %/ VS + B ratio of 25+ 0.11 with the uncertainty being due to the
statistical uncertainty of the simulated data.

The parallel optimization method has also been used in the second sc&aHowever, only the
three most important variables(j, Azjj andAn’jT;‘”) have been included. Compared to scenario
A, this results in a higherfigciency for the signal as well as for the background, slightly increasing
theS/ VS + Bratio to 26 + 0.12.

In the third scenario(), the same three variables as in scenB8ritave been used in the iterative
cut optimization resulting in a highé/ VS + B ratio of 28 + 0.11 since correlations are taken
into account.

It is worth mentioning that the iterative procedure is very stable: The finavalues are inde-
pendent of the ordering of the cuts during the optimization and of the initialatues, indicating
that the cut optimization finds the global maximumS)fvS + B. The optimization procedure
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Table 6.2: Results of the dferent cut optimization strategies. The first lines show thes sections
times dficiency [fb] of the signal and the dominant background preessand the signal-to-back-
ground ratio after applying all cuts except for the mass wimdut. The last line shows the expected
signal significancé&/ V'S + B within the mass window ofn,, = my + 15 GeV for an integrated lu-
minosity of 30fol. For comparison, the last column shows the results obtdimethe baseline
analysis.

Cut Optimization Scenario Baseline
A B C D Analysig
Cross-sectionefficiency [ fb]
H - 77 (120GeV) 0.320.02 0.43:0.02 0.69:0.02 0.58:0.02 0.54:0.02

Z - 1t QCD 0.17£0.01  0.42:0.02 1.3:0.04 1.0£0.03 1.3:0.04
Z—-1mTEW 0.18+0.03 0.36:0.04 0.60:0.05 0.23:0.03 0.43:0.04
tt 0.32+0.08 1.8:0.18 5.9+0.32 1.5+ 0.16 4.7+0.30
B total 0.67+0.09 2.6+£0.19 7.8:0.33 2.7+0.17 6.4:0.29
S/B 0.47+0.064 0.140.014 0.09:0.005 0.2:%0.015 0.09:0.005

S/ VS + B for a+15GeV mass window arountdy = 120 GeV and 30 fb':
2.5+0.11 2.6:£0.12 2.8£0.11 3.0£0.11 2.5+0.10

converges quickly within four to six iterations and no oscillation or divecgenf the cut values
occurs.

In the fourth scenarioY), all available variables have been taken into account in the iterative cut
optimization.

The cuts on variables with only small impact on VS + B ratio have been set to very loose
values rejecting no signal events. In this way, these cuts still can ssppaiekground processes
which have not been simulated. With a signal significance @&3.11, the fourth scenario per-
forms best.

Tables6.3 and A.1 (Appendix A) show the cross-sections timefiigency for the background
processes and several sighal mass points after each analysisneuh&dourth cut optimization
scenaridD. Figure6.11illustrates this evolution of the cross-sections for the most important pro-
cesses. As shown, jet-related variableg & nj2> < 0, Anjj, m;j, central jet veto) provide for a
strong rejection of most of the background processes while leaving thal sijmost unfiected.
This confirms the advantage of the vector-boson fusion channel fétigjgs boson search with re-
spect to the gluon fusion production. The electrowgak 7+ events are not as much suppressed
by the cuts on the tagging jets as the other backgrounds since they areppadiced by the
same mechanism as the signal (see Figu2g) and theZ bosons decay into the same final state.
Fortunately, the cross-section for this process is much lower than for@ieZ)— rr production.

No Z — ¢¢ + jets and theW + jets background events survive after applying all analysis cuts.
About 10-100 times more Monte Carlo events would have to be producediér tw reliably
estimate these background contributions after the signal selection. HoWeveuts orErT‘“iss and

2Although the same selection cuts have been applied, the results of the daseliysis slightly dfer from the ones
presented in49] since some corrections on the fast detector simulation anejieenergy contribution to the missing
transverse energy have not been applied here.



Table 6.3: Evolution of the cross-section timeffieiency [ fb] with the applied selection cuts for the signafldackground processes in the

leptonic decay channel. The uncertainties shown are titatisnly. In case of th& + jets and thaV + jets background a “—” indicates that
no event remained after all preceding cuts (see text).

H-rr Z - 17 +jets tt Z -t +jets W + jets

120 GeVv QCD EW AtlFast FullSim
Cross-section 22 1410 214 833000 461000 34300 347000
Cuts onr-decay products:
Trigger 11.6£0.05 65%2 69+ 1.0 24200Q:610  18300@-540 2690Q:42 165000t 320
N(e + u)=2 5.48+0.04 373:2 7.7£0.2 30900: 220 23200190 1740034 573+18
Lepton charge 5.460.04 3712 7.5+£0.2 30200: 220 22300190 17400Q:34 363+ 14
EMSS > 40 GeV 3.1A#0.03 147+1.0 46+0.1 23500 190 17300170 597+ 7 195+ 10
A, < 2.5 2.85+0.03 13705 4.4+0.1 16 500: 160 11900 140 507+ 6 139+ 9
x12=00-10 257+0.03 113:0.5 3.6+£0.1 2620+ 64 1910+ 56 71£2.4 23+3.3
my < 100 GeV 25%0.03 113:04 3.5+0.1 214059 1570+ 51 68+2.3 19+ 3
Cuts on the tagging jets:
N(jets}> 2 2.10+0.02 100:0.4 3.4+0.1 2030t 57 1490+ 49 65+ 2.3 17+2.8
N1 X1nj2 <0 1.74+£0.02 57.5:0.3 2.4+0.1 960+ 4.1 670+ 25 36+1.7 9+2.1
Anj; >0 1.58+0.02 29.74+0.2 1.9£0.1 366+ 2.6 250+ 15 13+1.0 2.0+1.1
Anjj > 35 1.32£0.02 13.9:0.1  1.40+0.08 124+ 1.5 83+ 8.8 3.6£0.5 0.76+0.62
m;; > 600 GeV 1.080.02 7.4:0.1 1.20:0.07 84+ 1.2 64+ 7.6 25+04 0.16+0.16
Agj; < 2.2 0.89+0.03 4.67+0.08 0.62-0.05 58+ 1.0 48+ 6.4 1.5+0.3 0.16+0.16
b-jet veto 0.72:0.03 4.02:0.07 0.49:0.05 44.5:0.9 27+ 4.6 1.1+ 0.3 0.16+0.16
Cuts on the event topology:
Ani" > 0.6 0.74+0.03 2.78:0.06 0.42:0.04 32.9:0.8 22.0:4.1 0.8+0.2 0.16+0.16
AnP¢> 1.5 0.73+0.03 2.7740.06 0.41+0.04 31.2:0.8 22.0:4.1 0.8+0.2 0.16+0.16
Central jet veto 0.620.02 1.28:0.04 0.30:0.04 2.9+0.2 2.7+1.7 0.40+0.2 —
pPt < 30 GeV 0.58:0.02 1.02:0.03 0.23:0.03 1.5:0.2 14£1.0 0.07+0.05 —
Mass window cut:
m,, =105-135GeV  0.490.02 0.14-0.01 0.01+0.008 0.13:0.02 0.68+0.7 — —

aThe mass window cutfBciency factorization has been applied here. Without factorization the-sexgion timesféciency is 014 + 0.05.
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Figure 6.11: Evolution of the cross-sections timesieiency [ fb] with the applied selection cuts in
the leptonic decay channel for the signal and the most impblackground processes. The arrows
indicate some of the most important cuts related to the vdatieon fusion characteristics (see text).
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Figure 6.12: Invariant mass distributiom,, after all selection cuts for the leptonic decay mode and
an integrated luminosity of 30 fb. The dashed lines indicate the mass window cut.

X1.2 provide a suppression of tlle— ¢¢ events, which is about 100 times larger thanZos 7.
Therefore, thez — ¢¢ background is assumed to be negligible. In the CSC anal¢§is the
background contribution frod/ + jets in the leptonic channel has been estimated to be at least a
factor of ten smaller than the contribution frafn— 7 or tt. Thus, thew + jets background has
been neglected in th& channel in the remainder of this study.

Figure6.12 shows the invariant mass distributiom, after all cuts except for the mass window
cut. The histograms are normalized to an integrated luminosity of 30 Tthe error bars indicate

the statistical uncertainties of the simulated data.

6.6.2 Results for the Semileptonic Decay Channel

For the semileptonic decay channel, the cuts have been optimized in the sanas feaythe
leptonic channel. As it results in the best signal significance, the iterativeptimization using
all discriminating variables (scenaridin the leptonic mode) has been applied.

The resulting cut values are summarized in Tahie For comparison, also the values for the
leptonic decay mode are shown in the table. It can be seen, that the ces saéuvery similar for
the two decay channels. The most importaifitedences, the changed cut valuesl:'t!i?‘rssandrrﬁv,
are due to the dierent preselection in the semileptonic decay channel, see8¥age

Also the resulting total cross-sections timéBagency, shown in Tablé.5, are quite similar to
the ones for the leptonic decay mode. For the signal andtherr background, the accepted
cross-section is almost the same as in the leptonic mode. The higher initiakexisms, due to
the higher branching ratio af — hy compared ta — ¢vv, is roughly compensated by the lower
7-jet reconstruction and identificatiorffieiency compared to the lepton identificatioffi@ency.
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Table 6.4: Cut values obtained with the iterative optimization mettadthe semileptonic decay
channel. For comparison, the cut values for the leptoniaylebannel (see Tabk 1, scenaridD)
and the cut values applied in the baseline analysis are shown

Optimized cuts Baseline analysis
Decay channel tt fh ¢h
Ess > 40 GeV 30 GeV 40 GeV
A¢rq < 2.5 25 2.7
Xt 00-10 00-1.0 0.0-0.75
Xh — 00-10 00-10
m? < 100 GeV 30 GeV 30 GeV
An';;i“ > 0.6 0.8 —
An'}’;ax > 1.5 15 —
mij > 600 GeV 600 GeV 700 GeV
Anjj > 3.5 3.6 4.4
Adijj < 2.2 2.7 —
pit < 30 GeVv 40 GeV —

Table 6.5: Results for the semileptonic channel: Cross-sectionsstigfiiziency [ fb] of the signal
and the dominant background processes, signal-to-bagkdrmtio after applying all cuts except
for the mass window cut and expected signal significdt®S + B within the mass window of
m.. = my + 15 GeV for an integrated luminosity of 30th For comparison, the results for the
leptonic decay channel (see Tabl@, scenarid) and for the baseline analysis are shown.

Optimized cuts Baseline analysis
Decay channel 124 th fh
Cross-sectionefficiency [ fb]
H — 77 (120GeV) 0.580.02 0.67%#0.04 0.67+=0.04

Z — 1t QCD 1.0£0.03 1.0:t0.09 1.2+0.10
Z— 1T EW 0.23+0.03 0.38:0.04 0.46:0.05
tt 1.5+0.16 0.14:0.05 0.28:0.07
B total 2.7£0.17 15:0.11 1.6£0.10
S/B 0.21+0.02 0.44:0.04 0.35:0.03

S/ VS + B for a+15 GeV mass window around
my = 120 GeV and 30 fbt:
3.0+£0.11 3.7+0.15 3.6+0.15
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Figure 6.13: Invariant mass distributiom, after all selection cuts for the semileptonic decay mode
and an integrated luminosity of 30th The dashed lines indicate the mass window cut.

A difference is found for thi process which has a lower cross-section times selecfimescy

in the semileptonic decay mode. This can be explained by the lower branctiagf tt into
semileptonic compared to leptonic final states (see gape

Although the branching ratio df into events that do not containrget is much higher than into
events containing ajet, the contribution frontt events in the semileptonic channel is rather low.
This shows that the rate of misidentifiedets is small compared to the number of events where
at jet has been identified correctly. Obviously, the estimation ofttlentribution requires a
good understanding of thejet reconstruction performance. The influence of thedentr jet
performance in the fast and full detector simulation are discussed in Séditn
Figure6.13shows the invariant mass distribution, after all analysis cuts except for the cut on the
mass window. The histograms are normalized to the number of events exfmcedntegrated
luminosity of 30 flol. The error bars indicate the statistical uncertainties of the simulated data.
Figure 6.14 shows the evolution of the cross-section timéiciency with the applied selection
cuts for the signal and the dominant background processes. The detaiteerical information
can be found in Tablé.6 andA.2 (Appendix).

Similar to the leptonic channel, ndo — ¢¢ + jets andW + jets events survive after applying all
analysis cuts. In the semileptonic chanrg&l- ¢¢ is even more suppressed than in the leptonic
channel since it contains no regjets and, thus, has also been neglected as a background for the
¢h channel.

The invariantm,, distribution as well as the cross-section of ier jets process after applying
all analysis cuts in théh channel is expected to be similar to théackground49]. In the cut-
based and the multivariate analysis (Cha@ehe contribution fromV + jets has been neglected.
An additional systematic uncertainty of 100 % due to this background ifitlsbannel has been
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Figure 6.14: Evolution of the cross-sections timeiieiency [ fb] with the applied selection cuts in
the semileptonic decay channel for the signal and the mgstiitant background processes.



Table 6.6: Evolution of the cross-sections timeieiency [ fb] with the applied selection cuts for the signafldrackground processes in the
semileptonic decay channel. The uncertainties shown atistétal only. In case of th& — ¢¢ + jets and théWV + jets background a “—"
indicates that no event remained after all preceding cets tgxt). The negative cross-section for thgrocess from full simulation at the end

of the analysis is due to a single event with negative weigksing all the cuts.

H-1r Z—> 17+ jets tt tt Z— {C + jets W + jets
120 GeV QCD EW AtlFast FullSim
Cross-section 145 12900 214 833000 461000 34300 347000
Cuts onr-decay products:
Trigger 49.5-0.2 3740£13 69+ 0.55 24300Q@-610 18300540 2690Q:42 165000Q: 320
N(e+ u)=1 43.4+0.2 3360+12 61.4+0.52 21100@-570 1600Q: 510 9440« 25 164000 320
N(r)=1 8.45+0.1 337+3.1 8.28+0.19 316069 6340+ 100 1000:8 2750+41
Lepton charge 8.020.1 311+3.1  7.96+0.19 2960: 66 5290+ 92 877+7.5 191034
E$“55> 30 GeV 487%0.1 168:£1.4 5.59:0.16 247061 4290+ 83 90.8+ 2.7 1310+ 28
Apr < 2.5 4.34+0.1 155+1.2 5.27+0.15 153048 2770+ 68 76.5£25 990+ 24
xen=00-10 3.35+0.06 1074+ 0.96 3.85:0.13 344+ 23 542+ 30 6.65+ 0.7 96+ 7
my < 30 GeV 2.40£0.05 83+0.84 3.03:0.11 84+ 12 177+ 16 3.35+0.51 26+3.5
Cuts on the tagging jets:
N(jets)> 2 2.00£0.05 74.9:0.74 2.92:0.11 8312 169+ 16 3.13+ 0.5 22+ 3.1
nj1 X nj2 <0 1.62+0.04 43+0.56 2.040.10 39+0.83 90.9-8.5 1.8+0.4 12+2.3
Anj; >0 1.49+0.04 22.9:041 1.76:0.09 14+ 0.52 30.5:5.1 0.47£0.2 5.7+1.7
Anjj > 3.6 1.20+0.04 9.35:0.27 1.15:0.07 4.5+ 0.29 3.39:2.3 0.22£0.15 29:1.2
mj; > 600 GeV 1.0220.03 5.41+0.20 1.06:0.07 3.1+:0.24 2.04:2.0 0.13:0.13 29:1.2
Agj; < 2.7 0.95+0.04 4.42:0.18 0.85:0.06 2.8:0.23 1.36:1.9 — 25+1.1
Cuts on the event topology:
Anfjﬁ'” > 0.8 0.83+0.04 2.48:0.13 0.66:0.05 1.5:0.17 0+1.7 — 23+1.1
An?;ax> 15 0.83+0.04 2.48:0.13 0.65:0.05 1.4:£0.17 0+1.7 — 23+1.1
Central jet veto 0.7@0.04 1.1+0.09 0.42:0.04 0.20+0.06 -0.68+0.68 — 1.1+0.8
pt < 40 GeV 0.6740.04 1+0.09 0.38:0.04 0.14+0.05 -0.68£0.68 — 0.6+0.6
Mass window cut:
m., =105-135GeV 0.540.03 0.0/#0.02 0.03:0.01 0.03: 0.0 -0.68+0.68 — —

aThe mass window cutfciency factorization has been applied here. Without factorization the-sexgion timesféciency is 0014 + 0.014.
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introduced when calculating the signal significances with background é&timiemsed on Monte
Carlo in SectiorB.2.4 assuming that the shape of titme. distribution is the same for thé/ + jets
andtt contribution.

6.6.3 Comparison of Detailed and Fast Simulation for thet Background

Due to the high cross-section ftirproduction, it is not possible to simulate aftient number of

tt events using the full detector simulation. Therefore, the data sample simuligedThkFAST
has been used for the described analysis.

In Section5.2the detector performance determined from the full and the ATLFAST simuligtion
described. Here, the impact of using ATLFAST on the prediction oftthackground in the pre-
sented analysis is discussed. The most relevdli@rdnces between the full and the fast simulation
are:

e Electron and Muon Trigger
Since no trigger simulation is performed in the fast simulation, a reconstrugtthlaith
minimum pr is required to represent the trigger selection in the analysis of eventdtieom
fast simulation. An event is considered to be accepted by the trigger if atraglewith
p§ > 25GeV angor a muon withpt‘r > 20 GeV is present. No-jet trigger was used in the
analysis (see Sectidn2.1).

The last two columns of Tabl6.7 show the éficiency of the trigger requiremengdter
requiring two reconstructed-decay products with opposite charge. In the leptonic decay
channel, about 10 % of thi¢ events are rejected by the trigger in the detailed simulation,
while in the fast simulation only 3 % of the events are not selected by the triggell fep-

ton combinationsde eu, uu). In the semileptonic case, the triggefieiency after requiring
one lepton and onejet is 69 % for the full simulation and 84 % for the fast detector simu-
lation.

Thus, the missing trigger simulation in ATLFAST leads to an overestimation df thack-
ground by~ 8 % in the leptonic decay channel and-b22 % in the semileptonic mode.

e Lepton reconstruction and identificatioffieiency
Figuress.4and5.5show the reconstructiorffeciencies for electrons and muons, both for the
full and for the fast simulation. The overall electrdfig@ency of 59 % in the full simulation
significantly difers from 76 % in the fast simulation. However, the muon reconstruction
efficiencies agree very well: 81 % in the full and 80 % in the fast simulation réspbc

In the first two columns of Tabl6.7, the cross-sections timeffieiency after requiring two
reconstructed-lepton candidates with opposite charge are shown for the two simulations.
The third column shows the ratio of the two. In the fourth column, the expectedisa
given, which is calculated by using the single-electron, single-muon agtksifjet recon-
struction dficiencies and the rate of misidentifiedets. The dfferences between the two
simulations are consistent with theffédrences in the electron and muon reconstructtin e
ciencies.



110 Chapter 6. Optimization of the Signal Selection

Table 6.7: Differences in thét event selection between full and fast simulation fdfetent decay
modes. The first two columns show the cross-section tirffesency obtained after requiring two
reconstructed-decay candidates with opposite charge. The third colunowstihe ratio between
those cross-sections. In the fourth column, the correspgrekpected ratios are given, which are
calculated using the known electron, muerjet reconstruction ficiencies as well as the ratio of
misidentifiedr jets. The last two columns show the triggéi@ency for the two detector simulations
after requiring two oppositely chargeeddecay products.

Cross-section [fb] Ratio Expected Triggdhieiency [%]
r7-channel Full sim. Fast sim. FiMast FullFast Full sim. Fast sim.
eechannel 461@90 7600+110 0.61+0.02 0.59 0.920.03 0.970.02
eu-channel 1220@ 140 1560Q:160 0.78:0.01 0.78 0.9%:0.02 0.97%0.01
uu-channel 785@ 110 7940+110 0.99+0.02 1.03 0.820.02 0.98:0.02

all ¢¢ 24700+200 3110G-220 0.79:0.01 0.80 0.9&0.01 0.940.01
er-channel 330&70 1730+50 1.9+01 2.0 0.7G:0.02 0.82:0.04
ur-channel 435@ 90 1790+ 50 2.4+0.1 2.7 0.68:0.02 0.86:0.04
all ¢h 7650+ 110 353070 2.2+0.1 2.3 0.69:0.02 0.84+0.03

e Hadronicr-decay reconstruction and identificatiofi@ency
The diference in the simulatedijet reconstruction performance is shown in Figbté.
In the full detector simulation the overattjet reconstruction ficiency is 34 % and the
misidentification rate ot jets is 56 %. In the fast simulation, thejet eficiency of 36 %
is similar to the full simulation, but the-jet misidentification rate of 10 % is much smaller
than in the full simulation. The ffierence in ther-jet misidentification rate is even more
pronounced at a later stage in the analysis. After requiringroje¢ and one electron or
muon with opposite charge, the fraction of events with a misidentifigd is 66 % in the
detailed simulation while it is only 13 % in the fast simulation.

Table6.7 shows the cross-sections timgBaency for the semileptonic decay modes. Also
for the semileptonic decay modes, théelience in the cross-sections in the full and the fast
simulation is consistent with thefierent electron, muon andjet reconstruction fiicien-
cies andr-jet misidentification rates.

e b-Jet veto ficiency
Also the b-identification dficiency difers significantly between the two detector simula-
tions. As shown in Figuré.8, theb-jet identification #iciency is higher in the full simula-
tion and, consequently, thejet veto rejectst events morefiiciently in the full simulation.

But, since the cuts on the jet kinematics (for exampjg > 3.5) shift the jety-distribution

to higher|n| values and-jet identification is only possible in the central detector region,
the b-jet veto rejects less events when it is appladter the jet kinematical cuts and the
difference between fast and full simulation is significantly reduced.



6.6. Results of the Cut-Based Analysis 111

Effects on the Leptonic Analysis

The diferences between full and fast simulatidieating the leptonic analysis are well understood
and lead to twice the number of remainidpackground events after applying all selection cuts in
the fast detector simulation compared to the full simulation. Tet3shows the iciencies of all
cuts in the leptonic analysis for the full and the fast detector simulation. Tlgesmmificant dif-
ferences are the ones described above: trigger, lepton identificatienyeto. All the remaining
cuts show similar &iciencies for the full and the fast detector simulation.

In Section8.1, the Higgs discovery potential with thebackground from ATLFAST scaled by a
factor of 0.5 to account for the mentionedfdrences is discussed.

Effects on the Semileptonic Analysis

In the semileptonic case, the underestimatgdt misidentification rate in the fast simulation
leads to a significantly lower number tifbackground events. After requiring trigger and two
reconstructed-lepton decay products with opposite charge, the detailed simulation shos a 1
times higher cross-section timeieiency than the ATLFAST simulation which is expected from
the diferent trigger, lepton anthjet efficiencies.

Table6.9shows a comparison of théieiencies of all analysis cuts for the fast and the full simula-
tion. TheE?isscut and several jet-related cuts showfigtience in &iciency, but most cutfécien-
cies are compatible. The distributions of discriminating variables of the cutshbat the largest
difference between the fast and the full detector simulation are compared e Bigg While
Anjj, mjj andAn?f” are very similar for both detector simulations, S distribution is shifted

to higher values for the ATLFAST simulation leading to a high@iceency of theE$1iSS > 30 GeV
cut. The diference can be explained by a non-optimal calibration ofrtfet energy in the full
detector simulation49, 70Q].

In Section8.1the influence on the Higgs discovery potential if thbackground from ATLFAST

is scaled up by a factor of 1.8 to account for the mentioné@minces is discussed. To be con-
servative, in SectioB.2an uncertainty of 100 % is applied on ttie€ontribution for the studies of
the discovery potential taking into account systematic uncertainties.
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Table 6.8: Cut dficiencies ortt events for the fast and the full detector simulation in thgdeic
decay channel. The values represent the flidiencies without applying the other cuts before.

Cut Eficiency (%)
Fast sim. Full sim.
Trigger+ N(e, u)=2 3.8+0.1 2.7+0.1
Opposite charge 970.3 96+ 1.1
ETSS> 40 GeV 78:0.1 78+0.8
Aprr < 2.5 71+0.1 70+ 0.7
x12=00-10 19+ 0.1 19+ 0.3
mY < 100 GeV 62:0.1 61+ 0.7
N(jetsk 2 88+0.3 88+1.1
nj1X1nj2<0 44+0.1 45+ 0.5
Anj: >0 24+0.1 24+0.4
mjj > 600GeVApj; >35 4.1+0.1 4.2+0.2
Agjj <22 51+0.1 53+ 0.6
Anro;'” > 0.6 7.3£0.1 7.6+0.2
An’j‘lax > 15 27+0.1 28+ 0.5
Central jet veto 3%#0.1 35+0.5
pi' < 30 GeV 38+0.1 40+ 0.5
m,; = my = 15GeV 5.30.1 5.4+0.2
b-jet veto 36+0.1 17+0.3

After mj; > 600 GeV, Apjj > 3.5,

nj1 X nj2 < 0, A)]j-,- > 0and

Central jet veto cut:

b-jet veto 59+ 1.2 38+ 8.0
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Table 6.9: Cut ficiencies orit events for the fast and the full detector simulation in thaiteptonic
decay channel. The values represent the lidiencies without applying the other cuts before.

Cut Eficiency (%)
Fast sim. Full sim.

Trigger+ N(e, u)=1 25+0.1 19+ 0.1
N(r)=1 15+01 4.0+0.1
Opposite charge 942.9 84+ 2.0
E;”‘SS> 30 GeV 86+ 0.3 81+ 0.3
Aprr <25 64+0.3 66+ 1.5
xen=0.0-10 25+ 0.1 22+ 0.7
m? < 30GeV 15+ 0.1 16+ 0.6
N(jetsy> 2 88+2.3 90+ 2.3
nji1Xnj2<0 44+ 0.2 42+ 1.1
Anj: >0 25+ 0.2 22+ 0.8
Anjj > 3.6,m;; >600GeV  4.1+0.1 3.2£0.3
Agj; < 2.7 76+0.3 76+ 1.6
Ang';i” > 0.8 44+0.1 3.8:0.3
An?;ax >15 27+0.2 23+ 0.8
Central jet veto 35%0.2 26+0.1
piet < 40 GeV 50+ 0.2 50+1.2

Mer = My = 15 GeV 6.4:0.1 6.5:0.4
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Figure 6.15: Distributions of selected discriminating variables foe thull and the fast detector
simulation, shown fott in the semileptonic channel. (a) shows &g, (b) theAn;;, (c) them;
and (d) theﬁnrjﬁ'“ distribution.



Chapter 7

Multivariate Analysis

In this chapter, the application of Multivariate Analysis (MVA) methods to therce for the
Higgs boson is studied. Compared to the cut-based analysis presentedpie\ttoals chapter,
multivariate analysis methods may provide a better separation between tHeagigihackground

by taking into account the information of all discriminating variables including tta@relations.
The advantages of MVA methods are introduced in Secti@n

For this study, the dedicated software package TMYA4 has been used. The package contains
a large collection of multivariate methods, from which the Fisher discriminantadethe pro-
jective likelihood method, Boosted Decision Trees (BDT) and Artificial MéMetworks (ANN)
have been selected to evaluate their performance. The principle of Elese methods is de-
scribed very briefly in Section.2 Further details can be found in many textbooks or in the TMVA
User guide 71].

Before a given MVA method can be used to classify an event as signa&obground-like, it has

to be trained with events identified as signal or background. For this pefdonte Carlo data
has been used.

In Section7.3, the selection of events used for the training and in Sedtidthe optimal selection

of discriminating variables is discussed. Sectioh compares the performance of thefeient
methods. The optimal results for the— rr decay search in the leptonic and semileptonic chan-
nels are shown in Section6. Finally, in Section7.7 the stability of the results of the fikerent
multivariate methods is discussed.

7.1 Motivation

The cut-based event selection is characterized by a set of cuts apgigeiially on the discrim-
inating variables. In case of correlations between these variables, tbaiindnating power is

not fully exploited. For example, consider the two arbitrary discriminatingatages x; and x.
Signal G) and backgroundB) events are distributed in the two dimensiorgalx, space as illus-
trated in Figurer.1a The discrimination between signal and background in the cut-basedsanaly
is shown in FigureZ.1h Obviously, the selection using independent rectangular cuts does not
provide optimal separation.

In contrast, MVA methods take into account correlations between the disatimgnvariables

115
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e Signal events$S
o Background event®8

Figure 7.1: Examples for dferent signal and background classification strategies indimen-
sions. The distribution of the events in the plane of the tieriminating variablesq and x; is
shown in (a). The discrimination can be made by (b) two regaidar cuts performed independently
in each variable, (c) one linear diagonal cut or (d) a nomlingoundary between the signal and
background distributions. In (e) an extreme case of a veggifip nonlinear boundary is shown.
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improving the separation. One way to account for correlations is to intragllioear relationship
between the cuts on theffirent variables resulting in linear boundaries between between signal
and background regions in each two-dimensional projection of the disaiiminvariable space
as indicated in Figur@.1c The Fisher discriminant method is such a linear MVA method.
However, in many cases the correlations between the variables are stichate complicated
boundaries, like the one illustrated in Figufeld give the best separation. Examples for the
corresponding nonlinear MVA methods are Boosted Decision Treestificka Neural Networks.
Multivariate methods map the N-dimensional space of N discriminating inputkasianto a sin-
gle output variable taking into account the correlations in the N-dimensipaaksf variables. By
applying a cut on this single variable, signal events canfeiently separated from background
events, considerably simplifying the determination of the optimal working point.

During the training of a MVA method, care has to be taken to avoid overtrgimihich means
that the MVA method recognizes individual events rather than the gefeertaires of signal and
background processes as illustrated in Figake In this case the decision boundary does not
follow the shape of the optimal boundary showrvidd An overtrained MVA will show a better
separation performance for the events used in the training than for imdiepiedata samples.
Usually, MVA methods with a higher number of degrees of freedom (fargle BDTs) show

a higher susceptibility to overtraining compared to methods with fewer degfdesedom (for
example the Fisher method). In order to obtain a reliable evaluation, it is ¢herefucial to test
the MVA performance on a statistically independent data sample.

7.2 Overview of Multivariate Analysis Methods

7.2.1 Projective Likelihood Method

Training of the projective likelihood method means to create for every disaiminvariablek a
probability density function (pdf) for the signgbd x(xx)) as well as for the backgroun@g x(xx)).
For a given event, the likelihood for the signab (backgroundB) is given by:

Lse)(@) = | | ps@x(x())- (7.1)
k
In order to classify an evemtthe normalized likelihood ratio
. Ls(i)
0= L5+ L0 72

is calculated which is the output value of the method. Signal-like events willtiasuigh output
values and background-like events in low output values.

Usually the dfficulty of the likelihood method is to obtain good pdfs. Here, the pdfs havedizen
tained by fitting the input variable distributions of the training events by intetipgl@olynomial
functions (spline functions) of second order. Before fitting the splinetians, the input variable
distributions are smoothed to mitigate overtraining in case of limited statistics.

With this implementation of the likelihood method, correlations among the input vasiabdaot
taken into account. To overcome this, multidimensional a{s)(x.(i), . . ., Xk(i)) could be used.
But since they have the disadvantage that one needs a very huge nofntiz@ning events in
particular for many discriminating variables, these methods have not bedriruthis study.
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7.2.2 Fisher Discriminant Method

The Fisher Linear Discriminant analysis meth@@][ calculates the line in the multidimensional
space of the& input variables that provides the best separation between signal akgrband.

If signal and background events are projected to a line perpendicuthae teeparation line, the
distance between their mean values is maximized and the variance of the sigmell as the
background distribution is minimized.

The output variable of the Fisher method is the projected coordinate anddtdsmdned by a
linear combination of the input variables,

¥() = Fo+ ) Fiox(i), (7.3)
k
where the Fisher cdigcientsFy are given by:
_ VNsNg R
Fe= Nt Ng D W (Xs) - Xay) (7.4)

1=1

with Wy being the sum of the covariant matrig@sy andCgy for signal and background respec-
tively. Xsg), denotes the mean of the signal (background) training event distributiiqs.is the
number of signal (background) training events.

By construction, the simple and robust Fisher method provides the optimusificitson in case
of linearly correlated and Gaussian distributed input variables.

7.2.3 Artificial Neural Networks

The basic idea of an Artificial Neural Network (ANN) is motivated by the kirng principle
of biological neural networks. As in biology, an ANN consists of a nhumifeinterconnected
“neurons”. The connections transfer the output of one neuron wietaio weight to the input of
another neuron. Each neuron sums up the input values and calculaiagpahvalue according
to a certain response function. By feeding the values of discriminatingo¥@si#o input neurons,
the state of the whole network is defined corresponding to the respoaseutput neuron. If the
ANN is trained to distinguish betweenftirent input patterns, the output of the ANN can be used
to discriminate between them.

ANNs are widely used for pattern recognition and a large collection of ANNémpntations
exists. The type of network used in this analysis is a so-called feed+fdmwaltilayer perceptron
where the neurons are organized in layers and connections existaimlgdn the outputs of one
layer and the inputs of the next layer. Figut2 shows the layout of such an ANN. The input
values are fed to the neurons in the input layer (“Layer 0”) and the tiggarmed by the single
neuron in the last layer (“Layer 3”). The neuron layers 1 and 2 araccessible from the outside
and are therefore called hidden layers. The response function iByugueonlinear function to
enable the ANN to cope with nonlinear correlations. Here, the hyperbolgetdarfunction is
used to describe the response of the neurons. The transfer fun€tiba mput neurons is 1.
Each neuron is also connected to a “bias nhode” with constant output /ahdgich allows for an
additive constant in the network function.



7.2. Overview of Multivariate Analysis Methods 119

Lgyer 1

Figure 7.2: Layout of an ANN as used in this analysis. The neuron-neuommection weights are
illustrated by the thickness of the lines.

The outputy(k) for a given evenk depends on the values of the input variabtgsthe layout of
the network, the weights of the neuron-neuron connectigpsletermined by the training of the
network and the response function. The output value can be calcujatéat simplicity only one
hidden layer is assumed here):

Ny Nh Nvar

=1 =1 i=1
wheren, (nygr) are the number of neurons in the hidden (input) Iayéj]r? is the weight of the
connection between the input neurioand the hidden neurohandwﬁ) are the weights between
the hidden-layer neurons and the output neuron.

During the training of the ANN, an optimal set of weightds determined. Starting from random
weights, the weights are changed according to:

w =w —nVyE(X, W) (7.6)
whereE(x, w) is the so-called error function, defined by
N N 1
_ _\* OAT2
Ex,w) = kz; Ex. W) = sz 5 Y09 - SR (77

N is the number of training events apgk) the desired output value (1 for signal, 0 for background)
of the ANN. Thus,E(x,w) is a measure of the misclassification rate for the deata a function
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Xj>c¢2| |xj<c2

&
Figure 7.3: Sketch of a decision tree. Each left-right decision is basedne of the discriminating
variablesx;, and classifies an event into one of the subsequent na@dks [

of the set of weightsv and thusv,,E(x, w) gives the direction in whiclt(x, w) decreases most
rapidly. The step size is controlled by the facjaralled the learning rate.

Usually several hundred training iterations over all training events aressary to obtain a stable
set of weights.

7.2.4 Boosted Decision Trees

Figure7.3 shows a sketch of a decision tree which consists of repeated yes-ismdgcorre-
sponding to cuts on the discriminating variables. Each variable can besegedl timesand thus
the multidimensional variable space is segmented into a large number of hyesrcAccord-
ing to the number of events in a hypercube, it is classified as signal- ogtmacid-like. In this
way, correlations between the variables are taken into account. Notdl#redce to a cut-based
analysis where every variable is used oanhceto decide whether an event belongs to signal or
background. Thus a cut-based analysis selects only one hypecslgnal region.

To make decision trees more robust against statistical fluctuations in the graarimple, the out-
puts of a large collection (forest) of decision trees trained wiffecknt weights for every event in
the training sample are combined to so-called Boosted Decision Trees (BDT).

During the training, the decision trees “grow”. Starting from the root nedealgorithm deter-
mines for all training events (signal and background) the variable antbthesponding cut value
that provides the best signal-to-background separation. This ddfiedisst splitting in the tree.
The events are divided accordingly and the procedure is repeatédtforsubsamples. The al-
gorithm stops either if only a specified minimal number of events is left in theasoles or
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if a certain purity of the subsample is achieved. The resulting nodes asifieldsas signal or
background according to the majority of the events in the node.

Boosting Before building the next tree, the events of the training sample are reveigbterd-
ing to the AdaBoost algorithm7[]: The weight of every event which was misclassified by the
present tree is increased by a common boost factor

_l-emr

= 7.8
¢ err (7.8)

where err is the misclassification rate of the tree. With the modified training sartipesocedure
of growing and boosting a tree is repeated until the desired number oftiredly a few hundred)
is reached.

After building all trees, insignificant nodes are removed from every (peening) in order to
reduce overtrainingfeects. The Cost Complexity pruning methot] is used here, which re-
moves branches which have a low gain in classification performance cedmthe number of
additional nodes involved.

If an eventk is presented to the forest of Boosted Decision Trees, the oltpud of each treen
in the forest is determined with,(xx) = —1 if the corresponding node is of background type and
ha(x;) = +1 if the node is of signal type. The overall response of the forest igrdited as the
sum of the outputs of the individual trees weighted with the logarithm of theistiactorsy,:

y() = D, In(en) - (). (7.9)

The application of BDTs is relatively straightforward. BDTs can cope wilgehnumbers of
input variables while being fairly insensitive to the inclusion of poorly discratimg variables
since these variables will be neglected when growing the trees. Hovirwaise of strong linear
correlations between the input variables, the performance of BDTs roéiyfpom a decorrelation
of the input variables.

7.2.5 Decorrelation of Input Variables

Certain multivariate analysis methods, for example the Projective Likelihoodoahedlo not take
into account correlations among the discriminating input variables and thaes fmrformance.
The optimal performance could be recovered by transforming the inpiatoles in such a way
that the correlations vanish.

The TMVA package fiers the possibility to decorrelate the input variables. This is done by
calculating the square-root of the covariance matrix, inverting it and multiglghe input data
vectors with this matrix71]. In this way alllinear correlations of Gaussian-distributed variables
are removed. The decorrelation is done independently for signal akgtoaind since they may
have diferent correlations. If there are nonlinear correlations, linear deledion provides only
little improvement or can even lead to worse performance.

For two of the multivariate methods used, the improvement by applying linearm¢etion has
been studied: for the Projective Likelihood which intrinsically cannot weatelations and for the
BDT which is known to potentially profit from decorrelated input variables.
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7.3 Training of Multivariate Methods

For the training of multivariate methods, Monte Carlo data samples for sigdabarkground
are necessary, which have to be independent of the data used faratbaton of the analysis
performance. The number of events needed for an optimal training departhe MVA method
and on the complexity of the discrimination between signal and backgrousdally between
several hundred and several ten thousand events are neededrnaaiiad result.

In order to obtain a dticient number of background events for the training, only very loose pre
election cuts have been applied, much looser than those used for thaimizafion in Sectiorb.
Table7.1summarizes the preselection cut criteria used for the training and the testirgMiVA
methods. For the training events, decay products ofiapton candidates with opposite charge
and two forward jets in opposite detector hemispheres were required.igdertcuts, ncErTniss
cut, no central- ant-jet veto and only very loose cuts on the momentum fractianshave been
applied.

Due to the loose preselection cuts, the multidimensional distributions of discringnatifables

in the training can slightly dier from the event shapes on which the trained MVA methods are
eventually applied. This leads to a loss of performance, which is also texpiecthe analysis of
real data. The dependence of the performance of the MVA methods gmebelection cuts and
on the number of training events has been studied in Se¢tiba

An additional preselection cut is needed for thbackground, which has been produced with the
MC@NLO generator. During the generation of events, one has to avaldeloounting of events
when matching parton showers to matrix elements. In MC@NLO this is done bylirirg
negative “counter-events” to keep the cross-section right. Thusit a8 of thett events have a
negative weight. Since negatively weighted events cannot be used ivAllhéthods tt events
with negative weight have been excluded from the training. The distrilsitibtihe input variables
do not change significantly if negatively weighted events are excluded.

The training data statistics is further increased by using additional ATLF#8d samples for the
Z — 17 background. An overview of the data samples used for the training isrsimoWable7.3.

7.4 Selection of Input Variables

In the following, diferent sets of input variables have been tested in order to select thetbne w
the best separation of signal and background events in the leptonig cleaanel. It is assumed
that the same variable selection will also provide the best signal-to-backgdseparation for the
semileptonic decay channel. In principle, one can include all potentiaimiseting variables as
an input to the MVA methods. However, care has to be taken to avoid the foiqeroblems:

e Correlation with the reconstructed Higgs boson mass
In order to evaluate the Higgs boson discovery potential, it is crucial thavbnt selection
criteria do not distort the reconstructedmass distribution for signal and background. For
input variables strongly correlated with,., the training can result in a mass dependent
event selection and thus change or shiftittpe distribution. As an example for a strongly
correlated variable, Figuré4shows the correlation between the input variakije, and the
invariant massn,. of the r-lepton pair for signal antt events. The resulting correlation of
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Table 7.1: Event preselection criteria used for the training and perémce tests of the multivariate
analysis methods. Full circles indicate that the cut wadiegpvhile the cuts marked with open
circles were not applied.

Training Testing
¢¢-Channel ¢h-Channel

Trigger o ° °
NEe+u+1)=2 ° ° °
Opposite lepton charge ° ° °

N (jets)> 2 ° ° °
An’J.T;i” >0 ° ° °

nft <0 ° ° °
Efss o >40GeV > 30GeV
|Aprc| < 2.9 ° ° °
X12 -20..30 0..1.0 0..1.0
mf o o <30GeV
An” (6] o o
Adjj o) o) o

mij o} o} e}
b-jet veto o ° o
Central jet veto o ° °

pit o o o
AUT;'” >0 ° ° °
A > 0 ° ° °

ir
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Figure 7.4: Dependence of the mean of the.. distribution on the reconstructed invariant mass
m.., shown in (a) for thét background and in (b) for the signal.

the signal selectionficiency withm,, is shown in FigureZ.5for an ANN with A¢,, as an
input variable. Due to the strong mass correlation, the ANN provides a lewmgaression
(higher selection ficiency) oftt events near the signal region (see Figtrgg. Also for

the signal selectionficiency (see Figur&.5h) a mass sensitivity is observed, though not
as pronounced as for theevents. The aim is to choose a mass independent selection.
The correlation of the output of each MVA method with the reconstruotgdhas been
tested for each set of input variables. In case of a significant coarlaith m.., the
corresponding set of input variables has not been used. Also naniogrelations have
been taken into account by looking at the resulting dependencies agpitiagconly those
where no significant correlation is observed.

Weak input variables

Input variables providing only weak separation between signal arkjbaend are called
weak variables. Depending on the multivariate method, the inclusion of wae&bles can
lead to a loss of performance.

Strongly correlated input variables

Using strongly correlated input variables can also lead to a loss of pafae of certain
MVA methods. Instead of rejecting strongly correlated variables, deletion of the input
variables can be used. For MVA methods known to be sensitive to thdat@neof input

variables (Projective Likelihood, Boosted Decision Trees), the beokfipplying linear
decorrelation (see Pad21) has been studied.

The input variables have been selected such that the above probleawwmed. Several sets of
input variables have been tested, as summarized in Tabldhe selection of the optimal set was
performed in three steps:

1. In order to avoid sensitivity ton,, only input variables without mass correlation have been
used. For this purpose, the mass correlation of all potential input vesibbeen deter-
mined for the signal as well as for the two most important background gses — 77
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Figure 7.5: Dependence of the selectiofiieiency of an ANN withA¢., as an input variable on the
T-pair invariant masm,, shown (a) for that background and (b) for the signal.

andtt. The correlation ca@cients are shown in the second, third and fourth column of
Table7.2 In the first set of input variables (st all variables with more than 10 % corre-
lation with m.. have been excluded. As expected, the output obtained for this set of inpu

variables shows no dependencenop.

2. The exclusion of all mass-correlated input variables potentially rediheesignal-to-back-
ground separation power. When trying to include them, one still has to makehai the
multivariate analysis has no mass sensitivity. In the variabldlsgi$ , IV andV one mass
dependent variable has been added at a time to the uncorrelated vasfahkeset . It has
turned out that the variablegs.. (setlll ) andm? (setV) lead to a mass sensitive analysis.
Therefore, these variables have not been used further.

On the other hand, by |nclud|ri§T'SS (setll) or y12 (setlV) as additional input variable,
the multivariate output remains uncorrelatedrg. ThusEm'SS andyi2 might be used as
an input for the multivariate methods. Even if both of them are used at the tsaméset

V1), the output distribution shows no dependence on the invariantmass

3. In the following step, the possible loss of performance in some multivarigteoagedue to
weak input variables or input variables that are correlated to othervapiables, is studied.
This is done by excluding certain variables and comparing the perforntattoe case when
these variables are included. The input variable8ketexcludesAg;; as a relatively weak
variable, seWIll excludesAn;; since this variable is strongly correlatedAQ’jT;‘” and set
IX excludes boti\gj; andAnj;.

1 The correlation co@icient px, between two variablesx and y is given by the covariance
coMx, Y) =< (x= < x>)(y— <y >) > of the two variables divided by their standard deviationg, = Cfr’ffrz) Py

only coverslinear correlations and ranges from 1 for fully correlated (direct propoatipwuariables to-1 for fully
anticorrelated (indirect proportional) variables.
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Table 7.2: Overview of the sets of discriminating variables used fadging multivariate analyses
in the leptonic decay channel, where full (open) circlescemriables which have (not) been used
as input for the MVA method respectively. The correlatioefticients between the input variables
and the invariant mass,; are shown for both signal and background samples. The lashdicates
whether the MVA output variable shows a correlation with for any process.

Correlation cofficient Sets of variables
with m,, [%] used as input to MVA

tt Z—o1t H-o1r | Il I v Vv Vi Vvl Vil IX
Efss 28+2 9+2 10+1 o ° o o o ° o o o
A, 56+ 2 28+ 2 26+1 O o L] o o O O (@) (0]
Aj; -3+2  3x2 5t1 e e e e e e O e ©
Anjj 7+2 6+2 1+1 e o o o o o o ° ©
mjj 9+2 0+2 2+1 e o ° ° ° ° ° ° °
Xexn  -30£2 -10+2  -20+1 o o o L] o ° o o o
An'j‘}'” -4+2 1+2 1+1 o L] ° o ° o (] L] o
An‘j‘lax -5+2 3+2 1+1 ] L] ® ® L] ] [ L] ®
m? 48+ 2 7+2 10+1 o o o o o o o e} o)
prt 3+2  1x2 0O+t1 e e e e e o o e o
Correlation of output variable withn,

No No Yes No Yes No No No No

All sets of variables which provide a mass independent output variadoke, ieen tested for their
performance, which is described in the following.

7.5 Performance of the Multivariate Analysis Methods

7.5.1 Event Selection for Performance Tests

In order to avoid a bias in the performance evaluation due to overtraifiiagte the available
Monte Carlo data has been divided into two parts. Tab8shows the number of signal and
background events in the training and the testing samples. The same giresaesdor the opti-
mization of the cut-based analysis (see Sedbidmas been applied to evaluate the performance of
multivariate methods.

7.5.2 Performance Criterion

In order to compare the separation power between signal and baokigandifferent multivariate
analysis methods, the background selectificiency is measured for a given signéigency of
50 % as obtained in the cut-based analysis in Se@&iénThis allows for a direct comparison of
the performances of multivariate and cut-based analysis methods.

Figure7.6 shows the distributions of the output variables of the ANN for signal anerakback-
ground processes for one selection of input variables. In Figiréne backgroundféciency as a
function of the signal ficiency is shown for a range of cut values on the ANN output variable.
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Table 7.3: Data samples used for the training of multivariate methausfar the analysis. The
numbers of events before and after the preselection cutstee.

Simulation  Training events Analysis events
before after before after

preselection preselection
Leptonic channel:
H — 77 — €€ (120 GeV) Full 60000 8272 26 750 1660
Z—>1T Fast 97-10° 9687 — —
Z — 17 — ({ VBF Full — — 990-10° 15260
tt Fast 1010° 13460 8010° 16650
Semileptonic channel:
H — 77 — ¢th (120 GeV) Full 60000 2928 72250 627
Z-1r Fast 97-10°F 13412 — —
Z — 77 VBF Filter Full — — 128-10° 1554
tt Fast 1010° 1896 80 10° 437
i L L L L L Y L B I
5 | 3
> 03— 1 —#— H — 77 (my =120 GeV) —
I - L .
_E - ——Z->1mTEW ; —
< - —— 7 - 17 QCD : i
0.2 —— i ]
0.1f .
0.0%710 05 0.0 0.5 T

ANN output variable

Figure 7.6: Distribution of the output variable from the ANN with inpuariable set for the signal
and the dominant background processes in the leptonic aéeanel. The dashed line indicates the
cut value resulting in the highest signal significance (s&&ién7.6).
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Figure 7.7: Background versus signal selectiofié@ency in the leptonic decay channel for a scan
of cut values on the ANN output variable as shown in Figlu& The mean backgroundieiency
corresponding to 50 % signaffieiency is determined from a straight line fit in the signdiloiency
interval from 40 % to 60 % as indicated.

The mean backgroundtiency corresponding to 50 % signdlieiency is determined by a straight
line fit in the signal éiciency interval from 40 % to 60 %. This procedure has been perforored f
each set of input variables and for each MVA method.

7.5.3 Comparison of Multivariate Analysis Methods

Table7.4 shows the results of the performance tests for the leptonic decay ch&onebmpari-
son, the corresponding backgrourfii@ency obtained by the cut-based analysis is 6.8 %.

The projective likelihood method was tested without and with a linear dectiorelaf the input
variables. For the variable sdtsll, IV, VI andVIl the decorrelation results in a clear improve-
ment of the performance (lower backgrouniaency). This is expected since the projective
likelihood does not take the correlations between the variables into accdlithiout decorrela-
tion the projective likelihood method shows a better performance when highlated variables
are not used\lll andIX). The input variable set$ andVI, in which ErTniss is used as additional
correlated variable, are extreme cases for the projective likelihood methile the method
shows a dramatic loss in performance without decorrelation for theséleasets, it has the best
performance when decorrelation is applied.

Since itis the intrinsic feature of the Fisher method to take into account line@t&tions between
the input variables, no decorrelation has been applied in this case. Gahipdhe other methods,
the projective likelihood and the Fisher method show a worse performanedl f&ets of input
variables. This indicates the existence of nonlinear correlations, whigtotaée resolved by the
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Table 7.4: Background #ficiencies at a fixed signatficiency of 50 %, for the multivariate analysis
methods with dierent sets of input variables (see TaBlg) with and without decorrelation of the
input variables. The statistical error is abaiit 15 % for all values.

Method Likelihood Fisher BDT ANN
Decorrelationapplied No Yes No No Yes No
Variable set Backgroundigciency [%6]

I 105 7.1 66 53 49 43
Il 345 6.1 6.3 50 47 50

v 95 7.1 68 49 50 48
VI 353 6.1 6.8 50 47 50
Vi 86 7.3 68 53 53 51
VIII 66 7.6 67 50 56 44
IX 6.3 7.5 69 54 55 48

projective likelihood or the Fisher method.

Comparing the performance forffirent input variable sets, it turns out that BDTs show a good
performance even if many input variables have been used (for exaarptelit variable sev1),
independently of whether decorrelation has been applied or not. Thissghe intrinsic property

of BDTs to be very robust against weak variables.

The impact of input variable decorrelation can be seen by comparing tfugmpance of the input
variable sets andVIll . Setl includesAn;j, which is strongly correlated WithnT;‘”, while set
VIII does not. IfAn;; is excluded, the BDT with decorrelated input variables shows a loss of per
formance (4.9 %»5.6 % backgroundficiency), while the performance of the BDT without input
variable decorrelation increases (5.3%.0%). Thus, for BDTs, strongly correlated variables
have to be used with care and decorrelation should be applied.

The ANN method shows the best performance for most input variable Betsontrast to the
BDTs, the performance improves if only a selection of the strongest Vesigbused as input. If
all variables are used/() the backgroundféciency is 5.0 %, while for selected input variables
(I the backgroundféciency is only 4.3 %.

Since it shows the best performance, the Artificial Neural Network witht Wgriable set is used
in the remainder of this study.

7.5.4 The ANN Output Distribution

The output variable distribution of the selected ANN is shown in FiguBeFor signal events, the
distribution peaks at large values close to 1. However, the distribution aksa kignificant tail
down to the lowest values close to -1 which means that certain signal evemistzasy to classify
because they do not resemble the typical signature of the signal evéett. Bickground has a
pronounced peak at -1 with only a small tail towards larger output valllbese events can be
strongly suppressed. The Q@D— rr background is also well separated from the signal although
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Figure 7.8: The ratioS/ VS + B as a function of the cut on the ANN output variable. The optima
cut value of 0.7 is indicated by the dashed line.

less than thét background. For the electrowe@k— rr background, roughly half of the events
are similar to the signal, while the other half resembles the @CB rr background. This can
be explained by the fferent physics processes contributing to the electroweak rr events.
Events originating from the VBF process (see Fighrgg resemble the signal event structure,
while theZ boson radiation processes (see Figugd) is similar to the QCL¥ — rr process and
can thus be rejected more easily.

7.6 Multivariate Analysis Results

To evaluate the improvement of the signal significance using the chosenmidihbd, the output
variable is treated as discriminating variable. The corresponding cut islojgtimized using
the iterative cut optimization procedure described in Chafitdn addition to the ANN output,
all variables not used as input to the ANN have been included in the cut optiotrizorocedure
allowing for further discrimination between signal and background byyapgpa cut on those
variables.

7.6.1 The Leptonic Decay Channel

For the leptonic decay channel, the dependen@y ofS + B on the neural network cut is shown
in Figure7.8. The maximum ofS/ VS + B is obtained for a cut on the output value of 0

An additional cut orm? <100 GeV provides a further suppression of theontribution while
having no impact on the signal add— tr efficiency. Table7.5shows the evolution of the cross-
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Figure 7.9: Invariantrr mass distribution for the leptonic decay channel after théNAanalysis
cuts. The distributions are normalized to the number of svexpected for an integrated luminosity
of 30fb2.

section during the analysis, including the preselection cuts (up to the cintvato), the cut on
the ANN output variable, the additional cut m? and them., mass window cut.

The invarianim,, spectrum after all cuts is shown in Figuf®for a 120 GeV Higgs boson and an
integrated luminosity of 30 ft.

7.6.2 The Semileptonic Decay Channel

The same ANN with the same set of input variables which showed the bdstrpance for the
leptonic decay channel was used also for the semileptonic decay ch&miglthe training has
been repeated with semileptonic signal and background events. The optib@h the output
of the artificial neural network is 0.3 and the signal-to-backgroundraéipa is not improved by
applying an additional cut on one of the variables that have not beénmug®e neural network.

The evolution of the cross-section is shown in Tahand the resulting.. spectrum for a Higgs
boson mass of 120 GeV and an integrated luminosity of 3DifbFigure7.10

In Section8.1.], the performance of the ANN analysis is compared to the cut-based arfalysis
several simulated Higgs masses.



Table 7.5: Evolution of the cross-section [ fb] with the applied cuts$mgnal and background in the leptonic channel. The unictiga shown

are statistical only.

H-1r Z— 17+ jets tt tt

120 GeV QCD EW AtlFast FullSim
Cross-section [ fb] 22 1410 214 833000 461000
Trigger 11.6:0.05 657+ 2 69+1.0 24200Q:610 18300@:- 540
N(e+ u)=2 5.5+ 0.04 373:2 7.7+0.2 30900 220 23200t 190
Lepton charge 5.50.04 371+ 2 7.5+0.2 30200 220 22300 190
EQ“SS > 40 GeV 3.2:0.03 147+1.0 4.6+£0.1 23500: 190 1730Q: 170
Aprr < 2.9 3.1+0.03 143:0.44  4.5:0.14 2080Q: 180 1510QG: 160
x12=00-1.0 2.7+0.03 1174039 3.740.13 4280 82 3100+ 71
N(etsp 2 2.2+0.02 103:0.36  3.6+0.12 400079 2900+ 68
nj1 X nj2 <0 1.8+0.02 59.1+0.27 2.5:0.10 182Q@:5.6 1300+ 35
Anj: >0 1.7+0.02 30.5:0.19 2.0:0.09 698+ 3.5 500+ 22
b-jet veto 1.4:0.03 24.6:0.17 1.6:0.08 321£25 150+ 12
Central jet veto 1.20.03 11.6:0.11 1.0+0.07 61+1.0 15+4
ANN > 0.7 0.67+0.02 0.90:0.03 0.36:0.04 1.3+ 0.16 1.4:1.0
my < 100 GeV 0.6A40.02 0.90:0.03 0.35:0.04 1.0+0.15 1.4+1.0
m., =105-135GeV  0.540.02 0.13:0.01 0.03:0.01 0.040.02 0+0

aThe mass window cut factorization has been applied here; without tt@ifation the cross-section is03 + 0.05.
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Table 7.6: Evolution of the cross-section [ fb] with the applied cuts $ggnal and background in the semileptonic channel. Themtainties
shown are statistical only. The negative cross-sectiothiett process from full simulation at the end of the analysis is tu@ single event
with negative weight passing all the cuts.

H-rr Z > 17+ jets tt tt

120 GeV QCD EW AtlFast FullSim
Cross-section [ fb] 145 12900 214 833000 461000
Trigger 49.5:0.2 3740:£13 69+ 0.55 24300@-610 183 00@: 540
N(e+ u)=1 43.4+£0.2 3360:12 61.4+0.52 21100@-570 16 00Q: 510
N(7)=1 8.45+0.1 337+3.1 8.28+0.19 316069 6 340+ 100
Lepton charge 8.020.1 311+3.1  7.96+0.19 2960: 66 5290+ 92
E’T"iss> 30 GeV 4.8%0.1 168+1.4 5.59+0.16 2470: 61 4290+ 83
Apr < 2.9 4.69+0.07 163:1.3 5.46+0.15 2110657 3690+ 77
xen=00-1.0 3.53+0.06 112+1.0 3.99+0.13 59+ 30 889+ 38
my < 30 GeV 253:0.05 86.1x0.9 3.12:0.12 110+ 14 227+ 19
N(jetsy 2 2.08+£0.04 76.5:0.8 2.98:0.11 100« 13 212+ 18
nj1X1nj2<0 1.68+£0.04 44.0:0.6 2.11+0.10 49+1.0 108+ 10
Anj; >0 1.55+0.04 23404 1.79+0.09 19+ 0.6 37+6
Central jet veto 1.260.05 10.2:0.3 1.05:0.07 4.6+0.3 54+2.1
ANN > 0.3 0.71+0.04 1.01+0.08 0.41+0.04 0.15:0.05 -0.68+0.68
m,, =105-135GeV  0.680.04 0.08:0.02 0.04:0.01 0.03Q: 0.009" -0.68+0.68

aThe mass window cut factorization has been applied here; without ttwifation the cross-section is014 + 0.014.
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Figure 7.10: Invariantrr mass distribution for the semileptonic decay channel #fterANN anal-
ysis cuts. The distributions are normalized to the numbewvehts expected for an integrated lumi-
nosity of 30 fort.

7.7 Systematic Tests

In this section several subjects specific to the performance and the stabiyYomethods are
studied: the separate treatment of the twifedent background types, the influence of fiaent
event preselection for the training, the number of events used for thangzathe ANN architec-
ture, the number of training cycles and the learning rate. Finally, the infuafitbe MVA method
on the invariantt mass distribution is studied.

7.7.1 Separate Treatment of Backgrounds

In the described analysis, a mixture of the two main background procgssesr andtt weighted
according to their cross-sections was used for the training of the MVA rdsth&nother possi-
bility is to train one MVA method for every background process separaietesn general the
input variables are éierently distributed for dferent background processes. Examples are the
transverse mass.’}v (Figure5.20 or the visible momentum fractiong » (Figure5.17). In these
cases, separate treatment of the backgrounds could provide betteats®p Another advantage
of treating the backgrounds separately is the possibility to uBereint sets of input variables for
the rejection of dierent backgrounds.

A disadvantage is the need for several MVA instances. To supprdsackidjround contributions,
cuts are applied on the output variables of each MVA instance. This leadsss of performance
since the output variables are usually correlated.

An ANN has been used to suppress the> 7t andtt background. For discriminating between
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Table 7.7: Comparison of combined and separate background treatmémt iANN analysis. The
cross-sections of the signal and dominant background pseseand the signal-to-background ratio
after applying all analysis cuts except the mass window @shown.

Cross-section [fb]
Hotr Z->17 tt S/B
Combined backgrounds 0.67 1.3 1.0 0.30
Separated backgrounds 0.67 1.3 1.6 0.23

signal andt events, the same input variable 98tgs used in the combined background procedure
shows the best performance. The best discrimination between signél-anck is achieved with

the input variable sdiX. The cuts on both output variables have been optimized by the iterative
cut optimization, resulting in a cut on tlle— 7 discriminating ANN of> 0.85 and a cut on the

tt discriminating ANN of> 0.8. Table7.7 shows the result of treating the backgrounds separately.
While the signal and th& — 77 cross-sections after the selection cuts are similar for the separate
and the combined treatment, theross-section is higher if this background is treated separately.
Thus, the separate background treatment performs worse which explaeed by the fact that

the distributions of the input variables used are very similar for both backgktypes.

7.7.2 Number of Training Events

A sufficient number of events is crucial to reliably train a MVA method. In order tdyéhat the
number of training events is ficient, the stability of the MVA performance has been studied as
a function of the number of training events.

The number of background events was varied from 100 up to 23 00Qseire90 steps. Up to
8000 background events, the number of signal events was chosethdsme as the number of
background events. For higher background statistics, the numbemafl gigents was kept at the
maximum available number of 8 000.

Figure7.11shows the backgroundfiiency for a signal giciency of 50 % as a function of the
number of background events used for the training, for the ANN anthi®oBDT analysis. The
larger the number of training events, the more stable is the backgrdiucidrecy. Above~ 8 000
training events, the performance of both methods is stable.

7.7.3 Sensitivity of the Training to Statistical Fluctuations

In order to test their sensitivity to statistical fluctuations in the training, 60 ABNNSBDTSs have
been trained with the same number of events, but slightiigrdint subsets of the event sample. For
the background, 20 000 out of 23 000, and for the signal, 7 000 &1000 generated events have
been randomly selected 60 times. The backgrodtiiciencies obtained are shown in Figure$2
The distributions have a Gaussian shape, both with a widthl&f% which is comparable to the
statistical uncertainty in the determination of the backgroutidiency. Thus, the MVA methods
are not very sensitive to statistical fluctuations in the training sample.
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Figure 7.11: Background Z — 77 andtt) efficiency for a signal ficiency of 50 % as a function of
the number of background events used for the training ()e@fNN and (b) of the BDT analysis
in the leptonic channel.
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Table 7.8: Number of events obtained for the training of multivariatethods after loose and tight
preselection cuts.

Preselection

Loose Tight
H- 1t 8272 3863
Z—>1T 6987 3188
tt 13460 667

7.7.4 Influence of the Preselection

In order to increase the number of training events, very loose preselectis have been applied

up to now. Theb-jet and central jet veto as well as the cuts on the collinear approximation and
EMSS have not been applied.

A potential drawback of this procedure is, that the multidimensional shaghe signal and back-
ground distributions change compared to tighter preselection cuts. To tsteidyfluence of the
preselection cuts on the MVA performance, the ANN has also been traittledighter preselec-

tion cuts whereb-jet and central jet vetoes have been applied, the visible momentum fractions
x1 andy2 have been constrained to<Oy1, < 1, and a cut on the missing transverse energy of
EMSS > 40 GeV has been applied.

Table 7.8 shows the numbers of events available for the training after applying the &ubsthe
tight preselection criteria. For the signal and the» rr background, the number of available
events with tight cuts is roughly two times smaller than with loose cuts while fdt firecess the
number of events is reduced by a factor of 20.

The backgroundféiciency of the ANN trained after the tight preselection.B% + 0.15 % whereas

the dficiency obtained with the loose preselection cuts wad#k 0.15 %. This shows the advan-
tage of a higher number of events for the training, even if the event staapesomewhat altered
compared to the actual signal selection.

7.7.5 Influence of the MVA Configuration

Several ANN configurations have been studied to test their influencee@antiysis performance:

e Number of training cycles:
The number of training cycles was varied from 1 to 5000. The performafitte analysis
increases with the number of cycles and reaches a plateau for aboetdd€8. The default
setting of 200 cycles used in the analysis is therefore a reasonable value.

e Number of hidden layers and neurons:
Several ANN architectures have been tested. If only a few neureragldied in an additional
hidden layer or to one of the existing layers, the performance of the amaysimilar to
the default one. If> 10 neurons are added, the analysis performance decreases. Since
many more weights of neuron—neuron connections have to be tuned irastade, the
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performance decrease may be due to anffitsent number of training cycles afud training
events.

On the other hand, removing neurons leads to a decreased perforasawed. With too
few neurons in the network, there are not enough degrees of freedescribe the signal
and background shapes in the multidimensional space.

The default setting of two hidden layers with+ 1 andN neurons, wher@\ is the number
of input variables, is best suited for this analysis.

e Learning rate:
The learning ratey was increased and decreased by factors of 5. While the ANN trained
with the lower learning rate shows a selectidiioiency comparable to the default setup, the
higher learning rate results in a degraded performance. Again, theltsftting of 0.02 for
the learning rate is optimal for this analysis.

7.7.6 Influence on them,, Distribution

Since the signal significance depends onrie spectrum after applying all analysis cuts, it is
important that the signal selection criteria do not influencenthge distributions of signal and
background. Figur@.13 shows the shape for the signal as well as for Zhe> r7 and thett
background separately for signal-like events (high ANN output valmed packground-like events
(low output values).

No significant diferences in the mass shapes are observed as expected, since theget of
variables has been selected in order to minimize the bias ahthdistribution (see Section.4).
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Figure 7.13: m,, distributions after applying the cut on the ANN output in tBptonic channel for
the signal and the two most important background proce3$mscuts on the neural network output
variable ANN have been chosen separately for each procesdénto have enough signal-like (full
circles) and background-like events (open circles).






Chapter 8

Higgs Discovery Potential

This chapter discusses the discovery potential for the Higgs boson I therr decay channel.
After a short introduction to the calculation of the signal significance in Seétify the results
for the cut-based and the multivariate analysis are shown in Segtloh Finally, the impact of
systematic uncertainties is evaluated in Sec8idh

8.1 Signal Significance Determination

In order to investigate the existence of a new particle, a statistical hypothsssis performed.
Hg be the background-only hypothesis with no Higgs bosonkntthe hypothesis which assumes
the presence of the Standard Model Higgs boson. Claiming discoverg ¢fifys boson means
that theHp hypothesis has to be rejected at a high level of confidence.oAsignificance is
required to claim discovery. The corresponding small probability of anglsoclaimed discovery
is known as Type | error probability or p-value.

The probabilityp for rejecting the background-only hypothesig even though it is true is the
probability of observingn > N events in the case that only background is present:

p= | ps(n)dn (8.1)
/

whereN is the number of selected events in the experimentatn) is the probability density
function (pdf) for the background-only hypothesis given by the Roigistribution

eB.pgn
n!

ps(n) = (8.2)

with B being the number of background events.

The signal significanc& is defined as the number of standard deviations at which a Gaussian
distribution centered around zego € 0) and standard deviatian = 1 gives an one-sided tail area
equal to the p-value. Thus, the significares related to the p-value by

1 e
p_!Ee dx=1-®(2) (8.3)

141
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Figure 8.1: Correspondence between the signal significahaad thep-value.

where® is the cumulative distribution of the normalized Gaussian function. This relatibuss
trated in Figure8.1 A signal significance of = 5 corresponds to a p-value o87- 1077,

In the limit of large background event numbers, the ggtih) can be approximated by a Gaussian
distribution with mean: = B and a standard deviation of= VB,

ph(n) = 1 e_% (8.4)
® V2rB ’ '
leading to the relation
S
Z=— (8.5)
VB

with S being the number of signal events.
In a similar way, one can determine the probability to reject the signal-pluggb@aokd hypoth-
esisH; even though it is true. In the approximation of Gaussian probability densitgigimeal
significance is given by
S
VS+B

In the following sections, two methods are used to determine the expectetisggiticance:

Z= (8.6)

1. Number counting in the mass window
In this approach, the number of signal plus background events is ebimtiee mass win-
dowmy — 15GeV< m,; < my + 15 GeV around the generated Higgs mass The signal
significance is given by equatidh6. It allows for a straightforward comparison of the dis-
covery potential obtained withfilerent analysis methods (baseline, optimized cut-based and
ANN analysis), in particular when the influence of systematic uncertaintiesmsaered.

The ratioS/ VS + B has also been used as criterion for the optimization of the cut values in
Section6.

2. Likelihood ratio hypothesis test
Instead of using only the single-bin information about signal and backgrevents in the
signal region of then,, spectrum as described above, one can make use of the additional
information given by the shapes of the invariant signal and backgroass distributions.
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The number of events observed is considered separately for eachflire mass distribu-
tion by parameterizing the signal and background distributions as follows:

S = Sot - f Fs(Mer; Os)dmy,, (8.7)
bini

by = bror - f Fo(Mye; Op)dm. (8.8)
bini

Sot (brot) be the total number of signal (background) events selectedrantle the corre-
sponding probability density functions with sets of shape paramesgrs

The number of observed evemtgin a given binj can then be compared to the prediction
(usj + bj), wherey is the signal strength parameter withikQ: < 1. Since the number of
events in each bin can be small, the Poisson probability density is used to tihefiliteeli-
hood function as "
bin (,qu + bj)nje—(ﬂSj+bj)
L 6) = | o . (8.9)

=1

A binned maximum likelihood_(, é) fit to the measured mass distribution is performed
with 1 as a free parameter and the shape paraméter@s, 6,). The result of the fit is
denoted ag andé.

The background shape can additionally be constrained by subsidiasureezents of the
so-called control data samples which are free of signal contributionseTtmeasurements
enter the likelihood function as additional background-only bins.

The background-only hypothedif corresponds t@ = 0 and can be tested by evaluating
the profile likelihood ratio

L(u = 0,6)
L (2 6)
where@ is the set of shape parameters which maximizes the likelihood for a fixed signal

strength ofu = 0. According to 5,49 the signal significance can be approximated by

Z = /=2Ina(0). (8.11)

Since A always fulfills 0< A(0) < 1, a small value oft(0) (corresponding to a low prob-
ability of the Hy hypothesis for the observed data) will lead to a high signal significance
Z.

The advantage of the likelihood ratio hypothesis test is that the systematitaintes on
the shapes of the signal and background distributions can be directtyitdkeaccount by
introducing additional fit parameters. Furthermoréedent datasetscan be combined by
multiplying the individual likelihood ratiosk(0). This has been done for the combination
of the leptonic and the semileptonic channel. Further details of the profile likalinethod
can be found in49].

Ay = 0) = (8.10)
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8.1.1 Results without Systematic Uncertainties

The performance of the cut-based and the ANN analysis are compar#dtefeptonic and the
semileptonic decay mode. Both methods have been optimized for a Higgs nma$s-0£20 GeV
and then used to evaluate the discovery potential also for Higgs bosorsradas = 105, 110,
115, 120, 125, 130 and 135 GeV.

Table8.1 gives an overview of the results for the leptonic and the semileptonic chanrerder
to allow for a comparison, the results obtained with the baseline anali8lisie also given.
The expected signal and background cross-sections after the saieetion as well as the signal
significancesS/ V'S + B are shown for an integrated luminosity of 30%dn the 1.5 window
around the generated Higgs massg(— 15 GeV< m,, < my + 15 GeV).

Compared to the baseline analysis, the number of signal events selectedbptithized cut-based
analysis is very similar while the number of background events (in particutaein background)
is significantly reduced. This leads to higher signal significances for igyddmass points in
the leptonic as well as in the semileptonic channel. The background contribotibhe ANN
analysis is similar to the one obtained from the optimized cut-based analysis wdriddtta gain
in the number of signal events in the ANN analysis. This increase of thelsifficdiency is
more pronounced in the leptonic than in the semileptonic mode. Due to the tolakground
contribution, the semileptonic mode provides a higher signal significancehbdaptonic mode
for all three analysis methods.

Although the cut-based and the ANN analysis have been optimized for a Haggs mass of
my = 120 GeV, the performance is similar for all other masses. $h&S + B signal signifi-
cances are shown in FiguBe2 as a function of the Higgs boson mass. The improved performance
of the optimized analysis methods is independently observed of the Higgs bwsm This is
particularly important for the ANN analysis, where the training for a 120 Gigvial could have
led to an ANN that shows a good performance only for the trained Higgs. mhsshighest signal
significance is obtained for a Higgs boson mass of about 120 GeV. Thee fagnal significances
observed at lower Higgs masses are due to the increase ofther background contribution as
one approaches the peak of theesonance. The decrease of Hhe~ rr branching ratio leads to
a decreasing signal significance for masses abgye 120 GeV.

8.2 Systematic Uncertainties

The results presented so far do not take systematic uncertainties intaactiothe following,
theoretical uncertainties and systematic uncertainties originating from inspknfiewledge of the
detector response and their impact on the expected discovery poteatidibanssed. For thig
background, the use of the fast instead of the full detector simulation igditicenal source of
systematic uncertainty.

8.2.1 Theoretical Uncertainties

Uncertainties on the predicted cross-sections of the signal and backbprocesses are due to
the renormalization and factorization scale dependence as well as im@éestan the parton dis-
tribution function. For the signal, the total cross-section uncertainty hers éstimated to be less
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Table 8.1: Overview of the expected signal and background crossesectib] after all analysis cuts
except for the mass window cut and the signal significaS¢e#S + B for an integrated luminosity
of 30fb™? calculated in the B0 mass window ify; — 15 GeV< m,, < my + 15GeV) around the
generated Higgs boson mass. The results are shown for theizgd cut-based analysis and the
ANN analysis as a function of the Higgs mass separately ftahptonic {¢) and the semileptonic
(¢h) decay channel. The results obtained by the baseline amales given for comparison. The
uncertainties are due to the limited Monte Carlo statistics

Baseline analysis Optimized cut-based analysis ANN arslysi

cross-section S/VS+ B  cross-section S/VS+B cross-section S/VS+B
£¢ channel [fb] [fb] [fb]
Z — 1t QCD 1.3+ 0.04 1.02:0.03 0.9+0.03
Z - 1mtEW 0.43+0.04 0.23:0.03 0.35:0.04
tt 4.7+0.28 1.5+£0.16 1.0+ 0.15
H (105 GeV) 0.610.03 2.3:0.09 0.65-0.03 2.7+0.10 0.74:0.03 2.9+0.10
H (110 GeV) 0.59-0.02 2.4:0.10 0.62:0.02 2.9+0.10 0.73:0.03 3.2+0.11
H (115 GeV) 0.62-0.02 2.6:£0.10 0.63:0.02 3.1+0.11 0.73:0.03 3.4+0.11
H (120 GeV) 0.54-0.02 2.5:0.10 0.58:0.02 3.0+0.11 0.67+0.02 3.4+0.11
H (125 GeV) 0.49-0.02 2.3+0.10 0.53:0.02 2.9+0.11 0.60+0.02 3.2+0.11
H (130 GeV) 0.44-0.02 2.1+ 0.10 0.44:0.02 2.5+0.11 0.53:0.02 2.9+0.11
H (135 GeV) 0.3%0.01 1.9+ 0.09 0.38:0.01 2.3:0.10 0.44+0.01 2.6+0.11
th channel
Z - 1t QCD 1.2+0.10 1.0£0.09 1.0+ 0.08
Z - ttEW 0.46+0.05 0.38:0.04 0.41+0.04
tt 0.28+0.07 0.14+0.05 0.15+0.05
H (105 GeV) 0.74-0.04 2.9:0.17 0.7%0.05 3.2:£0.17 0.81+0.05 3.3:0.17
H (110 GeV) 0.72-0.04 3.2+0.16 0.73:0.04 3.5:0.16 0.81+0.04 3.7+0.16
H (115 GeV) 0.78-0.07 3.6+0.24 0.7%0.07 3.8:0.24 0.80+0.07 3.9+0.24
H (120 GeV) 0.6720.04 3.6+0.15 0.67+0.04 3.7£0.15 0.71+0.04 3.8£0.15
H (125 GeV) 0.58-0.03 3.4+0.13 0.59+0.03 3.4+0.13 0.68-0.03 3.7+0.13
H (130 GeV) 0.53:0.05 3.1+0.20 0.55-0.05 3.2+0.20 0.64+0.05 3.4+0.20

H (135 GeV) 0.45:0.02 2.9:0.12 0.44:0.02 2.9+0.12 0.50:0.02 3.1+0.11
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Figure 8.2: Expected signal significan& vS + B of the optimized cut-based and the ANN analy-
sis for (a) the leptonic and (b) the semileptonic channelamihtegrated luminosity of 30 b as a
function of the Higgs mass. For comparison, the resultsiobdcby the baseline analysis are shown.
The error bars indicate the uncertainty due to the limitechdddCarlo statistics.
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than 10 % £9]. Also for theZ production 6] and for thett processT7] the theoretical uncertain-
ties are expected to €10%. The impact of the systematic uncertainties on the Higgs discovery
potential is discussed in Secti@i2.4

8.2.2 Uncertainty due to the Fast Simulation for thett Background

As described in Sectioh.2, the electron, muory-jet andb-jet reconstruction and identification
efficiencies in the fast detector simulation ATLFASTdr from the predictions of the full simu-
lation. The impact of the dlierences on the selectéidcross-section has been estimated in Sec-
tion 6.6.3 In case of the leptonic channel, theontribution is overestimated in the fast simulation
by a factor of 2, while for the semileptonic channel it is underestimated bgtarfaf 1.8.

Table8.2 shows the resulting signal significanc®sVS + B after rescaling of thét background
contribution, neglecting all other uncertainties. Compared to the results withstaling of the

tt background (see TabR: 1), one observes slightly higher signal significances for the leptonic
channel, while for the semileptonic channel the significances slightly dexreldowever, the
observed dierences of the signal significance of less than 5 % are rather small.

Since the scaling is only a rough estimate with limited reliability, it hasbeen applied for the
final results. The describedftirence is taken into account as an additional systematic uncertainty
when studying the impact on the signal significance in Se@®i@nt Instead of reducing thi
contribution by 50 %, an additional uncertainty of 50 % is assigned tdttbackground in the
leptonic channel and instead of scaling with a factor 1.8 an uncertaintyOd#1i8 added to the
other uncertainties on thiebackground in the semileptonic channel.

8.2.3 Detector-Related Experimental Uncertainties

Uncertainties in the determination of the energy calibration, resolution ficieacy of the de-
tector components can lead to uncertainties in the prediction of the analydis fesm Monte
Carlo data. The detector-related systemdfieas studied for both the signal and the background
simulations are summarized in Tale8. The magnitude of systematic uncertainties corresponds
to a knowledge of the detector response achievable with an integrated lifynioio$0 fb~! as
agreed in the ATLAS collaboration for the CSC analyst3.|

The reconstructionficiency, the energy resolution and the energy scale have been varied fo
electrons, muonss-jets and jets, by the amounts summarized in T&b8 The uncertainty of

the missing transverse energ:‘y‘TT'S% measurement is taken into account by varying the electron,
muon,7-jet and jet energies and recalculating ERSSvector. Since additional information about
the ET"*® measurement can be obtained from real data, only a 5% variation in theejglyei
used for the calculation of the missing transverse energy.

The uncertainty on the-jet identification éiciency is+5% and an uncertainty af10% is as-
signed to the rejection of light quark jets. However, the influence of sysieeftects related to

the b-jet identification cannot be studied in detail since it requires a full simulatidimedt back-
ground with very high statistics. Nevertheless, it can be assumed that¢begainty in theb-jet
identification dficiency leads to an uncertainty &6 % in thett contribution. b-jets are neither
involved in the signal nor in th& — 77 production and thus, these two processes are only sensi-
tive to the light jet rejection uncertainty. Since thget veto requirement rejects only 020 %
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Table 8.2: Expected signal significanceS/ VS + B for the baseline analysis, the optimized
cut-based and the ANN analysis after taking into accounttfierences between the fast and the
full detector simulation as described in Secttf.3 For the leptonic (semileptonic) channel, the
cross-section has been scaled by a factor of 0.5 (1.8).

Baseline Optimized cut ANN analysis
analysis based analysis
¢¢ channeltt cross-sectiorx0.5
H (105 GeV) 2.4:0.09 2.8£0.10 3.0:£0.10
H (110 GeV) 2.5:0.09 3.0:£0.10 3.3:0.10
H (115 GeV) 2.8:0.10 3.2£0.10 3.5+£0.10
H (120 GeV) 2.70.10 3.2:0.10 3.5+0.10
H (125 GeV) 2.5:£0.10 3.0:£0.10 3.3:0.10
H (130 GeV) 2.3:0.09 2.6:£0.09 3.0:0.09
H (135 GeV) 2.2:0.09 2.5+£0.09 2.8:£0.08
¢h channelft cross-sectiorx1.8
H (105 GeV) 2.9-0.17 3.2+0.17 3.2+0.17
H (110 GeV) 3.2:0.16 3.5+£0.16 3.7+0.16
H (115 GeV) 3.6:0.24 3.8:0.24 3.9+ 0.24
H (120 GeV) 3.5£0.16 3.7+0.16 3.7+0.16
H (125 GeV) 3.4:0.14 3.4:0.14 3.7+0.14
H (130 GeV) 3.0:0.21 3.1+0.21 3.4+0.21

H (135 GeV) 2.8:0.13 2.8:0.13 3.1+ 0.13
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Table 8.3: Systematic uncertainties on the knowledge of the deteegpanse corresponding to an
integrated luminosity of 10 fi3.

Observable Relative uncertainty
Electron energy scale +0.5%
Electron energy resolution o(ET)®7.3-103E7
Electron reconstructionfigciency -0.2%
Muon energy scale +1.0%
Muon momentum resolution o(pr) ©0.011pr ® 1.7 - 1074p2
Muon reconstructionféciency -1%
7-jet energy scale +5.0%
7-jet momentum resolution o(E) ® 0.45VE
7-jet reconstructionfiiciency -5%
Jet energy scale +7.0% (n < 3.2)
+150% (5| > 3.2)
Jet energy resolution o(E) ® 0.45VE (|| < 3.2)

o(E) ® 0.67VE (| > 3.2)

of signal andZ — 7t events, the light jet rejection uncertainty #10% is assumed to change
the signal and — 77 contribution only by a few percent. These uncertainties are rather small
compared to other detector-relateffeets and have thus been neglected in the following.

The impact of the systematic variations has been studied by applying thetfafl aealysis cuts.
The ANN analysis was performed on data samples with systematic variationguiog&a while

the ANN was still trained with unmodified events.

Figures8.3, 8.4 and 8.5 show the distributions of important discriminating variables with and
without the systematic shift of the jet energy scale towards lower valuds. syhtematic #ect

has the biggest impact on the event selection as shown below.

pE?‘ is the variable which is most sensitive to the jet energy scale uncertaintyshithef ptTOt
(calculated by equatioB.12 to higher values can be explained by the fact that the uncertainty
on the jet energy scalefacts the missing transverse energy less than the visible jet energy as
explained above. A large fraction of signal events has ﬂfﬁivvalues. Thus, a change of the jet
energy scale influences thffieiency of theptTOt <30 GeV selection cut of the signal more than the
selection éiciency of the background.

The dtfect of the negative shift of the jet energy scale on the distribution of thid &dXput variable

is shown in Figure3.6. One can see that the output values for the signal as well as for the two main
background contributions are shifted towards lower values resulting inex kelection fficiency

for all processes.

Table 8.4 shows the impact of the shift in the jet energy scale on the seledii@ieacies in the
leptonic channel. As expected, thffeet is largest for the cuts oIEQ“SS, on the number of jets
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Figure 8.3: Distributions of (a)p‘TO‘, (b) m;; and (c)An;; for the signal (squares) and tle— t7
background (circles) without (full lines) and with a systgiua shift of the jet energy scale towards
lower values (JeS—, dashed lines).
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Figure 8.5: Distribution of the missing transverse enerﬁg?‘ss for the signal (squares) and the
Z — 7t background (circles) without (full lines) and with a syssggiua shift of the jet energy scale
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(with pr > 20 GeV), on the jet pair mass;; and onp!®".

Tables8.5and8.6 show the impact of the systematiffexts on the signal and background cross-
sections in the leptonic and semileptonic channel respectively after applyiagalysis cuts ex-
cept for the mass window cut. The systematic uncertainties related to the elanttonuon re-
construction performance are negligible. The largest uncertainty ieddoysthe jet energy scale.
The uncertainties related to theet reconstruction have a significant impact on the final cross-
sections in the semileptonic channel, too, although the changes are smallinrttienjet-related
uncertainties.

The optimized cut-based and the ANN analysis show similar sensitivity to thersgtteuncer-
tainties indicating the robustness of the ANN analysis.

8.2.4 Impact of Systematic Uncertainties on the Expected Disvery Potential

Systematic uncertainties of the detector performance change the numiggrabesd background
events expected to be observed on real data as discussed abovadtaldechange of the pre-
dicted signal significance. In addition, a systematic uncertainty has to led &mlthe significance
calculation depending on how the background contribution is determined.

Three diferent scenarios have been considered for the prediction of the signdlcance using
different assumptions regarding the uncertainties on the expected signzdekgtound contri-
butions: Without and with systematic uncertainties on the background estimadimnMonte
Carlo data as well as the case when the background contribution is is detdrfrom real data
(so-called data-driven background estimation by means of control aatples).
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Figure 8.6: Distribution of the ANN output value for the signal and theotmost important back-

ground processes without (full lines) and with a systersdtitt of the jet energy scale towards lower
values (dashed lines).
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Table 8.4: Comparison of the cutfgciencies [%] with and without a shift of the jet energy scale
towards lower values (J&8-) for the signal and th& — 7t andtt backgrounds in the leptonic
channel. The discriminating variables which afieated the most are indicated by the shaded lines.

H- 717 Z — 17 + jets tt
JetS— applied?| No Yes No Yes | No Yes
Trigger 53 53 49 49| 29 29
N(e+ u)=2 47 47 58 58| 13 13

Lepton charge | 100 100| 100 100| 98 98
EQ“‘SS >40GeV | 58 55 45 42 | 78 77
Aprr < 2.5 90 91 94 94| 70 70
x12=00-10| 90 89 85 84| 16 15
m{ <100GeV | 100 100| 100 100| 82 84

N(etsy> 2 82 79| 89 85 95 92
M1 X M2 <0 83 84| 62 62| 47 46
Anje > 0 91 91| 57 56| 38 38
Anjj > 35 83 83| 50 48| 34 34
m; >600GeV | 82 79| 44 38 68 65
Agjj < 2.2 82 82| 65 64| 70 70
b-jet veto 89 90| 87 86|76 78
Al > 0.6 93 93| 70 71|74 75
A1 > 1.5 99 100| 100 100| 95 94

Central jetveto| 85 87 86 89| 9 10
pit < 30 GeV 93 88 90 85| 52 40




Table 8.5: Impact of the detector-related systematiiteets (in %) on the selected cross-section for signal andgvaakds in the leptonic
channel in the optimized cut-based analysis, in the ANNyaigland, for comparison, in the baseline analyd®.[ S+ and S— denote
the positive and negative shifts of the energy scRl¢he degradation of the energy resolution a@hthe degradation of the reconstruction
efficiency.

¢¢-channel cross-section Systematic ffects
wj/o sys. éfects Electrons Muons Jets
[fb] S+ &~ R &S+ S~ R & S+ S R
Baseline analysis Z — 77 1.69+0.057 +1 +0 0 0| 0 0 +0 -1 | +27 -25 -1
tt 4.7+0.3 -3 -3 -3 -3|-4 -2 -3 -3| +9 -10 -4
H (105GeV) | 0.61+0.03 +0 -1 0 0| 0 0 =0 0| +13 -15 +1
H (110GeV) | 0.59+0.02 +0 0 0 0| 0 0 -1 -2 | +13 -13 +1
H (115GeV) | 0.62+0.02 +0 0 0 0| 0 0 +0 -2 +9 -16 0
H (120GeV) | 0.54+0.02 +0 0 +0 0| -1 +1 +0 -1 | +15 -16 +2
H (125GeV) | 0.49+0.02 +0 0 0 0| -1 +1 -1 -1| +11 -16 =0
H (130GeV) | 0.44+0.02 +0 0 -1 0| 0 0 0 -2 | +11 -14 -2
H (135GeV) | 0.37+0.01 +0 +1 +0 0| -1 +1 +0 -1 | +13 -18 0
Optimized cuts Z — 77 1.25+0.05 +1 0 0 0| =0 0 0 -1 | +24 -28 -2
tt 1.49+0.16 -5 -6 3 5| -6 -5 -6 -6|+13 -29 -7
H (105GeV) | 0.65+0.03 +0 -1 0 0| 0 0 +0 -1 +5 -16 -2
H (110GeV) | 0.62+0.02 +0 -1 -1 0| -1 0 0 -2| +6 -15 0
H (115GeV) | 0.63+0.02 +0 +0 +0 +0| +0 +0 +0 -1| +6 -17 -1
H (120GeV) | 0.58+0.02 +0 0 0 0| 0 0 +0 -1 +3 -15 +1
H (125GeV) | 0.53+0.02 +0 0 0 0| =0 0 0 -1 | +3 -18 -2
H (130GeV) | 0.44+0.02 +0 0 +0 0| +0 +0 +0 -2 | +4 -16 -1
H (135GeV) | 0.38+0.01 +0 +1 0 0| 0 0 +0 -1 +4 -16 0
ANN analysis Z—>1T 1.25+0.05 +0 +0 -1 0| -1 +0 +0 -1 |+19 -32 -2
tt 1.0+£0.15 +0 0 0 -1| 0 -1 -3 -3|+14 -16 -11
H (105GeV) | 0.74+0.03 0 -1 -1 -1| 0 =0 0 -1| +4 -22 -2
H (110GeV) | 0.73+0.03 +0 0 +0 0| -1 0 -1 -2 | +2 -21 -1
H (115GeV) | 0.73+0.03 +0 0 -1 0| 0 0 +0 -1 +0 -23 -3
H (120GeV) | 0.67+0.02 +0 0 0 0| 0 =0 +0 -1 +2 -20 -1
H (125GeV) | 0.60+0.02 +0 +0 +0 0| +0 0 -1 -1 | +2 =21 -2
H (130GeV) | 0.53+0.02 +0 0 0 0| 0 0 +0 -1 +1 -23 -5
H (135GeV) | 0.44+0.01 +0 +1 0 0| 0 0 0 -1 +5 -23 0

saljulelIaduN JIeWwaIsAS 2’8
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Table 8.6: Impact of the detector-related systematieets (in %) on the selected cross-section for signal andgraakds in the semileptonic
channel in the optimized cut-based analysis, in the ANNyaigland, for comparison, in the baseline analyd®.[ S+ and S— denote
the positive and negative shifts of the energy scRl¢he degradation of the energy resolution a@hthe degradation of the reconstruction
efficiency.

¢h-channel cross-section Systematic ffects
wj/o sys. éfects Electrons Muons T-Jets Jets
[fb] S+ &~ R &S+ S~ R &[S+ S R &| S+ S R
Baseline analysis Z — 77 1.63+0.11 +0 0 +1 0| -1 0 +0 0| +2 -7 -2 -5|+11 -16 -1
tt 0.28+0.07 #0 +5 +5 0| +5 0 +5 0| +9 0 +8 -7 | -2 +5 -14
H (105GeV) | 0.74+0.04 -1 +0 +0 -1| +0 +1 +0 0| +3 -1 +0 -6 | +11 -11 -3
H (110GeV) | 0.73+0.04 +0 +1 +1 0| 0 +1 0 -1 | -2 -5 -2 -5 +9 -9 -2
H (115GeV) | 0.78+0.07 -1 -1 +«0 0| -1 0 -1 -1| -1 -1 -7 -5 +7 -7 -1
H (120GeV) | 0.67+0.04 -1 +41 -1 +«0| 0 +0 -1 0| -1 -3 +2 -5| +11 -13 -2
H (125GeV) | 0.58+0.03 +1 +1 0 0| 0 0 +0 0| -2 +1 -3 -5 |+14 -8 +2
H (130GeV) | 0.53+0.05 +0 0 0 0| 0 +1 +1 0| +3 -3 -2 -5|+10 -10 -2
H (135GeV) | 0.45+0.02 +0 0 +1 0| -1 0 -1 0| +5 +0 0 -5 +9 -12 +0
Optimized cuts Z — 77 1.38+0.10 +0 -1 +1 0| =0 0 0 0| +1 -2 +2 -6 | +12 -20 -1
tt 0.14+0.05 +0 0 0 0| 0 0 0 =0 | 0 +0 +0 0| -10 -20 +10
H (105GeV) | 0.75+0.05 -1 0 0 -1| -1 +0 0 0| +1 0 +0 -6 +5 -11 -3
H (110GeV) | 0.73+0.04 +0 +1 +1 0| 0 +1 0 -1| -2 -5 -3 -5 +5 -6 -2
H (115GeV) | 0.75+0.07 +0 -1 +0 0| -1 0 -1 -1| -2 0 -6 -7 +5 -4 +1
H (120GeV) | 0.67+0.04 -1 0 0 0| 0 +1 -1 0| -2 -1 43 -5 +4 -15 -3
H (125GeV) | 0.59+0.03 +0 0 0 0| 0 0 0 0| -1 0 -3 -5 +4 -9 42
H (130GeV) | 0.55+0.05 +0 -1 +0 0| 0 +1 0 -1| -2 -4 -4 -7 +6 -7 -3
H (135GeV) | 0.44+0.02 +0 0 +0 0| -1 0 0 +0| +4 0 +0 -6 +4 -7 -1
ANN analysis Z—>1T 1.4+0.09 +0 -1 -1 0| 0 -1 -1 0| +5 -14 -4 -6 -5 -26 -1
tt 0.15+0.05 +0 +0 +0 0| 0 0 +0 0| 0 +0 +9 +0 | +27 -36 -18
H (105GeV) | 0.81+0.05 0 +1 +1 -1| -1 0 0 0| +1 -2 +2 -6 -2 -15 0
H (110GeV) | 0.81+0.04 +0 +1 +1 +0| +0 +1 0 -1| -5 -8 -3 -5 +0 -16 -2
H (115GeV) | 0.80+0.07 +1 +1 +1 0| 0 +1 0 -1| -5 -4 -9 -7 -8 -8 -3
H (120GeV) | 0.71+0.04 -1 0 0 0| 0 0 -1 0| -3 -3 45 -5 +3 -17 -1
H (125GeV) | 0.68+0.03 +0 +0 +0 +0| +0 +0 +0 0| -4 -3 -5 -5 +2 -16 +0
H (130GeV) | 0.64+0.05 +0 0 +1 0| 0 +1 0 -1| +3 -11 -3 -6 +2 -17 -5
H (135GeV) | 0.50+0.02 +0 0 0 0| -1 0 =+0 0| +2 -4 -1 -5 +2 -18 -3
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a) Without systematic uncertainties on the signal and backgroungbredictions
In the ideal case that the background is perfectly known, the signéfisagrce including
systematic ffects can be evaluated using equao®with the number of signal and back-
ground events being coherently varied according to the detector-ragsézinatic ffects
summarized in Table8.5and8.6:

S -5 =S+65iS and
B — B =B+ 5B,
(8.12)

whereds; (6gj) is the relative change of the selected signal (background) croSersdae
to thei-th systematic #ect.

Figure 8.7 shows the resulting signal significances for the optimized cut-based, tihe AN
and the baseline analysis separately for the leptonic and the semileptonicechdine
line shows the significance without systematic variations. The shaded bprasents the
maximum deviation arising from detector-related systematic variations whehifhef

the jet energy scale dominates.

b) Background estimation from simulation including systematic uncetainties
Assuming no correlation between thdéfdrent systematicfiects, the total systematic back-
ground uncertainty is conservatively given Bymax= Z&%i, with 6g; being thei-th
N ~ B,

systematic #ect, including:

1. the theoretical uncertainties of 10% (see Seddi@nl)

2. the uncertainty of 50 % (100 %) on tiiebackground in the leptonic (semileptonic)
channel due to the fast detector simulation (see Seétd.)

3. an uncertainty on th@&/ + jets background contribution in the semileptonic channel
(see Sectior®.6.2 which is assumed to have a similar invariamtmass distribution
as thett background. This uncertainty has thus been included by adding a 100 %
uncertainty on thét contribution.

4. the detector-relatedfects in Table8.5and8.6.

The valuesig maxare given in Tabl&.6. Taking the uncertainties into account, equatoh
changes to:
S N - B S+B -B

W - \/N, + (6max- B)? ) \/N/ + (6max- B)?

(8.13)

whereN’ = S’ + B’ be the total number of observed eveimsluding systematic detector
effects andB be the number of expected background events from Monte Carlanitiizut
any systematicféect.

Figure8.8 shows the predicted signal significances with and without systematic uneerta
ties on the background estimation from Monte Carlo data. The lines reptbsendlues
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Figure 8.7: Signal significance$§/ VS + B of the baseline, the optimized cut-based and the ANN
analysis as a function of the Higgs boson mass for a perf&ottyn background contribution and
an integrated luminosity of 30fb. The lines represent the case of no systematic deteffents.
The shaded bands represent the maximum deviation takioguomount detector-related systematic
effects. The results are shown separately for the leptoniy defl the semileptonic channel (right).
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Table 8.7: Systematic uncertaint§s max [%6] on the background contribution estimated by Monte
Carlo simulations of the dominant background proceg@ses rr andtt. TheW + jets background

in the semileptonic channel has been neglected but a systammaertainty of 100 % was assigned
assuming the same invariant mass distribution as for thebackground.

OB.max [%0] ¢¢ channel ¢h channel
Baseline Optimized ANN | Baseline Optimized  ANN
analysis cuts analysis analysis cuts analysis
Z—>1T 30 30 35 20 20 30
tt 55 60 60 100 100 110
W + jets neglected 100 100 100

without variations in the number of signal and background events céysdetector-related
systematic ffects. A degradation of the signal significance due to the systematic ungertain
dB.maxiS observed.

The corresponding uncertainty band due to detedtects becomes much broader since
the termB’ — B in the numerator of equatidh13strongly influences the calculated number
of signal events. This is most pronounced for low Higgs masses whesécihiy of the
Z-resonance leads to a larger number of background events than lier kgygs masses.

¢) Background estimation from control data samples
In order to avoid large systematic uncertainties in the estimation on the backicoatri-
bution, the background has to be determined using real data rather thete Marlo data.
This can be done by means of control data samples which are selected &igaal con-
tributions to provide a reliable and unbiased background determination. Veéitrekitive
uncertainty of such a data-driven background estimation hejrige estimation of the sig-
nal significance becomes

N-B s’
VN + (0 -B)2 N +(o-B)2

(8.14)

with B’ being the number of background events measured with the data-driveadhaka
ing into account the variations in the selected cross-section causedtegnayis éfects.

One can determine th&— 7t background contribution from reconstructéd- uu events

by replacing the muons with simulateddecays. In this way, deviations of the back-
ground contribution due to systematifexts are directly taken into account. Studies have
shown that with this method one can estimateZhe rr background with an uncertainty
of - =10% [78,49].

A method for determining thé& background from real data has not yet been developed.
However, it is expected that the cross-section measurement at the LHC will reduce the
present uncertainty on the Monte Carlo simulation. Thus, a rather catiseruncertainty

of 50 % is assigned to this background contribution as it has been done @S@ieanaly-

sis [49].
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Figure 8.8: Signal significance$/ VS + B with (squares) and without (circles, see Fig&.@)
systematic uncertainties on the background estimatian fvionte Carlo simulations as a function
of the Higgs mass, calculated for an integrated luminogig0db—1. The shaded bands indicate the
variations of the predicted significance due to detectlated systematicfiects in both cases.
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Figure 8.9 shows the resulting predictions of the signal significance for the leptomic an
semileptonic channels and the analysis methods studied. The lines reghessignifi-
cance predictions without systematic variations of signal and backgrehiuth are in turn
indicated by the shaded bands.

Compared to the background estimation from Monte Carlo simulations (F&8yethe

estimation of the background contribution by data-driven methods probigesr signal
significances and much narrower uncertainty bands. Thus, methaasdiable estimation
of the background from experimental data are crucial for a Higgsrbd&ezovery in the
H — 77 channel.

8.2.5 Profile Likelihood Calculation

For the case of data-driven background estimation, the signal sigmiéisdrave also been calcu-
lated by means of the profile likelihood method (see Sed@idhin the same manner as it was
done in the CSC analysid9]. A simultaneous fit to then, distributions of the signal candidates
as well as to th& — 77 and thett background estimations from data is performed with the sys-
tematic uncertainties of 10 % and 50 % on Fhes 77 andtt backgrounds being taken into account
in this calculation.

The probability density function&(m..;6) for the signal and each background process have
been determined from fits to the corresponding distributions after all analysis cuts. Both
theZ — 7t and the signal distribution are described by the sum of three Gaussiarigevittcal
mean and fixed ratios of the standard deviatians=£ 2.45- 01, o3 = 5.02- ¢1) and normaliza-
tions (V2 = 0.635- N1, N3 = 0.292- N7). In addition, an ficiency weighting function is used to
take into account the asymmetry of tAe— rr andH — 77 resonances which is introduced by
the cuts on the visible momentum fractiops, and on the missing transverse ene@yss. It

is parameterized ag/2 + 1/2 - erf{[m,; — myis]/ V20vis} where “erf” denotes the Gaussian error
function. myjs andois represent the mean and standard deviation of the distribution of the events
rejected by the1, cuts, wheramis is parameterized asis = 0.576mz/y + 6.2 GeV andos is

fixed to 10 GeV.

Thus, the pdfs are:

3
WY eMer=Mzm)®/207,;(g.15)
i=1

1 1
=+ —-erf

F T; 9 =C
z/H(Mer; Mz/H, O z/H) = Cm1 5t5

o]

The shape of then,. distribution for thett background is parameterized by

a
Fi(Mer; &1, @z, 83) = Cn2( ) ya (8.16)

M + a1
where the parametecs; andc,, ensure the normalization of the pdfs.

The pdf used for the fit to the signal candidates distribution is the sum ofdfsegb the three
contributions (signalZ — rr andtt)
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Figure 8.9: Signal significanceS/ VS + B for background estimation from data (triangles) com-
pared to the case without systematic uncertainties (sirdee Figure.7), calculated for an inte-
grated luminosity of 30 fot. The bands indicate the systematic variations in the sigjgaificance
prediction due to detector-related uncertainties.
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Figure 8.10: m,. distributions of thet background in the leptonic analysis, shown before applying
jet cuts (full squares) and after applying all selectiors@aftthe ANN analysis (open circles).

fr - Fr(Me; My, oh) (8.17)
fz - Fz(Mer; Mz, 02)
(1- fy + fz) - Fg(mer; a1, @, ag)

FSigna(mTT; fH B} mH’ OH, fZa rnZa oz, a].’ a29 a3)

+ +

where fy and fz are the relative contributions of the signal and the> rr processes. The total
likelihood is calculated by multiplying the likelihoods of the three fits:

Lz contro(Mer Mz, 077) (8.18)
Ltt contro(M¢<lag, az, ag)
I—Signa(mrrl fH ) mH sOH, fZa rnZ7 oz, al’ a2’ a3)

L(meo|fH, v)

X X

To test theHy hypothesis, the signal contributidy is fixed to 0, which corresponds to= 0 as
described in Sectiof.1 The other parameterm(;, oy, fz, Mz, 0z, a1, @y, ag) are left free in the
fit and are calledhuisance parametersienoted by.

For theZ — 7t and thett control distributions the same Monte Carlo data and the same selection

criteria as for the signal selection have been used to simulate the data-o@tbods with sys-
tematic uncertainties on the normalization of the control distribution of 10 % fer v+ and 50 %
for tt as discussed above. Due to the low Monte Carlo statistics after applyingsaltioes control
distribution for thett background has been taken before applying the cuts on forwardesichic
jets. As indicated in Figur8.10the influence of the jet cuts on time.. shape is expected to be
small and has thus been neglected.

Figures8.11and8.12show the signal and background pdfs used for the likelihood fits in the lep-

tonic and semileptonic channel respectively. The fitg glim,.; mz, oz) andFg(m; a1, ap, ag) to
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the corresponding control samples are shown in Fig8resaand8.12aas well as Figure8.11d
and8.12d Figures8.11band8.12bshow the fit to than,, distribution obtained by the ANN
analysis for an integrated luminosity of 30fdn the leptonic decay channel. The signal strength
parametey is fixed to O representing thidg hypothesis. Figure8.11cand8.12cshow the cor-
responding fit withu as free parameter. The resulting likelihood values are used to calculate the
signal significance as described in Sectibh The combination of the leptonic and the semilep-
tonic decay channel is done by multiplying the individual likelihoods.

Figure 8.13 shows the results of the significance calculations for the optimized cut-btsed
ANN and the baseline analysis in the leptonic, the semileptonic and the combin&tiomiho
channels. The lines represent the significances obtained without syistearé@tions of the de-
tector performance and the shaded bands indicate the maximum deviatiotostleesystematic
detector-relatedftects.

While both methods take into account the systematic uncertainties from estimatbagkground
from data-driven methods, the significances obtained by the profile likelingethod are higher
than theS/ VS + B values calculated in then,, mass window (see Figur@.9). This can be
explained by the fact that the profile likelihood method uses the informatioredtithm,.. distri-
bution.

Comparing the three analysis methods, one observes that the significesudéag from the opti-
mized cut-based analysis are significantly higher than from the baselilysian&urthermore, the
significances resulting from the ANN analysis are higher than those ma¥gthe optimized cut-
based analysis. Tab&8 summarizes the signal significances calculated by the profile likelihood
method with uncertainties corresponding to the maximum variations causeddntataelated
effects. Uncertainties due to limited Monte Carlo statistics have not been taken dotmac

With the optimized cut-based analysis, it will be possible to discover the Sthiiadel Higgs
boson with>5 o significance after three years of ATLAS operation corresponding tntagrated
luminosity of 30 fo't, for Higgs masses above 113 GeV. The ANN analysis allows for a disgove
for Higgs masses even above 110 GeV. It has been demonstrated tdthis robust against
the expected detector-related systematic uncertainties.
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Figure 8.11: Maximum likelihood fit to the signal and background pdfs,whda) for theZ — 77
control sample, (b) and (c) for the., distribution resulting from the ANN analysis and (d) for
the tt control sample for the leptonic channel. In (b) the signaitdbution was set tqu = 0
(Ho hypothesis) and in (c) was left floating H; hypothesis). The systematic uncertainties of
estimating the backgrounds from data are taken into acdnustaling the error bars fat — 7 to

10 % (a) and fott to 50 % (d). The errors for (b) and (c) are as shown in Figuge
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Figure 8.12: Maximum likelihood fit to the signal and background pdfs,whda) for theZ — 77
control sample, (b) and (c) for the., distribution resulting from the ANN analysis and (d) for
thett control sample for the semileptonic channel. In (b) the sigontribution was set to = 0
(Ho hypothesis) and in (c) was left floating H; hypothesis). The systematic uncertainties of
estimating the backgrounds from data are taken into acdnustaling the error bars fat — 7 to

10 % (a) and fott to 50 % (d). The errors for (b) and (c) are as shown in Figui€
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Figure 8.13: Signal significances determined by the profile likelihoodhmod (see text) as a function

of the Higgs mass, calculated for an integrated luminodi0db—1. For each of the three analysis
methods studied, the significances are shown for the leptmd for the semileptonic channel as
well as for the combination of the two. The lines represeasilynal significance without systematic
variations of the detector performance which are takenastmunt in the shaded bands.
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Table 8.8: Expected signal significances for an integrated luminasit@0 fo* determined with
the profile likelihood method for the baseline, the optindizeit-based and the ANN analysis for
the leptonic and the semileptonic channel as well as the o@tibn of the two. The uncertainties
correspond to the systematic variations of the detectdopeance (see text).

Baseline analysis Optimized cuts ANN analysis

¢¢ channel

H (105 GeV) 17+00 2.0799 23439
H (110 GeV) 20+00 274990 32799
H (115 GeV) 25+09 3359 3807
H (120 GeV) 25401 3639 41759
H (125 GeV) 22401 35459 40153
H (130 GeV) 19+01 2.9+99 36799
H (135 GeV) 17+01 2.8+00 33792
¢h channel

H (105 GeV) 22+02 24701 2653
H (110 GeV) 32+03 35%92 38793
H (115 GeV) 39+0% 43703 46153
H (120 GeV) 42402 4.7+9% 49*5%
H (125 GeV) 42+03 4.7+91 52701
H (130 GeV) 40+23 46703 5032
H (135 GeV) 38701 4.3*91 47139
¢¢ +¢h channel

H (105 GeV) 28402 3153 3507
H (110 GeV) 38+03 44703 49193
H (115 GeV) 46+02 5.4+02 59792
H (120 GeV) 49402 59103 64702
H (125 GeV) 48+03 58+01 65707
H (130 GeV) 44+03 55192 6.2:33
H (135 GeV) 4202 5.2+01 58103




Chapter 9

Summary

The ATLAS experiment at the Large Hadron Collider is designed to explang@range of new
phenomena in particle physics with proton-proton collisions at energiesl$pTeV. An integral
part of the ATLAS detector is the muon spectrometer for which the Max-Ri&mstitut fur Physik
in Munich in collaboration with the Ludwig-Maximilians University has built 88 giston drift
chambers. The installation of the muon chambers in the ATLAS cavern took piabe years
2005 - 2007. Almost 1 200 chambers had to be positioned with an accuracyro with respect
to the interaction point.

Gas leak and high voltage tests have been carried out before and stfisdiation in order to detect
possible damages during installation. Afterwards, the performance of the spectrometer has
been tested with cosmic ray muons. An average muon detedtioiercy of the drift tubes of
97 % has been measured in agreement with the expectation. A part of teerbaon chambers
has been aligned with muon tracks with the desired accuracy in the regi@are abtsicient
number of cosmic muons could be detected.

The muon spectrometer performance has an important impact on seanchiggs decays with
muons in the final state. The discovery of the Higgs boson is the main objettile ATLAS
experiment. Experimental and theoretical bounds constrain the Standalel Miggs boson mass
totherange 114.4 Ge¥'my < 185 GeV. One of the most promising discovery channel in this mass
range is the vector-boson fusion production of the Higgs boson with theeguent decay into a
7-lepton pair. The decay modes where botleptons decay leptonically or where ondepton
decays leptonically and the other one hadronically have been studieddigge boson mass can
be reconstructed with a resolution of about 10 GeV in this channel.

Various discriminating variables can be used to suppress the dominagtbacts from top quark
pairtt andZ boson production and decaytdeptons. The vector-boson fusion process is charac-
terized by two highly energetic jets in the forward regions of the detecteiding a particularly
important signature for Higgs detection in this production process.

Two signal selection methods have been studied in this work, a cut-baagdiarand a mul-
tivariate analysis method. In the case of the cut-based analysis, the efigqmtential of the
search channel is significantly increased compared to previously pedblisults by using addi-
tional discriminating variables and optimizing the selection cuts by an iterativeguoe. While
the signal iciency remained unchanged the background suppression improvedcsigthyfi in
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particular for thett background contribution to the leptonic channel which could be reduged b
approximately 70 %.

In order to fully take into account correlations between the discriminatingblass, the multivari-
ate analysis methods Projective Likelihood, Fisher Linear Discriminant,tBdd3ecision Trees
and Artificial Neural Networks have been studied. The input variatdes heen carefully selected
in order to obtain best discrimination while avoiding any bias of the reconstridiggs boson
mass distribution.

The Atrtificial Neural Network algorithm showed the best performancerimgef achievable sig-
nal significance including systematic uncertainties and stability of the resultsesitiect to the
choice of discriminating variables. The background suppression of tiifecial Neural Network
analysis is similar to the optimized cut-based analysis while the sidghaieacy is further in-
creased by approximately 10 % for all tested Higgs boson masses in thalgtantie from 105 to
135 GeV, although the network has only been trained for a Higgs mas®9& &2

The impact of systematic uncertainties, in particular the simulated detectormarfoe has been
discussed. The largest systemati@et on the selectionfigciencies for signal and background is
the uncertainty in the jet energy calibration. Both the cut-based and the iaftiieural Network
analysis show a similar sensitivity to the systematic uncertainties. Their impace axpiected
Higgs discovery potential shows the need for a reliable determination ofttkglound contribu-
tions from the data rather than from Monte Carlo simulations.

The final results for the signal significance for the leptonic and semileptd@onel as well as
for the combination of the two are derived from a maximum likelihood fit torHpair invariant
mass spectra for signal and background using a profile likelihood ratioochethd assuming
background estimation from data with uncertainties of 10 % forahe vt and 50 % for theit
background.

Combining both channels one can expect to discover the Higgs bosor Withsignificance in
the mass range 115 Geviny < 135 GeV and a maximum signal significance of &.®r a Higgs
mass of 120 GeV with an integrated luminosity of 30flcorresponding to the first three years of
ATLAS operation. With the Artificial Neural Network method, the mass raraye>f5 o- Higgs
discovery with 30 fb! is extended down to 110 GeV with a maximum signal significance af6.5
for my =125 GeV. For both analyses, the systematic uncertainty in the prediction eiga!
significance is approximately 10 %.



Appendix A

Detalls for all Higgs Masses

On the following pages, the evolution of the cross-sections with the applégsascuts are shown
for all studied Higgs mass datasets for the cut-based and the multivarifisisiaad for both the
leptonic and the semileptonic decay channel.
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Table A.1: Evolution of the signal cross-section timefi@ency [ fb] in the optimized cut-based analysis, shown fbstadied Higgs mass

points in the leptonic decay channel (extension of TéBe The uncertainties shown are statistical only.

105 GeV 110 GeV 115 GeV 120 GeV 125 GeV 130 GeV 135 GeV
Cross-section 26 25 24 22 19 16 13
Cuts onr-decay products:
Trigger 12.7+0.11 12.8-0.11 12.5:0.10 11.6:0.05 10.3:0.09 8.82:0.07 7.32:0.06
N(e+ u)=2 5.75+£0.08 5.89:0.07 5.82:0.07 5.48:0.04 4.95:0.06 4.31+0.05 3.62:0.04
Lepton charge 5.780.08 5.87+0.07 5.79:0.07 5.46:0.04 4.93:0.06 4.30:0.05 3.61+0.04
ErT“i55> 40 GeV 3.41:0.06 3.49:0.06 3.45:0.05 3.1740.03 2.93:0.05 2.55:0.04 2.17+0.03
Apr < 2.5 3.22+0.06 3.22:0.05 3.16:0.05 2.85:0.03 2.61+0.04 2.21+0.04 1.86:0.03
x12=00-10 2.85+0.05 2.840.05 2.84:0.05 2.5740.03 2.33:0.04 2.01+0.04 1.69:0.03
my < 100 GeV 2.85:0.05 2.840.05 2.84:0.05 2570.03 2.32:0.04 1.99-0.04 1.68:0.03
Cuts on the tagging jets:
N(jets)> 2 2.37+0.05 2.35:0.05 2.33:0.05 2.10:0.02 1.91+:0.04 1.64:0.03 1.38:0.03
nj1 X nj2 <0 1.94+0.04 1.94-0.04 1.94-0.04 1.74:0.02 1.60:0.04 1.38:0.03 1.14+0.02
Anj; >0 1.79+0.04 1.80:0.04 1.774+0.04 1.58:0.02 1.44:0.03 1.24:0.03 1.04+0.02
Anjj > 35 1.48+0.04 1.48-0.04 1.48-0.04 1.32:0.02 1.20:0.03 1.06:0.03 0.89:0.02
mj; > 600 GeV 1.220.04 1.18:0.03 1.20:0.03 1.08:0.02 1.00:0.03 0.840.02 0.73:0.02
Apj; < 2.2 0.99+0.03 0.93:0.03 0.95:0.03 0.89:+0.03 0.81+0.03 0.68:0.02 0.59:0.02
b-jet veto 0.88-0.03 0.84r0.03 0.84-0.03 0.79-0.03 0.72-0.02 0.61+0.02 0.53:-0.02
Cuts on the event topology:
Anfj*;'” > 0.6 0.80+0.03 0.78:0.03 0.78:0.03 0.74:0.03 0.640.02 0.5%0.02 0.49:0.02
Anfj*;ax> 15 0.80+0.03 0.78:0.03 0.78:0.03 0.73:0.03 0.66:0.02 0.56:0.02 0.49:0.02
Central jet veto 0.7€0.03 0.68:0.03 0.67+0.02 0.63:0.02 0.57%0.02 0.48:0.02 0.42:0.01
pPt < 30 GeV 0.65:0.03 0.62:t0.02 0.63:0.02 0.58:0.02 0.53:0.02 0.44-0.02 0.38:0.01
Mass window cut:
m.,=my +15GeV 0.54:0.02 0.54-0.02 0.53:0.02 0.49:0.02 0.43:0.02 0.34-0.01 0.30:0.01
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Table A.2: Evolution of the signal cross-section time@i@ency [ fb] in the optimized cut-based analysis, shown fbstadied Higgs mass

points in the semileptonic decay channel (extension oféf@i@). The uncertainties shown are statistical only.

105 GeV 110 GeV 115 GeV 120 GeV 125 GeV 130 GeV 135 GeV
Cross-section 180 173 160 145 127 108 87
Cuts onr-decay products:
Trigger 56.4+ 0.39 56.2-0.34 53.4+0.55 49.5:0.23 44.7:0.26 38.8:0.4 31.8£0.18
N(e+ u)=1 50+ 0.36 49.6+0.32 46.7+0.51 43.4:0.22 39+0.24 34.1+0.37 27.6:0.17
N(r)=1 8.25+0.15 8.674+0.13 8.67+0.22 8.45:0.096 7.92:0.11 7.24:0.17 5.99: 0.078
Lepton charge 7.790.14 8.16+0.13 8.24+0.22 8.02+0.094 7.5:0.1 6.88+0.17 5.73:0.076
E$‘55> 30 GeV 4.74-0.11 4.98:0.1 5.18+0.17 4.870.073 4.55-0.082 4.2:0.13 3.52+0.06
Apr <25 4.37+0.11 4.59-0.097 4.62:0.16 4.34-0.069 3.95:0.076  3.54:0.12 2.92+ 0.055
xen=00-10 3.3+0.094 3.47%0.084 3.5:0.14 3.35:0.061 3.0A40.067 2.74:0.11 2.29:0.048
mt < 30 GeV 2.49:0.082 2.59%0.073 2.49:0.12 2.4+0.051 2.14:0.056 1.89:0.088 1.52:0.039
Cuts on the tagging jets:
N(jetsp 2 2.12+0.075 2.14:-0.066 2.1+0.11 2+0.047 1.710.05 1.52:0.079  1.24+0.036
nj1%xnj2<0 1.74+0.068 1.8k 0.061 1.8%k0.1 1.62:0.042 1.46:0.046  1.26:0.072  1.05-0.033
Anj; >0 1.63+0.066 1.63:0.058 1.68:0.098 1.49:0.04 1.34:0.044 1.12-0.068 0.968 0.031
Anjj > 3.6 1.3+0.059 1.29:0.051  1.39:0.089 1.2-0.036 1.080.04 0.974:0.063 0.780.028
m;; > 600 GeV 1.120.054 1.080.047 1.180.082 1.02-0.033 0.88%0.036 0.799-0.057 0.66%0.026
Agj; < 2.7 1.04+0.053 0.996-0.045 1.1+0.079 0.949-0.044 0.822-0.035 0.734:0.055 0.6%0.025
Cuts on the event topology:
Anrj*;'” > 0.8 0.904+0.049 0.85%-0.042 0.923-0.072 0.83%0.041 0.7140.032 0.66:0.052 0.523-0.023
Anrj*;ax >15 0.901+0.049 0.8530.042 0.906-0.072 0.8270.041 0.714:0.032 0.656-0.052 0.52%0.023
Central jet veto 0.7740.045 0.75%0.039 0.78%0.067 0.6980.037 0.61%0.03 0.566:0.048 0.453:0.022
pPt < 40 GeV 0.755%0.045 0.72%0.039 0.7530.065 0.6740.037 0.5930.03 0.55:0.047 0.4380.021
Mass window cut:
m.,=my +15GeV 0.6480.042 0.64%40.036 0.646-0.06 0.572-0.034 0.4850.027 0.412:0.041 0.346-0.019
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Table A.3: Evolution of the signal cross-section timefi@ency [fb] in the ANN analysis, shown for all studied Higgass points in the
leptonic decay channel (extension of TaBlB). The uncertainties shown are statistical only.

IZA!

105 GeV 110 GeV 115 GeV 120 GeV 125 GeV 130 GeV 135 GeV

Cross-section [ fb] 26 25 24 22 19 16 13

Trigger 12.7+0.11 12.8-0.11 12.50.1 11.6£0.05 10.3:0.09 8.8:0.07 7.3:0.06
N(e+ u)=2 58+0.08 5.9:+0.07 5.8:0.07 55:0.04 5.0:0.06 4.3:t0.05 3.6:0.04
Lepton charge 5%#0.08 59:0.07 5.8:0.07 55:0.04 4.9-0.06 43005 3.6:0.04
EMSS > 40 GeV 3.4:0.06 35:0.06 35005 32003 29:0.05 2.6:£0.04 2.2:0.03
Apr <29 3.3+0.06 3.4+0.06 3.3:0.05 3.1+0.03 2.8:0.05 2.4+0.04 2.1+0.03
x12=00-1.0 29+0.05 3.0:00.05 3.0:+0.05 2.7+0.03 25:0.04 22:+0.04 1.9+0.03
N(jetsy 2 24+005 24+005 24005 22+0.02 2.0:0.04 1.80.03 1.5:0.03
nj1*xXnj2<0 2.0+£0.05 2.0:0.04 2.0:0.04 1.8:0.02 1.740.04 15:0.03 1.2+0.02
Anj: >0 1.8+0.04 19:0.04 1.8:0.04 1.74+0.02 15003 1.30.03 1.1+0.02
b-jet veto 1.6:0.04 1.6:0.04 1.6+0.04 1.4:0.03 1.3:t0.03 1.2:0.03 0.96+0.02
Central jet veto 132004 14004 1.3:0.03 1.2+0.03 1.1+0.03 0.99:t0.03 0.81+0.02
ANN > 0.7 0.74+0.03 0.74-0.03 0.73:0.03 0.67+0.02 0.60:0.02 0.53:0.02 0.44:0.02
m? < 100 GeV 0.74-0.03 0.74-0.03 0.73:0.03 0.67+0.02 0.60:0.02 0.53:0.02 0.44:0.01
m., =105-135GeV  0.6@0.02 0.62:0.02 0.61+0.02 0.54:0.02 0.47:0.02 0.39:0.02 0.33:0.01
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Table A.4: Evolution of the signal cross-section timefi@ency [fb] in the ANN analysis, shown for all studied Higgess points in the
semileptonic decay channel (extension of Tabl. The uncertainties shown are statistical only.

105 GeV 110 GeV 115 GeV 120 GeV 125 GeV 130 GeV 135 GeV

Cross-section [ fb] 180 173 160 145 127 108 87
Trigger 56.4:04 56.2+0.3 53.40.6 49.5:0.2 447403 38.8:04 31.8:0.2
N(e+ u)=1 50.0+04 49.6:0.3 46.7+0.5 43.40.2 39.0:0.2 34.1+04 27.6:£0.2
N(7)=1 8.3+0.2 8.7+0.1 8.7+0.2 8.45:0.1 7.9+£0.1 7.2£0.2 6.0+ 0.08
Lepton charge 7.20.1 8.2+0.1 8.2+0.2 8.02+0.1 7.5+0.1 6.9+ 0.2 5.7+0.08
E$i55> 30GeV 4.7+0.1 5.0+0.1 5.2¢0.2 4.87+0.1 46+0.08 4201 3.5+0.06
Apr <29 4.6+0.1 49+0.1 5.060.2 4.69:+0.07 4.3+x0.08 4.0+0.1 3.3+0.06
xenh=0.0-1.0 3.4+0.1 3.6£0.09 3.6+0.1 353006 3.3+0.07 3.0:01 2.5+ 0.05
m < 30 GeV 2.6:0.08 2.7+0.07 2.6:0.1 253005 23006 21+0.09 1.7+0.04
N(jets)> 2 22+0.08 2.2+0.07 2.2+01 2.080.04 18005 1.7+-0.08 1.3:0.04
nj1%xnj2<0 1.8+0.07 1.8:0.06 1.9:+0.1 1.68:0.04 15005 1.4-0.07 1.1+0.03
Anj: >0 1.6+0.07 174006 17401 155004 14005 1.2+0.07 1.0+0.03
Central jet veto 14006 14+005 1.4-0.09 1.26:0.05 1.2:0.04 1.0:0.06 0.840.03
ANN > 0.3 0.81+0.05 0.81+0.04 0.80:0.07 0.71x0.04 0.68:0.03 0.64:0.05 0.50:0.02

m., =105-135GeV  0.6&0.04 0.71+0.04 0.690.06 0.60:0.04 0.56:t0.03 0.47%0.04 0.39:0.02
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