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AVANT-PROPOS 

Ce livre rassemble les contributions de la neuvieme rencontre 

d'Astrophysique de Moriond consacree a la determination des constantes 

cosmologiques et qui s'est tenue en mars 1989. Ces constantes sont celles 

qui decrivent la dynamique de l'Univers dans son ensemble (constante 

de Hubble et parametre de deceleration), la temperature du bruit de 

fond cosmologique (et ses fluctuations), le parametre cosmologique qui 

est une autre fa1;on d'exprimer la densite de l'Univers et son caractere 

ouvert ou ferme et la constante cosmologique introduite apres coup par 

A. Einstein dans les equations de la Relativite Generale. 

Comme cet atelier d'astrophysique s'est deroule en meme 

temps que !'atelier de physique des particules, une part importante de 

cette rencontre a ete consacree a la detection eventuelle et aux 

caracteristiques des particules non baryoniques qui doivent 

normalement peupler l'Univers. 

Comme les livres precedents de cette serie, ces comptes-rendus 

refletent !'interaction forte qui existe entre la cosmologie (et plus 

generalement l'astrophysique) et la physique des particules. Beaucoup 

de chercheurs actifs et d'equipes travaillant dans ces deux domaines 

aiment se rencontrer et beneficier de !'atmosphere amicale et porteuse 

d'inspiration aux Arcs par Jean Tran Thanh Van et son equipe. 

Qu'il me soit permis de remercier les membres du Comite 

Scientifique pour leurs avis, les auteurs pour leurs contributions, le 

CNRS et surtout le PIGS n°18 pour leur aide financiere. 

Enfin je souhaite exprimer toute ma gratitude a Marie-Christine 

Pelletan qui a assure une grande partie du travail editorial. 

Jean AUDOUZE 
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FOREWORD 

This book assembles the contributions of the ninth Moriond 

Astrophysics meeting devoted to the determination of the cosmological 

constants and which has been held in march 1989. These constants are 

those describing the dynamics of the Universe as a whole (Hubble 

constant and deceleration parameter), the temperature of the microwave 

background and the fluctuations of this quantity, the cosmological 

parameter which is related to the value of the density of the Universe of 

its closed or open character, and the cosmological constant which has 

been introduced by A. Einstein after the establishment of General 

Relativity. 

Since this astrophysics workshop takes place together with the 

elementary particle workshop, a large fraction of this meeting has also 

been devoted to the detection and characteristics of non baryonic 

particles which are likely to populate the Universe. 

Like the previous books of this series these proceedings clearly 

show the strong interaction between cosmology (and more generally 

astrophysics) and particle physics. Many productive researchers and 

teams working in these two fields like to meet in the most friendly and 

inspiring atmosphere created at Les Arcs thanks to Jean Tran Thanh Van 

and his team. 

Let me thank the members of the scientific committee for their 

advice, the authors for their contributions, CNRS and especially PIGS 

n°18 for their support. 

Last but not least a large fraction the edition work has been 

undertaken by Marie-Christine Pelletan whom I thank very warmly. 

Jean AUDOUZE 
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ABSTRACT 

THE HUBBLE CONSTANT 

Lucienne Gouguenheim, Lucette Bottinelli, Pascal Fouque, 

Observatoire de Paris, 92195 MEUDON Cedex , France 

Georges Paturel, 

Observatoire de Lyon, 69230 SAINT-GENIS-LAVAL, France 

Pekka Teerikorpi 

University of Turku Observatory, TURKU, Finland 
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The value of the Hubble constant Ho relies on velocity and distances determinations 
either of field or cluster galaxies. Emphasis is put on the effects of statistical biases which affect 
the calibrating relations, such as the Tully-Fisher one. The Malmquist bias, which applies for 
field galaxies, and the cluster incompleteness bias lead to an overestimation of the value of Rn. 

The possible effect of a "local velocity anomaly" is tested from an enlarged samP!e of 
unbiased field data. Recent studies of the Virgo cluster are reviewed. Both cluster and field data 
lead to a value of the Hubble constant in the range 68-75 km s-1 Mpc-1 . 
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INTRODUCTION. 

An accurate determination of the extragalactic distance scale is needed in order to 

obtain a good determination of the Hubble constant. However it must be kept in mind that it leads 

also to informations on deviations from a uniform Hubble flow. The accuracy needed is twofold: 

it concerns firstly a good linearity of the distance scale, particularly important for studying the 

velocity field, and secondly a good calibration which gives the accuracy on ffo. At the time being, 

the various estimates of Ho are in the range 50-100 km s-1 Mpc-1. It has been widely assumed 

that the distance determinations suffered mostly from an uncertainty on the zero point and that 

possible non-linearities were small enough so that the individual distance determinations allow 

a good study of the kinematics of the nearby universe. There is, however, a growing evidence of 

the importance of statistical biases (Bottinelli et al., 1988; Sandage, 1987, 1988). 

The extragalactic distance scale is built on two main steps, the so-called primary 

and secondary distance indicators. The primary calibration relies on individual stars which are 

well studied in our Galaxy and recognized in nearby ones. It is assumed that similar stars, 

whose similarity is recognized from directly observable parameters, have the same intrinsic 

luminosity wherever they are observed. The calibration of the intrinsic luminosity relies on 

stellar distances within our Galaxy. These primary indicators have generally sound physical 

basis, related to our good knowledge of stellar properties and evolution, but they fail at large 

distances, except for the supernovae, when individual stars are no more observable. 

A second kind of indicators is thus needed: they involve global properties of galaxies. 

They are calibrated from the properties of the previous sample whose distances have been 

obtained from primary calibration. Their physical basis are not so well understood, due to the 

limited knowledge of galaxies evolution, but they have a larger range, up to 100 Mpc. 

PRIMARY CALIBRATION. 

An extensive review has been made recently by Van den Bergh (1989) . We give here 

a summary of the properties of those which seems to be the best primary indicators. 

(1) The RR Lyrae variable stars are a good indicator, but due to their low luminosity they are 

observable only in the Magellanic Clouds and M31 (Pritchett and Van den Bergh, 1987a).They 

provide essentially a good check of the other indicators. 

(2) The novae are observable at larger distances, up to the Virgo cluster (Pritchett and Van den 

Bergh, 1987b) and the theoretical understanding of their phenomenon is well improved. 

However, they show a large range in their observed properties. 

(3) The supernovae have the greatest potential, because they are observable at very large 

distances. In practice, there remains much difficulties considering both their theoretical 

understanding and the calibration of their absolute magnitudes. There are two different 

approaches. The first one involves the application of the Baade- Wesselink method to type II 

supernovae. The main problem relies on the deviation from the black body radiation. The second 

approach relies on type I supernovae taken as standard candles. The criterion must be 

restricted to early type galaxies in order to avoid difficult extinction problems. However, their 

origin is still under debate and it appears that a significant fraction of them are of a peculiar 

nature, with different luminosity characteristics. 

(4) The luminosity function of planetary nebulae has been shown by Jacoby et al. (1988) to be 

universal with a sharp bright-end cutoff near M([OIIIJ , ->-=5007) = -4.48. This seems to provide a 

good estimate of distance. 
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(5) The cepheid variable stars are the most promising of the primary indicators: (i) they are 

rather luminous, (ii) the period-luminosity-colour relation is on secure theoretical basis and (iii) 

considerable improvements are coming from near IR photometry. 

Much of the uncertainty in broad-band optical studies relies on the difficulty to 

account for the effects of interstellar extinction and chemical composition variations among 

cepheids in different galaxies. There are three main advantages in the near IR compared to the 

visible. The effects of absorption and reddening are much lowered: the attenuation of starlight in 

the H -band is lower than in the B-band by a factor of 6. UBV magnitudes and colours are 

relatively sensible to chemical composition variations, due to the importance of stellar 

absorption lines in the blue part of the spectrum; these effects are drastically reduced at shorter 

wavelengths, where the density of metallic absorption lines is low. Temperature differences 

across the instability strip give rise to a finite magnitude width in the (P,L) relation, at constant 

P. A three parameter (P,L,C) relation is thus needed to characterize the properties of an 

individual cepheid. It is not easy in the blue to disentangle this effect from differential 

extinction. Because the monochromatic flux is less sensitive to the temperature at longer 

wavelength, the width of the (P,L) relation at H is only one third of the width at B. In addition, 

the amplitude of the light curve of an individual cepheid, which is due primarily to temperature 

variations, is reduced in the IR: thus, random IR observations are competitive with 

time-averaged B-band photometry. 

Recent determinations of distances of nearby galaxies are listed in Table 1. 

SECONDARY CALIBRATION. 

The following relations are examples of secondary calibrators: 

- M=a log Vm+b (1) 

- M = a log C1 v + b (2) 

- M = a /\c + b (3) 

They give the absolute magnitude M of a galaxy as a function of the maximum circular velocity 

V m in disk galaxies [Tully-Fisher relation (1)], of the internal velocity dispersion, rJ v in bulge 

galaxies [ Faber-Jackson relation (2)] or the luminosity index /\c [de Vaucouleurs relation (3)], 

which applies for disk galaxies. The first two relations are the expression of a mass-luminosity 

relation and all of them have the general shape: 

- M=a p+b (4) 
where p is a directly observable parameter. 

An improved version of relation (2) has been developped by Lynden-Bell et al. (1988) 

who find a stronger correlation between the velocity dispersion C1 v and the parameter Dn which 

is defined as the diameter enclosing an area with a mean surface brightness above some 

fiducial level. 

It is generally considered that the Tully-Fisher (1977), hereafter TF, relation is the 

most accurate with a dispersion of 0.4 - 0.5 mag. at given p = log Vm, and the following 

discussion will concentrate on it. 

THE TULLY-FISHER RELATION. 

The maximum circular velocity Vm is deduced from the width of the 21-cm line of 

neutral hydrogen, observed in a galaxy seen as a point source by the radiotelescope, after 

correcting for inclination effects. Non-drcular motions must also be taken into account, because 
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Table 1 

Distance moduli of primary calibrators 

Local Group: 

LMC 18.45 

SMC 18.80 

M31 24.3 

M33 24.5 

NGC6822 23.47 

IC1613 24.28 

Sculptor Group: 

NGC55 25.7 

NGC247 

NGC253 

NGC300 25.7 

NGC7793 

M81Group: 

NGC2403 27.8 

NGC4236 

IC2574 

NGC 3031 27.8 

M101Group: 

MlOl 

NGC5204 

NGC5585 

18.5 

18.85 

24.2 

24.4 

23.4 

24.1 

26.1 

27.5 

26.0 

27.5 

27.8 

27.8 

27.8 

'lB.7 

29.2 

29.2 

29.2 

column 2: Van den Bergh, 1989 

column 3: Tammann, 1986 

column 4: Fouque et al, 1989 

column 5: de Vaucouleurs, 1986 

column 6: Rowan-Robinson, 1985 

18.5 

18.8 

24.2 

24.2 

26.1 

26.8 

27.5 

26.1 

27.5 

27.5 

27.8 

27.8 

27.8 

'lB.7 

'lB.7 

'lB.7 

18.3 

18.6 

24.1 

23.9 

26.6 

'Xl.2 

27.2 

26.4 

27.7 

27.31 

18.7 

19.1 

24.25 

24.65 

23.77 

24.29 

26.44 

26.44 

26.44 

26.44 

26.44 

27.31 

27.31 

27.31 

29.16 

29.16 

29.16 

29.16 
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they tend to widen the 21-cm line. Bottinelli et al.(1983) have applied a linear summation of the 

random motions, described by a gaussian function with C1 x = C1 y = 1.5 C1 z = 10 - 15 km s-1 (the 

z-axis being perpendicular to the disk); the rotation components Vm have been then deduced 

from the different 21-cm line width measured respectively at 20, 40 and 50% of maximum 

intensity. They show a good agreement with the directly measured ones from rotation curves. 

Lewis (1984) has found er x = er Y = er 2 = 12 km s·l and Tully and Fouqu� (1985) have confirmed the 

validity of a linear summation for non-dwarf galaxies. 

Not applying this correction leads to a steeper slope of the TF relation and should add 

some extra noise to the distance determinations; however no systematic effect is expected if all 

the line widths, including those of the calibrators, are corrected in the same way. 
Two main systems of magnitudes have been used: the BT0 system of de Vaucouleurs 

et al. (1976) and the H .. 5 system of Aaronson et al. (1979). The BT° magnitudes have the advantage 

of being total, but they are sensitive to extinction effects; on the contrary, the R.5 magnitudes are 

not sensitive to extinction effects, but they are measured within an aperture which is one third of 

the blue photometric diameter a25. This has two consequences: first, they do not measure the 

same fraction of the total light, depending of the bulge to disk ratio, and second they involve 

B-band diameters, which are subject to light extinction. 

The calibration of the TF relation needs the determination of 2 parameters: the slope 

a, using either local calibrators, or cluster data, or kinematic distances, and the zero point, b, 

which is determined from local calibrators and is thus affected by the uncertainty of the primary 

calibration. 

The value of the slope depends on the system of magnitude and also, to a smaller 

extent, as discussed above, to the system of line withs, corrected or not for non-circular motions. 

It is in the range 5-6 at B (Bottinelli et al., 1983) and 10-12 at H (Aaronson et al., 1979, 1983). 

The variation of the slope with the magnitude wavelength can be easily understood, 

keeping in mind that the TF relation relies on a total mass to total luminosity relation. B-band 

and H-band magnitudes do not measure the same fraction of the total luminosity for blue or red 

galaxies. The bluest are expected to have the smallest log V m• and thus MB - MH is expected to 

increase with log Vm; this effect is reinforced by the limited aperture of the H .. 5 magnitude 

system: the luminosity of the blue, late type galaxies, with small log V m and small bulge to disk 

ratio is more underestimated than the luminosity of red, large log V m and large bulge to disk 

ratio early type galaxies. For both these reasons, one expects a systematic increase of MB - MH 

with log Vm. 

The steeper slope in the red reflects thus more widely on MH than on MB the errors 

on log V m (including both line widths and inclination measurements). This point has been 

controverted from arguments related to the observed dispersion of the TF relation; this 

dispersion, in fact, is not easy to determine, owing to the statistical problems discussed below. 

A possible type effect has also been discussed: either the slope a or the zero point b, or 

possibly both of them could be functions of a second parameter, the morphological type. For 

example, Giraud (1985) shows a segregation between late type Scd-Sd galaxies and early type 

Sab-Sb ones, when plotting the Hubble parameter H vs. the recession velocity; at a given velocity, 

the late type galaxies have systematically larger values of H than the early type ones. He 

suggests to introduce a shift of 0.5 magnitudes in the zero point of the TF relation between Scd-Sd 

and Sab-Sb galaxies. This effect is curiously not present among the H-band data, which could be 

(wrongly) interpreted as an argument favouring this last system. These so-called "type effects" 
are in fact related to the Malmquist bias, as discussed below. 
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POSSIBLE INTERPRETATION OF THE TF RELATIONSIUP. 

The general idea is that the TF relation comes from a total mass to bolometric 

luminosity relation among galaxies; this interpretation holds if the maximum rotational 

velocity is a good indicator of the total mass. 

Interesting results have been obtained by Lafon (1976) who has developped 

dynamical models of self-consistent thin disks, from microscopic distribution functions with no 

energy truncature. His main results are the following: 

(1) flat rotation curves are quite usual, 

(2) these flat rotation curves neither request nor exclude any galactic halo, massive 

or not, 
(3) the rotation curves depend on two parameters, the total mass of the galaxy and 

the kinematic temperatures of the internal parts, 
(4) the maximum rotational velocity is essentially sensitive to the total mass of the 

system. 

MALMQUIST BIAS IN TF RELATION. 

The bias arising when determining distances from a magnitude linited sample 

using relation (4) has been studied by Teerikorpi (1984). Its main properties can be understood 
from fig. 1. 

We consider first a class of galaxies characterized by the same value of p =log Vm. 

Through the TF relation their mean absolute magnitude Mp is known (-Mp= a p + b) and the 

individual magnitudes are distributed around Mp. We assume this distribution to be gaussian, 

with dispersion O"Mp· If the sample is cut at the apparent limiting magnitude m1, it results an 

absolute limiting magnitude at distance d, M1(d) = m1 -5 log d - 25. When d increases, MJ(d) 

becomes brighter, the mean absolute magnitude <M> of the sample selected becomes more 

luminous and the bias dMd = -(<M> -Mp) increases. 

For a larger m1 the limiting absolute magnitude is less luminous and the bias is 
smaller. 

If 2 different samples of galaxies, characterized by p and p'<p are considered, it is 

also easily seen that the bias is stronger for the p' class, which is the less luminous. Thus: 

- at given m1 and given p, the bias increases with the distance 

- at given mi and distance, the bias is stronger for smaller p 
- at given p and distance, the bias is smaller for larger mi. 
The shapes of the bias curves are shown in fig.2 
- For a given class of galaxies (p), the bias is negligible up to a threshold and then it 

increases with distance 

- The threshold depends on p: it is larger for larger p 

- When considering a sample of galaxies with all p, it results a cloud of points, 

distributed around the various curves and the remaining plateau is the smallest one. As a 

consequence, the bias is not conspicuous. 
In order to overcome these problems, Bottinelli et al. (1986) have introduced the 

concept of normalbed distance: 

d' = d x dex(-0.2a(2.7 - log Vmll 

where d is the kinematic distance, which is an unbiased estimate of the distance. At same d', all 

galaxies with different p suffer from the same amount of bias, provided that all these 
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-M 

b 

d1 
Figure 1: (a) only the galaxies more luminous than the absolute limiting magnitude M1, i.e. above 
the limiting curve, are observed: the more distant the galaxy, the more severe the cutoff. For a 
given value of p, the luminosity function is more severely cut at larger distance; (b) for a class of 
lower luminosity galaxies, characterized by p'<p, the bias, at the same distance, is larger. 

�H 

d 
Figure2: 3 bias curves, obtained for 3 different values of the parameter p, with p1<p2<p3 ,are 
represented; the other parameters, m1 and C1Mp are the same. 
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subsamples are characterizd by same m1 and crMp· All the plateau data are also selected. 

This method has been applied to B-band TF distances, with line widths corrected for 

non-circular motions [Bottinelli et al. (1986a)J and to H-band TF relation with non-rorrected line 

widths [Bottinelli et al. (1988a)). The main results are the following: 

- both samples are affected by a strong bias 

- the plateau data give a mean value of the Hubble constant, in de Vaucouleurs local 

scale, Ho = (72 ± 3) km s-1 Mpc-1 in both B-band and H-band, which is significantly different 

from the values of Ho previously determined from similar samples (de Vaucouleurs et al., 1981; 

Aaronson et al., 1979). 

The "type effect" mentioned above is actually expected from the bias, because late 

type galaxies are, on the mean, less luminous than early type ones and thus expected to suffer 

from a larger bias (Bottinelli et al., 1986b). Moreover, this so-called type effect is not conspicuous 

in H-band data; it should however not be concluded that this has something to do with a better 

quality of the H-band data. This comes essentially from the constitution of the samples where 

the limiting magnitude is larger for low luminosity galaxies (small p). Thus the two different 

effects, of m1 and p respectively, on the resulting bias compensate each other. 

Some authors [Tammann, (1986); Giraud, (1986)) have considered the bias arising in 

the whole sample (including all p) without any normalization; it has been seen previously that 

the bias is much difficult to put in evidence and that the unbiased data are not so easily 

recognized. Moreover, Giraud has tried to compute the expected bias; he comes to the conclusion 

that there remains an intrinsinc increase of H with kinematic distance after correcting the bias, 

which should explain only one third of the effect. In fact this method is a step backward in 

comparison to the method using the normalized distance and relies on a strong assumption 

concerning the luminosity function. The separate curves of fig. 2 indicate how galaxies in 

different log V m intervals populate the diagram. In order to calculate the average dependence of 

the biased H on d one must know how crowded each curve is by galaxies. The expected bias 

depends on the mean absolute magnitude and crM of the global luminosity function of galaxies, 

which is assumed to be gaussian. When dealing with a subsample of galaxies with same value 

of log V m• the mean unbiased absolute magnitude of the sample is known from the TF relation. 

It is not the case here, where it is determined from apparent magnitudes and (biased !) 
distances. Moreover the choice of the limiting magnitude, on which the bias is strongly 

dependent, has not been discussed. For all these reasons, it is difficult to give any credit to the 

conclusions. 

Tully (1988) has suggested that the low value of Ho obtained from the plateau data is 

affected by a kinematic effect that he calls the "local velocity anomaly", according to which the 

Coma-Sculptor cloud should be retarded in its expansion and the Leo spur should be falling 

toward the Coma-Sculptor cloud. The majority of the 41 plateau data in Bottinelli et al. (1988b) 

sample (with limiting B magnitude 12.0) being members of these two clouds, the value Ho = 72 ± 

3 obtained from these data should be, according to Tully, underestimated. The best way to check 

this hypothesis is to increase the sample. A preliminary result, obtained from an enlarged 

sample, with a larger limiting magnitude, is displayed in fig. 3 where the new plateau data are 

shown in a log Ho vs. V 0 plot. There is no evidence at all from this plot for a segregation in H 

between the galaxies belonging or not to the Leo spur or the Coma-Sculptor cloud. We conclude 

thus that there is no observational evidence, obtained from unbiased distances, favouring the 

hypothesis of a "local velocity anomaly". 



2001-

150� 

1001-

, 

0 

0 

0 

I I 

• 
• 

• • 
• • • • • • 0 • •• • • 0 oo 0 00 • • • 

I 

0 ° 0 - -o-a._ - ....... �-·---�-, --.•-- --------------------------- O v� e 0 • • 
0 

50r 0 
-
";"' 

(,) 
a. 
:p: 

T;" 
Ill 
E 
=! 

0' ::c 

0 0 • • • 0 0 • • • • • 
• • 

0 • 

0 

0 

• 
I I I 

• 

• 

• 

V(kms-1) 0 

• 

I 

500 1000 1500 2000 

Figure 3: the logaritrn of the Hubble parameter is plotted against the systemic velocity V 0 
for an unbiased sample of galaxies. The galaxies belonging either to the Corna-Sculptor 

cloud or to the Leo spur (open dots) do not differ from the others (black dots). The dashed 

line corresponds to Ho = 75 km s-1 Mpc-1 

-

-

-

-



12 

The main conclusions are thus the following: 

(1) the bias is the predominant effect. It is much more important than the compared 

accuracies of BT0 or R.5 magnitudes or the effects of non circular motions. 

(2) the bias does not depend only or predominantly on the observed dispersion of the 

relation but also strongly on the limiting magnitude of the sample. It results that, contrary to a 

common statement, when comparing different distance criteria, the best one is not necessarily 

characterized by the smallest scatter and the bias at a given distance is not necessarily stronger 

for a criterion with larger dispersion 

(3) Is the determination of Ho = 72 ± 3 in de Vaucouleurs primary calibration only 

local (because of possible local motions) or global ? There are two ways for answering this 

question. The first one, as it was explained above, is to increase the sample, thus m1 and the 

plateau threshold. The second relies on cluster data. 

CLUSTER INCOMPLETENESS BIAS 

Contrary to a general statement, a bias is also expected within a cluster. The bias 

arising when determining distances from a magnitude limited sample of galaxies within a 

cluster using relation (4) has been studied by Teerikorpi (1987). It is illustrated in fig. 4. The bias 

expected at small p is larger because the luminosity function of galaxies with same value of p is 

more severely cut. A bias decreasing with increasing p and negligeable at large p (plateau 

region) is thus expected. 

The bias arising in a sample of 10 clusters with velocities ranging from 4000 to 11000 

km s -lpJus Virgo cluster has been studied both in B-band and in H-band (Bottinelli et al.,1987, 

1988a). A normalized log V m taking into account the clusters distances and limiting magnitudes 

has been used in order to put all the cluster data together. The data (fig. 5) show clearly the trend 

expected. The plateau data in B-band lead to Ho= 73 ± 4 in de Vaucouleurs primary calibration, 

adopting an infall velocity of 220 km s-1 for the Local group. This result is in remarkable 

agreement with the value obtained from the field sample. 

The limiting magnitude of the R.5 sample is bright, leading to a very small number 

of plateau data. Using a sample of 19 galaxies including biased data near the threshold and an 

iterative method for computing the bias, a similar value of Ho is obtained, in the range 70 - 75. 

DISTANCE TO THE VIRGO CLUSTER. 

The Virgo cluster of galaxies deserves a special attention, because a rather complete 

sample of spirals is now available. It gives thus the opportunity of (i) determining an unbiased 

estimate of its distance and (ii) studying in more details the behaviour of the bias and also the 

possibility of using the "inverse regression" (all the errors on p), p = a' M + b', for determining 

distances. 

The nature of these two regression deserves some discussion, since the topics has 

generated some confusion. The "true" relation, the one that must be used in a theory explaining 

the TF relationship, is a mean regression, where the errors on both axis parameters are taken 

into account. The direct relation has a shallower slope, because of the errors on log Vm. and the 

inverse regression has a steeper slope, because of the errors on the magnitudes. From one 

sample to the other, the "true" slope does not change, while the direct and inverse slope change 

according to the changes in the dispersion of the parameters. 
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p 

Figure 4: apparent magnitude vs. p = log Vm diagram in a cluster having a distance modulus µ 
and observed up to the limiting magnitude m1 (hatched line). The straight line stands for the TF 
relation. It can be seen that the luminosity function is more severely cut at p1 than at p2 (p1<p2). 
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14 

A large number of studies have been devoted to the Virgo cluster (see for example 

Richter, 1985; Kraan-Korteweg et al., 1988; Pierce and Tully, 1988; Tammann, 1988). Fouque et 

al. (1989) have applied the B-band TF relation to an almost complete sample of 139 spiral 

galaxies. Their study has given the following results. 

The direct regression, with all the errors on magnitudes, the one that must be used 

to measure distances (Bottinelli et al., 1986a; Lynden-Bell et al., 1988) gives: 

- M = (5.5 ±0.5) log V m + 8.0 ± 0.01 (5a) 

- BT=( 5.5 ± 0.3) log V m - 23.40 ± 0.06 (5b) 
respectively for the calibrators (using the data of Table 1) (5a) and the Virgo cluster (5b). 

The inverse regression (all the errors on Iinewidths) leads to mean distances 

independent of the limiting magnitude of the sample (Schechter, 1980; Teerikorpi, 1982), if the 

coverage in log Vm is complete (Teerikorpi, 1984). It has a slope 6.1 ± 0.5 for the calibrators and 

7.8 ± 0.4 for the Virgo data. 

The important effect brought to light is that the slope of the direct regression 

obtained from Virgo and from the calibrators is the same, within the errors; this is not the case 

for the inverse regression. This result is due to the uncertainties of the data. The slope of the 

direct regression is modified by the uncertainties on log V m, whereas that of the inverse 

regression is modified by the uncertainties on the magnitudes. The explanation for the above 

effect is that the errors on log V m for the Virgo galaxies have not increased when compared to 

the corresponding errors for the calibrators, but the magnitudes are less accurate for the Virgo 

galaxies than for the calibrators. 

The distance moduli obtained from the direct regression, µ0 = 31.40 ± 0.13 and from 

the inverse one, µ1 = 31.45 ± 0.20 are in good agreement. This agreement is due to the 

completeness of the sample. Restricting to bright galaxies leads to a smaller µ0 , whereas 

restricting to large log V m leads to a smaller µ1 as can be seen in figure 6. 

The determination of Pierce and Tully (1988) based on the inverse relation is smaller 

by about 0.45 magnitude; the difference is entirely due to different calibrations. Pierce and Tully 

use only 3 calibrators (M31, M33 and NGC 2403); adopting their parameters for these 3 galaxies 

and keeping the other calibrators leads Fouque et al. to modify the zero-point of their TF relation 

by 0.07 mag. This result illustrates that not only good distances but also good parameters are 

necessary for the calibrators and that the use of the largest number of calibrators available 

reduces the accidental errors in the derived distance moduli. Moreover, nothing guarantees that 

a single calibrator has the average magnitude for its log Vm in the gaussian luminosity 

function. 

The determination of the Hubble constant from this distance modulus depends on 

the cosmological velocity of the cluster which is uncertain because of the uncertainties on (i) the 

mean heliocentric velocity of the cluster and (ii) the infall velocity of the Local Group towards the 

Virgo cluster; adopting a cosmological velocity of 1330 ± 100 km s·l, leads to Ho =  68 ± 8 km s·1 

Mpc-t, in good agreement with the result obtained from field galaxies. 



34 

33 I-
32 [ µD 
31 

30 I-

29 
8 

34 

33 I-

32 [ µI 
31 

30 I-

29 
8 

+ + *.,.. 
+++ + ti,+ +.;,.r + + + � �+� + +++.p- ;.;l ++ + + 

+ + +� ... � .. �'\.++ + + ++ + � +++ + + 
+. t +t + "4t *++ "\. + ++ + :j: + ++ + ++..., • 

++ 

+ 

1 0 12 
BC 14 16 

T 

+ 
+ ... :i: + + .ii'; + ++.t++ +++ 

++ + + + ... + + + + .; '*+.; ++ + + \, + + + ++ 4•:). +* +_.,. + + ++t + +++--tt + + .... + f ++ ++ + + .... + + 
++ + :; "\. ++ + + + + + :t+:r-+ + + "\. + +' * + + + 

10 12 14 16 9C 
T 

(al 

18 

(cl 

18 

34 

33 

32 
µD 

31 

30 

29 

34 

33 

32 
µI 

31 

30 

29 

+ + 
+ + t+ ++.; 

+ .... l + + +it 
+ � +" ... +"\..t + + + + ++• +/' ""'* * + + + 

+ +"!t. + + + + 

1.4 

+ + + +;.+,#+ ... -4 + + + + � + + ++ + 
+ +++- + :j:+ + * t ++ ++ .; + + 

+ + + ... + ++ 

1.6 

.... + .... + + + 
++ 

1.8 2.0 2.2 
log VM 

+ 
+ + .t ... t. ++�it-+ + 

l+ +-li-+t + 
+ +++ # + *+ + + �+ .;:¥'"++ � � ..... + + ++ + + + +++ 

+ 
+ 

++ + .t ++ 

2.4 

+ 

\ + 

+ + + + 
+ + + +� ..... * + + + +tt +... + 

+ 
++ 

++ + +.ff" 
+ +! + .it" 

1.4 1.6 1.8 2.0 2.2 2.4 
log VM 

Figure 6: The direct distance modulus, µJJ, and the inverse one, µ1, are plotted against 
the apparent magnitude (a and c) and agamst log Vm (b and d) (from Fouque et al., 1989) 

(bl 

2.6 

( dl 

2.6 

...... 
c.n 



1 6  

CONCLUSIONS 

(1) The effect of the Malmquist bias and the cluster population incompleteness bias 

have been strongly underestimated or even ignored (Bottinelli et al., 1988b). What we need before 

all, are large samples, which are complete up to a large limiting magnitude from which a large 

number of unbiased distances can be extracted. Under this respect, the BT0 system is presently 

the best one. 

(2) As a general comment, any physical property obtained statistically from a biased 

sample must be considered with great caution. Such examples are the "type effect" in TF 

relation (in fact, a differential Malmquist bias), the particular physical properties of galaxies in 

clusters which should account for a different slope of the TF relation (the cluster population 

incompleteness bias predicts a shallower slope) or the kinematics studies performed with biased 

distances (the local velocity anomaly, predicted from biased distances is not confirmed). 

(3) The inverse TF relation can be used to determine the distance of cluster galaxies, 

even in the case of a magnitude limitation, provided that (i) the coverage in log V m is good and 

(ii) the slope of this regression can be determined within the given cluster. The inverse relation 

gives a correct mean distance modulus when the individual distances are calculated with the 

inverse slope derived from the data. Nevertheless, these individual distance moduli are biased, 

because the inverse slope is not the same as the direct one, which must be used to evaluate 

distances. Therefore, this method cannot be applied to field galaxies. 

(4) The use of a very small number of calibrators with good distance determinations 

may lead to large errors. 

(5) Both field and cluster data lead to a value of the Hubble constant in the range 68 -

75 km s-1 Mpc-1. This value depends essentially on the primary calibration. Future improvement 

are expected from space observations of cepheids in nearby galaxies, with the HST and from the 

calibration of the period-luminosity relation of cepheids from better galactic cepheids distances 

with HIPPARCOS. 
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II. THE MICROWAVE BACKGROUND 





ABSTRACT 

COSMOLOGICAL PARAMETERS DERIVED FROM 

THE COSMIC MICROWAVE BACKGROUND RADIATION 

R. B. Partridge 

Haverford Col lege 
Haverford , Pa 1 90 4 1 ,  U . S .A.  
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Recent observational results on the spectrum and isotropy of the 
cosmic microwave background are reviewed. Seven different cosmological 
parameters emerge f rom these studies . 
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Introduction 

Let me begin by making the claim that studies of the cosmic microwave 

background radiation ( CBR) in fact yield seven different values of 

cosmological significance .  (Any temptation to compare this talk to the 

story of the tailor who slew "seven at one blow"--seven f lies , that 

is--should be avoided . )  The seven fundamental parameters refer to are 

the thermodynamic temperature of the CBR , written here T0 ; the dipole 

moment of the radiation , T, ; the quadrupole moment , T2 ; the large-scale 

polarization, Tp; and the limits on anisotropy of the CBR on three 

different angular scales . In this paper ,  I will  review the most recent 

observational results on all seven of these parameters .  Since the 

anisotropy measurements are closest to my own work, I wi ll  emphasize them. 

The most exciting recent result in CBR studies , however,  is a measurement 

of the submillimeter spectrum of the background and that is where I will 

begin . 

The temperature of the CBR , T0• In general ,  measurements of the 

thermodynamic temperature of the CBR at wavelengths longer than a few 

millimeters are in good agreement with a value of T0 = 2.75 t 0.03 K ( note 

the 1% accuracy ,  rare in cosmology ) .  Many of the recent measurements are 

the results of an international col laboration between several Italian 

institutions and the University of California , Berkeley,  in which 

Haverford initially  also participated ( Smoot et a l ,  1 9 8 5 ;  Partridge , 1 985; 

Smoot et a l ,  1 988). Two of the most recent measurements , by the Berkeley , 

group , are of particular interest: measurements at 3 cm and 3.3 mm have 

produced values 1-2 a below the general average ( the values are T0 = 2.61 

t 0.06 and 2.60 t 0.09, respectively ) .  In contrast , the single most 

precise measurement in the centimeter range is somewhat high at T0 = 2.783 

t 0.025 K ( Johnson and Wilkinson,  1 9 8 7). As we shall see , the 

discrepancy ,  while not overwhelming , may be important . 

Supplementing these direct radiometric measurements are 

determinations of T0 based on the excitation of interstellar molecules , 

particularly CN . These measurements of T0 are very precise and have the 

added advantage of being free of the many possible sources of systematic 

error which may crop up in observations made beneath all  or part of the 

earth's atmosphere . There are , of course , sources of systematic and 

statistical error present in the CN measurements as well ;  these and the 

most recent , exquisite results at A = 2.64 and 1.32 mm are described below 

by Phil C rane . 
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Stankevich et al (1970) " 

Sironi et al (1988) 
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Levin et al (1988) 

Penzias and Wilson ( 1967) 
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Otoshi and Stelzried (1975) 

Sironi and Bonelli (1986) 

De Amici et al (1988) 

Penzias and Wilson (1965) 

Mandolesi et al (1986) 

Roll and Wilkinson (1967) 

Stokes et al (1967) 
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49.2 

73 
47 

50 

30 
20.9 
15 

21. 3 

21. 2 

20. 7 

13 

12 

8.2 

7 .35 

6.3 

3.2 

3.2 

3.0 

J.58 

J.58 

I. 2 

0.92 

0.91 

0.86 

0.82 

0.36 

0.33 

0.33 

0.33 

0.33 

(a) 
Tatm' K 

I. 3 {c) 
1.95 {c) 

n.a. 
n.a. 

J.17 {c) 

0.83 {c) 

2.3 

2. 2 {c) 

2. 3 

0.87 

3.4 

3.0 

J.3 

I. 2 

- 4 

- 4 

- 0 

- 5 

6-7 

16-19 

- 15 

11-12 

12 

1. 2 

14-16 

T0, K 

3.7 I. 2 

3 .o ± 0.5 

2.98 o.ss 

2.5 0.3 

2.11 0.38 

3.2 1.0 

2.8 0.6 

2.66 0.26 

2. 79 0.15 

2.59 o. 13 

3.5 ± 1.0 

2. 70 0.07 

3.0 0.5 

2.69�g:�t 
2.61 ± 0.06 

2.18�g:g 
2.0 0.8 

2. 783 0,025 

3.16 0.26 

2.81 0.12 

2.56�g:g 
2.9 o. 7 

2.4 0.7 

2.46�g:�� 
2.61 ± 0.25 

2.48�g:�� 
2.60 ± 0,09 

Table 1 Results of all direct measurements of T0 at A > 3 mm. For 
references, see Partridge, 1989. 

(a) In this column, {c) is used to indicate calculated rather than directly 
measured values. Note that the measurements were made at many different 
altitudes; that explains some of the apparent discrepancies in Tatm• 
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Table 1 ,  copied from Partridge ( 1989 ) presents all the measurements 

at wavelengths A > 3 mm that I am aware of (most ly ground-based 

radiometric results ) . An unweighted average of all  these results and the 

CN values at 2 . 64 mm gives T0 = 2 . 757 :!: 0 .058, I have also averaged the 

11 measurements with the highest precision in the range 13 cm > A > 2 mm . 

The result is 2 .7 14  :!: 0 .023 K, lower because of the greater weight of the 

new Berkeley measurements at and 0 . 33 cm ( Kogut et al , 1988 and 

Bersanel li et al , 1 989 ) . The reduced x2 is 2 . 43 ,  making it clear that 

these measurements are not internally consistent . The largest 

contributions to the x2 come from the new 3 cm measurement of Kogut et al 

( 1988) and the Johnson and Wilkinson ( 198 7) measurement at I. 2 cm, both 

referred to above . 

The real excitment is in the short wavelength. Wien region of a 2-3 K 

spectrum. On the same day as supernova 1 987A. a Japanese sounding rocket 

carried aloft an experiment to measure the submil l imeter spectrum of the 

cosmic background radiation . The instrument was a col laborative effort by 

Paul Richards and his group at Berkeley and Toshio Matsumoto and his group 

at Nagoya ( see Matsumoto et al , 1988) . Cooled optics were employed to 

reduce systematic offsets;  only data free of residual atmospheric emission 

were used in the final analysis . The sensitivity of the bolometric 

detectors was high enough to ensure - 1% measurements in the few minutes 

the instrument was above the atmosphere . Table 2 and Figure I show the 

results . 

cyanogen 

At A - I mm, T0 

results and the 

2 .799 :!: 0 .018, in good agreement with both the 

measurement by Johnson and Wilkinson. The 

shortest wavelength bands employed by Matsumoto and his colleagues 

Center Bandwidth 
wavelength, mm AA/'A To , K 

1.16 30% 2 . 799 :!: 0. 018 

0 .71  21%  2 . 95 5  :!: 0 .017 

0 . 48 19% 3 . 175 :!: 0 .027 

Table 2. Matsumoto et al ' s ( 1 988) rocket 

measurements of the CBR, expressed in 

thermodynamic temperature . 

were dominated by thermal emission from dust in our own Galaxy . It is 

worth noting that the Berkeley-Nagoya results in these bands are in good 
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agreement with projections based on IRAS measurements of dust emission 

made at slightly shorter wavelengths ( fig . 1 ) .  We thus have some 

confidence that the shortest and longest wavelength channels were working 

properly and were correctly calibrated . 

........ 
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1 .  Taken f rom Matsumoto et al ( 1988 ) --"this work . "  The open 

symbols show CN and ground-based measurements . 

The results at two intermediate wavelengths of 0 .  7 and 0 .  48 mm show an 

upward trend in T0 as the wavelength drops--the submillimeter excess . The 

composite spectrum from 75 cm to 0 . 48 mm is not wel l  fit by a blackbody at 

any temperature , or even by a graybody spectrum . Indeed, a small  industry 

has grown up around explanations of this submillimeter excess . The most 

developed models involve photo-decays of exotic partic les at high redshift 

(see Hayakawa et al , 1987 ; Fukugita , 1988 ) ; inverse Compton scattering of 

CBR photons by hot electrons (see Hayakawa et al , 1987 ; Lacey and Field ,  

1988) and thermal emission by dust in high redshift galaxies ( e .g . , 

Negroponte et a l ,  1981 ; Bond , Carr and Hogan , 1986 ) .  Al l of these models 

have problems , particularly with energetics ( Lacey and Field,  1988; and 
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Adams et al , 1989 ) .  Some , in my view, have problems with the spectral 

measurements themselves . In particular, the c lose agreement between the 

CN values reported by Crane in this volume and the Johnson and Wilkinson 

measurement at 5 times longer wavelength presents problems for the inverse 

Compton model .  Likewise , the sharp increase in temperature with falling 

wavelength is hard to match to a dust emission spectrum unless the 

emissivity of the dust is strongly dependent on wavelength and both the 

temperature of the dust and the redshift of emission are narrowly 

delineated ( a  range of temperatures or redshifts would smear out the 

spectrum) . 

Given both the importance of Matsumoto ' s  result and the difficulty in 

finding convincing theoretical models for it , it is fair to ask how 

certain we are of the experimental results themselves . Is the 

submil l imeter excess really there? There is , as some of you wil l  know, a 

history of "false starts" in rocket observations of the CBR ( Shivanandan 

et al , 1968 ; Woody and Richards , 1979 ) ;  but the Berkeley-Nagoya experiment 

seems to me to be more sensitive , better designed and "c leaner" than past 

efforts . More to the point , the group wil l  fly a similar payload (with 

slightly different filter bands ) this summer ( 1989 ) .  In addition , if all  

goes wel l ,  the COBE satellite should quickly pin down the spectrum across 

the entire millimeter and far infrared band soon after its summer 1989 

launch by NASA. Thus it is unsafe as wel l  as unnecessary for me to 

speculate now on the reality of the submil l imeter excess ! 

T , , the dipole moment . The only reliably detected anisotropy in the 

CBR is its dipole moment . The amplitude , T 1 /T0 = ( 1 .20 ± 0.03 ) x l0-3 ,  is 

known to a few percent accuracy ,  and the direction to an accuracy of about 

l ' ,  that is about the angle subtended by one ' s  thumb held at arm ' s  length. 

The consistency in the directions obtained by the various groups in this 

field ( see Table 3 )  is particularly encouraging since widely different 

wavelengths were used . If there had been any appreciable contamination 

f rom the Galaxy , would have expected a wavelength-dependent bias since 

Galactic mil limeter wave emission depends strongly on wavelength, 

The dipole moment in the CBR is universal ly ascribed to the Doppler 

shift resulting from the motion of the observer .  In Table 3 are shown the 

results of the measurements corrected only for the motion of the earth 

about the sun ; the implied velocity of 300 Km/sec is thus heliocentric . 

The microwave results have usual ly been converted to a velocity of the 

center of mass of the 

velocity relative to 

local 

the 

group by vector subtraction of the sun ' s  

local group . This latter figure is 
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conventional ly taken to be 300 Km/sec towards t = 90 ' ,  b = 0 °  ( or « =  2 1h, 

6 = + 5 0 ' ) .  In fact the solar motion relative to the center of mass of 

the local group is much less precisely known than the CBR dipole velocity . 

Indeed . Yahil et al ( 1977 ) find t = 1 0 5 ' and b = - 7' a better fit . Hence 

it might be prudent for theorists to calculate heliocentric velocities 

directly .  

T2 , the quadrupole moment , The best available limits are set by the 

Soviet space experiment ( Table 3 ) .  The value cite is less 

model-dependent than a slight ly more stringent upper limit given by Klypin 

et al ( 1987 l --T2 / T0 < 2 . 1 0 - s . Improving on this limit wil l  require 

careful subtraction of Galactic emission ( Boughn et al , 1989 ) ; COBE ' s 

multi-wavelength observations should help .  Even the currently available 

limits p lace interesting constraints on anisotropic expansion between z � 

1000 and now, and on some models for the origin of large-scale structure . 

Tp . large-scale polarization. As shown by Negroponte and Silk ( 1 980 ) 

and Basko and Polnarev ( 1980 ) ,  large-scale linear polarization of the CBR 

wil l  be produced if the expansion of the Universe was anisotropic just at 

the epoch of last scattering . Tp thus measures anisotropy at a specific 

moment in the past . The best upper limits are stil l  those of Lubin et al 

( 1983 ) :  Tp /T0 � 2-4 x 1 0 - s  for the dipole  and quadrupole components .  

Anisotropy on degree scales . If the CBR last scattered at z � 1000 , 

the present angular scale corresponding to the causal horizon at last 

scattering is l ' -2 ' . Any anisotropy in the CBR on scales larger than this 

cannot have been smoothed away by causal processes , and thus carries 

information about the primordial spectrum of density perturbations in the 

Universe.  Recently ,  Davies and his colleagues ( 1987 )  have c laimed to 

detect f luctuations in the CBR corresponding to AT/T0 = 3 . 7 x 10-s at � = 3 
cm on a scale of 8° . Some workers in the field are skeptical of this 

c laim and prefer to regard this result as an upper limi t ;  in any case , 

measurements at degree scales are important and deserve further work 

( COBE ' s  smallest angular scale is 7 ' ) .  N .  Mandolesi, P .  Crane and I have 

a project underway, and P .  Lubin is making both ground-based and balloon 

measurements on this angular scale . One way to push the limits way down 

would be to use an array of sensitive bolometers to make a rough map of an 

area of the microwave sky ; Dave Wilkinson at Princeton, with colleagues at 

Bel l  Labs and Haverford , is planning such a project . 

Anisotropy on scales of - 10
' 

• In many ( but not a l l )  scenarios for 

the origin of large-scale structure in the Universe , the amplitude of AT/T 

f luctuations has a maximum at - 10'  ( see , e .g . ,  Bond and Efstathiou, 1984 ; 



Group 

Reference 

Wavelength, mm 

Vehicle 

Detector 

Dipole amplitude , 
T 1 , mK 
Direction of solar 
motion, R.A.  and 
Dec . 

Limit on quadrupole 
moment , T2 , mK 

Berkeley 

Lubin et al 
< 198TI -

3 

balloon 

heterodyne 

3 .4 :!: 0 .2 

1 1�2 :!: O�l 
6 °  t 1 . 5 °  

0 . 4* 

MIT/UBC 

Halpern et al 
( 1988) -

- 1 .  7 

balloon 

bolometric 

3 . 4 :!: 0 . 4  

12�1 :!: 0�24 
- 23. :!: 5 . 

n .a .  

Moscow 

Strukov et al ( 1987) 
Klypin et al ( 1 987) 

8 

satellite 

heterodyne 

3 . 16 :!: 0 . 12 

1 1�3 
- 7 . 5 °  

:!: 0�16  
t 2 . 5 °  

� 0 . 08
** 

Princeton Princeton 

Fixsen et al Boughn et al 
( 1983) -

( 1989T -

12 1 5  

balloon balloon 

heterodyne maser amp l .  

3 . 1  :!: 0 .2 3 . 47 :!: 0 .04 

1 1�2 :!: 0�05 1 1 . 1  h:!: 0 . 1  h 

- 8 ° :!: 0 . 7" - 5 . 9 °  :!: 1 . 5 °  

$ 0 . 19 n . a .  

Table 3 .  Measurements of the dipole moment T 1  and limits on T2 • The results are expressed in 

thermodynamic temperature . 

*Calculated from Table I of Lubin rt .i!l_ by the present author ,  by taking the quadrature sum of the 

measured coefficients Q,  • Q • •  

**Taking the more conservative , model-independent upper limit . 

N 
co 
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Vittorio and Silk, 1984 ) . This scale is accessible to conventional fil led 

aperture telescopes, and the upper limits on AT/T are consequent ly very 

tight : at A =  1 . 5, and for & = 7 '. 5 ,  AT/T $ 1 . 1 . 10-s (Readhead et al, 

1 989 ; see also Uson and Wilkinson, 1984, for earlier results l .  These 

results are reviewed extensively in the literature, so I wil l  not consider 

them further here . 

Anisotropy on scales < l ' .  In the galaxy formation scenarios 

referred to above, f luctuations on scales � l ' are smeared out (because 

the surface of last scattering has a finite thickness ) .  In other models , 

however, particularly those invoking explosions to produce density 

perturbations, a higher amplitude of CBR f luctuations on scales $ l '  may 

result (Ostriker and Vishniac, 1 986 ; Vishniac, 1987 ) .  Thus several 

observers have considered it worthwhile to probe arcsecond scales 

( Fomalont et al, 1 988 ; Martin and Partridge, 1 988 ; Partridge, Nowakowski 

and Martin, 1 9 88 ) . 

To achieve such resolution*, we need to employ a different technique, 

aperture synthesis, in which an array of telescopes, rather than a single 

antenna, is used to map the sky . This technique produces images of the 

microwave sky at a resolution set by the size of the array ( see Verschuur 

and Kel lermann, 1 9 7 4  for details, or Partridge, 1988 ) .  This technique has 

been used by two groups working at the Very Large Array (VLA) operated by 

the U .  s .  National Radio Astronomy Observatory in New Mexico ( Fomalont et 

al, 1 984 and Fomalont et al, 1 988 ; and Knoke et al, 1 984 , Martin and 

Partridge, 1 988 , Partridge, Nowakowski and Martin, 1988 ) .  Most 

observations reported to date were made at a wavelength of 6 cm, the 

wavelength at which the most sensitive receivers have been available . As 

shown in Table 4 ,  angular scales of 6" to 1 60" were investigated. As is 

also c lear from the table, the sensitivity of this technique is not yet 

quite comparable  to the sensitivity of searches using conventional, 

filled-aperture radio telescopes ( see Partridge, 1 988 , for details ) .  On 

the other hand , typical ly 100-1000 independent sky elements are available 

in each map . Both groups begin by making a synthesized map of a region of 

the sky, such as the one shown in Figure 2. The area mapped is chosen to 

be much larger than the primary diffraction maximum of the individual 

antennas of the array ( called the "primary beam" of the instrument ) .  Thus 

the instrument is insensitive to radiation from sources at the edge of 

*One exception to this statement is the recent 1 mm observation reported 

by Kreysa and Chini ( 1989 ) .  
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Reference 

Fomalont et al ( 1 988 ) 

Martin & Partridge ( 1 988 ) 

Hogan & Partridge ( 1 989 ) 

Proposed Observations 

:>.. , cm 

6 

6 

6 

6 

2 

2 

3 . 5  

3 . 5  

" ·  arc sec 

18" 

60" 

18"-80" 

36"-160" 

6" 

18" 

1 2" 

40" 

4T/Tx 1 0 4  

< 1 . 3 
< 0 . 8 

1 . 7  ± 0 . 5  

1 . 3  ± 0 . 2  

< 6 . 3  

< 1 . 6  

< 0 . 5  

< 0 . 2  

Table 4. Limits on fine-scale anisotropy in the CBR ( 95 %  

confidence ) . Note that our proposed sensitivity exceeds the 

limits of Readhead et al ( computed here for Gaussian 

fluctuations ) .  

the map . Indeed that is c lear from Figure 2 ;  the radio sources in the 

field are visible only towards the center of the map . Likewise ,  any 

fluctuations in the CBR intensity wil l  be detectable only near the center 

of the map where the primary beam response is large . On the other hand , 

instrumental and atmospheric noise will be distributed evenly over the 

entire map ( see Knoke et al , 1 984 or Fomalont et a l ,  1984 ) . A comparison 

of the variances of the measured flux densities first at the edge of a map 

and then at its center thus provides a measurement of real fluctuations in 

the sky ; these wil l produce extra variance at the center.  It is important 

to note that both groups working at the VLA do find such excess variance 

at the centers of their maps , and that the observational results are in 

quantitative agreement even though the two groups looked at different 

regions of the sky , for different intervals of time , and using different 

map-making techniques . 

Nevertheless , as Table 4 shows , the two groups reach different 

conclusions about CBR fluctuations . While we claim a - 3o detection ( o  

here i s  statistical error only ) , they report only upper limits . The issue 

is the role played by faint radio sources . In any VLA map at :>.. 6 cm, 

there wil l  be foreground radio sources ; several appear in fig .  2 .  The 

obvious sources may be removed from a map in several ways . But what about 

the fainter sources just at or below the threshold of detectability? 

These will  add to the sky variance at the center of a map . One obvious 

effect is to add a long "tail" of positive flux readings to the map--see 
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the histogram of values of f lux per resolution element at our map center 

( fig, 3 ) ,  Both groups modeled these contributions by extrapolating counts 

of radio sources at higher f lux densities and_/or lower frequency ,  Does 

the variance introduced by these faint sources explain all  the excess 

variance at the map centers? Here is where we disagree , Martin and I say 

no ( though it is c lose ) . Fomalont et al ( 1988 ) say yes . They have 

included an effect which we neglected--the fact that any source in a VLA 

map wil l  have side-lobes ( in physical terms , weak secondary interference 

maxima) .  These side-lobes appear with both positive and negative f lux 

density in an aperture synthesis map . Although the amplitude of these 

side-lobe signals is low ( 1-2% of the peak response ) ,  they do add to the 
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3 ,  Observed brightnesses in central ( 2 '. 5 ) 2 of the map shown in 

fig .  2 ,  after sources were removed . The dashed line is our 

model fit , including faint radio sources (Martin and 

Partridge,  1 988 ) . 

variance ,  broadening the histogram ( see Fomalont et al , 1 988 ; Partridge , 

1 989 ) .  In our analysis , we included only positive fluctuations , and hence 

may have underestimated the full effect of weak sources . On the other 

hand , an independent analysis of Fomalont et al ' s  data by Franceschini et 

al ( 1 989 )  suggests that Fomalont et al would get a better fit to their 

observations with a non-� value of CBR fluctuations . 

Clearly , more work is required before we settle on a final value for 

or upper limit on /J.T/T at " - 18" . One approach is to observe at higher 

f requency:  expressed in  temperature , the spectrum of typical foreground 

(synchrotron) radio sources is T ( v ) c v-2• 7• Thus higher frequency 

observations can sharply reduce the problem caused by foreground sources . 

Hogan and I ( 1989 ) therefore remapped a small  area of the sky already 

studied at 6 cm at the shorter wavelength of 2 cm, again at the VLA. The 

2 cm receivers are less sensitive , so we have only marginal results ( see 

Table 4 ) . The 2 cm results do not decide the issue , but � almost 

entirely free of sources . In 1 9 8 9 ,  Hogan and I will join forces with 

Fomalont and his colleagues at NRAO to use the VLA with its sensitive new 

4 cm receivers to make one more concerted effort to detect CBR 
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fluctuations on scales 10" :': " :': 50" . Our hoped-for  sensitivities are 

shown in Table 4. At � = 4 cm. we can , we think , do as wel l  as the best 

currently available limit on arcminute scales.  We ought also to be able 

to put models like Vishniac ' s  ( 1 987 ) to the test . In the meantime . I 

would suggest taking limits like l . 5 x 10-4 and l , O x 10-4 on AT/T on scales 

of 18" and 60" , respectively.  

I might also mention that these VLA observations may be  used to  put 

constraints on fluctuations produced in the microwave sky by the 

Sunyaev-Zel ' dovich effect in distant c lusters of galaxies ( Rephaeli .  

1981 ) .  The inverse-Compton scattering of the CBR photons in the 

intergalactic plasma in c lusters wil l  produce - 0 .  l -1 mK "holes" in the 

CBR on scales of roughly l '  ( Korolev et al . 1986 ; Schaeffer and Silk , 

1 988 ) .  A student , Pat Hartnett . and I have shown that the 6 cm 

observations already available are barely consistent with the specific 

model presented by Korolev et al . 

provide a more c ritical test .  

Conclusion and Acknowledgements . 

The planned 4 cm observations may 

The 7 measurements or upper limits I 

have mentioned have all  proven useful in cosmology ; particularly,  I would 

say the measurement of T1 and the limit on AT/T0 on arcminute scales . In 

a science starved for data,  it is nice to be able to contribute 7 numbers . 

My thanks to the organizers of this good meeting . and to both the 

National Science Foundation and Haverford College which supported my trip . 

Finally,  I should confess that a few paragraphs of this article are 

borrowed ,  essentially verbatim, from a review I prepared for the Third 

ESQ/CERN Symposium in 1 988 . 

References 

Adams , F .  c . ,  Freese , K . , Levin, J • •  and McDowel l .  J. c .  1 989 , submitted 
to Ap. J, 

Basko , M .  M • •  and Polnarev, A. G. 1 980 , Mon .  Not .  Roy. Astr. Soc • •  1 9 1 . 
20 7 .  

Bersanel l i ,  M . , Witebsky . C . , Bensadoun , M . , De Amic i .  G • •  Kogut . A • •  

Levin , s .  M. , and Smoot , G .  F .  1 98 9 ,  Ap. J • .  3 3 9 .  6 3 2 .  

Bond , J .  R. , Carr, B .  J . ,  and Hogan, c .  1986 . Ap. J • •  306 , 428 . 

Bond, J .  R .  and Efstathiou , G .  1 984 , Ap. J. ( Let ters ) . 285 , L45 . 

Boughn , S .  P . ,  Cottingham, D .  c . . Cheng , E .  s . ,  and Fixsen, D .  J .  1 989 , 
in preparation. 

Davies , R. D • •  Lasenby , A. N . , Watson , R. A . , Daintree , E .  J , , 
Hopkins , J . , Beckman , J . .  Sanchez-Almeida, J . ,  and Rebolo , R . , 1987 . 
Na ture ,  3 2 6 ,  462 .  

Fixsen, D .  J . ,  Cheng, E .  S . ,  and Wilkinson, D .  T .  1 983 , Phys . Rev. 
Let ters ,  50 , 620 . 



34 

Fomalont , E .  B . , Kellermann, K .  I . ,  Anderson, M. c . ,  Weistrop , D . , 
Wal l ,  J. V . , Windhorst , R. A. , and Kristian, J .  A. 1988 , A. J. , 96 , 
1 187 . 

Fomalont , E .  B . , Kellermann, K .  I . ,  and Wall ,  J .  v. 1984 . Ap. J. 
( Let ters ) , 2 7 7 ,  L23 . 

Franceschini , A. , Toffolati ,  L . ,  Danese ,  L . ,  and De Zotti , G .  1989 , in 
preparation. 

Fukugita , M. 1988 , Phys . Rev. Let ters ,  6 1 ,  1046 . 

Halpern , M. , Benford, R . , Meyer,  s . ,  Muehlner,  D .  and Weiss , R. 1988 , Ap. 
J. , 332 , 596 .  

Hayakawa , s . ,  Matsumoto, T . , Matsuo , H . , Murakami , H . ,  Sato ,  s . ,  Lange,  
A .  E . , and Richards , P .  L .  1987 , Publ . As tron . Soc. Japan, 3 9 ,  941 . 

Hogan , C . ,  and Partridge , R. B .  1989,  in press at Ap. J. 

Johnson, D. G . , and Wilkinson , D. T. 1987 , Ap. J. ( Let ters ) , 3 1 3 ,  Ll . 

Klypin, A. A . , Sazhin, M. V . , Strukov, I .  A . , and Skulachev, D .  P .  1987 , 
Soviet Astron. Letters , 1 3 ,  104 . 

Knoke , J .  E . , Partridge , R. B . , Ratner ,  M. I . , and Shapiro ,  I .  I .  1984 , 
Ap. J. , 284 , 479 . 

Kogut , A. , Bersanelli ,  M . , De Amici ,  G. , Friedman, s .  D. , Griffith, M . , 
Grossan, B . , Levin, S . ,  Smoot , G. F . ,  and Witebsky , C .  1988 , Ap . J. , 
325 , I .  

Korolev, V .  A. , Sunyaev, R .  A .  and Yakubtsev , L .  A .  1986 , Sov. A .  J. 
Letters , 1 2 ,  141 . 

Kreysa,  E . , and Chini , R. 1989 , in Third ESO/CERN Symposium. 

Lacey , C .  G . , and Field ,  G. B .  1988 , Ap. J. (Letters ) , 330 , LI . 

Lubin , P . , Melese , P. and Smoot , G .  1983 , Ap. J. ( Let ters ) ,  273 , L5 1 .  

Lubin, P .  M. , and Vil lela,  T .  1985 , in The Cosmic Background Radia tion and 
Fundamental Physics, ed . F .  Melchiorri , Editrice Compositori , Bologna. 

Martin, H .  M. and Partridge , R. B. 1988 ,  !I!_. _,!. , 324 ,  794 . 

Matsumoto , T . , Hayakawa, S . ,  Matsuo , H . , Murakami , H . ,  Sato ,  S . ,  Lange , 
A. E . , and Richards , P .  L .  1988 , Ap . J. , 329 ,  567 . 

Negroponte ,  J . , Rowan-Robinson, M . , and Silk, J .  198 1 , Ap. J. , 248 , 58 .  

Negroponte , J . ,  and Silk , J .  1980 , Phys . Rev. Letters , 44,  1433 . 

Ostriker ,  J .  P .  and Vishniac , E .  T .  1986 , Ap. J. ( Let ters ) , 306 ,  L5 1 .  

Partridge , R .  B .  1985  in The Cosmic Background Radiation and Fundamental 
Physics, ed . F. Melchiorri , Editrice Compositori , Bologna . 

Partridge , R .  B .  1988 , Reports on Progress in Physics , 5 1 ,  647 . 

Partridge , R. B .  1989,  3 K: The Cosmic Microwave Background Radia tion, in 
preparation for Cambridge University Press.  

Partridge , R .  B . , Nowakowski , J . , and Martin, H .  M .  1988 , Na ture, 33 1 ,  
146.  

Readhead , A .  c.  S . ,  Lawrence , c.  R. , Myers , s.  T . , Sargent , W .  L .  W .  
Hardebeck, H .  E . , and Moffet , A .  T .  1989 , submitted to Ap. J. 

Rephaeli ,  Y. 198 1 , Ap. J. , 245 , 3 5 1 . 

Schaeffer , R. , and Silk , J .  1988 , Ap . J • •  333 , 509 . 



35 

Shivanandan , K. , Houck ,  J. R . , and Harwit ,  M. o. 1968 , Phys . Rev. Let t . , 
21 , 1460 . 

Smoot , G. F • •  De Amici ,  G . ,  Friedman , S . ,  Witebsky , C . , Sironi , G . , 
Bonelli ,  G . , Mandolesi , N . , Cortiglioni , s . ,  Morigi , G . , Partridge , 
R. B . , Danese ,  L . ,  and De Zotti ,  G. 1985 , Ap. J. ( Le t ters ) , 291 ,  L23 . 

Smoot ,  G .  F . ,  Levin, s .  M. , Witebsky , c . ,  De Amici ,  G . , and 
Rephael i ,  Y .  1988 , Ap. J. , 3 3 1 ,  653 . 

Strukov, I .  A . , Skulachev, D. P . , Boyarskii , M .  N . , and Tkachev , A. N .  
1987 , Soviet Astron. Let ters ,  1 3 ,  65 . 

Uson , J . M .  and Wilkinson, D .  T .  1984,  Na ture , 3 1 2 ,  427 . 

Verschuur , G .  L . and Kellermann, K .  I . ,  eds . 1974 , Galactic and 
Extra-galactic Radio Astronomy, Springer-Verlag , New York. 

Vishniac , E. T. 198 7 ,  Ap . J. , 3 2 2 ,  597 .  

Vittorio , N . , and Silk, J .  1 984 , Ap. J .  (Letters ) ,  285 , L39 .  

Woody , D .  P . , and Richards , P .  L .  1 9 79 , Phys . Rev. Let t . , 42 , 925 . 

Yahil ,  A. , Tammann , G .  A . , and Sandage , A. 197 7 ,  Ap. J. , 2 1 7 ,  903 . 





Cosmic Background Radiation Temperature 

at 2.64 mm, 1.32 mm, and 0.6 mm 

Philippe Crane 
European Southern Observatory, Munich 

Marc L. Kutner 
Rennsalear Polytechnic Institute, Troy 

Dennis J. Hegyi 

37 

University of Michigan , Ann Arbor 
J. C. Blades 

Space Telescope Science Institute, Baltimore 
and 

E. Palazzi, and N.  Mandolesi 
Istituto TE.S .R.E., Bologna 

Abstract 

The Cosmic Background Radiation temperature has been measured by means of 
interstellar absorption lines at wavelengths of 2.64 mm, l.32mm, and at 0.1i6 mm. 
At 2.64 mm, a precise value of Tc BR = 2.796( +0.019; -0.039)K is determined. This 
result includes conservative estimates for all reasonable sources of error. At 1 .32 
mm, a value of 2.83±0.07 K has been found in the direction of the star HD11i4368. 
The error in this result is dominated by uncertainties in the equivalent widths, but 
includes a substantial uncertainty due to the saturation correction. Observations 
of interstellar CH toward ( Oph have yielded a one standard deviation upper limit 
to Tc BR at 0.56 mm of 3.60 K. 
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1 Introduction 
Interstellar absorption lines provide an interesting alternative technique for studying the 

Cosmic Background Radiation spectrum at wavelengths that are difficult or impossible 

using direct ground based techniques. 

It is perhaps curious that the first realization that this technique could be used to 

determine the existence of a universal background radiation was used as an argument 

against the Big Bang cosmologies. Apparently in the early 1950's, Hoyle and collab­

orators, working on a steady state cosmology, knew of the work of Adams{ 1941 ) who 

had found a CN excitation temperature of about 2 K, and the work of Gamow and 

collaborators who had predicted a universal background radiation with a characteristic 

temperature of about 20K. Although this is not published, it is understood that Hoyle 

used this discrepancy between measurement and prediction as an argument against the 

Big Bang cosmology proposed by Gamow. 

Subsequent to the eventual detection and measurement of the Cosmic Background 

Radiation in 1964 by Penzias and Wilson(1965) , there were several papers reporting 

determinations of the CBR temperature using the interstellar lines of CN as well as 

those of CH and CH+. A useful review of work prior to 1972 can be found in the article 

of Thaddeus(l972). In the decade following Thaddeus' review, very little work on 

measuring the CBR temperature using molecular absorption lines was done. However, 

the field was revitalized in 1985 and 1986 with the appearance of the works of Meyer 

and Jura(1985) and Crane, Hegyi, Mandolesi, and Danks(1986) . The arrival of a new 

generation of detectors providing high signal-to-noise at high spectral resolution allowed 

these investigators to achieve close to an order of magnitude increase in the precision 

with which the weak absorption lines needed to determine the CBR temperature could 

be measured. 

In fact, the error in the value of the CBR temperature using the CN absorption 

lines toward ( Ophiuchi is now dominated by the uncertainty in the knowledge of the 

physical conditions in the interstellar cloud and how these conditions might effect the 

excitation of the CN rotational levels. A crucial assumption in all measurements of 

the CBR temperature from interstellar absorption lines is that the measured excitation 

temperatures are in fact the CBR temperature or very close to it. Of course, the most 



39 

precise measurements must check this assumption as was first recognized by Field and 

Hitchcock(1966), and first attempted by Penzias, Jefferts, and Wilson(l972) 

The results from the interstellar absorption lines are subject to relatively few sys­

tematic errors, and the major source of statistical error is in the determination of the 

optical absorption line strengths. This is especially true for the features which are sen­

sitive to the CBR at wavelengths less than 2 mm. where the statistical uncertainties 

dominate the errors. There are two other effects which have to be accounted for; satura­

tion corrections and possible excitation of the rotational states by sources other than the 

CBR. The saturation correction requires knowledge of the true shape of the observed 

absorption feature. This is difficult even at the maximum resolution of 150,000 used for 

the optical observations. Correcting for the non CBR excitation is in principle possible 

by observing the expected emission at say 2.64 mm which would be present if CN were 

excited by collisions with electrons or by any other mechanism. 

In view of the possibility of excess radiation in the submillimeter region suggested 

by the recent Berkeley-Nagoya rocket flight (Matsumoto et al. ,1988), and of a possible 

difference between ground based radiometer measurements of Tc BR and other measure­

ments (Crane et al. ,1989) ,  the results presented here are particularly timely. 

This paper presents data from three different sets of observations which measured 

or set limits on the CBR temperature at 2.64 mm, l .32mm and 0.56 mm. All the 

optical data described here were obtained at the ESO 1 .4 Coude Auxilliary Telescope 

and associated Coude Spectrograph. The millimeter observations were obtained at both 

the NRAO 12 meter and the SEST telescopes. 

Figure 1 shows a schematic level diagram of CN and CH for the transitions of interest 

for this work. For CN, the R(O) line in combination with either the R(l)  or P(l) lines 

provided the data needed to determine the CBR temperature at 2.64 mm. The R(l )  or 

P(l) lines in combination with either the R(2) or P(2) lines are useful in determining 

TcBR at 1 .32 mm. For CH, the ratio of the strengths of the Ri(l) line to the R2(1) line 

is sensitive the CBR intensity at 0.56 mm. 

In the following sections, the results at 2.64 mm toward ( Oph, the results at 1 .32 

mm toward HD154368, and at 0.56 mm toward ( Oph are discussed. Since the detailed 

procedures were similar for all three sets of data, they are discussed only in the next 
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Figure 1 :  Schematic level diagram of CN and CH 

section on results at 2.64 mm. The final section summai·izes the results and discusses 
some of the implications. 

2 TcBR at 2 .64 mm 

The optical data used to determine TcaR at 2.64 mm were obtained in two observing 

runs in 1984 and 1985 and have been reported previously by Crane et al.( 1986). These 
data were obtained for the interstellar cloud along the line of sight to the star ( Oph. 

The new results which we report (Crane et al. ,1989) come from an improved analysis 
technique( Crane and Hegyi, 1988) which gives a better understanding of the nature of 

the errors in the data. In addition, a careful search for CN emission at 2.64 mm has 

set a new limit on possible departures of the CN rotational levels from thermal equilib­

rium with the CBR. Also, a careful investigation of the assumptions in the saturation 
correction technique has given greater confidence in the error assigned to this possible 
systematic effect. We discuss each of these briefly. 

In reanalyzing the data, each 20 minute spectrum was taken separately and values 

for the R(O), R(l), and the P(l) lines' equivalent widths were determined. There were 
61 spectra in all, but, in each case, only about 55 were used to determine the final 

equivalent width. The five or six spectra that were excluded from each data set had 
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Figure 2: Histogram of the equivalent widths of the CN P(l) line. Each entry is for a 
single 20 minute spectrum. The line is a fitted gaussian. The arrow indicates the best 
fit value and the error. 

various anamolies such as a noisy continuum or a cosmic ray hit in an absorption feature. 

The resulting equivalent widths were binned into histograms, and these histograms were 

fit to a gaussian to determine the best value and the error. Figure 2 shows the results 

for the P(l) line. Table 1 lists the measured equivalent widths. 

Table 1: ( Oph CN Equivalents Widths 
Line Aair Equivalent Widths 

R(O) 
R(l) 
P(l) 

AA mA 
3874.608 7.746 ± 0.041 

3873.998 2.454 ± 0.021 

3875. 763 1 .255 ± 0.020 

In order to check the assumption that the CN molecule is in thermal equilibrium with 

the CBR radiation, a careful search for emission from CN at 2.64 mm. was performed 

at the NRAO 12 meter telescope on Kitt Peale with a total on source integration time 

of 30 hours. The observations yielded the formal result: 

Tii = -9.5 ± 5.2mK 
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where TR, is the source antenna temperature corrected for atmospheric, ohmic and all 

spillover losses (Kutner and Ulich, 1981) .  However, this must be related to the excitation 

of CN due to local processes in the interstellar cloud through the relation 

where T is the optical depth in the millimeter lines at 2.64 mm. ( T = 0 .1 13) We find 

'lloc = - 120 ± 66mK. This result implies that it is rather unlikely that there is any local 

procss contributing to the excitation of the CN rotational state populations. However, 

in order to derive an upper limit for TcBR, we have used the following arguments. 

There are no mechanisms that we know of that can produce values of Tioc < O, or 

cool CN below the CBR temperature. Thus our result is formally unphysical, and we 

need to produce an upper limit to 'lloc· If we take our result to be 0 with an uncertainty 

of 66 mK and ask below what value of T would 68%( 1 a) of the observed values fall 

if the observations were repeated many times. Following this procedure, and using a 

gaussian distribution for the errors, we find: 

'lloc � 3lmK 

Although the lines have small optical depths, a saturation correction must be made, 

and this presents the possibility of further systematic errors. The saturation correction 

requires an accurate knowledge of the absorption line profile. This knowledge is very 

difficult to acquire using optical resolutions of 2 km s-1 since the lines have width of 

at most 1 .5 km s-1. Previous work (Crane et al., 1986) measured a width(FWHM) 
of 1 .46 km s-1 for the CN R(O) line. However this assumed a single component line 

with a gaussian profile. Subsequent observations of CO toward this cloud (Langer 

et al. ,1987) showed several narrower components which might reproduce the observed 

optical profile (Black and van Dishoeck, 1988) .  However, since there seems to be some 

differences between the CH 9 cm line profiles, and the CO 3mm line profiles( Crane, 

1989) ,  it is not clear how to model the CN. Therefore, we have used a single gaussian 

line profile with a FWHM of 1 .46 km s-1 as the basis for the saturation correction model 

in the results below, but have allowed for the possibility that this model is wrong in the 

error budget. 
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The resulting value of Tc BR = 2.796( +0.019; -0.039) is directly the measured CN 

excitation temperature and includes uncertainties of 13.3 mK due the equivalent widths, 
5 mK duP a scale uncertainty, - 18 mK for the saturation correction, and -31 mK for 

possible local excitation effects. These results are summarized in Table 2. 

Table 2: TcBR at 2.64 mm 
Ratio 

R(l )/R(O) 
P(l )/R(O) 
Average 

2.9578 ± 0.0162 
2.9944 ± 0.0276 

Saturation Uncertainty 
Scale Error 
Local Excitation 

Final TcBR 

3 TcBR at 1 .32 mm 

2.7960 ± 0.0156 
2.7968 ± 0.0251 
2.7962 ± 0.0133 

-O.Ql8 
±0.005 
-0.031 

2.796( +0.014; -0.039) 

The value of Tc BR at 1 .32 mm has been determined from the CN absorption lines toward 

the star HD154368 (Palazzi et al. , 1989). The CN column density toward this star is 
about 10  times greater than toward ( Oph and, therefore, the strength of the R(2) and 

P(2) lines which are sensitive to Tc8n at 1 .32 mm are also 10 times stronger. The 
star is, however, about 10 times fainter than ( Oph. The determination of very weak 

absorption lines is limited by detector performance at very high signal-to-noise and 

possibly by weak atmospheric lines. HD154368 is a better choice for measuring Tc BR at 
1 .32 mm. than ( Oph since the required features are stronger relative to the continuum 

and hence limited by statistical uncertainties and not by detector systematics. 
Figure 3 shows a composite of the spectra obtained toward HD154368. Table 3 lists 

the equivalent widths determined in this work. We note that the 13CN equivalent width 
implies 12C/13C = 105 ± 15. 

A search for CN emission at 2.64mm toward HD154368 has yielded a weak line with 

TR. = 19.0 ± 5.1 mK. Following the same procedure as for the ( Oph, we determine an 
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Table 3: HD154368 CN Equivalent Widths 
Line Ao (A) Equivalent Width log N( cm 2 
R(O) 3874.608 24.62 ± 0.13 13.32 
R(l )  3873.998 
P(l) 3875.763 
R(2) 3873.369 
P(2) 3876.310 

13CN R(O) 3876.784 

15.12 ± 0.1 1 12.97 
9.74 ± 0.09 12.98 

0.810 ± 0.107 1 1 .53 
0.545 ± 0.088 1 1 .53 
0.822 ± 0.096 1 1 .32 

excitation temperature at 2.64 mm towards HD154368 of 

Tioc = 35 ± lOmK 

This result also can be used to determine the contribution to the CBR temperature 

at 1 .32 mm from local sources. If we assume that electrons are the dominant cause 

of this local excitation, then, following the procedures outlined by Thaddeus(1972), we 

find: 
1 

T10c(l .32mm) = 311oc(2.64mm) = 12 ± 3mK 

If other mechanisms contribute to the local excitation such as collisions with neutral 

atomic or molecular hydrogen, we expect an even smaller contribution to Tioc· 
In addition to the result at 1 .32 mm, the data provide a measurement of the CBR at 

2.64 mm, but the required saturation correction is large, and its uncertainty dominates 

the errors. Therefore, these data do not provide an competitive value for TcBR at 2.64 

mm. 

Since the features that determine to Tc BR at 1 .32 mm are not as sensitive to the sat­

uration effects or to possible sources of local excitation as the 2.64 mm data, HD154368 

can provide a precise measurement at 1 .32 mm. Table 4 lists the excitation temperatures 

and the saturation corrected excitation temperatures determined from the equivalent 

widths in Table 3. 

The intrinsic width of the CN lines needed for the saturation correction was deter­

mined from high resolution Reticon spectra. The line width of 14.0 mA determined 

from fitting the observed R(O) line is considerably narrower than the linewidth of 19.0 



500 1000 
Pixel(xlO) 

45 

1500 

Figure 3: Composite of spectra CN absorption spectrum towards HD154368. The 12CN 
lines are indicated as well as the 13CN R(O) line. An unexplained line is visible to the 
left of the R(O) line. 

Table 4: TcBR at 2.64 mm from HD154368 
Line Ratio Traw(K) T.,;c(K) 
R(l)/R(O) 
P(l)/R(O) 
Weighted mean 

4.616 ± 0.072 
5.877 ± 0.091 

Saturation correction uncertainty 
Local excitation correction 

Tc BR 

2.849 ± 0.037 
2.889 ± 0.037 
2.869 ± 0.026 
0.000 ± 0.080 

-0.035 ± 0.010 

2.834 ± 0.085 
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Table 5: Tc BR at 1 .32 mm 
Line Ratio Traw(K) Texc(K) 
R(2)/R( l )  
P(2)/P(l) 

3.271 ± 0. 16 
3.047 ± 0.14 

2.852 ± 0.092 
2.834 ± 0.112 

Weighted Average 2.845 ± 0.071 
Saturation Correction Error 0.000 ± 0.007 
Local Excitation Correction -0.012 ± 0.003 

Tc BR 2.833 ± 0.071 

mA found for the ( Oph cloud. In addition to the Reticon results, there are two other 

independent methods to determine this result . The requirement that the ratio of the 

R(l) to P(l) lines give a relative strength of 2 after correction for saturation yields a 

value for the intrinsic width of the lines. Also, a comparison of the red and violet line 

strengths can be used to constrain the intrinsic width of the lines (van Dishoeck and 

Black, 1989) . All of these techniques give essentially the same result . 

4 T GER at 0.56 mm 

The CH molecule ground state rotational levels provide the possibility of studying the 

CBR spectrum at 0.56 mm. The R1(1) line at 4303.947A can be compared to the 

stronger R2(1) line at 4300.321A to yield a measure of the CBR temperature. For ( 

Oph, the star we have observed, the expected strength of the R1(1 )  line is 0.005 mA if 

TcBR is 2.8 K, or 0.010 mA if the radiation temperature is 3.12 K at 0.56 mm. This 

latter is close to what might be anticipated if the Berkeley-Nagoya results(Matsumoto 

et al. ,1988) are correct. 

We have measured the R2(1 )  line at 4300.321A, and found an equivalent width of 

18.2 ± 0.2 mA. We have searched for the R1( 1 )  line and have established an upper limit 

of 0.030 mA Using the relation ( N(�(l))) T = 25.784/ ln 1 .524 N(Ri(l ) )  

yields a limit of  Tc BR :S 3.60 K at 0.56 mm after correction for saturation. 
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Further observations may be able to push this limit down to the point where this 

technique will yield interesting results. 

5 Discussion 
In view of the increasing interest in the short wavelength spectrum of the CBR, the 

results reported here provide an independent method of determining the CBR spectrum. 

The interstellar absorption lines provide a relatively simple and inexpensive alternative 

to the other techniques. 

The present results are limited mainly by the detectors. Very weak absorption must 

be determined from the stellar continuum as detected. Non-uniformities in the detector 

response or low level semi-periodic noise has not been totally eliminated. Also, weak 

telluric features may represent a more fundamental limitation to this technique. 

At wavelengths longer than 1 mm, all measurements are consistent with the CBR 

being a pure black body spectrum with a characteristic temperature of 2.777 ± 0.012 

K (Crane et al. ,1989). At shorter wavelengths, the Berkeley-Nagoya results indicate 

considerable excess radiation compared to a 2.78 K black body. Numerous papers have 

proposed explanations of this excess radiation (Daly, 1988; Smoot et al. ,1988) .  These 

explanations are severely constrained by the high precision result reported here at 2.64 

mm. The result reported here at 1 .32 mm is entirely consistent with other results at 

,\ :::>: 1 .0 mm, but the precision is not quite good enough to constrain models or to 

indicate a possible deviation from a pure black body. 
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ABSTRACT 

We present estimates of the cosmic microwave background anisotropy 
that is produced by a network of cosmic strings. String networks were evolved 
dynamically in a fiat matter-era cosmology, by using the code developed 
by D. Bennett and myself to study the relaxation to, and the properties 
of, the scaling solution. Using a formalism developed by A. Stebbins for 
calculating microwave anisotropy generated gravitationally by moving objects, 
we have computed the temperature patterns produced by these networks . The 
angular size of the resulting temperature maps depends on the redshift of last 
scattering but will be in the range 7° - 40° . The temperature maps have 
(6..T /T)RMS � 17Gµ/c2 where µ is the model-dependent linear mass density 
of the strings. Comparison with anisotropy experiments places an upper limit 
of 5 x 10-6 on Gµ/ c2, i. e .  we cannot quite yet "weight" the strings, but present 
day experiment already put an interesting upper limit on their mass per unit 
length . 
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Cosmic Strings are topologically stable linear defects that form in many 

grand unified theories (GUT) during a symmetry breaking phase transition in 

the early Universe.1 '2 They might also be fundamental string remnants of an 

earlier phase. Contrary to monopoles and domain walls (the zero- and two­

dimensional defects) , they are not obviously a disaster for Cosmology. In fact, 

the idea that they might account for the formation of galaxies and large scale 

structure has recently generated a lot of interest. If the string tension µ is at 

the GUT scale ( i. e . µ � (1016GeV ) 2) , they could provide appropriate seeds 

for the matter accretion in the matter era (or for the Ostriker - Thomson 

- Witten explosions� '4 if they are superconducting) . Furthermore they have 

interesting observable signatures , like a non-zero residual of the millisecond 

pulsar timing measurements:-7 or their gravitational lensing effects� '9 or the 

expected step-like discontinuities in the microwave background .10'11  For the 

value of µ aforementioned (corresponding to Gµ/c2 � 10-6,  G being Newton 's 

constant) , these might soon be detectable. In the following, we concentrate on 

the imprinted anisotropies on the Cosmic Microwave Background (hereafter 

CMB) . 

In order to understand the origin of these imprinted anisotropies, let 

us first consider the case of a straight infinite string;2 which we place 

for convenience along the z axis. Since the string has no structure in the 

z direction, it must be invariant under Lorentz-boosts in that direction. 

Together with the conservation law, this is enough to imply 

T;...,, = 8 (x)8 (y) / T;...,, dx dy = µ diag(l ,  0 , 0,  - 1)8 (x)8 (y) , 

where T;...,, is the stress energy tensor averaged over the string cross section 

which is absolutely tiny (� 10-30cm for GUT scale strings) as compared 

to any relevant cosmological scale. This exhibits a remarkable property, 

i. e. the tension along the string is equal to its energy density, which has 

important consequences on the coupling of strings with gravity. Indeed, let 

us recall that for matter which is static and of stress energy tensor of the form 
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T>.v = diag(p, - P1 , -P2 , - P3 ) , the Einstein equations yields in the Newtonian 

limit the Poisson equation 

we discover that straight infinite strings have no Newtonian gravity ! If one 

now works out the metrics resulting from the Einstein equations , one finds 13 

ds2 = dt2 - dz2 - dr2 - ( I - 4Gµ)r2dfP , 

where we recover that the surrounding space is everywhere (locally) flat. But 

it also shows that if one follows a close path along the string, the angle <P will 

change by 27r( 1 - 4G µ) instead of 211". In other words, this metrics describes the 

structure of a cone,  so that one can represent the effect of a string by assuming 

a Minkowskian plane geometry, by removing a wedge of angle 87rGµ, and by 

identifying the edges. Thus a background object will be lensed by the string 

(if it is less than 87rGµ away from the plane defined by the string and the 

observing point ) , and the two images will be separated by 87rGµ. 

If the string is moving, two other interesting effects appear. First, if 

we consider two particles at rest and a string moving with velocity v, in the 

reference frame of the string the particles move with parallel velocities equal 

to the string velocity, and in the opposite direction. One can use the previous 

construction to see that the effect of the conical geometry is to add a relative 

velocity toward each other 8v = 87rGµv: the string "focused" the particles. 

A moving string in a medium will thus leave behind a wake. Such wakes are 

quite interesting since they might provide the initial conditions to obtain the 

large scale sheets 14 observed in the distribution of galaxies. But the details 

of their distribution, which depends on the evolution of string networks, has 

not yet been fully worked out , although analytical estimates are promising�5 

The other effect concerns the effect on a photon source. As in the lensing 

case, an observer will see two images of a source. But if the string is moving, 

as in the wake case, the two images of the source will be seen by the observer 

with different relative velocities. The observer will thus see two images ,  one 
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blueshifted and the other redshifted. If one now considers an homogeneous 

photon background, one expects to see a step-like discontinuity (along the 

string) of the "temperature" of this background, with a magnitude 

tl.T /T � 87rGµ vcosO 

where v cosO is the projected string velocity perpendicular to the line of sight. 

All that was said above strictly applies only to the case of a straight infinite 

string. Nevertheless, it should provide a reasonable description whenever the 

curvature of the string may be neglected, i. e. when one considers the effect of 

a string on scales which are small as compared to the curvature radius of the 

strings. 

The CMB anisotropies generated by "real" (i. e .  not straight) strings are 

quite difficult to compute, in particular when one considers scales comparable 

to the horizon (oc ct) .  Nevertheless, for strings embedded in a minkowsky 

space, Stebbins has showed 16 that , in the limit of an infinitely remote observer 

Gµ f u · (x_J_ - rproj) tl.T /T � -4-2 I . 1 2 d(J, C X_j_ - rPTOJ 

where () is the string parameter. X_j_ , rproj , and u all live in the plane 

orthogonal to the photon direction (unit wavevector k) ,  and X_j_ marks the 

photon direction, rproj marks the string element (so that I X_j_ - rproj I is the 

distance in the plane of the string element to the photon) , and 

( (rt · k)2 ) . . 
u 

= 

1 - (1 - r .  k)2 ) (r - (r . k)k) . 

The meaning of the above formula is made clearer if one notes that it can be 

cast in  the form of a (two-dimensional) Laplace's equation 

In this limit, the temperature anisotropy field is given by a sum over a 

collection of infinitesimal dipoles (gradient of 8 )  along the string, the dipole 

moments being u .  It is thus easy to compute in Fourier space, provided one 

knows the source term, i. e. the time evolution of the interacting system. 
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David Bennett and myself have shown that a string system, interacting 
by intercommutation in an expanding Universe relaxes toward a universal 
scaling solution which amounts to say that the relaxed state is invariant when 
one uses the horizon size H (<:x ct) as a meter stick, and that whatever the 
initial conditions might be ,  the string system always relaxes to the same state 
(when expressed in horizon units) .  Such a result confirmed earlier findings 
by Albrecht and Turok ,19 although with different numerical values. It is 
interesting to note that the preliminary results of the simulations by Allen 
and Shellard 20 appear to confirm our numerical values. The new results 
of Albrecht and Turok 21 are different but might be compatible since they 
aknowledge large possible systematic errors (by a factor of 4, which is precisely 
the difference between our value and theirs) . We find that the long string 
system may be viewed as a collection of brownian walks with persistence 
length E � H /3, and the long string density is of the order of 50 Horizon 
length H of long string per horizon volume H3 in the radiation era, and 
about 30H / H3 in the matter era (note that H-2 <X a-4 in the radiation era, 
a being the metrics expansion factor, and H-2 <X a-3 in the matter era) . 
This shows that, through their intercommuting, long strings dump enough 
energy into loops (that can ultimately disappear by gravitationally radiating 
all their mass) to have their energy density scale as the rest of the dominant 
material in a given era: the long string density at the horizon scale is a fixed 
and small fraction of the total energy density ( 6 p LongStrings/ Ptot � 50G µ in 
the radiation era, Gµ � 10-6) .  

One should be aware that although the long strings dynamics i s  fairly 
well understood, the loop sizes distribution is not well known! From our 
result, we can only set an upper limit on the typical loop sizes chopped off 
the long string network, which turns out to be tiny (RLoop < 10-4H).  In 
the matter era, the (total) projected angular length of string in the redshift 
interval [z;, ZJ J scales on average as (}string <X .jZi - JZf, i. e. most of the string 
length we see is concentrated at high redshift .  This means that most of the 
temperature anisotropies will be imprinted near the last scattering surface .  If 
there is no reionization episode in the history of the universe, then the last 
photon scatterings occur at a redshift z18 � 1000, and the angle subtended 
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by the horizon at that time is only OH � 1 .8° ( 10° for z18 � 30) , which is 
not much larger than the resolution of small angular scale CMB anisotropy 
experiments (typically � 1°) . Thus one expects that all the CMB anisotropies 
of present day experiment will be imprinted by the long strings only. This 
can indeed be confirmed by looking at the topology of the maps we generated 
and by computing their power spectrum which is peaked at a scale � 3/BH. 
Thus , although the loops's size distribution is poorly known, we can safely 
predict the expected CMB anisotropies, even at the degree scale. 

Now in order to actually generate some CMB maps, we propagate 
photon planes in our simulation box along different axes during matter era 
simulations. At each time step, we record the positions and the transverse 
velocity ( i. e . in the plane) of the strings poking through or in the photon plane. 
At the end of the simulation the recorded position in the plane perpendicular 
to the photon direction of propagation simply correspond to the projected 
string configuration on the backward observer's light cone. We take the last 
scattering surface to be the face of the cube from which the photon plane is 
launched. We are thus missing no visible strings from behind the simulation 
cube, but we are missing strings from between the front face of the cube and 
us .  By how much? Since in such simulations the horizon increases from H = 

L/4 to H = L (where L is the box size) , z1 = z;/16,  i. e . we miss 25% of the 
total string length, if z; = z1 � 1000. We compensate for this by superposing 
to this result the result of another simulation scaled by a factor four (1/16 of 
its resulting map) , i. e . we place two simulation end-to-end, in effect covering 
256 expansion factors . If the last scattering surface occurred at z18 � 1000, 
we now miss only 6% of the projected string length, and we have 18% too 
many strings if the last photon scattering occurs at z18 � 30, which seems 
a reasonable compromise. An example of such a superposition of projected 
string configuration on the backward observer's light cone is shown in figure 1 .  
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Figure 1 

Profected String configuration 
Since the horizon is initially a quarter of the box size, the angle 

subtended by the box is four times the horizon angle at the last scattering 
epoch ,  which thus sets the angular scale of our maps fh � 7° if Z/s � 1000, 
and fh � 30° if Zz8 � 30. 

The 8T /T maps can only be appropriately visualized by using color 
graphics; The interested reader should thus refer to one of our already 
published maps .1 1  In order to compare with the results of real observations, 
it is best to emulate as closely as possible the experimental procedure. This 
is fairly easy in this case since we have available the "source" of the signal, 
and we just need to convolve our maps with a beam pattern appropriate 
for a given experiment. It is fortunate that the current experimental set­
ups are rather appropriate to detect string induced anisotropies. Indeed the 
anisotropy patterns are lines of temperature discontinuity and the recorded 
signal is the difference between what is received from one patch of the sky and 
what is received from another patch (which might be the average of the signal 
received in 2 different directions as is the case in the three beam switching 
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experiments) . The experiments thus record a differential map which 1s m 

principle fairly optimal 22 for the detection of line discontinuities. 

On the other hand a truly optimal set-up does depend on the 
characteristic (angular) spacing between the discontinuities. lt is easy to see 
in the simple case of an infinitely fine beam that for a very large beam throw 
the 2 patches of the sky will be many discontinuities away from each other and 
one thus expects a quasi- gaussian signal. On the other hand, for a tiny beam 
throw, in most cases, the 2 patches will not be separated by a temperature 
discontinuity at all, thereby yielding a null signal. In a few instances though, 
the patches will correspond to regions on each side of a discontinuity yielding 
a strong signal which would be extremely improbable in the gaussian case . 
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Number of pixels {out of 65 536) of a map convolved with a three beam pattern 
of beam throw of about 8 arcs minute, each gaussian beam having a F WHM of 
1 arc minute 4 7 arc second. The "gaussian" case (dotted line) was generated 
from a string induced one by Fourier transforming the map, randomizing the 

phases, and trans/ arming back. 

Figure 2 presents the result of two convolutions corresponding to two 
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three-beam-switching experiment of different geometrical configuration 
as a number of pixels as a function of the corresponding 1::.T /T. 
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Same as Figure 2. a, but with a beam throw of 1/2 degree and a beam F WHM 

of 10  arcs minute8. 

One can obviously now use the convolved maps in a more quantitative 
fashion in order to extract a limit on G µ (which is just an overall multiplicative 
factor of the maps) that a particular experiment places. But for rough 
estimates, one cannot use directly the quoted numbers by the observers since 
their analysis procedure generally assumes gaussian statistics . It is thus 
necessary to apply the same analysis procedure (based on maximum likelihood 
techniques) to extract a reliable number. It turns out that the tightest 
constraint comes form the Owens valley experiment (provided z18 � 1000) 
since it yields Gµ ,:S 5 10-6 . This appears to be nearly the best limit available 
so far, since more indirect constraints coming from the residuals of millisecond 
pulsar timing measurements presently yield a limit 7 of 4 10-6 . 
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One should stress at this point that the previous upper limit is 
fairly conservative since the perturbations induced by density and velocity 
perturbation on the last scattering surface have not been accounted for. A 

full calculation of these perturbations will require to propagate in time the 
metrics perturbations induced by the strings up to the last-scattering surface, 
which involves a numerical integration of the (linearized) Einstein equations 
whose source term may be obtained at each time step of the simulations from 
the stress-energy tensor of the perturbing strings. Such a calculation does 
not pose any problem of principles and will be undertaken in a near future. 
Still, these perturbations are expected to be in the same angular range and 
of the same amplitude than those already computed. They will also add 
incoherently, thereby tightening the limit by a factor that should be of the 
order of ,/2. 

Thus one cannot yet quite "weight" the cosmic strings by using the 
Cosmic Microwave Background as a pair of scales, although the current 
experiments already pose some interesting constraints on the cosmic string 
scenario of structure formation. One thus wait with great interest the results 
of new experiments, and in particular the full sky map with a resolution 
of 7 degrees that the satellite COBE should make available with good 
sensitivity. Unfortunately, the previous results cannot be used directly due to 
the difference in angular scales involved, and work is currently underway in 
order to obtain firm predictions, preferably before COBE flies . . .  
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The outcome of primordial nucleosynthesis is compatible with 

the observed abundances of the lightest elements only if the baryonic 

density is much lower than the critical density. If we live in a Universe 

governed by an inflationary cosmology and such that the overall density 

of the Universe is equal to its critical value, the existence of large 

amounts of non baryonic particles is unavoidable. 
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I- INTRODUCTION 

It is currently assumed that the lightest elements (D, 3He, 4He 

and 7Li) are synthetized by the nucleosynthetic processes occuring 

during the primordial phases of the Universe. The outcome of the 

simplest (often referred to as canonical) Big Bang models is such that 

P B=(0.01-0.1) f c where f B is the baryonic density and fc is the 

critical density. The purpose of this note is to claim that this range of 

baryonic density is presently unavoidable even in the frame of more 

complicated models attempting to reconcile f B = f c· 

II - A VERY BRIEF REVIEW OF NON STANDARD MODELS 
OF PRIMORDIAL NUCLEOSYNTHESIS 

Among the many attempts to reconcile the outcome of 

primordial nucleosynthesis with higher density values I would like to 

comment on two different types of models: 

a) those requiring the existence of non baryonic particles (e.g. heavy 

neutrinos, gravitinos and photinos) able to decay by releasing high 

energy photons, 

b) those taking into account possible inhomogeneities induced by the 

quark-hadron phase transition. 

For the first set of models such as those studied by Audouze fil 

fil., 1985 and Salati et al. , 1987 the agreement between the calculated 

abundances and the observations is at most barely satisfactory. The 

existence of such massive particle decaying into high energy photons is 

compatible with the existence of the lightest chemical species only for an 

extremely narrow set of mass and lifetime conditions. 
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In the more interesting case of inhomogeneous models the 7Li 

nucleosynthesis provides a very stringent limitation both on the degree 

on inhomogeneity of such models and on the upper limit of baryonic 

density (see e.g. Audouze et al., 1988). Contrary to the expectation of 

Malaney and Fowler (1988) who have considered a very contrived set of 

possibilities it seems impossible to reconcile a high value of baryonic 

density with the observed 7Li abundances. 

The isotope 6Li itself has been found to be useful to set 

stringent limitations on the existence of massive particles decaying into 

energetic hadron showers (Audouze and Silk, 1989). 

III- MY CONCLUSIONS 

Distinguished colleagues such as Professor W.A. Fowler are still 

convinced that there is a possibility to reconcile the observed 

abundances of the lightest elements with ob= l  where ob is the baryonic 

cosmological parameter. 

I am convinced that in all cases primordial nucleosynthesis 

provides very stringent upper limits on the baryonic density such that 

This means that in order to live in a universe such that o= l (as 

proposed by all current inflationary models) the existence of copious 

amounts of non baryonic particles is still mandatory. 
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The synthesis of the light elements D, 3He, 4He and 7Li during the first � thousand 
seconds of the evolution of the Universe depends on one adjustable parameter, the den­
sity of nucleons. By comparing the presently observed abundances of the light elements 
with the predictions of the "standard" (isotropic, homogeneous, .. . ) hot big bang cos­
mology, constraints on the present ratio of nucleons-to-photons, 11, may be obtained. The 
confrontation of theory and observation reveals consistency with the standard model and 
bounds 11(1110 = 101011) : 3 ;S 1110 ;S 5. The constraints on 11 correspond to limits to 
the product of the present nucleon density parameter (ONo = the ratio of the nucleon 
mass density to the critical density) and the square of the present value of the Hubble 
parameter Ho := lOOhokms-1 Mpc-1 ) : 0.01 ;S ONoh°i:J ;S 0.02; for 0.04 ;S ho ;S 1 this 
leads to: 0.01 ;S ONo ;S 0.12. Nucleons can account for the dynamically determined mass 
associated with the luminous parts of galaxies (ONo � OaAL) and may account for mucli 
of the "dark" mass inferred from halos, groups and clusters of galaxies. The Universe fails 
by � an order of magnitude (or more) to be "closed" by nucleons. 
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INTRODUCTION 

In the standard, hot big bang cosmology the light elements deuterium, helium-3, 
helium-4 and lithium-7 are synthesized during the first � thousand seconds of the evolution 
of the Universe. Within the context of the standard model, the primordial abundances of 
the light elements depend on one free parameter: the nucleon density or, equivalently, the 
nucleon-to-photon ratio Tf = N /1. For a review and a bibliography of the original work see, 
for example, reference 1. By comparing the predicted primordial abundances with those 
inferred from current observations, it is possible to constrain the allowed range of T/ and, 
consequently, the present density in nucleons can be bounded. It is those bounds which 
will be discussed here. Of particular interest is the upper bound to the nucleon density 
which, as is by now well known, suggests that our Universe is not "closed" by nucleons. As 
will be seen, however, much of the "dark matter" in the Universe may well be nucleonic. 

As this subject - primordial nucleosynthesis - has been much reviewed lately2•3l, the 
abundance constraints will merely be quoted here; the reader is referred to references 1-3 
for further details and bibliography. In the next section the abundance constraints will be 
presented and bounds on T/ will permit us to constrain fl.No, the fraction of the present 
critical density contributed by nucleons. In the following section fl.No will be compared to 
estimates of 0.0, the ratio of the present total density to the critical density, and the issue 
of "dark" nucleons will be discussed. In the last section our results will be summarized. 

ABUNDANCES AND Nh 
If T/, the nucleon-to-photon ratio, were known, then the present density in nucleons 

could be calculated. 
(1) 

The present (number) density of photons is, 

(2) 

where T-yo = 2.76 ± 0.05K4>. If T/lo = 1010T/, then PNO � 38Tf1o(T-ro/2.7K)eV cm-3 . The 
"critical" (Einstein-deSitter) density is, 

3Hb 3 2 -3 Poo = -- � 10.5 x 10 h0eVcm , 
87rG 

(3) 

where the Hubble parameter is Ho =  100hokms-1Mpc-1 • The density parameter, fl.No, 

is the ratio (PN/Po)o.  

(4) 

For T-yo = 2.76 ± 0.05K, 

(5) 
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It is clear from (4) and (5) that, even if 7710 were known, nNo would have a large uncertainty 
due to our ignorance of Ho. For subsequent comparisons, a very generous range for the 
Hubble parameter, 40 ;=;:; Ho ;=;:; lOOkms-1 Mpc-1 (0.4 ;=;:; ho ;=;:; 1), will be employed. 

In the early Universe, deuterium is quickly burned to 3H, 3He and 4He. The higher 
the nucleon density at nucleosynthesis (ex 71), the faster D is burned away and, the smaller 
its primordial abundance. Numerical integration of the evolution equations reveal that an 
excellent fit to the predicted primordial abundance of deuterium is3>, 

(6) 

Deuterium is only destroyed during the course of galactic chemical evolution so that, the 
primordial abundance can be no smaller than the present interstellar abundance (Y21SM ;<::, 
1 - 2 x 10-5) or, the presolar nebula abundance3> (y20 ;<::, 2 x 10-5) .  Using the solar system 
constraint, an upper bound to the nucleon-to-photon ratio is inferred. 

Y2P ;<::, 2 x 10-5 =? 7710 ;:;:; 7. (7) 

Although deuterium is easily destroyed, the primordial abundance of D cannot have 
been mucli in excess of that observed in the ISM or the solar system. The reason is that 
D is first burned in stars to 3He and, some 3 He survives stellar processing5•6>. Using the 
solar system (meteroritic) abundance of 3He, it has been inferred5) that, 

Y23P ;:;:; 6 - 10 X 10-5 =? 7710 ;;::_ 3 - 4, (8) 

where Y23 = (D+3He)/ H. 
Thus, observations of deuterium and helium-3, although very local, permit us to bound 

the nucleon-to-photon ratio. 
D,3 He : 3 ;=;; 7710 ;:;; 7 

Is this range of 71 consistent with the observed abundances of lithium and of helium-4? 

(9) 

Lithium is produced primordially in two ways. For relatively low 71 values (7710 ;=;:; 3) 
direct production via 3H(a, 7)7Li dominates. As 7110 is increased from very low values 
( « 3), lithium is burned away. Thus, for 7110 ;=;:; 3, lithium decreases with increasing 71. 
However, for higher nucleon densities, 7Be is formed via 3He(a,7)7Be. Later, 7Be will 
capture an electron to become 7Li. Thus, for 7110 ;<::, 3, the primordial yield of 7Li increases 
with 71; minimum production of YTP = (7 Li/ H)p � 1 x 10-10 is achieved at 1110 � 37>. 

Observations of lithium on the surface of young, Pop I stars most likely yield the 
lithium abundance in the gas out of which those stars formed8). The "high" Pop I abun­
dance, YTPopI � 1 - 2 x 10-9, is achieved primordially either for very low nucleon densities, 
7110 < 1, or, for relatively high densities 7110 ;<::, 10. If the Pop I abundance (or, an even 
higher value, to allow for some destruction) were identified with the primordial abundance, 
the "standard" , hot big bang model would be ruled out since, either deuterium would have 
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no primordial origin (1710 � 10 =? y2p ;S 1 x 10-5) or, too much deuterium would be 
produced (1110 < 1 =? Y2P � 50 x 10-5). 

The discovery of lithium in very old, very metal poor (Pop II) halo and disk stars9l 
has, perhaps, removed this discrepancy. The low, Pop II abundance (y7 PopII � 1.2 x 10-10) 
is consistent 7) with a nucleon-to-photon ratio in the range: 2 ;S 1710 ;S 5. 

Is lithium on its way up (Pop II� Primordial) or, on its way down (Primordial � 
Pop I)? Recent theoretical10l and observational11) work is beginning to supply an answer. 
The absence of observed lithium in the LMC in front of SN87 All)  suggests that lithium 
started "low" and is on its way up. The discovery that lithium can be produced in sig­
nificant amounts in SN explosions10l provides a mechanism for lithium to increase in the 
course of galactic cheinical evolution. At present, then, it is not unreasonable to identify 
the Pop II lithium abundance with the primordial value. 

Pop II 7 Li : 2 ;S 1110 ;S 5. (10) 

Therefore, consistency between the predictions of primordial nucleosynthesis in the 
standard, hot big bang cosmology and the observed abundances of deuterium, helium-3 
and lithium-7 is obtained for, 

D, 3He, 7Li : 1710 = 4 ± 1. (11) 

What of 4He? Because of the gap at mass-5 (no stable nucleus) and, because 4He 
is the most tightly bound of the light nuclei, virtually all the neutrons available when 
nucleosynthesis begins (T � lOOkeV, t � lOO sec.) are incorporated in 4He. As a result, 
the 4He mass fraction Yp = 4yp(l + 4yp )-1 (where yp =4He/H), is very insensitive to 
17. For the "standard" three fainilies of two-component, light ( mv « Me V) neutrinos 
(Nv = 3) and, for a neutron half-life in the range 10.2 ;S r1;2 ;S 10.5 inin., the primordial 
helium mass fraction is predicted to lie in the range: 0.236 ;S Yp ;S 0.247. Note that, 
if there is a fourth fainily of light neutrinos (Nv = 4), the minimum helium abundance 
increases to Yp � 0.248. 

Being, next to hydrogen, the most abundant element in the Universe, helium-4 is easily 
observed throughout the Universe. Of most value are observations of helium recombination 
radiation from extragalactic HII regions. These data must be corrected for unseen neutral 
helium and, more significantly, for containination by helium from the debris of stellar 
evolution. The best data12) at present suggest13•14l that Yp = 0.23 ± 0.01. This inferred 
primordial abundance is not inconsistent with that predicted for 3 ;S '1710 ;S 5 and N11 = 3; 
N,, = 4 would appear to be excluded. 
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BOUNDS TO THE NUCLEON DENSITY 

Nucleosynthesis constrains the present nucleon-to-photon ratio to lie within narrow 
bounds: '1710 = 4 ± 1; it is purposeful that only one significant figure has been quoted (e.g., 
'1710 = 3 may mean '1710 = 2.5 is not excluded but 7710 = 2 is ruled out). From equation (5) 
we obtain the bounds on the present density of nucleons, 

(12) 

From our generous range of uncertainty in the Hubble parameter (0.4 � ho � 1)  this 
yields, 

0.01 � flNo � 0.12. (13) 

For our "best guess" values of 1110 = 4 and T7o = 2. 76K, ONohb � 0.015 so that, for 
ho = !, f!No � 0.06. 

It is clear that the biggest source of uncertainty in the constraints on flNo is due to 
our ignorance of Ho . If, however, as is currently fashionable, we auume that 00 = 1 
(i.e., the total density is equal to the critical density) and that the cosmological constant 
vanishes, then the age of the Universe today is: to = (2/3)H(;1 � 6.5h01 Gyr. We may 
then replace the uncertainty in Ho with the uncertainty in to. 

nNo = (0.015 ± 0.001)1110 (�) 2 
13Gyr 

(14) 

In Table 1 is shown the Hubble parameter and the range in flNo (for 3 � 7710 � 5) 

corresponding to several choices for the age of the Universe. 

to (Gyr) 
10 

13 

15 

Table 1: ta, Ho and fl&o 
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50 

43 

0.02-0.05 

0.04-0.08 

0.06-0.11 

What is the significance of these bounds on the universal density of nucleons? First, 
it is abundantly clear that the Universe is not closed by nucleons (ONo =F 1).  Indeed, 
flNo = 1 would require 7710 � 40 which would have yielded a primordial abundance 
of deuterium a hundred times smaller than that observed and an abundance of lithium 
an order of magnitude higher than the observed Pop I abundance (and two orders of 
magnitude higher than the Pop II abundance). For ONo = 1, the primordial helium 
mass fraction exceeds 0.27. Although it has been recently suggested that inhomogeneous 
nucleosynthesis15) might be consistent with ONo = 1, more careful calculations16) reveal 
that both 7Li and 4He are overproduced. Even for inhomogeneous nucleosynthesis - with 
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at least three more adjustable parameters than for standard nucleosynthesis - it seems 
likely16) that 1/10 � 10 so that flNo � 0.2. 

To compare our bounds on the nucleon density with various dynamical estimates of 
the total mass density on various scales in the Universe, we may define the mass-to-light 
ratio due to nucleons by, 

(�)N =
flNo (�) c = (6.0�� :�)TJ10h01 (15) 

In (15) the mass-to-light ratio is in solar units and (M / L )c = (1600 ± 400)ho and T..,o = 
2. 76 ± 0.05K. For 1/10 ;;:::, 3, the minimum nucleon mass-to-light ratio is (M / L )N ;;:::, 13h01 ; 
for ho � 1, (M/L)N ;;:::, 13. At the other extreme, the maximum value of (M/L)N for 
1/10 � 5 is (Mf L)N � 40h01 ; for ho � 0.4(0.5), (Mf L)N � 99(79) . 

For the disk of the Galaxy in the Solar Neighborhood, (M/L)DISK � 2. Since dissi­
pation is necessary to concentrate the mass in a thin disk, the mass of the disk is almostly 
certainly dominated by nucleons. Since (M/ L)N,MIN > (M/ L)DISK, big bang nucleosyn­
thesis is consistent with the, locally observed, galactic mass. 

As is well known, on larger scales, ( M / L )oBs increases17). For the luminou& parts 
of galaxies14l, (M/L)aAL � (10 - 20)ho. Here, too, nucleons are entirely capable of 
accounting for the inferred mass density associated with (the luminous parts of) galax­
ies: (Mf L)N,MIN � (Mf L)aAL < (Mf L)N,MAX· 

On the still larger scales probed by pairs, groups and clusters of galaxies, most of 
the dynamically inferred mass18l is dark: flDYN � 0.2 ± 0.1. Here, we encounter the 
first suggestion that the Universe may be dominated by exotic matter19l . For only if 
nDYN is at the lower end of its inferred range (� 0.1) and, flNo at the upper end of its 
predicted range (� 0.1), could there be overlap between nDYN and nNO· However, it 
is clear that, at least Mme of the dark mass in the Universe could be nucleonic. Indeed, 
in the (perhaps atypical) environment of rich clusters of galaxies, it is known that most 
nucleons are "dark". In such rich clusters the mass of the x-ray emitting, intracluster gas 
(of nucleon&) exceeds the mass of the luminous, cluster galaxies. 

The bottom line, however, is that if, indeed, as inflation/naturalness suggests, flo = 1 , 
then the Universe i s definitely not dominated by nucleons. 

SUMMARY 

Primordial nucleosynthesis in the standard1l (isotropic, homogeneous, ... ) hot big 
bang cosmology predicts the abundances of the light elements D, 3He, 4He and 7Li which 
are in accord with current observational data. In contrast, inhomogeneous nucleosynthesis15) 
predicts 4He and 7Li in excess16) of the primordial abundances as inferred from current 
data11•12•13•14l. For the standard model, consistency between theory and observation is 
obtained for the nucleon-to-photon ratio (at present) in the narrow range: 3 � 1/10 � 5 
(a value as low as 1/!0 = 2.5 may be allowed) . The lower bound is set by the re­
quirement that deuterium (and helium-3) be not overproduced; the upper bound by the 
Pop II abundance of lithium-7. For a present cosmic background radiation temperature 
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in the range 2. 7 ;S T-,o ;S 2.8K, this range for T/ corresponds to a present mass den­
sity in nucleons in the range: 0.11 ;S PNO ;S 0.21keVcm-3• This leads to bounds on 
nNoh� : 0.011 ;S nNo ;S 0.020 and, for a Hubble parameter in the (generous) range, 
40 � Ho � 100kms-1Mpc-1 : 0.01 ;S ONo ;S 0.12. Thus, at leaat 13 o! the critical 
density is contributed by nucleons; nucleons fail by a wide margin to "close" the Universe. 

The nucleon density at present is predicted from physics which occurred when the 
Universe was much younger (- 102 - 103 sec) and much hotter (kT7 - lOOkeV). The 
predictions are consistent with the density o! nucleons inferred from observations o! the 
dynamics of luminous galaxies. This is strong support for the standard hot big bang 
cosmology. The nucleosynthesis bounds can account for the presently observed nucleons 
and, permit some (perhaps all, i! OvYN r::::: 0.1) o! the dark matter in the Universe to 
be nucleonic. If, however, !lo = 1 then, something other than nucleons dominate the 
Universe. 
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We give arguments to prove that the Pop II lithium abundance can be used for 
cosmological determination of the baryonic density. We show that is dominated by the 
contribution of Big Bang nucleosynthesis, with negligible contributions from early OCR and stellar 
processes. 

A range of baryonic density nb between 0.01 and 0.2 Taking is obtained when recent 
studies of the influence of the quark-hadron phase transition and the uncertainties attached to its 
parameter, Big-Bang nucleosynthesis yields are taken into account. These rather large uncertainties 

on nb could be reduced by a better knowledge of the parameters of the phase transition . They do 

not appear to be large enough to allow the baryons to close the universe: nb < 1. 
We give arguments in favor of the idea that small stars (with lifetime longer than a few 

billion years) are probably the main contributors of the extra source of lithium needed to account 
for Pop I lithium abundance. 
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LITHIUM IN POP II STARS 

One of the most important events in observational cosmology in recent years has been the 
discovery of lithium in PopII stars by the Spite (1983 a and b). Later, a number of other 
observations have confirmed their data and added a wealth of new measurements (Spite t:LJ:lL.1985; 
Hobbs and Duncan 1987; Rebolo, Molaro and Beckman 1987) 

The mean abundance of lithium in Pop II stars is 7u I H = 1 .6 x 10-10 with a dispersion 
of a factor of two (Rebolo t!1..JJ.L. 1987). This small dispersion is the main argument in favor of the 
hypothesis that this lithium abundance has not suffered much depletion by processes associated 
with the stellar surfaces (Michaud 1986). Following the same logic, it appears reasonable to 
estimate that the fractional depletion should not be lar�er as the observed djspersjon . A recent 
study of some ( but not all possible) surface depletion processes by Dely_annis t!1..JJ.L. (1988) has 
confirmed this estimate. In consequence we estimate an initial value of7Li I H = 2.0 ± 0.5 x 
10-10. 

Vauclair (1987, 1988), studying the effect of rotational mixing on stellar lithium, has 
argued that the depletion may have been larger and that the primordial value may be the same as the 
Pop I value ( 7u / H = 1.0 x 10-9). It remains to be seen if the theory will be able to reproduce 
the small abundance dispersion displayed in Figure 1 .  More work is being done on this subject 

Studies of lithium abundances in the Magellanic Clouds are of great importance in this 
respect. An upper limit of 7UJH < 10 - 10. 1 has been reported in the interstellar medium toward 
SN 1987 A in the Large Magellanic CLoud. (Sahu et al 1989 ) . The ratio of Kl Li is used to 
correct for lithium depletion on grains. 

Theses observations have rather large correction factors . Despite these uncertainties 
they make it highly unlikely that the primordial lithium value could be as large as 10-9 

What is the origin of these lithium atoms? As we shall discuss later, a lithium contribution 
of stellar origin seem to be needed in order to account for the Pop I surface abundances. In 
principle the corresponding formation mechanism could also have enriched the Pop II surfaces. A 
mere look at Figure 1 (from Cayrel 1986, 1988) suggests that thjs js mostprobably notthe case. 
On the abcissa is plotted the ratio of iron to hydrogen, in units of the solar ratio. This parameter is 
a measure of the importance of stellar nucleosynthesis on a galactic scale at the birth of the 
corresponding star. The star on the farthest left, for instance, was born when the galactic gas 
contained less than one part in 3500 of the solar iron abundance. A very primitive star indeed ... 

The left part of Figure 1 displays, in ordinate, the corresponding magnesium abundance. 
As expected from typical products of stellar nucleosynthesis, both elements (iron and magnesium) 
grew together. The case of lithium is completely different (figure on the right) : the abundance of 
lithium remained almost constant while iron grows from .0003 to 0. 1 of the solar value. The 
message is clear : the lithium in this range is not mostly produced by stellar processes. There exists 
a primordial component which dominates the stellar contribution all through this range. 

. Observations hav� shown that. this component is mostly made of 7u : ( 7u / 6u > 10, Maunct'411 1984). This, however, 1s not a very tale-telling result since in typical stellar outer layers vLl 1s therrnonuclearly destroyed one hundred times faster than 7u. 
What about galactic cosmic rays? 

. �ery inti:resting result come from beryllium and boron, two elements which are produced m Galacu� Cos�c �ys (Meneguzzi t!1..JJ.L. 1971) but not in BBN (Wagoner t!1..JJ.L. 1967). The rate of f�auon of hthmm (both isotopes) is, to better than a factor of two, the same as the rate of forma�on of boron (both isotopes). It is approximately ten times larger than the rate of formation of beryllium (R�eves and Meyer, 1978, Walker fi.JJl. 1985). Furthermore, lithium, at all relevant tempera�, 1� destroy� faster than beryllium and boron by stellar processes. Thus the abundance of beryl�um gives an �s�mate of the GCR contributed lithium in a star while the abundance of the boron gives an upper lmnt to the GCR contribution. 
. Beryllium �as

9
been recently detected in Pop II stars (Rebolo, Molaro, and Beckman 1988) with hydrogen rauo Be I H = 2 x 10 -12. The corresponding GCR lithium is only one tenth of the observed Pop II abundance. 
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A search for boron (Molaro 1987) in a Pop II star (@ 140283) has 7ielded an upper 
limit of B I Li < 0.04 . The corresponding upper limit to the 7u isotope is ( Li/ H) OCR < 
1 o-1 1 , at least an order of magnitude smaller than the Pop II observations (Figure 2). Thus we 
may conclude that the primordial component observed in Figure 1 is not the result of hypothfiti�f!l 
primordial cosmic rays (Montmerle 1977). The only other process known to us to generate Li m 
interesting amount is BBN and we may thus conclude that the lithium in Pop II stars is mostly of 
cosmological origin. 

To summarize, both a stellar and a OCR origin can be eliminated as major contributor to 
the Pop II lithium abundance leaving the BBN origin as the most likely source. 

Lithium in cosmology 

The importance of lithium in cosmology stems from two happy circumstances. The first 
one is the fact that, for homogeneous baryonic density model, the BBN yield of lithium ( 7u I H ) 

as a function of baryonic density ( Pb ) shows a deep minimum (a dip). The second one is the fact 
that the Pop II observations of lithium correspond to the lithium yield at the bottom of the dip. As a 
result this element is particularly well suited to test the hypothetical presence of baryonic 
inhomogeneities at the moment of BBN. 

The physics of the quark-hadron phase transition (or transitions, since there is a chiral 
transition and a confinement transition) is presently the object of intense studies (Iso '1...aL 1986; 
Satz 1985, 1987; Leutwyler 1988) Many of the parameters of the transitions are still poorly known 
despite the vigourous effort being made in QCD calculations on networks( Irblick et al ( 
1988),Brown et al (1988), Bacilieri et al (1988). The hydrodynamics ha been considered by 
Blaizot (1987), Miller and Pantano (1988). A summary of the present status has been presented by 
Ukawa (1989) A review of its cosmological relevance for BBN has been prepared by Reeves 
(1989). 

The relevant parameters, as far as BBN is concerned, are the following. First: the order of 
the transitions. After several years of debate the matter is not settled . Most authors believe that in 
the baryonic density range of the BBN, the transitions are first order, leading to nucleation 
and to bubbles of high density matter in a low density background However the recent work of 
the Roman group (Bacileri et al 1988) reopens the discussion. If the transition is truly of second 
order, it has no effect on the yields ofBBN. 

Second : the critical temperature Tc of the transitions. In the baryonic chemical potential 

range of cosmological interest( µbfTc << 1 ), the transitions appear to occur at the same Tc and to 

be simultaneous. QCD calculations give a range of 150 MeV < Tc < 250 MeV. Recent chiral 
perturbation calculations have been published which quote a narrower range of 180 MeV < Tc < 
220 MeV (Gasser and Leutwyler, 1987, 1988, Gerber and Leutwyler (1988)). 

In the case of a first order transition , the likely scenario is the following. After some 
overcooling , nucleation of hadronic bubbles takes place which rapidly reheats the matter to the 
critical temperature , after which no more nucleation take place. The bubbles expands by surface 
hadronization , until. the tran�ition to �adrons is completed everywhere. 

The �ucl�atton.rate is a very important parameter since it fixes the mean distance between bubbles , which itself mfluences the amount of later particle diffusion. It depends crucially on surface energy of the bubbles: the smaller this energy, the smaller the minimum size of the bubbles ; the larger the nucleation rate and the smaller the mean distance between the bubbles . 

. The baryonic numbe! density in the hadronized phase is lower than in the quark phase . The r:itto R �tween. t.he. high and low baryonic density phases can be computed, assuming chemical potential equilibrium between the two phases (Sale and Matthews 1986), (Applegate and Hogan 1985), (Applegate, Hogan and Sherrer 1987), (Alcock '1...QL 1987) (Fuller eL"1... 1987) (Kapusta �� Olive 1988), (Reeves '1...aL 1987).. The result depends strongly on the value of th� assumed cnttcal temperature. At low Tc, the computed value of R is larger than ten, decreasing 
gradually at higher Tc. 
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For BBN calculations we need the density profile of baryonic matter around and below 
one MeV. We expect this profile to be composed of a number of overdensity regions (bubbles) , 
with mean intercenter distances d , characterized by a baryonic density decreasing gradually from 
the center outside ( Matthews, G.J. Fuller, G.M. Alcock, C.R. , and Kajino, T. UCRL 98943 
June 1 88) . 

As the universe cools from Tc at approximately 20 µsec, to one MeV at one second, the 
neutron to proton ratio (n / p ), governed by weak processses is given by the Boltzmann formula 
of mass-action. Below one MeV the weak processes are no more in thermal equilibrium. The 
neutrons diffuse from high density phases into low density phases, changing both their density 
and their (n Ip) ratio. The extent of neutron diffusion is a function of both the fractional volume 
in each phases and of the mean distance d between the high density blobs . 

A convenient unit is the present value of d in light-hours (h) . One h today correspond to 
2.5 x 105 cm at T9 = 1 and approximately one meter at the Q-H phase transition , when the 

horizon scale was approximately ten km . For large values of d in this range ( d = 10 4 lh ), 
neutron diffusion can be neglected and we recover the inhomogeneous density BBN. At the other 
end of the scale , d << 1 lh or so, proton diffusion becomes important and we find back the 
results of the standard homogeneous density BBN. 

Several generations of models have already been published , based on increasingly realistic 
models . The first generation were two-phase models characterized by a contrast density R and 
a fractional volume of the high density phase fv , with the further assumptions of 1) complete 
neutron homogeneization between the two phases before the onset of BBN and 2) no further 
neutron diffusion during BBN . These models appeared to be able to reconcile the D, 3He and 
4He calculated at critical baryon density nb = 1 with the observations , with however important 
overproduction of 7u. 

A second generation of models take into account the effect of the interbubble comoving 
distance d on the neutron and proton diffusion before and during BBN . Several sets of 
calculations have been published for selected sets of points in the parameter space composed of 
Pb• R ,fq and d (Terasawa and Sato 1988 , Mathews et al 1988 , Kurki-Suonio et al 1988, 
Kurki-Suonio and Matzner 1988), 

For the discussion to be presented here we have also used new unpublished results 
extending the work of Terasawa and Sato. These are two-zone calculations covering the range: 
1 < R < 1o4 ; 0.5x 10 - 3 1 < Pb < 2x 10 - 31 ; 0 < fv < 1 ; d = 1 , 3 and 10 lh. The 

agreement between the various calculations is good enough for our following discussion to be of 
relevance. 

In this work , another approach has been used which is complementary to the previous 
calculations . An analysis of the BBN results including neutron diffusion suggest a simplified 
approach which allows an easier systematic exploration of the whole parameter space. It is a 
standard two-phase model in which the effect of neutron diffusion are parametrized by a quantity 
fn which vary from 0 to 1. A fraction fn of the neutron � in the high density (q) phase is 
supposed to have diffused, after the weak interactions fell out of equilibrium, but before the onset 
of nucleosynthesis, into the low density (h) phase. The neutron excess is defined here as the 
di�f�rence, at the time of weak �nteraction freeze-out, between the neutron mass density in the 
ongmal quark phase, and the umverse average neutron mass density; fn is then a measure of the 
degree of hm�ogenization of the � distribution throughout the universe just before 
nucleosynthes1s (fn = 1 corresponds to a homogeneous neutron distribution, which is as far as 
diffusion could ever go, and fn = 0 corresponds to no diffusion at all). An analysis of the results 
of Te�sa"'.a and s.ato (1988) and Matzner and Kurki�Suonio ( 1988) show that the neutron 
�ack-diffus1on dunng BBN can be approximately simulated ,for a given model, by a reduction 
m the selected value of fN . Thus we may expect to include theses later effects by letting fn run 
from O to 1. 
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More details on the calculations are given in the appendix. The results are displayed in the 
figures 3 to 7 . In Figure 3 we have plotted the yields of the four isotopes has a function of Pb and 
y. The shaded areas correspond to the regions allowed by the observational abundances. 

The effect of the quark -hadron phase transition can be estimated with the help of these 
figures. The assumed mean baryonic density defines an horizontal line in each diagram , which 
, together with a vertcal line drawn at y = o, divides each diagram into four parts. Each scenario 
with a given set of parameter is represented by a pair of points , one in the upper left corner and 
one in the lower left corner. The effect of including neutron back-diffusion is quite generally 
equivalent to a reduction of the value of fn over the value selected for the no-back-diffusion 
model. 

The figure 4 to 7 describe the influence of the parameter fq for various choice of R and fn, 
the fractional neutron diffusion. Again the shaded areas correspond to the regions allowed by the 
observational abundances. 

It may be a long time before we get definite results on the effect of the quark-hadron phase 
transitions on the formation rate of the cosmological nuclides. Nevertheless the computations 

described before hopefully give us the general trends. Our present ignorance of the exact values of 
many relevant parameters of the Q-H transition can be assimilated to corresponding uncertainties on 
the final results. These uncertainties are likely to decrease as more detailed studies of the transition 

become available. 

Many authors (Boesgaard and Steigman 1985, Cayrel 1987, Pagel 1987) have recently 
discussed the question of the relevant abundances of the light nuclides D , 3He , 4 He 7 Li to 
be used for comparison with BBN calculations . The differences between these authors are 
mostly with the allowed fork of uncertainties. Here I will tend to use rather large forks . 

The case of deuterium is still plagued with the problem of astration since we have no data 
prior to the birth of the solar system. Several galactic models of galactic evolution have been used 
to set constraints on the primordial abundances (Rocca-Volmerange and Schaeffer 1988) 
(Vangioni-Flamm and Audouze 1988) A deuterium fork of 10 - 5 ( minimum astration) < D/H 
< 10 - 4(maximum astration) is selected. 

The uncertainties on the cosmological abundance of 3He are even larger . So large that 
this isotope ,taken alone or summed with D does not yield interesting information for our quest. 

For Y , the mass fraction of 4He, we have used the rather large fork : 0.23 < Y < 0.26 . 
For 7 Li a fork of 10 - 10 < 7u / H < 10 - 9.5 is our best choice . In view of the possibility of a 
rotational destruction of 7u in enveloppe of Pop II stars ( Vauclair (1988) We have also 
considered an upper limit of 10 - 9, although , taking into account the Li limit estimate on LMC 
, this value appears to be quite unlikely. 

It will appear later that the upper limits on the allowed range of both 4 He and 7 Li are 
critical for the evaluation of the upper limit on the baryonic density. For instance if , as many 
authors hav§ �!ready cla�ed , one c� already .exclude the range range Y > 0.25 and /or the 7u 
I H > 10 - · the baryomc range will be considerably reduced. 

First we discuss the acceptable range of baryonic density (always given here in units of 10 
- 31 g cm - 3 ). Agreement between calculations and observations is found for some values of the 
parameters in the whole range 2 < Pb < 50 , in the range 1 lh < d < l Olh 

Deuterium and helium-4 are the limiting factors in the lower part of the range. At Pb < 

2 helium-4 is too small and also D is too large( unless the fractional D destruction during 
galactic life is more than a factor of ten which probably the upper limit tolerable by galactic 
models). 
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In the range 2 < Pb < 5 the observational abundances can be met for quite a large 

range of values of the parameters. As we move to higher baryonic densities the allowed range of 
parameters is progressively restricted . Increasingly larger values of R are needed together with 

rather large values of the fractional volume( applicable to the two -zone calculations ) fv = 0. 3 to 0. 

6 . For instance at Pb = 7 , we need R > 5 ; and at Pb = 10 , we need R > 
9 .  

The range Pb > 20 requires rather marginal coditions : very large values of R > 100, a 

value of fv close to 0.3 together with the extreme observational limits of Y = 0.26 and 7u I H 
10 - 9.0. It is excluded if the Pop II lithium value is the correct one . 

Even fragmentary knowledge of the likely values of these parameters will help in restricting 
this range. 

The best estimate of the critical temperature of the phase transition (180 MeV < T c < 220 
Me V) leads to values of R between 5 and 10 at chemical potential equilibrium. The effective R 
, taking into account hydrodynamical effects should be somewhat but not much larger ( Fuller et 

al 1988), thus favoring the lower part of the density range. 
The same conclusion applies if fv turns out to be small ( fv < 0. 1 ) , as suggested by the 

computations of Fuller et al (1988) . 
According to Kurld- Suonio (1988) there are some reasons to believe that d should be 

small ( d < 1 lh ) . If d is less than 0. 1 lh we are again restricted to the lower part of the density 
range. 

The previous remarks suggest that , although there is some possible agreement between 

the calculations and the observations all through the range 2 < Pb < 50 , we may reasonably 

already exclude the upper range and select a reasonable fork of 2 < Pb < 10 ( x 10-3 1 g 

cm-3) This tentative conclusion will be the base of the following discussion. 

Discussion 

Given all the uncertainties including those on the Hubble parameter, the corresponding 
range of nb goes at most from 0.2 to 0.01. Although this is appreciably larger than in the 
case of a homogeneous density universe. This does not appear to be large enough to allow the 

baryons to close the universe ( nb < 1 ). 

The cosmic density of luminous matter (stars and X-ray cluster gas) is nL = 0.01 within 
a factor of two while the density of clustered matter needed to account for the stability of clusters 

of galaxy or large scale motions is no = 0.1 to 0.2. 
Thus, within the uncertainties, at one end of the scale the baryonic matter could be 

entirely luminous (no baryonic dark matter) while at the other end of the scale the clustered matter 
could be entirely baryonic (no non-baryonic dark matter). 

LITHIUM IN POP I STARS 

The observed abundance of lithium in Pop I undepleted stars is Li I H =10-9 (within a 
factor of two). Normalized to Si and to the solar Si I H abundance, we find, for the meteoritic 
matter, a value Li I H = 2 x 10-9 in agreement, given the uncertainties, with the Pop I stellar 
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values. 
The isotopic ratio in the solar system is: (1Li I 6Li) = 12.6 For stars we have only lower 

limits : 7u / 6u > 10. There are indications of possible larger values in interstellar matter (Ferlet 
and Dennefeld 1986). 

The 6u, 9Be, !OB and 1 1  B isotopes are satisfactorily accounted for by the OCR 
bombardment of interstellar matter during the galactic life (Meneguzzi '1.fil. 1971;  Reeves and 
Meyer 1978; Audouze and Reeves 1988), 

Can it also be responsible for the increase of lithium abundance from the Pop II value to the 
Pop I ? The answer is most likely no. This discussion requires an estimate of the formation ratio 
of the isotopes of Li, Be and B in the OCR bombardment. 

One important parameter, in study of the galactic ray origin of the light elements, is the 
energy spectrum of the bombarding particles. Observational data on the spectrum of the galactic 
cosmic ray (OCR) is avalaible from the Te V region down to the hundreds of Me V. Because of 
solar modulation effects, nothing is known about the lower range. 

Using only the high energy spectrum (above 300 MeV) Meneguzzi fi..QL(1971) were able 
to account for the observations of !'!Li, 9Be and 1 1  B. However the calculated lithium isotopic ratio (1Li I 6Li)calc = 1 .4 was far too small with respect to the solar system ratio. And the calculated 
boron isotopic ratio (1 1  B I  IOB)calc = 2.6 was also too small but with a lesser discrepancy : 
( 1 1  B/ IOB)obs = 4.05 ± 0.2 in the solar system. 

Satisfactory agreement with the boron isotopic ratio could be obtained (Meneguzzi, and 
Reeves 1975; Reeves and Meyer 1978) by assuming low energy components similar to the solar 
energetic particles, presumably emerging from the stellar population of the galaxy. This result was 
later confirmed by Walker '1.JlL (1985) with improved data and more elaborate computations. 

However we have no guarantee that these low energy components do indeed exist and are 
responsible for "adjusting " the boron isotopic ratio. In truth, no other mechanisms have ever been 
proposed and it is difficult to come out with an acceptable idea. Proton capture by boron atoms 
would alter the ratio in the wrong way while neutron capture would have left much more important 
(and unobserved) effects on other elements such as gadolinium (an extended discussion is given 
in (Reeves 197 4). 

The existence and spallating action of these low energy fluxes of cosmic rays can in 
principle be tested by gamma ray astronomy (Meneguzzi and Reeves 1975). The 4.4 MeV line 
from carbon-12 and the 8.8 MeV line from oxygen-16, emitted after inelastic excitation of the 
corresponding nuclear states should be the best witnesses of the existence of these flux 
components. 

The detection threshold of the past gamma-ray telescopes have not been low enough to 
give a definite answer to question of the existence of a background of low energy gamma ray lines, 
yielding information on the existence of these fluxes and on the credibility of the hypothesis that 
they are responsible for adjusting the boron isotopic ratio to its observed value. 

In view of our ignorance, we shall consider separately the two corresponding hypothesis: 
a) the low energy component exist and is responsible for the boron isotopic ratio b) some other 
mechanism has altered the ratio. 

The numerical values of the formation ratios are given in Table 1 from Walker '1..Jll. 
(1985). "OCR alone" means that only the high energy fluxes corresponding to presently observed 
galactic cosmic rays are included. "OCR + 5" and "OCR + 7 " means that we have assumed the 
presence of lower energy particles (carrots) with a power kinetic energy spectrum with exponents 
3, 5 and 7 as suggested by solar energetic particles. 
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Table 1: Relative formation yields of the isotopes of lithium, beryllium and boron by 
energetic particles in space. 

Ratio 
7/9 
7/6 
1 1/10 
1 1n 

OCR alone 
6.6 
1.4 
2.5 
1 .8 

OCR + 3  
33 
2.6 
4.0 
0.7 

OCR + 5  
21 
2.9 
4.0 
1 .0 

OCR + 7  
12 
2.2 
4.0 
1 .80. 

obs 
65 (x2) 
12.6 ( ±0.2) 
4.05 ( ±0. 1) 
0.13 (x2) 

At this point we ask agam: can we account tor tne Pop I lithium abundance solely by the 
combination of the BBN and OCR contribution? 

To answer this question we use the fact that the stellar Be abundance has remained quite 
uniform at Be / H = 2 x 10- l l  (within a factor of two) over at least the last five billion years and 
probably more (Budge t:.LJl1... 1987). Using the numbers given in Table 1 the corresponding 
abundance of 7u and f>Li can be computed for various assumptions about the presence, or not, of 
the low energy OCR particles and their energy spectra. Then, using the value of the Pop I lithium 
stellar abundance ( 7u I H = 1 to 2 x 10-9) the solar system isotopic ratio (1Li I 6u = 12.6) and 
adding the BBN value of 7u I H = 3 x 10-10 we find that we need an extra contribution amountin� 
to about sixtv per cent of the observed Pop I lithium value. 

Thus another lithium generating another process appears to be needed which is likely to 
be associated with stellar nucleosynthesis. A similar conclusion has been reached by Audouze t:1...aL. 
(1983) and Abia and Canal (1988). This will be the subject of the next section. 

Lithium from stars 
Before proceeding with this discussion, one general remark is of importance. The observed 

large dispersion of stellar iron abundances with respect to stellar ages makes it clear that 
nucleosynthesis does not proceed uniformly with time in the galaxy. For this reason the 
nucleosynthetic evolutionnary curve of individual elements are often easier to understand when 
they are plotted as a function of iron abundance than as a function of galactic age. 

It appears from the previous section that we need a third source of cosmic lithium. 
Plausible stellar mechanisms have been invoked in relation for instance to novae (Starrefield t:1...aL. 
1978) super-massive objects (Norgaard and Fricke 1976) novae (Audouze and Truran 1973), red 
giant interiors (Cameron and Fowler 1971 , Dean t:J...al 1977). But the uncertainties related to their 
efficiency are far too large for any believable calculated contribution to be quoted (Amould 1986) . 

We have three reasons to think that 7u is not made in massive stars but in rather small stars 
with Main Sequence lifetime of a few billion years. 

The first one is based on a study of the correlation between various chemical elements in 
Pop II stars. As these stars were born shortly after the birth of the galaxy, their chemical 
abundances should only result from the nucleosynthetic yields of rather massive stars. 

In the range [Fe / HJ <  -1 .0, we have the following observed ratios : [ Mg I Fe] = + 0.5 
dex, [ Si I Fe] = + 0.35 dex (Fran�ois 1986), [ S I Fe] = + 0.6 (Fran�ois 1987) (the square 
bracket notation means the logarithm to the base ten of the ratio of the abundances in units of solar 
abundances). As discussed by Matteucci (1987) all these observations are explained in the frame of 
conventional galactic evolution theory by the fact that the corresponding elements are generated in 
massive stars. Their abundances are expected and observed to be overabundant relative to iron. The 
fact that lithium shows no correlation with these elements can be taken as evidence that it is not 
produced in massive stars. 

The second argument is based on the relative growth of lithium with respect to the iron 
abundance in the later chapter galactic evolution. Some information about this period where [Fe/HJ 
> -1 .0 can be obtained from Figure 12 of Rebelo, Melaro and Beckman (1988). The upper 
envelope of the Li stellar abundances appears to grow approximately linearly with iron ([ Li I Fe ] 
= 0) in the range from one sixteenth to twice the solar abundance ( -1 .2 < [ Fe I H ] < + 0.3). 

This argument should however be seen with caution; we have no convincing arguments to 
prove that the stars on the upper envelope have not suffered � depletion. 

The linear growth of lithium, if confirmed by values intermediate between the Pop II and 
Pop I abundance value, would indicate that lithium is probably not made by massive stars. 
Novae and small red giants would, off-hand, be better candidates. 
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The �ird argument is in relation with the lithium abundances in the Magellanic Clouds. The 
SMC galaxy is two or three times less metal-rich than the Milky Way and the rate of star formation 
appears to have been almost constant with time ( Lequeux 1984). The fact that the lithium 
abundances. in the Magella�ic Clouds is comparable with the Pop II value in our galaxy( Sahu et 
al 1989, Spite et al 1989, R1tchler et al 1989) is another indication that the contribution of lithium 
by massive stars is not a dominant factor. 

The favored !Ilechanism is the conversion of 3He into 7Be and 7u with production of 
�-p�cess elem�nts, m the late stage of evolution of red giants (Cameron and Fowler 197 1). This 
idea is observanonally supported by the detection of very large lithium abundances in a few carbon 
stars such as WZ Cassiopea. 

One counter argument could come from the recent observation of lithium in the old open 
cluster NGC 1 88, with solar iron abundance, by Hobbs and Pilachowski (1988). The estimated age 
of the cluster is 5 to 10 x 109 years. The mean value of Li I H is 2 x 10- 10, averaged over five 
stars with surface temperature around 5850 K. We note in passing that this is almost the same value 
found for Pop II stars (Molaro, Rebolo and Beckman 1987 revised value). 

As discussed by Hobbs and Pilachowski this lithium value is surprisingly large for such 
old Pop I stars at that temperature. The sun, at the same surface temperature and one half the age, 
has twenty times less lithium. The 5 x 109 year old M67 cluster also show far less lithium at this 
surface temperature. 

How much lithium depletion took place at the surface of the stars in NGC 188 ? What 
were the initial stellar lithium values ? Were they as high as 10-9 as claimed by the authors in their 
discussion? Can that be used as a proof that the lithium abundance has not increased in the last 5 
to 10 x 109 years? In view of the many processes influencing surface abundances (Michaud f:1...aL. 
1986) we find it difficult to come to a conclusion. 

As mentionned before, despite the fact that the observed values are hardly larger than the 
Pop II values, the fact that NGC 1 88 has a solar iron abundance makes it likely that its lithium 
abundance has been increased over and above the Pog II values, probably by the stellar mechanism 
discussed previously. Since the cluster is some 101 years old, this fact limits the strength of our 
argument that the lithium- producing stellar process is restricted to small long-lived stars. 

The main question at this point is : what was the age of the galaxy at the time of birth of 
NGC 188 ? What was, then, the mass of it's smallest dying stars? Even with a galactic age as 
short as 13 x 109 years, they could be appreciably smaller than two solar masses. This would also 
be required by the fact that the cluster has as much iron as the sun, since iron is believed to be 
mostly a product of small stars. 

CONCLUSIONS 

1 )  The Pop II lithium abundance is dominated by the contribution of Big Bang 
nucleosynthesis, with negligible contributions from early GCR and stellar processes. This 
conclusion supports the use of the Pop II data for cosmological arguments. 

Taking into account the possible effects of the quark-hadron phase transition on the 
nucleosynthetic yields of the light nuclides , the range of baryonic densities compatible with the 
observations is somewhat larger than in the case of the standard (homogeneous ) Big Bang , but 
,most likely , not large enough to reach the critical density. 

At one end of the range of uncertainties , the baryonic density may be small enough to 
avoid the need of an important contribution of dark baryonic matter. At the other end of the scale , it 
may be large enough to avoid the need of non-baryonic matter. Progresses in the evaluation of the 
parameters of the Q-H may help in reducing these uncertainties. 

2) The contribution of GCR to the Pop I lithium abundance can be evaluated through a 
combination of the stellar beryllium abundance, the relative Li I Be yield in GCR <Table 1) and the 
lithium isotopic ratio in the solar system. These data constrain the GCR produced 7u to more than 
twelve but less than thirty percent of the Pop I lithium abundance depending on the presence and 
slope of the low energy GCR particles. 
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3) A stellar contribution is therefore recmired to contribute most of approximately 
7Li/H = 10-9 therefore becoming the major source of7Li (approximately sixty per cent depending 
again upon the low energy OCR spectrum). The BBN contribution being approximately twenty per 
cent we conclude that the three contributions differ by at most a factor of five. 

4) The lithium producing stellar process appears to be restricted to rather small stars (less 
than a few solar masses). 
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Figure I:  On the origin of Pop II lithium abundances: stellar- nucleosynthetic 
contribution. 

The two figures show the correlation between iron abundances (in abcissa, normalized to 
the solar abundance) and the abundances of Pop II Li (on the left) and Mg (on the right) on a 
number of field stars (from R. Cayrel, IAU Symposium no 1986). Typically a product of stellar 
nucleosynthesis, Mg is seen to increase in steps with iron. The Pop II Li abundances appears to be 
independant of the amount of nucleosynthetic activity, suggesting a primordial origin. 
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Figure 2: On the origin of Pop II lithium abundances: Galactic Cosmic Ray (OCR) 
contribution. The figure displays the observations of stellar lithium and boron abundances (a 
pure OCR product) as a function of the iron abundances. For PopII we have only one upper limit 
of B abundance. The OCR contribution to boron is quite similar to its contribution to lithium. The 
dashed line shows the upper limit of the OCR contribution to Li in PopII stars. 
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Figures 4 to 7: Deuterium, 3He, 4He and 7u primordial nucleosynthesis yields in the 
two phase model universe, as a function of the present � baryonic density Pb(mean), the 
volume fraction fq of the universe that was in the high density "quark" phase at the time of 
nucleosynthesis, the density contrast R between the two phases, and the neutron diffusion 
efficiency parameter fn. The figures come in pairs, with the top part corresponding to fn = 1 
(maximum diffusion), and the bottom part to fn = 0 (no diffusion). 4) Deuterium: a) R=5, b) 
R=lO, c) R=20; 5) 3He: a) R=5, b) R=20; 6) 4He: a) R=5, b) R=lO, c) R=20; 7) 7u: a) R=3, 
b) R=S, c) R=lO, d) R=50. Again, hatched regions show observational constraints. Log1o(mass 
fraction) values are shown, as in Figure 3 (except again for 4He). 
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EXPANSION OF HADRONIC BUBBLES 

DURING THE COSMOLOGICAL QUARK-HADRON TRANSITION 
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Abstract 

We discuss the structure of the hydrodynamical flow produced by an expanding 
hadronic bubble during a first order quark-hadron phase transition. Results are pre­
sented from computations which calculate the bubble growth from the initial nucleation 
time onwards. 
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I. Introduction 

The study of the properties of strong interactions by means of numerical lattice 

simulations seems to indicate that the transition of strongly interacting matter between 

the normal low density hadronic phase and a high density quark-gluon plasma phase, 

might be of first order. Although no final conclusion has yet been reached on this11 , the 

relevance which first order phase transitions in the early universe can have for the dark 

matter problem and for the formation of structure makes it worthwhile to explore the 

possible cosmological consequences which might result if the quark-hadron transition is 

of first order. Of particular interest is the possibility, suggested by Witten21 , that the 

quark confinement process (which occurred in the early universe at a temperature of 

about 150 MeV), might have produced inhomogeneities in baryon number density as a 

result of the different bulk properties of hadronic matter and of the quark-gluon plasma 

which favour baryon number staying in the plasma phase. If the inhomogeneities were 

able to survive until the time of cosmic nucleosynthesis, they might have altered the 

generally accepted picture for this31 . It has been suggested that the observed abundances 

of light elements may then be consistent with values of fib (the ratio between the density 

of baryonic matter and the critical density) higher than those given by the standard 

picture41 . 

A first order phase transition is characterized by an associated release of latent 

heat which produces temperature gradients and, in the present case, might lead to 

quite large local bulk velocities representing significant deviations away from the Hubble 

flow. Apart from the intrinsic interest of such perturbations, they can also cause a 

rearrangement of the baryon number distribution and so study of the baryon fluctuations 

cannot be separated from a hydrodynamical study of the transition. 

For the hadronization process, we consider here the scenario in which the expand­

ing plasma first supercools to slightly below the critical temperature for the transition 

(Tc )  and thermal fluctuations then give rise to nucleation of bubbles of the low tem­

perature phase51 . The formation of a phase interface with finite surface tension has 

the consequence that only bubbles larger than a critical radius re can survive and grow 

while smaller ones shrink and disappear61 . However, the probability of nucleating bub­

bles decreases rapidly with increasing size and so, for practical purposes, only those with 

r � re are of interest. The growing bubbles eventually coalesce giving rise to discon-
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nected quark regions which then shrink. Surface tension plays an important role during 

the early stages of bubble growth, at coalescence and then again when the disconnected 

quark regions have contracted to small dimensions. 

As long as changes within each phase occur on scales which are large compared 

with the strong interaction length scale, transition regions between the two phases can be 

described as discontinuity surfaces with junction conditions being imposed across them. 

A phase interface could, in principle, move either supersonically (as a detonation) or 

subsonically (as a deflagration) relative to the quark medium. However, detonations 

would require more supercooling than is expected here and would produce hadrons in a 

superheated state5•7•8l . Therefore, in practice, it is the deflagration solutions which are 

of interest .  

We concentrate here on the early stages of bubble growth and present some nu­

merical results which we have obtained for the case of a single spherical hadronic bubble 

expanding into an initially uniform medium. This sort of study is an essential step to­

wards a more complete understanding of the transition and is relevant· in providing 

initial conditions for a subsequent analysis of bubble collision and coalescence. The aim 

is to see how the flow structure evolves from the initial stages, in which the dynamics 

is dominated by surface effects, towards a possible asymptotic similarity solution8l . 

In Section II we present the hydrodynamical equations together with the junction 

conditions imposed at the interface. Results are presented in Section III and Section IV 

contains final remarks. We use units for which c = 1i = k = 1 .  

II. Relativistic hydrodynamical equations 

In this section we present the system of equations used for studying numerically 

the expansion of a spherical bubble (see also Ref. 9). Since the energy density in 

both phases is provided almost entirely by relativistic particles, it is necessary to use 

relativistic hydrodynamics even in the limit of small bulk velocities. Each phase is here 

taken to behave as a perfect fluid which is a reasonable assumption for the stages of 

bubble growth where long-range energy transport by particles with long mean free path 

is not important. We use a Lagrangian formulation and write the space-time metric as 

( 1 )  
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with µ being a comoving radial coordinate having its origin at the centre of the bubble. 

For small net baryon number, it is a reasonable approximation to take the energy density 

e and the pressure p as depending only on temperature so that p = p( e ) . The system 

of hydrodynamical equations can be written as 

Rt = au, 

(pR2) t 
= -a (�) 

pR2 R,,, ' 

(aw ),,, 

aw 

( 2 )-1 b = 41rR p . 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

Here u is the radial component of fluid four-velocity in the associated Schwarzschild 

frame, R is the Schwarzschild circumference coordinate, r is the general relativistic 

analogue of the Lorentz factor, p is the relative compression factor, w is the specific 

enthalpy (= (e + p)/p), and the subscripts denote standard partial derivatives. The 

mass function m can also be calculated using the alternative equation 

(10) 

As mentioned earlier, it  is  reasonable to treat the phase interface as an exact 

discontinuity with the fluid variables on either side being linked by suitable junction 

conditions. Unlike a shock, a transition front separates two different media and surface 
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effects need to be taken into account. The required junction conditions for energy­

momentum conservation may be derived with the aid of the Gauss-Codazzi formalism. 

For the particular case where the surface tension u is independent of temperature one 

obtains: 

(11)  

and 

[ab (e + p)]± = 0. (12) 

where µ,,(t) is the interface location, fl,, = dµ,,/dt, f = (a2 - b2f1,D 112 , and [A]± = 

A+ - A - , {A}± = A+ + A - with the superscripts ± indicating quantities immediately 

ahead of and behind the interface. The comoving derivative is taken along the world-line 

of the interface. There are also three metric junction conditions coming from continuity 

across the interface of R, dR/ dt and ds: 

(13) 

[au + bfl,,r]± = 0 (14) 

(15) 

The mass function m receives a contribution from the surface energy. At the time of 

nucleation of the bubble, conditions are essentially Newtonian so that 

(16) 

and the subsequent time evolution is given by 

(17) 

For an ordinary shock or a strong detonation front, the junction conditions to­

gether with the hydrodynamical equations in each phase are sufficient to completely 

determine the solution when initial and boundary values have been specified. However, 
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as discussed in detail in Ref. 9, the situation is different for a deflagration which is 

the case of interest here. For a deflagration, the rate of flow of energy across the inter­

face depends on the details of the transformation process and so the hydrodynamical 

and junction equations should be supplemented by an additional expression setting the 

hydrodynamical energy flux across the interface 

aw fl, FH = 
41TR; (a2 - b2µ; ) '  

(18) 

equal to the transformation rate (FT) as derived from separate physical considerations. 

A simple expression for FT (see Ref. 9) is given by 

(19) 

where <I> (T9)  represents an ideal thermal flux away from the interface (at temperature 

T9) into the hadron medium, <I> (T1i) is the corresponding flux from the hadronic matter 

towards the interface and a is an accommodation coefficient which takes account of 

deviations away from the ideal situation ( 0 S: a S: 1 ) .  This approach is analogous to that 

used for calculating the net mass transfer across a vapour-liquid interface in classical 

bubble dynamics101. 

The solution of the above set of equations is complicated by the fact that, for a 

deflagration, the state of the fluid ahead of the interface is not independent of conditions 

behind it and so one has to solve the equations for fluid ahead and behind simultane­

ously with the junction conditions and this requires an iterative procedure. We have 

numerically integrated the hydrodynamical equations for each phase using a largely ex­

plicit Lagrangian finite difference method, while motion of the interface was followed 

using a characteristic method which gives a very accurate solution. For simplicity, we 

took the equation of state for the hadronic matter to be that for an ideal gas of massless 

point-like pions: 

e1i = 3p1i = g1i ( ;�) T4 , (20) 

where T is the temperature and g is the degeneracy number. The corresponding ex-

pression for <I> ( T) is: 

(21) 
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The decoufined quarks and gluous cannot be considered as entirely free and for these 

we used au approximate equation of state which takes account of the iuteractious111 : 

(22) 

(23) 

For n = 4 this reduces to the M.I.T. bag model, with bag constant (7r2/90) gqTi,  

while n = 3 provides the best fit  to  results obtained from QCD lattice calculatious111 . 

In addition to the strongly interacting matter, there are also photons and relativistic 

leptons present within each phase and these satisfy an equation of state similar to that 

given above for the hadronic matter. When they are in equilibrium with the strongly 

interacting particles, their contribution can be included by suitably incrementing the 

values of 9h and 9q and rescaling Tr. 

III. Computations of flow structure 

Numerical integration of the hydrodynamical equations presented in the previous 

section allows us to study the dynamics of an expanding hadrouic bubble from the 

time of its nucleation onwards. We here report results from a simplified calculation in 

which only strongly interacting particles are considered, taking 9h = 3 and 9q, = 37 

(appropriate for two relativistic quark flavours), Tc = 150 Me V and n = 4. Runs have 

been made for various values of the surface tension, transition rate parameter a and 

nucleation temperature. Such calculations are directly relevant for the first stages of 

the bubble expansion when the bubble radius is much smaller than the mean free paths 

of the photons and leptons which are also present. However, they need to be modified 

after this stage to include these other particles as well. We will return to this point 

in the Conclusion but proceed in this section with a discussion of calculations made 

considering only strongly interacting matter throughout. 

The surface tension has been parametrized in terms of an adimeusional quantity 

ITo ,  such that IT = IToT( (where, reasonably, 10-2 ;S ITo ;S 10)131 . For any given tem­

perature, the critical radius of a bubble at nucleation grows with IT and one expects 

that the effects of surface tension will remain significant for a longer time during the 



98 

expansion when u is larger. In fact, if the gravitational terms can be neglected, the 

hydrodynamical equations (2) - ( 17) are invariant under the transformations 

R/ uo ___, R/'iio ,  t/u0 ___, t/uo and bdµ/u0 ___, (bd'ji) /u0 (24) 

showing that all times and distances will then scale linearly with u. For the circum­

stances being considered here, the gravitational terms are indeed negligible and so there 

is a family of similar solutions, for different values of uo , related through the transfor­

mations (24) .  

Figures 1 and 2 show, respectively, the velocity and energy density profiles in 

the fluid as functions of R at various times during the bubble expansion (for nucleation 

temperature Tn = 0.98 Tc , a = 1 and u0 = 1 ) . Initially, surface tension dominates but 

its role progressively decreases during the expansion until eventually its effect becomes 

negligible and an asymptotic regime is reached where the interface velocity is almost 

constant. This happens when the bubble radius has increased by about two orders of 

magnitude above its nucleation value. The hadronic material inside the bubble is then 

essentially at rest and the compression wave expanding out through the quark medium 

is becoming self-similar (cf Ref. 8). There is no evidence for any shock forming at the 

. 1  

.08 

.06 
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.02 

1 2 Log R(fm) 3 

Fig. 1. Fluid velocity at' successive times (continuous lines}, is plotted against radius R. 
(See tezt for the parameters of the run.) The dashed line shows the behaviom· of the 
fluid velocity just ahead of the interface as the bubble ezpands. 
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Fig. 2. Behaviour of the energy density as a function of R for the &ame run as in Fig. 1 .  
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Fig. 3. Evolution of the temperatures immediately ahead of and behind the interface 
{continuous and dashed lines respectively) for the same run as in Fig. 1. The tem­
peratures are plotted as functions of bubble radius R, . 
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Fig. r The continuous lines show the relationship between the temperatures ahead of 
and behind the interface for a hadronization defiagration front when surface tension 
is neglected. The labels show the the value of a used for each curve. The triangles 
indicate the initial and asymptotic values for runs with Tn = 0.98 Tc and various 
values of a {see corresponding curves). The squares indicate corresponding points 
for Tn = 0.99 Tc .  

leading edge of the compression wave but this i s  not surprising in  view of the fact that the 

maximum velocity attained by the bubble surface (0.103 in this case) is small compared 

with the sound speed (1/ J3). Most of the latent heat released in the transition does, in 

fact, go into thermal energy of matter in the compression wave but this is nevertheless a 

very small perturbation of the pre-existing quark energy density and the velocity profile 

is very similar to that for an incompressible fluid. 

Figure 3 shows the behaviour of the temperature immediately ahead of and behind 

the interface for the same case as described above. The temperature ahead rises as the 

bubble expands while that behind decreases. The asymptotic values reached have also 

been plotted in Figure 4 together with ones obtained from other runs with various values 

of o: ( = 0.1 ,  0.5 and 1 .0) and Tn (0.98 Tc - denoted by triangles - and 0.99 Tc - denoted 
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by squares) . Once the value of a has been specified, the transition rate equation (19) 

together with the junction conditions (11) and (12) (neglecting surface tension) give a 

direct relationship between the temperature behind the interface and the temperature 

ahead which should be appropriate for the asymptotic regime141 . This relationship (for 

the same values of a as above) is shown by the solid lines in Figure 4. It is interesting 

to note which points on the curves are reached by computed evolutions starting from 

the different values of Tn. 

IV. Conclusion 

As emphasized at the beginning of Section III, calculations involving only strongly 

interacting particles are a reasonable approximation for the first part of the bubble 

expansion but this ceases to be the case when the bubble radius begins to get near 

to the mean free path of the electromagnetically interacting particles which will also 

be present ( >.. '.:::'. 103 /m ) . First, these particles start to provide a significant long 

range energy transport mechanism causing deviations away from the previous solution. 

Later, when the characteristic length scales of the problem become large compared with 

>.. , they may be taken as being in thermal equilibrium with the strongly interacting 

matter and moving together with it as a single fluid. The perfect fluid hydrodynamic 

equations may then be used as before except that the additional degrees of freedom must 

be included in the equations of state. For the parameters used in Figures 1 - 3, the 

contribution of the electromagnetically interacting particles becomes important before 

the asymptotic regime is reached and, at this point, the solution would change tending 

eventually towards another asymptotic regime corresponding to the new g factors. These 

new asymptotic solutions are qualitatively similar to those discussed in Section III but 

are characterised by lower velocities, smaller compressions and smaller temperature 

differences between the two phases. 

At even larger scales, the effect of long range energy transport by neutrinos 

becomes important when the bubble radius approaches the neutrino mean free path 

(>.v '.:::'. 1 cm) . However, it is possible that the mean distance between bubble nucleation 

sites might be smaller than this so that bubble coalescence would occur before neutrino 

transport became important. 



102 

References 

1) H. Reeves, to appear in Phys. Rep. (1989). 
2) E. Witten, Phys. Rev. D 30, 272 (1984). 
3] For a review see the articles by J .  Audouze and G. Steigman in these proceedings. 
4) J .H. Applegate, C.J. Hogan and R.J. Scherrer, Phys. Rev. D 37, 1 151 (1987); 

G.M. Fuller, G.J. Mathews and C.R. Alcock, Phys. Rev. D 37, 1380 (1988); 
H. Kurki-Suonio, R. Matzner, J.M. Centrella, T. Rothman and J .R. Wilson, Phys. 
Rev. D 38, 1091 (1988); 
R.A. Malaney and W.A. Fowler, Astrophys. J. 333, 14  (1988). 

5] K .Kajantie and H. Kurki-Suonio, Phys. Rev. D 34, 1719 ( 1986). 
6] L.D. Landau and E.M. Lifshitz, Statistical Physics, Pergamon Press, Oxford, 1980. 
7] M.  Gyulassy, K. Kajantie, H.  Kurki-Suonio and L. McLerran, Nucl. Phys. B237, 

477 (1984).  
8]  H. Kurki-Suonio, Nucl. Phys. B 255,  231 (1985). 
9] J.C. Miller and 0. Pantano, to appear in Phys. Rev. D. (1989). 
10) T.G. Theofanous, L. Biasi, H.S. lsbin and H.K. Fauske, Chem. Eng. Sci. 24, 885 

(1969). 
1 1) S.A. Bonometto and L. Sokolowski, Phys. Lett. 107 A, 210 (1985). 
12] M.l. Gorenstein and 0.A. Mogilevsky, Z. Phys. C 38, 161 (1988). 

F. Karsch, Z. Phys. C 38, 161 (1988). 
13] K. Kajantie and L. Karkkainen, Helsinki preprint HU-TFT- 88-22; 

Z. Frei and A. Patkos, Fermilab preprint Pub-89/47-A. 
14] 0. Pantano, to appear in Phys. Lett. B. (1989). 



THE MEAN DENSITY FROM THE GALAXY DISTRIBUTION 

ABSTRACT 

Valerie de Lapparent 
Institut d'Astrophysique de Paris 

98 bis, Boulevard Arago 
75014 Paris, France 

103 

Some of the characteristics of the galaxy distribution in the CfA redshift survey 
extension are reviewed, and their implications on the mean mass density of the universe 
are discussed. This survey shows that the largest structures in the galaxy distribution 
pose problems for determination of the mean density of matter underlying structures 
of galaxies. New surveys designed for sampling efficiently many more structures than 
in the nearby surveys will provide tighter constraints on the distribution and mean 
density of matter in the universe. 
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1. GENERALITIES 

The cosmological parameter 110,  measuring the mean mass density of the universe, 

is strongly constrained by redshift surveys: these "three-dimensional" maps provide 

information on both the spatial galaxy distribution and its dynamics, and thus provide 

estimates of the mean mass density attached to galaxies and to the structures they 

form on large scales (� 1 to 10oh- 1 Mpc; Ho = 100 h km s- 1 Mpc- 1 ) . 
The spatial luminosity density for galaxies (derived from galaxy counts per lumi­

nosity interval) multiplied by the M/L ratio of individual galaxies yields an estimate of 

the mean density which accounts for the dark matter in halos of galaxies. For a value 

of the luminosity density in large redshift surveys in the range of 1 - 2 108hL0 Mpc-3 

(Davis and Peebles 1982; Kirshner et al. 1983; de Lapparent, Geller, and Huchra 1989) 

and M / L � 30hM0 / £0 (from the rotation curve of galaxies; see Binney and Tremaine, 

1987, and references therein) , the resulting density parameter is !lo � 0.01 - 0.02. 

However, estimates based on the clustering dynamics suggest the presence of larger 

amounts of dark material on scale of � lh-1 Mpc. Following are four different methods 

(in order of increasing characteristic scale) which are used for deriving the dynamical 

estimates of !lo: the pairwise peculiar velocities in the field (Davis and Peebles 1983; 

Bean et al. 1983) ; the velocity dispersion in cluster cores (Kent and Gunn 1982; Kent 

and Sargent 1983; Kurtz et al. 1985; Ostriker et al. 1989) ; the velocity profile in the 

cluster outskirts (Shectman 1982; Regos and Geller 1989); the velocity field at large 

distance from clusters (Aaronson, Huchra, Mould, Shectman 1981, for the Virgo-centric 

flow; see also Davis and Peebles 1983) . These estimates yield consistent values of !lo 

ranging between 0.1 and 0.3. 

Thus, values of the mean mass density as derived from the largest known coherent 

structures of galaxies reach an upper limit of � one-third the closure density. Therefore, 

to make 110 = 1 as suggested by the concept of "inflationary universe" (Guth 1981, 

1986) , we need to invoke the presence of a component of dark matter which has a 

different spatial distribution from that for the galaxies, and is supposedly distributed 

more uniformly than galaxies (see Peebles 1986). Because baryons can account at 

most for the dark matter found by the dynamical estimates on scales of groups and 

clusters of galaxies (see the results from nucleosynthesis; Steigman, this volume) , the 

inflationary picture requires that most of the mass in the universe be non-baryonic. 
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2. THE CFA REDSHIFT SURVEY EXTENSION 

The recent extension of the CfA redshift survey to m8 (o) = 15.5 suggests a new 

picture of the galaxy distribution, in which galaxies are distributed in thin sheet-like or 

shell-like structures surrounding vast voids. Figure 1 shows a pie-diagram of the first 

"slice" of the CfA survey extension, bounded by 26.5° :::; 8 :S 32.5° in right ascension, 

and gh :S a  :S 17h in declination (de Lapparent, Geller, and Huchra 1986). Here, we 

show how this survey raises new difficulties in estimating the mean mass density of the 

universe from redshift surveys. 
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Figure 1. Map of the velocity versus right ascension for the galaxies with cz :S 
15, 000 km s-1 in the first slice of CfA redshift survey. The thickness of the slice 

(indicated by the dashed lines) is 6° in declination. 

The dense region in the center of the map in Figure 1 is the Coma cluster of galaxies. 

The elongation of the cluster along the line of sight, caused by the velocity dispersion 

of galaxies in the gravitational potential of the cluster, is used to derive the dynamical 

estimate of the mass of the cluster. However, the cluster is at the intersection of several 

sheets of galaxies, with one of them parallel to the line of sight and in the foreground 

of the cluster. Therefore, velocity dispersion of the cluster might be overestimated 

by the confusion of spatial sheet-like structure with the velocity profile of the cluster. 
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Reliable estimates of 0 0  from clusters of galaxies require maps of the surroundings of 

the clusters which are appropriate for clean separation of the spatial structures from 

the velocity structure. 

Direct estimation of the mean density from the average number of galaxies in the 

survey is also susceptible to biases. In Figure 1, the size of the largest underdense 

region (nearly circular on one side, and centered at 15h and 7,000 km s-1) has a 

diameter ( � 5,000 km s- 1) comparable to the characteristic depth of the survey ( � 

10,000 km s-1 ) . Therefore, this survey does not represent a fair sample of the galaxy 

distribution. The fluctuations in the counts are directly related to the size of the voids 

and to how close-packed they are. A simple geometric model shows that the fractional 

uncertainty in the mean number density of galaxies is proportional to the inverse of 

the square-root of the number of large voids (under reasonable assumptions on the 

spectrum of void diameter) , giving an uncertainty of � 25% for the slice in Figure 

1. Therefore, the fluctuations in the mean are not simply reduced by increasing the 

number of galaxies in the sample, but by increasing the number of large voids in the 

survey (de Lapparent, Geller, and Huchra 1988) . 

The predicted fluctuations in the mean density are confirmed by direct calculation 

of the luminosity density for the slice. The shape of the luminosity function for this 

catalog can be derived by an inhomogeneity-independent method (i.e. unbiased by the 

selection effects introduced by the strong inhomogeneities in the sample) , and thus 

allows to correct the selection effect related to the apparent-magnitude limiting of the 

catalog. The luminosity density can then be derived by averaging over structures at 

different redshifts. For the slice, the luminosity density fluctuates by � 25% of its 

median value (1 .5 108h£0 Mpc3) when the redshift cut-off out to which galaxies are 

counted varies from 5,000 km s-1to 10,000 km s- 1 •  Moreover, the luminosity density 

does not seem to converge within the depth of the survey (de Lapparent, Geller, and 

Huchra 1989) . 

It is interesting to note that similar estimates of the luminosity density for the ear­

lier CfA redshift survey (limited to mB(o) = 14.5, equivalent to a depth of 6,000 km s-1;  

Huchra et al. 1983) show smaller fluctuations with varying depth that in the slice, 

consistently with the ratio of the volumes of space sampled by the two surveys (a ratio 

of � 15) . However, blind comparison of these results is misleading: the shallower sur­

vey is not closer to a fair sample than the deeper slice because it does not contain any 



107 

structure as large as the - 5,000 km s-1 void centered at 15h and 7,000 km s- 1 in the 

slice. The shallow sample would be barely large enough to contain one such structure. 

Redshift surveys can also provide indirect constraints on the mean mass density in 

the universe: the characteristics of the large-scale clustering constrain the theoretical 

models for the formation of large-scale structure, and thus the initial conditions and 

physical mechanisms which lead to the observed structures. Quantitative measures 

of the clustering are therefore necessary for reliable comparison of the data with the 

results of N-body models. Because the structures in the CfA slice are highly asym­

metric and contrasted, these measures must depend on the high-order moments of the 

distribution. Several sophisticated statistics have been designed to describe the galaxy 

distribution (Gott, Melott, and Dickinson 1986; Maurogordato and Lachieze-Rey 1987; 

Ryden 1988; Gott et al. 1989; Ryden et al. 1989; see also Maurogordato, this volume) . 

However, simpler measures can already constrain some of the models: for example, the 

filling factor for the galaxies ( - 20% in the Cf A slice; de Lapparent, Geller, and Huchra 

1989) puts limits on the relative distribution of galaxies and dark matter in the pan­

cake models (White et al. 1987; Melott 1987; see also Bouchet, this volume) . In these 

models, !lo = 1, and the galaxies form only at the peaks of the matter distribution. 

3. PROSPECTS 

Deep surveys which can sample many voids like those in the CfA slice will improve 

the description of the galaxy distribution, and lower the fluctuations in the number of 

the largest voids. One such program is being undertaken at the European Southern 

Observatories facilities (de Lapparent et al. 1989) . The survey has the configuration 

of a thin strip of - 2° x 0.2° reaching out to a redshift of - 0.5 (an order of magnitude 

deeper than the CfA slice) . Because this survey should cut through - 50 voids of 

average diameter 3,000 km s-1 ,  we will obtain better constraints on the spectrum of 

void diameter and thus on the mean density of galaxies. This survey might also uncover 

even larger voids than in the CfA slice (;;::, 10, 000 km s-1 in diameter) , which could 

not have been detected in the CfA slice. This survey has been designed to sample 

efficiently structures similar to those found in the CfA slice: 0.2° are equivalent to -

300 km s- 1 at the depth of the strip, which is comparable to the typical separation 

of the galaxies in the sheets of the CfA slice. This new survey will therefore probe 

through distant sheets with a sufficient density contrast for reliable detection. 

Note that the choice of a smaller thickness for this deep strip would lead to over-
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estimation of the size of the voids: some of the sheets might be "missed" . On the 

other hand, a larger thickness would yield redundant information on the position of 

the voids and sheets. This effect is well illustrated by comparison of the first CfA slice 

(Fig. 1) with the adjacent 6° slice to the north (Geller, Huchra, and de Lapparent 

1987; Geller 1988) :  there is a strong coherence of the sheets and voids from one slice to 

another because the thickness of each slice along the declination coordinate (indicated 

by dashed lines in Fig. 1 ;  � 1 ,000 km s- 1 at a depth of 10,000 km s- 1) is smaller than 

the � 3 ,000 km s-1 mean diameter for the voids. 
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Abstract 

High-order statistics, as the Counts Probabilities in cells, are computed on the 
tri-dimensionnal Southern Sky Redshift Survey, which represents up to day one of the 
"fairest galaxy sample" of the Universe . Comparison to the theoretical predictions 
issued from the " Scaling Invariant" models defined by Balian and Schaeffer 1988, 
helding on a very general relation between n-point correlation functions, gives very good 
agreement with these models, directly explaining the various " scaling laws" evidenced 
by the data. 
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Introduction 

Supposing homogeneity for the Universe at very large scales, the mean mass 
distribution can be described by the mean mass density and the expansion rate. The 
value of the mean mass density normalized to the critical one, is particularly important 
in order to determine the evolution of the Universe through Einstein equations. 
However, the value of fl deduced from nucleosynthesis or from galaxy observations is 
smaller than the fl = 1 wanted by the theoretical inflationary scenario. Some scenarios 
invoking non-baryonic matter, and for example the "biased galaxy formation" models, 
can be compatible with an Universe of critical density. The statistical analysis can be of 
great help both for direct estimation of fl and for comparing model predictions to data 
from which it allows to extract a quantified information. As the Fair Sample Hypothesis 
is being supposed to perform this analysis, the catalogs used are needed to be large 
enough to be representative of the whole Universe. At the moment, large tridimensional 
surveys of galaxies as the Center for astrophysics Redshift Survey (Huchra et.al 1983) the 
Southern Sky Redshift Survey (da Costa et .al unpublished) , the Arecibo Perseus Survey 
{Giovanelli and Haynes 1989) and the Supergalactic Plane Survey {Dressler et .al 1989) 
allow to compute spatial statistics . The Southern Sky Redshift Survey (next SSRS) , 
not domined by very rich clusters, is particularly adapted to the Statistical analysis by 
its homogeneity and representativity. High order statistics, as the count probabilities 
functions are then computed on this sample ( Maurogordato, Schaeffer, da Costa, 1989) , 
extending the algorithm developped by Maurogordato and Lachieze-Rey 1987 for the 
Void Probability Function analysis. 

Statistical tools and characteristical scales 

The most "known" and "fruictful" statistical tool used up to now has been the 
2-point correlation function, e, introduced in cosmology by Peebles in the seventies. It 
was shown to follow a power law versus the radius tested ( Davis and Peebles 1983) 

e(r) = {r/ro)'l, with 1 = -1.8 and ro = 5.4h-1Mpc 

On the same way is defined the whole hierarchy of the n-point correlation 
functions. As all the orders were shown to be important to characterize the whole 
distribution, more attention was paid in order to determine the correlation up to higher 
orders. From observations, they were calculated until order 4, showing a relation linking 
the n-point correlation function to the 2-point correlation function. In order to go 
further , related statistics are for example the moments of the counts of neighbors, and 
integrated values as 
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Complementary indicators have been developped , involving the high order 
correlation functions, as the nearest neighbor distance (Turner and Gott,1979) , the void 
probabilities (White 1979, Schaeffer 1984, Fry 1986, Bouchet and Lachieze-Rey 1986, 
Maurogordato and Lachieze-Rey 1987) and the counts in cells (Peebles 1980,Balian and 
Schaeffer 1988) 

Apart from the correlation length, at the scale transition for linearity for the 
2-point correlation function, one can define two interesting characteristical scales. The 
first one is defined as the " clustering length" : When calculating the counts of randomly 
placed cells , their fluctuations can be separated in two contributions: 

.6.2 =< (N- < N >2> 

2 _ 
[ 

J J 0Vi8V2 €(r)
] .6. - nV 1 + 

V2 
.6.2 = nV[l  + Ne] 

the Poisson and the correlated part through the Ne integral. In the regime where the 
power law approximation for €(r) can be applied, it is directly infered to Ne . The scale 
re corresponding to Ne = 1 can be traduced as the switch between the Poisson and the 
correlated case. A void radius rv is defined too, corresponding to the radius to which the 
VPF has a given value, e- 1 for example. These scales are normalized according to the 
density dependance, in order to get characteristical values of the galaxy clustering. It 
results a clustering radius of about lh- 1Mpc and a mean void radius around 6h- 1Mpc. 

Counts probabilities in the SSRS and comparison to the SI models 

We have performed the counts in cells in the SSRS, and compared to the 
predictions issued in the frame of the "scale invariant models" defined by Balian and 
Schaeffer (1988) . The SSRS covers galactic latitudes bu < -30° and declinations 
souther than -17.5°, with 1676 galaxies in 1 .75 steradian up to apparent diameter 
log(d) > .1 arcmin. For the statistical purpose, subsamples limited both in distance 
and absolute diameter are extracted from the initial sample. 

The previous " scale-invariant" models ( next SI) helds only on a very general 
scaling relation between N-point correlation functions: 

This relation is compatible with the correlations extracted up to day and with the 
BBGKY hierarchy analysis. These SI models cover the so-called hierarchical models 
which suppose a more precise relation between N-point and 2-point correlation functions. 
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As the counts probabilities can be expressed as density derivatives of the VPF, 

and the VPF explicitely depends on the n-point correlation functions: 

The behaviour of the VPF and of the counts probabilities should then reflect 
any relation between the n-point correlation functions . It is therefore interesting to 
compare the direct estimations from the data to the analytical predictions. First, the 
VPF deduced from the SI models verifies a "scaling law" : when normalized to Poisson, 
it is an universal function only dependant on the integral Ne. More, this function a(Nc) 
is expected at larges scales to show a power law behaviour, 

when 

In this regime, the void probability function Po(r) can be expressed as: 

Po(r) = e-N, i -w 

The universality of the representation a(Nc) has been shown in the CfA by 
Maurogordato and Lachieze-Rey 1987,and in the SSRS by Maurogordato, Lachieze-Rey 
and da Costa 1989, deducing the variable Nc(r) from the two-point correlation extracted 
directly from the data, which are simply related in the power-law approximation by: 
Nc(r) = K('Y) e(r) . In a new approach, ( Maurogordato, Schaeffer, da Costa 1989) , 
the scaling variable Nc(r) is directly estimated from the data, computing the mean 
number of neighbors for each galaxy. The scaling invariance is then confirmed in the 
SSRS respectively limited to 40, 60, 80 h- 1 Mpc, and to the corresponding absolute 
diameters (Fig 1 . ) . This scaling law is being verified on the SSRS between radius ranges 
from .5 to about 14h- 1 M pc, defining an universal law governing the void distribution 
at all scales up to the size of the big voids of the Universe defined by de Lapparent et.al 
1986. The power law behaviour is too clearly evidenced at large scales, well fitted by 
parameters of a = .92 and w = 0. 7 
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Fig.I The scaling relation for the Void Probability Function in the SSRS: three subsamples are 

represented, limited in distance to 40,60,80 h- 1Mpc and to absolute diameter respectively greater than 

14.6,21.9,29.2h-1Kpc 

log[Po (r) ] f 0Vi8V2 e(r) u = 
nV versusNe = V2 

The behaviour of the PN with the count N, in the SSRS is completely coherent 
with the predictions from the SI  models as shown in Fig.2 for the subsample of the 
SSRS distance-limited to 60h- 1Mpc and diameter limited to 21.9h- 1 Kpc (next 8860} 
At small scales of r < re, an exponential decrease is expected for the PN. At large 
scales, however, between re and r., , a power-law behaviour is predicted: 

1 - w 1 N w-2 

PN = -- ..,..,---..,...,--f(w) Ne < e(r) > Ne 

with a lower-cutoff for N = N.,, and an upper cut-off for N = Ne . From the data, 
the evolution of the upper cut-off with the radius agrees well with the corresponding 
increase of Ne . 
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Fig.2 : The evolution of the counts probabilities PN with N. Each connected curve corresponds to a 

different radius tested ( incremented with .5 h- 1Mpc steps ) in the SS60. 

More, scaling laws are predicted too for the PN for two extreme regimes: for 
1 < N < Ne , NPN behaves as Jf.u(f:.J and for N > Nv, N  > I , Nc > I , N2PN behaves 
as /£ h( /£) Fig.3 shows for the subsample 8860, N2 PN as /£ in the adequate regime. 
Allthough the PN versus N were systematically shifted for each radius scale, the new 
representation shows the curves all gathering together for the different scales tested. 
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Conclusion 

The SSRS, deeper and more homogeneous than the previous 3D surveys, allows to 
compute high order statistics as the void probability function or the counts probabilities, 
up to tested radius of 12, 14h- 1 Mpc. The scaling laws and power law behaviours 
exhibited both by the VPF and the counts are directly predicted in the frame of the 
scale-invariant models defined by Schaeffer and Balian 1988. Combining these statistics 
to the SSRS, likely to be a "fair sample" representative of the Universe, allows us to 
reach the conclusion the Universe presents a scale-invariant behaviour until the greater 
scales surveyed up to now. 
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Very tight constraints are put oµ the occurrence of stable lumps of quark 
matter (quark nuggets) in our Galaxy. Only nuggets heavier than 1015 grammes 
remain possible candidates for the dark matter. A suggestion for solving the 
solar neutrino problem is ruled out, and some restrictions are set on models try­
ing to explain Centauro cosmic ray primaries or cygnets as quark nuggets. The 
existence of strange stars in binaries is questioned. The conclusions come from 
assuming that pulsar glitches can occur only in neutron stars, not in strange 
stars. As a consequence not a single quark nugget can have penetrated to the 
neutron drip region in a pulsar, and no quark nuggets can have been caught by 
the pulsar progenitor, since then the pulsar would have been converted to a 
strange star. This leads to limits on the galactic flux of quark nuggets many 
orders of magnitude better than limits from Earth-based detectors. The presen­
tation is based on a recent publication20>, but unpublished results on the fate of 
nuggets during supernova explosions and during collisions with neutron stars are 
included as well. 
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I. PHYSICS AND ASTROPHYSICS OF QUARK NUGGETS 

Quark matter composed of up, down and strange quarks in roughly equal propor­

tions (strange matter) could be stable in bulk (i.e. stronger bound than 56Fe) at 

zero temperature and pressure for significant ranges of strong interaction 

parameters and strange quark masses.28L12l 

Quark nuggets (lumps of strange matter) could be the most bound state of 

baryonic matter for baryon number A in the range 10-100S AS 2 • 10s1. Nuggets 
with masses above a few percent of a solar mass are significantly influenced by 

gravity and correspond to neutron stars - so called strange stars. Such objects 

could be the direct result of Type II supernova explosions, or be created by 

conversion of ordinary neutron stars. A Chandrasekhar-type instability limits A 
to be less than 2• 1 057• Quark nuggets with AS 1056 are bound by the strong 

interactions alone. Shell effects give a lower bound of order 10-100 on A for 

stable nuggets. 

Nuggets where gravity is negligible have constant mass density throughout, 

typically of order 3.6 • l 014 gcm-3, and masses m =A /6 • l 023 g. The quark surface is 

well-defined and surrounded by an atmosphere of electrons. Nuggets with 

AS 1015 have their outermost electrons in Bohr-like orbits out to a radius 

::: 10-8cm, whereas larger nuggets with quark-radius exceeding this value have 

electrons up to 400 fermi above the quark surface. 

Due to the extended electron atmosphere a typical nugget has a Coulomb 

barrier of order + lOMeV at the quark surface, making it inert in low-energy 

collisions with ordinary matter, whereas free neutrons are efficiently absorbed 

and converted into quark matter. 

The stability of strange matter is generally increased if a finite pressure is 

imposed, such as would be the case inside neutron stars/strange stars.10l On the 

other hand finite temperature effects tend to decrease the stability,1oJ.25l so 

that even if strange matter is the most stable phase of baryonic matter at T =0, 
it may not be so at high temperatures. The details of stability as a function 

of temperature and pressure are even less secure than the situation at T =0. 
This is important since we shall in fact be looking at nuggets in hot environ­

ments such as the Big Bang and supernova-explosions. However as will be dis­

cussed in context later it is not only the overall thermodynamical stability of a 

nugget that matters, but also whether the lower energy state is accessible on 

the time-scales involved. 

Quark nuggets have been looked for but not seen in laboratory­

experiments. 9l Very low-mass nuggets might appear as abnormally heavy isotopes 

of well-known elements. Another natural place to look is in ultrahigh energy 
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heavy ion collisions, but it is not obvious that existing accelerators reach the 
interesting region, especially since the baryon number involved in collisions is 
low. 

Instead it is interesting to look for extraterrestrial sources. Witten28l sug­
gested two astrophysical settings for quark nugget formation : The quark-hadron 
phase transition 10-5 seconds after the Big Bang, and the transformation of neu­
tron stars into strange stars (with the possibility that strange star collisions 
may lead to further spreading). 

Formation of quark nuggets during the quark-hadron phase transition in the 
early Universe could take place if neutrino cooling of regions in the quark 
phase was sufficiently fast compared to the transport of baryon number across 
the surface separating the quark phase from the hadron phase. Whether this Is 
the case has been questioned by Applegate and Hogan6l ,  who prefer a less 
extreme scenario leading to full conversion of the quark phase, but with result­
ing inhomogeneities in the hadron phase and subsequent interesting consequences 
for Big Bang nucleosynthesis. In view of our present knowledge of QCD-physics 
it seems fair to leave all possibilities open and pursue the consequences of pri­
mordial quark nuggets further. ( In particular since the nugget hypothesis is one 
of the few dark matter explanations that allows the relative amounts of dark 
matter and ordinary baryonic matter to be calculated - at least in principle. 
Witten found that the relative amounts might work out right).  

The mass-spectrum of primordial nuggets (if  they are created) is  poorly 
constrained. Witten estimated a very tentative most likely range 1033 (A ( 1 042• A 
reasonable upper bound is the mean baryon number within the horizon at the 
QCD-transition, ::: 1049, A lower bound, A ?  1020�, where � is the present nug­
get density in units of the critical density, can be derived from Big Bang 
nucleosynthesis.221 The efficiency of neutron absorption by nuggets means that 
many small nuggets present during nucleosynthesis could eat most neutrons, thus 
leaving no helium. A more thorough investigation of nucleosynthesis with nug­
gets is in progress. 

Even if nuggets are created they do not necessarily survive until the 
present. Alcock and Farhi1l argued that neutron and proton emission from the 
nugget surface at high temperatures would lead to evaporation of primordial 
nuggets with A ( l 052-1055• Madsen, Heiselberg and Riisager21J.i51 showed, that 
nuggets with A ?  1046 survived the evaporation as a consequence of significant 
reductions in the emission rates due to u and d quark depletion in the surface 
layers (the emission rate is controlled by competition between kaon and nucleon 
emission) .  They also showed that much smaller nuggets might survive due to 
reabsorption of hadrons, but a detailed study of this process was not possible. 
Alcock and Olinto4l have recently proposed that all primordial nuggets boil away 
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· in a manner that makes discussion of the surface evaporation irrelevant, unless 
the surface tension is rather high. 

If nuggets survived from the Big Bang or were spread in our galaxy by 

secondary processes such as strange star collisions, there should be a potentially 

observable flux of nuggets hitting the Earth. De Rujula and Glashow11> suggested 

"experiments" suitable for searching for these nuggets in the form of fast­

moving meteors, special looking earthquakes, etchable tracks in ancient mica, 

etcetera. The only data actually investigated in their paper came from a nega­

tive search for tracks in ancient mica, and corresponded to a lower nugget flux 

limit of 8 x 1 Q·19cm·2 s-1 sr·1,  for nuggets with A? 1 .4 x l 014 (smaller nuggets are 

trapped in layers above the mica samples studied) .  For later comparisons it is 

useful to write this limit as an excluded region 

( 1 )  

where v =  250kms- 1 v250 and p: 10-24 gcm·3 p24 are the typical speeds and mass den­

sity of nuggets in the galactic halo. (The speed is given by the depth of the 

gravitational potential of our galaxy, whereas p24 ::: 1 corresponds to the density 

of dark matter.) In these units the number of nuggets hitting the Earth per cm2 

per second per steradian is 6.0 • 1 05A-1 p
24v250• 

Later investigations utilizing cosmic ray-, proton decay-, and gravitational 

wave-detectors have improved these flux limits somewhat. The most stringent 

Earth-based flux-limits24> are shown in Figure 1 as curves a, b, c, and d. It 

will be shown in the following, that a significant improvement of these limits 

can be achieved using much larger and longer-lived "detectors", namely radio 

pulsars and their progenitors.20> 

I I .  GLITCHING RADIO PULSARS - NEUTRON STARS, NOT STRANGE STARS 

Because of the importance of gravity, strange stars with masses in the region 

of observed neutron star masses are hard to distinguish from ordinary neutron 

stars in terms of their radius or total moment of inertia.28>·14> .2J.3l 

One important feature however seems to distinguish strange stars from neu­

tron stars in a manner with observable consequences, and that is the distribu­

tion of the moment of inertia inside the star. Ordinary neutron stars older than 

a few months have a crust made of a crystal lattice or an ordered inhomogene­

ous medium reaching from the surface down to regions with density 2 • 1 014gcm·3• 

This crust contains about 1% of the total moment of inertia. Strange stars in 

contrast can only support a crust with density below the neutron drip density 
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(4.3 x 1011 gcm-3). This is because free neutrons would be absorbed and converted 
by the strange matter. Such a strange star crust contains at most 10-5 of the 
total moment of inertia. This is an upper bound, since the strange star may 
have no crust at all, depending on its prior evolution. 

As pointed out by Alpar5>,  and also partly by others14>.2>, this difference in 
the moment of inertia stored in the crust of neutron stars and strange stars 
seems to pose significant difficulties for explaining the glitch-phenomenon 
observed in radio pulsars with models based on strange stars. Glitches are 
observed as a sudden speed-up in the rotation rate of pulsars. The fractional 
change in rotation rate n is t:.n/n::: 10-s-10-9, and the corresponding fractional 
change in the spin-down rate n is of order t:ii;n::: 10-2-10-3• Regardless of the 
detailed model for the glitch phenomenon the jump in n must involve the decou­
pling and recoupling of a component in the star containing a fraction 
I1/I::: t:ii;n::: 10-2-10-3 of the total moment of inertia. This role is played by the 
inner crust of an ordinary neutron star, but the crust around a strange star is 
much too small. 

It therefore seems reasonable to conclude, that glitching pulsars must be 

ordinary neutron stars, not strange stars. Of course one might hope to invent a 
completely different model for strange star glitches3>,  but with our present 
knowledge it does seem hard to circumvent the moment of inertia argument out­
lined above. We shall therefore assume that glitching pulsars are ordinary neu­
tron stars. 

If strange quark matter is stable, neutron stars can be converted to 
strange stars by a number of different mechanisms, such as pressure-induced 
transformation to uds-quark matter via ud-quark matter, sparking by high-energy 
neutrinos, or triggering due to the intrusion of a quark nugget.2> As soon as a 
lump of strange matter comes in contact with free neutrons it starts converting 
them into strange matter. The burning of a neutron star into a strange star is 
therefore expected to take place on a rather small time-scale. 7> •23> The transfor­
mation may even involve a detonation.16> 

Independent of whether the conversion takes place as a slow combustion or 
as a detonation the tlme-scale is sufficiently short, that any neutron star hit by 
a quark nugget capable of penetrating to the neutron drip region will quickly 
transform into a strange star. Furthermore, if the progenitor star during its 
lifetime has captured even a single nugget in its core, a strange star will result 
from the supernova explosion. The existence of glitching pulsars, that are neu­
tron stars, not strange stars, can therefore be used to place llmits on the flux 
of galactic quark nuggets.20> To do this we shall first investigate the accretion 
rate and capture of quark nuggets hitting neutron stars and their progenitors. 
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III. STELLAR ACCRETION AND CAPTURE OF NUGGETS 

For an infinite bath of positive energy nuggets with an isotropic, monoenergetic 
distribution function, the number accretion rate of nuggets onto the surface of 
a star of mass M and radius R is given by 

F = 1 .39 x 1Q30s-1A·1  [ :J [ :J p24V2�o [ l +0. 164V�so [ :J [ :J -l (2) 
where Mo and R0 denote the solar mass and radius. 

For the Sun the second term in parenthesis (the geometrical term) contri­
butes only slightly to the accretion rate, and the contribution is even less 

important for more massive stars and for compact objects like neutron stars. In 
the following we shall therefore only take the first term (gravitational) into 

account. 

To convert a neutron star into strange matter a quark nugget should not 
only hit a supernova progenitor but also be caught in the core. Similarly, nug­
gets hitting a neutron star after its creation have to penetrate the outer layers 

and reach the neutron drip region. It is therefore important to consider the 
question of quark nuggets penetrating stars. 

A nugget passing through matter will displace the matter in its path and 
suffer energy loss at a rate11> dE/dx=-a.pv2, where a. is the effective surface 
area (3x l 0-16cm2 for nuggets with A ( l015 and 3 • 10"26A213cm2 for A > l 015 for 
interactions with charged matter; 3 • 10"26A213cm2 for all A for interactions with 
neutrons), p is the density of the medium, and v is the speed of the nugget. 
At low energies the displacement of matter takes place via elastic or quasi­
elastic collisions due to the positive electrostatic potential at the quark-surface 
of the nugget. 

If x denotes the (positive) distance below the stellar surface and " is the 
structural energy density of possible crystalline material, the motion of the nug­
get is described by the equation : 

m (x)v(x) dv(x) = -a.(x)p(x)v2(x) + GM(x)m (x) - " (x)a.(x) (3) dx R2(x) 
where R and M are the stellar radius and mass interior to that radius. 

The first term on the right-hand-side of equation (3) describes the drag 

force due to removal of the mass a.pdx encountered when moving the distance 
dx. The second term is gravity, and the third term is the structural resistance 

of an Ionic lattice (" =0 except in white dwarfs and neutron star crusts; in 
these systems it will be approximated by " (x)"' n1 Z j!e2 I a1"' 
l x 1Ql3ergcm·3p4/3zj!Aj413, where n1 and a1 denote number density and lattice 
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spacing of ions with mass number A1 and charge ZJ. 

The initial velocity v {O) is mainly caused by gravitational acceleration of 

the nugget, v {O)=  {2GM/R )112• For the Sun v{O)= 617kms-1 , and it is higher for 

more massive main sequence stars and for compact objects. This means that 

nuggets to a good approximation can be assumed to move on radial trajectories. 
Nuggets hitting neutron stars are accelerated to kinetic energies of order 200 

MeV per baryon, leading to inelastic collisions with ions (and of course with 

neutrons).  We shall neglect relativistic corrections to the equations of motion, 
but will return to other consequences of the large impact energy later. 

The solution of equation (3) is discussed elsewhere.201 The important point 

here is that nuggets are stopped after sweeping up a mass comparable to their 

own. This happens for A "'  A, top , where {5.8 x l 0-6D3 A !!o  1015 
A.top = 

1 .8x 1Q8D A ,,; 101s 

x 

with column density D = f p(x)dx. 
0 

IV. CAPTURE IN PRE-SUPERNOVA STARS 

(4) 

The total column density encountered by a nugget moving the distance 2R on a 
radial orbit through a star described by a ')'=4/3 polytrope is 5.0M /R2, so that 

A.top "' 5.0 x 1031 {M/M0)3 {R/R0)-6 "' 5.0 x 1031 {M/M0)-1 .8, where the last equality 

comes from R- M0·8 for upper main sequence stars. Nuggets with A >Astop pass 
unhindered through main sequence stars, whereas nuggets with A «Astop are 
effectively stopped and will settle near the center. 

The Sun would in this way accrete 3.7 x 10-20p24v210M0/year, or a total of 
10-10 p24v210M0 in its total lifetime on the main sequence. Very low-mass nuggets 
collected near the solar center in this manner might have an impact on the 
energy production,171 but the effect is negligible unless the electrostatic barrier 

at the nugget surface is much smaller than expected, or unless very special cir­

cumstances allow nuggets to catalyze nuclear reactions.26l It was originally sug­
gested to study the impact of quark nuggets on solar structure and in particular 

on solar oscillations19l, but according to Thompson21> the mass of a quark nugget 

core in the Sun must exceed 10-4-10-3M0 before the dramatic change in the 
central gravitational potential of the Sun leads to observable consequences with 

the present quality of helioseismological data. This mass limit is orders of mag­
nitude above the maximally accreted mass of nuggets in the solar lifetime, so 
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solar oscillations are only capable of tracing a strange matter core (or neutron 

star) in the Sun in the rather unlikely case where the Sun formed by condensa­

tion around a pre-existing very massive nugget. The situation may improve if 

g-mode oscillations probing the central parts of the Sun are observed. 

In any case the results of the present investigation rule out that the Sun 
has accreted any nuggets at all in its lifetime. 

Conversion of a neutron star into a strange star will happen if even a sin­

gle nugget is present near the stellar center at the time of neutron star forma­

tion. According to equation (2) a nugget has hit the star if F t > l, or A <Au 

where 

(5) 

Approximating the main sequence lifetime of massive Population I stars by 
tMS (years)::: 3.7 x l 09(M/M0)-r.9, it follows that A,10p «A1 for 

p,.)) Pmin"' 3.0 x 1 0-40gcm-3(M /Mol-i.7v250, so that A,10p is the relevant capture limit. 

For P..< Pmin the capture limit is A <A1::: 1 .6x 1 047(M/M0)-0·1p24V21o· 

The total column density of a star increases when it leaves the main 
sequence, due to central density concentration. Immediately prior to a supernova 
explosion of Type II, the central region of a massive Population I star resem­
bles a r-4/3 white dwarf with M0001 "' l .4M0 and R0001 "' 10-2R0, corresponding to 
A,10P "' 1044• Since in this case A,10P »Au the neutron star will contain quark nug­
gets if nuggets with A <A1::: 1035p24V21o are present in our Galaxy. Nuggets with 
slightly higher baryon number may be caught between the main sequence phase 
and the explosion. 

For the pre-supernova rates of nugget capture to be used for limiting the 

Lnugget flux, the nuggets must survive in the stellar core during the explosion, 
so that they are available for converting the nuclear matter to strange matter. 

As discussed in section I, quark nuggets in the early Universe may evaporate 

partially by emission of hadrons (mainly neutrons, protons and kaons) from a 
thin surface layer. A similar effect might be expected in the hot interior of a 
(proto-)neutron star during the initial stage of a supernova explosion. Tempera­

tures may reach 10-30 MeV for a few seconds following core collapse, resulting 

in high surface emission rates of hadrons. Formation of a strange star would be 

prevented if nuggets could dissolve. 

However due to the extreme density of the nucleon gas surrounding the 

nugget, no such evaporation takes place. On the contrary, net neutron absorp­
tion by the nugget is quickly initiated. To see this one may compare the rates 
of neutron emission, >-em• and neutron absorption, >-ab" per nugget in the neu­
tron star. These rates are (for a non-degenerate gas)21> 
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(6) 

(7) 

where m., v. , Pn and n0 are the neutron mass, speed perpendicular to the nug­
get surface, mass density and number density respectively. The radius of the 
quark part of a nugget is r, and µ,, is the neutron chemical potential given as 

µ,, = µ,, + 2 � ,  where µ,, and � are the up and down quark chemical potentials In 
the nugget surface layer. 

Thus the ratio of the rates is Independent of r, 

>.em = m:l2(kT)3!2 e("0-m0)/kT 
>.abs 21/2n3/2Pn1t1 

(8) 

In the limit where the effective neutron binding energy, I0 =m0-µ,, , goes to 

zero one finds that >.0m <>.ab• for T� 40MeV, assuming Pn� 2xIQ14gcm·3. Thus 
nuggets present grow rather than evaporate. 

In case of complete degeneracy the neutron absorption rate is increased 

relative to the non-degenerate rate by the factor (37T112/8) ( £F/kr] 112, where 

£F°' 30MeV ( Pn/1014gcm·3J 213 is the neutron Fermi-energy. At the same time the 

emission-rate of neutrons is decreased since the low-energy part of neutron 

phase space is occupied. The emission rate of protons is not influenced In the 
same amount by phase space blocking, so it is more relevant to compare the 
(non-degenerate) proton emission rate with the (degenerate) neutron absorption 

rate. In any case the conclusion is unchanged : Nuggets absorb nucleons faster 

than they are emitted, even at the high temperatures in proto-neutron stars. 

Whether nuggets are stable at r::: 10-30MeV, or whether it is energetically 

favorable to dissolve nuggets into a gas of hadrons, is another matter that 
depends on poorly constrained QCD-parameters. Studies of this question for 
bulk quark matter in weak equilibrium indicate, that stability is probably 
retained, assuming stability at T=O, P=O, especially at the high pressures present 
in neutron star interiors.10> 

Thus it seems, that nuggets absorbed by a pre-supernova star are able to 
survive the heating of the stellar interior during the explosion. 
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V. CAPTURE IN NEUTRON STARS 

A nugget capable of reaching layers in a neutron star with densities exceeding 
the neutron drip density (4.3 x l011gcm-3) will convert the neutron star to a 

strange star. An upper bound to the baryon number of nuggets hitting a neu­

tron star of age t is given by equation (5), but several events may hinder the 
nugget from ever reaching the free neutrons. 

Neutron stars are too hot to build up a solid crust during the first few 

months of their lifetime. In this molten phase t: =0, and any nugget hitting the 
star and surviving the impact will convert it to strange matter. An upper bound 
to the baryon number of nuggets hitting the star in this phase of its life is 
A <A1== 6.3 x l032( tm/Years)(M/M0)R10p24v2!0 , where tm is the duration of the mol­
ten phase, and R10 is the neutron star radius in units of lOkm. A lower bound 
on A stems from the stopping of small nuggets by the expanding supernova 

shell: Amin = 4.6x l010(M,h/M0)V2�o < tm/Years)-2 ::: 1012• 

Whether these nuggets can convert the neutron star into strange matter 
depends crucially on their ability to survive the collision with the neutron star. 

Due to the strong gravitational potential, nuggets reach the star with kinetic 
energies of order 200A MeV. Therefore the collisions with ions (and in deeper 

layers with neutrons) are inelastic. Ions easily penetrate the electrostatic bar­

rier of a nugget, until the nugget has lost most of its kinetic energy. As 
A,10p»A1 nuggets are stopped above the neutron drip layer, and they absorb a 

mass comparable to their initial mass during the stopping. 

The absorption of ions destabilizes the nuggets in two ways. First the nug­
gets are significantly heated, which reduces their stability. Secondly ion absorp­

tion increases the amount of u and d quarks relative to s quarks, which also 

reduces the stability. A detailed study of the kinetics of such collisions has 
not been attempted, but consideration of the time-scales involved gives an 

Impression of the physics involved. 

Let us concentrate on large nuggets (A ) 1 015 ) hitting neutron stars with 
R10=M /Mci>=l. For these the stopping time-scale, t110P , can be approximated as 

t110P ::: X.top/V(O)::: 2.92x 10-12sA2115• Quarks moving at the speed of light inside 
nuggets at temperature T can equilibrate the temperature across a nugget 
radius on the diffusion time-scale tdm ::: 10-28sA213r�.v· One notes that tdm 
exceeds t,10P as long as A >  1031 Ti.l.N4, which means that heat is distributed inef­

ficiently through a large, hot nugget ( tdm is an increasing function of T 
because Pauli blocking prevents scattering at low temperatures).  

The neutrino emissivity of strange matter is of order 
2x l031Tf..vergcm-3s-1.13> This cooling rate is much too low to remove the heat 
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distributed in a nugget when the nugget loses 200AMeV of kinetic energy in a 
time t,top • 

A hot nugget emits hadrons, in particular neutrons, from the surface. With 

the emission rate 'll0m given from equation (6) an estimate of the evaporation 

time of a nugget is fem = A/'ll0m = 4.3 x 10-20sA113Tif0vexp(I0/kT).  For typical 
neutron star parameters t.m is small compared to t,10P as long as 
A ( l.3 x 1 039T&f.vexp(-5I0/kT ).  This comparison assumes isotropic emission from 
an isothermal nugget, but it seems clear, that significant evaporation will take 

place for nuggets in the mass-range likely to hit young neutron stars. 

The most likely outcome of the inelastic collisions involved when nuggets 

are stopped in the outer layers of a neutron star is, that the nugget is severely 
damaged. It probably starts to disintegrate, beginning in the direction of motion. 

However since characteristic weak interaction time-scales are long compared to 

t,,0P for A � 1035-1040 a large number of s-quarks have to be incorporated in the 
fragments, so it is quite possible, that smaller lumps of strange matter are 

among the disintegration products. 

Only a small fragment of a nugget has to survive in order to finally con­
vert a molten neutron star, so it seems likely that the nugget flux limit derived 

for molten neutron stars is relevant in spite of (partial) disintegration. 

The situation is more uncertain when it comes to neutron stars older than 

a few months. After the crust solidifies, it becomes difficult for a nugget to 

reach the region where free neutrons are available for conversion. The column 
density of the 5 x l 028g solid crust above the neutron drip region is 

D0,.,1 = 4 x 1015gcm-2• Only nuggets with A >A,10P ::: 4 x l041 penetrate this outer crust 

freely. Smaller nuggets are slowed down and perhaps destroyed. Fragments will 
only be able to reach the neutron drip region if gravity exceeds lattice resis­

tance for fragments surviving collision. This happens for 

A1 ) 2.5 x 1036t:�8 (M/M0Y3Rf0, where A1 is the baryon number of surviving nugget 

fragments. For neutron star age t this excludes nuggets with 

1036� A1 "' A � 1033 ( t/years)p24v210• For the glitching pulsars Crab and Vela we 
may use t=  103 and 104 years respectively. (The age of Vela has recently been 
questioned8>). Strong glitches have been observed in the pulsar PSR0355+54, 

which has a characteristic age derived from its period and period derivative of 
6x 105 years.18> Assuming the characteristic age to be a good measure of the 

true age, PSR0355+54 excludes the highest A-values. Higher values of A may 
be excluded if glitches are found in those millisecond pulsars, which are presum­
ably old neutron stars spun up by accretion from a binary companion. 
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Limits on the flux of nuggets reaching the Earth as a function of nugget mass 
and baryon number. Regions on the hatched side of lines are excluded. Curves 
a, b, c, and d are the best Earth-based limits24>. Curves 1 correspond to nug­
get capture in the main sequence phase of supernova progenitors with masses 
of 100, 10, and l Mo- Curve 2 shows capture in supernova progenitors after the 
main sequence phase. The area surrounded by curve 3 is excluded by nugget 
capture during the molten neutron star phase, provided that just a tiny lump 
of strange matter survives the impact. Finally the region denoted by 4 is 
excluded by capture in the solid crust neutron star phase for the pulsar 
PSR0355+54, provided that nugget fragments with baryon number exceeding 
1036 survive the impact. The diagonal curve is the upper flux limit 
corresponding to the galactic dark matter. Astrophysical limits are shown for 
V2so=l.  
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VI. CONCLUSIONS 

Figure 1 illustrates limits on the flux of quark nuggets hitting the Earth (or 

rather its upper atmosphere). Curves a-d are the best ground-based detector­

limits,24> and the curves 1-4 show the astrophysical limits derived here and in 
ref.20).  The diagonal curve is an upper flux limit given by the total density of 

galactic dark matter. 

Most of the astrophysical flux-limits depend on the parameter p24v210 , 
which enters in the gravitational accretion rate in equation (2).  Limits derived 

with Earth-based detectors depend on the geometrical accretion term, which is 

proportional to p24v250• The astrophysical limits in Figure 1 have therefore been 

plotted assuming V2so = l .  

Throughout the investigation it  has been assumed that only nuggets with a 

single value of A contributed to the flux. If a distribution of A-values is 

involved the upper limits on excluded A at a given p24v2lo remain valid if the 

density is hidden in nuggets with a distribution of A below that limit, but above 

the lower limit, when that exists. If the distribution extends to values of A 

exceeding the upper boundaries of the excluded regions, the density P24 should 

be interpreted as the density contribution from nuggets in the excluded region. 

With these reservations it is easily seen from the figure that the astrophy­

sical nugget flux-limits are many orders of magnitude better than those derived 
from experiments on Earth. Neutron stars and their progenitors are very sensi­
tive quark nugget detectors. 

The dark halo around our Galaxy is expected to have p24V2lo "' 1 , so Earth­
based experiments exclude nuggets with 3 x 107 � A �  5 x io2s as being responsible 
for the dark matter. For comparison capture in pulsar progenitors during the 

main sequence phase excludes A � 1030• Stopping of nuggets in the giant phase 

rules out A �  1035• Capture during the molten phase of the neutron star life 

could exclude 1012 � A �  1032 if a tiny fraction of the incident nugget survives the 
collision, and capture in solid crust neutron stars may exclude nuggets as large 

as A � 6 x 1038, if the age of PSR0355+54 is estimated correctly, and if fragments 
with baryon number A1 � 1036 survive. Only very large nuggets may explain the 
dark matter. 

The pulsar glitch argument excludes nuggets with A <  1028 even at fluxes 18 
orders of magnitude below that of the halo dark matter, since these nuggets 
would have been absorbed by the neutron star progenitor in its main sequence 
phase. At even lower fluxes the excluded region due to main sequence capture 

is approximately A � 1047 P24Vilo· This seems to rule out the suggestlon26l that 
nuggets of very low A accreted in the Sun could catalyze nuclear reactions, 
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thereby reducing the solar neutrino problem. If such nuggets were around in our 

Galaxy they would have been accreted by neutron star progenitors as well. 

Furthermore the very existence of strange stars may be questioned on the 

basis of these flux-limits. If strange stars exist our Galaxy almost inevitably 

contains a background flux of quark nuggets due to mass ejection in strange 

star collisions (in systems like the binary pulsar). A single event releasing 0. 1M0 

of nuggets would correspond to a mean density in the galactic disk of 

10-35gcm-3 under the (rather unlikely) assumption that the nuggets are spread 

evenly In the disk. At this density and even at densities of io-42gcm-3 nuggets 

with A� 1028 are excluded. Thus strange stars probably never existed in compact 

binaries unless most of the nuggets spread by stellar collisions have A >  1028, or 

the orbits of the nuggets avoid the galactic disk. 

Quark nuggets have been suggested as candidates for the Centauro cosmic­

ray events. Centauro primaries may have a flux as high as 10-14cm-2s-1 and 

A o:  103• Since Centauro primaries move at relativistic speeds they are destroyed 

by inelastic collisions when hitting a star, so the flux-limits given in this paper 

cannot directly be used to rule out quark nuggets as Centauro primaries. How­

ever the mechanism producing the primaries must be tuned so that it only pro­

duces relativistic quark nuggets in order not to conflict with the flux-limits for 

non-relativistic nuggets. Similar arguments constrain attempts7> to invoke nug­

gets in explanations of cygnets. 

In summary the allowed occurrence of quark nuggets in our Galaxy is very 

tightly constrained. Only very massive nuggets remain possible dark matter can­

didates. A suggestion for solving the solar neutrino problem is ruled out, and 

some restrictions are set on models trying to explain Centauro primaries or 

cygnets as quark nuggets. The very existence of strange stars is questioned, at 

least as members of systems resembling the binary pulsar. The lack of strange 

stars may be taken as an Indication that strange matter is unstable in bulk. 

This would have significant implications for the range of QCD-parameters 

allowed. 

The basic assumption underlying these conclusions is, that pulsar glitches 

can not occur in strange stars. This assumption seems to be well motivated. 

Should a mechanism for glitches in strange stars nevertheless be shown to work, 

the conclusions mentioned above would not hold. No limits on the galactic flux 

of quark nuggets could then be set from the glitch argument, but the "excluded 

region" in Figure 1 could then instead be interpreted as the combinations of 

nugget flux and baryon number capable of converting all neutron stars into 

strange stars. Some of the flux limits presented above may in fact still be 

applicable (regardless of the validity of the glitch argument) if the conse­

quences of neutron star conversion tum out to be more dramatic than any 
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events observed. This may in particular be the case if a detonation rather than 

a slow combustion is involved. 

Thanks are due to the organizers for a very interesting workshop. 
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Abstract 
Stellar populations of galaxies have been detected on a large scale 

of distances till cosmological ones. Hubble diagrams, color diagrams from z=O 
to 2, energy distributions of extreme high-z galaxies (up to redshifts z :;::: 3) are 
used as constraints of models describing the evolution of star formation for distant 
galaxies. Ages and epoch of formation of these high-z galaxies are estimated and 
an approach of cosmological parameters is then possible from a lower limit for 
the age of the Universe. Our analysis of the set of present observables converges 
to old (:;::: 17Gyrs) galaxies and an old Universe. As a consequence, cosmological 
parameters such as the Hubble constant Ho �so km s-1 Mpc- 1  and the density 
parameter 00 � 0.1 appear to be extremely low. For the future, several ways 
must be pursued: i) to understand if our galaxy samples are homogeneous. More 
specifically do different parameters (metallicity, dust, merging process,..) rule 
evolution of the reddest galaxies? ii) to analyse the sensitivity of our present 
results to the models. What would become these galaxy ages if ages of the stellar 
clusters change? For the first time, observational cosmology can be approched 
from the lower part of redshift up to primeval epochs. The stake of such an 
analysis is sufficient to explore in details its ins and outs. 
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I. Introduction 

Distant galaxies open a new era for understanding the main steps of galactic evo­
lution and for discovering the earliest populations of galaxies until possibly the 
primeval galaxies. When galaxies are observed at such remote epochs, their ap­
pearances are affected by at least two simultaneous effects which are respectively a 
cosmological effect and the intrinsic evolution of their stellar populations younger 
than our nearby galaxies in an Universe in expansion. A fundamental problem 
is to disentangle respective contributions of these two effects. Other effects could 
also modify appearance of galaxies as interaction with environment, amplification 
by gravitational lensing, etc.. They will be also taken into account if necessary. 
We briefly recall the basic principles of our approach of galactic evolution, al­
ready given in several papers (see review by Rocca-Volmerange and Guiderdoni, 
1989 and references therein) . Our atlas of synthetic galaxies (Rocca-Volmerange 
and Guiderdoni, 1988) , based on the recent version of our models (Guiderdoni 
and Rocca-Volmerange, 1987) fits at the present epoch the Hubble Sequence by 
standard scenarios of evolution . Comparisons of the synthetic spectra with obser­
vations are given. Only a significant fit of these spectra with observations justifies 
to use them as reference spectra to calculate cosmological (k-) and evolutionary 
( e-) corrections which affect the apparent magnitudes of distant galaxies relatively 
to the nearby ones. Several observational independent tests at high-z are possible: 
magnitude or color versus z diagrams, and stellar energy distribution of the most 
distant galaxies (z2: 3) .  We shall use these tests as clues for the main questions: 
-Do high-z galaxies confirm the scenarios of galactic evolution proposed for fitting 
nearby galaxies? 
- Can Hubble diagrams give an estimate of the deceleration parameter q0? 
-What ages are given from a comparison of observations with models? 
-What are the most influent parameters on the age estimates? 
-Is it significantly possible to induce an age of the Universe and to approach the 
cosmological parameters? 

II. Evolution of high-z galaxies 

i) The samples 
Intense star formation in distant galaxies is detected through their 

stellar energy distribution from far-UV to infrared or from the emission lines 
emitted by the gas excited by energetic photons of massive stars. Star formation 
activity can follow a coherent continuous scenario of galactic evolution, implicitly 
depending upon the total mass and stimulated by a gaseous environment. It can 
also be affected by some randomly distributed interactions with other galaxies or be 
triggered by a strong radio activity. To analyse the homogeneity of our samples,we 
shall separately consider galaxies in clusters, field galaxies as the sample of Koo's 
1986 or those analysed by Guiderdoni and Rocca-Volmerange, 1989 and in this 
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conference, and radiogalaxies from the 3CR and Parkes catalogues, as influence of 
the radio power may possibly modify their star formation activity (Mc Carthy et al, 
1989) . Optical counterparts of the 3CR radiogalaxies until z�2 (see reviews from 
Spinrad, 1987, 1988 and Djorgovski, 1987 and references therein) with extreme 
Lyman o: equivalent widths (2: lOOOA) are firstly considered as well as the most 
recently discovered but rare extreme high-z galaxies from Lilly,1988 at z=3.395 
and Miley and Chambers,1988 at z=3.8. Then the Parkes Selected Region sample 
for which Dunlop et al, 1989a gave the optical and infrared counterparts, consists 
of fainter radio luminosity galaxies, which are compared to our models (Dunlop et 
al, 1989b) . 

ii)Modelisation 
As presented in several papers and reviews, the main free parameter 

of our evolutionary models is the star formation rate (SFR(m,t)=r. (t) \l> (m)) ,  
which i s  assumed to b e  depending upon a star formation history r. (t) and the 
initial mass function (IMF) \l>(m)= m-x. In the present version of our models, 
IMF is constant with an index x=0.25, 1.35 and 1. 7 respectively between the limits 
0.1M0,1M0,2M0 and 80M0 based on Scalo, 1986 analysis and star formation 
laws describe 8 different morphological types of the Hubble sequence (Elliptical 
to Irregular) from far-UV to visible, with bursts or continuousscenarios varying 
with the gas content. Table 1 gives the adoptedscenarios and time scales t. ( 
Guiderdoni and Rocca-Volmerange, 1987, hereafter GRV) . The correspondence 
with gas density g(t) , B-V and morphological type is also given. 

r. ( t) t. age B - V "average" type 
M0 Gyr-1 M(i; 1 Gyr Gyr 

1 Gyr burst 0.63 17.4 0.88 red envelope 
exp -t 1 .0 13.2 0.97 UV-cold E/SO 
lg(t) 0.9 13.2 0.92 UV-hot E/SO 
0.4g (t) 2.2 12.5 0.74 Sa 
0.3g(t) 3.0 12.5 0.66 Sb 
O.lg (t) 9.0 12.5 0.51 Sc 
0 .060 10.5 12.5 0.45 Sd 
7.7 10-4t2 13.5 12.5 0.35 Im 

TABLE 1 

The model is essentially based on input data which are the stellar 
evolutionary tracks in the Hertzprung-Russell diagram and the library of stellar 
spectra. The star population forms from the Zero-Age-Main-Sequence and evolves 
as a function of time along the tracks. At each time, a stellar spectrum of the 
library can be assigned to any star and a composite spectrum of a synthetic galaxy 
is computed. We hereafter present results issued from the adopted set of input 
data as described in GRV. The sensitivity of such results to parameters is most 
important. It will be discussed below and in further papers. From now, stellar 
library is essentially observational from IUE satellite atlases in UV (Wu et al, 1983, 
Heck et al, 1983) and the visible atlas from Gunn and Stryker, 1983. The stellar 
tracks are derived from internal structure models and atmosphere models fitted 
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on the main properties of the globular and open clusters. Tracks compiled in our 
present models are based on the Yale isochrones, Becker, 1981 and Maeder,1981 
for massive stars. The first point to emphasize is the time duration of various 
phases of stellar evolution. These times may vary from one track set to another 
and they affect the estimated ages of the clusters as well as those of galaxies. 
Due to the age-metallicity relation, ages are also depending on the metal content 
which modifies lifetimes of stars as well as the effective temperatures of the giant 
branches. We successively adopt a fit on globular clusters (Cohen et al, 1978) 
for the metal-deficient populations (Rocca-Volmerange et al, 1981) till the Yale 
isochrones for normal populations (Sweigart and Gross, 1978) . 

iii) Outputs of models 

An Atlas of synthetic spectra of galaxies (Rocca-Volmerange and 
Guiderdoni, 1988, RVG) , based on scenarios of evolution for 8 morphological types 
to simulate the Hubble Sequence is computed. An exemple is given on Figure 1.  

evolvin& synlhelle spectra 

I I I 
c 0 " 0 

i � :I: 
� � 

i!i � 
:t' 1 Gyr burst model 

2000 4000 6000 8000 104 
wavelenalh In anaslroms 

FIGURE 1: Stellar energy distribution from far-UV to IR emitted 
during and after a burst lGyr at various ages (0.4 Gyr to 17.4 Gyr) in relative 
units. Absorption lines and nebular emission lines are indicated. 
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Caracteristics of the Atlas are: 
- a wavelength range 200Ato 2.5µ,m 
- a resolution t>>.=IOA from 1200Ato lµ,m. 
- a time step At ""1 Gyr. 
These spectra are used to calculate cosmological and ev�lutionary correc­
tions (respectively k- and e- corrections) . which allow to predict apparent mag­
nitudes and colors of distant galaxies according to: 

m,x (z) = M,x (O) + (m - M)b01 (z) + k,x (z) + e,x (z) 
c,x (z) = C,x (O) + k,x,c (z) + e,x,c (z) 
with M,x (0) and C ,x (0) respectively the intrinsic magnitude and color 

at the present epoch. 
These corrections are published in tables (RVG) for these 8 morpho­

logical types and a large range of z (Table 2) . Also apparent magnitudes and 
colors have been computed through Johnson's photometric system and the Space 
Telescope filters ( Guiderdoni and Rocca-Volmerange, 1988) · 

burst v u B v u B 
k k e e e 

11. 111111 11 . 1111 16 . 1111 16 . 1111 16 . 1611 11 . 1111 11 . 1111 11 . 11511 11 . 111 11 . 24 11 . 23 11 . 114 -16 .118 -11 . 113 11 . 1 1111 11 . 1 5  11 . 49 16 .  4 8 11 . 119 -11 . 1 5  -16 . 116 11 . 1 511 11 . 24 16 .  7 5  16 .  7 4  16 . 1 2 -11 . 23 -11 . 119 11 . 21111 11 . 36 1 . 113 11 . 99 11 . 1 1  -II . 3 1  -11 . 1 5 II. 31111 11 . 72 ! . 6 9  1 . 4 5 -16 . 114 -11 . 57 -11 . 34 II .  41611 1 . 1 5 2 . 4 3 ! .  916 -16 . 316 -16 . 89 -11 . 5 8  /6 . 61616 1 . 92 3 . 6 5 2 . 9 1  -16 . 7 3 - 1 . 78 - I  . 117 11 . 81616 2 . 65 4 .  72 3 . 98 - ! . 27 - 2 . 9 1  - 1 . 911 1 . 161616 3 . 52 5 . 9 4 4 . 93 - 1 . 97 - 3 . 6/6 -3 .163 1 . 216/6 4 . 3 9  6 .  316 5 . 85  - 2 . 7 3  - 3 . 8 3 -4 . 1 7 
1 . 416/6 5 . 1 8 6 . 1 6 6 . 68 -3 . 6 6 - 2 . 9 1  -4 . 47 
1 . 71616 6 . 25 6 . 37 7 . 316 -4 . 8 4 - 2 . /65 - 4 .  72 
2 . 11116 7 . 5 8 8 . 28 7 .  416 - 5 . 27 - 3 .  816 -3 . 9 9 

TABLE 2: 
k-corrections and e-corrections calculated through the VUB bands 

of Johnson system and a 1 Gyr burst. Cosmolgical parameters are Ho =50 km s-1  Mpc-1 and the density parameter !10 = 0.1. RVG give other photometric 
systems and cosmology. 

III. Ages of galaxies 

A comparison of observations (spectra or colors) with the synthetic 
stellar energy distributions gives ages of the stellar population. We present some 
estimates from the present version of our models (GRV) and shall discuss these 
results in section V. Due to the large extent of redshift z=O to 3.5 for the observed 
samples, emissivity appears in visible to be dominated by various subpopulations 
of stars: old giant stars in nearby galaxies to young massive stars in extremely 
distant galaxies, including these two types in intermediate -z populations showing 
significant effects of evolution. The so-called ages correspond with the time dura­
tion elapsed from the first stars formed until to the current time when the galaxy 
is observed. Ages cannot be separated from metallicity considerations. In the 
following, we shall assume an about half-solar to solar metallicity for the evolved 
galaxies and we shall discuss the implications of such an assumption. 
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i) The Hubble Sequence 
Color-color diagrams from far-UV to visible colors (GRV) and stellar 

energy distribution of ellipticals (Rocca-Volmerange, 1989) fit models with an 
12-13 Gyr age for most galaxies. Similar ages are obtained by fitting spirals of 
the A370 cluster from Mellier et al, 1987. Spectral comparisons are in Rocca­
Volmerange and Guiderdoni, 1989. 

star c luster 

.. ci 

6000 7000 6000 

FIGURE 2: Comparison of the observed stellar globular cluster 
(Bica and Alloin, 1986) of 16.5 Gyr (thin line) age to our burst model at 17 Gyr 
(thick line) . 

The older population of the globular cluster spectrum with a metal­
licity [Z/Z0 ]=-0.4 observed by Bica and Alloin, 1986 is compared to our burst 
model for a roughly half solar metallicity (figure 2) . The estimated age l 7Gyr is 
quite comparable to the age 16.5 Gyr adopted for this cluster by the observers. 
Note that these ages are essentially based on Yale tracks. It will be important to 
have new estimates by the more recent VandenBerg, 1985 tracks. 

ii) Hubble and color-z diagrams 
In visible as in infrared, such diagrams are statistically meaningful. 

A color is not significantly dependent on the distance modulus and only in a 
differential way on the effect of extinction. Moreover there is no evidence that an 
amplification effect by gravitational lens modifies colors of galaxies. Blue to red 
colors extended up to z � 2, are compared with our models. They show that an 
evolution effect does exist for z 2:0.7. This evolution effect is higher in blue than in 
red colors (Guiderdoni and Rocca-Volmerange, 1988, Dunlop and Longair, 1987) . 
Diagrams have been analysed for cluster galaxies (Dressler and Gunn, 1983) as 
well as for the deep samples from Koo, 1986 in GRV, 1988 (figure 3a) . The analysis 
of the Parkes Selected Region Sample with our models is also proposed by Dunlop 
et al, 1989b. 



Galaxies of these samples are well fitted in various colours by models 
of 13Gyr age and the 8 scenarios of evolution. However in all samples, an important 
part of the reddest galaxies including the Bright Cluster Members are not fitted 
(figure 3a) by our 13 Gyr models. GRV,1988 and Dunlop et al, 1989b propose an 
interpretation of this excess by an age effect.  An old giant population (2:17Gyr) is 
a possible explanation of such red colors (figure 3b) . This is extremely constraintful 
for ages of galaxies. 

0.2 0.4 ... •.. 1 0 0.2 ... . .. . .. 
REOSHlfT Z 

FIGURE 3a: FIGURE 3b: 

Deep sample of faint objects from Koo, 1986 are compared to the 
predictions of our scenarii of evolution. Case (a) is computed for ho=0.5 and 
!lo=l.  Case (b) is for ho=0.5 and !lo=0.1 Differences of cosmology imply an age 
13Gyr for case (a) and 17 Gyr for case (b) . 

iii) The z2: 3 radiogalaxies 
The best example is given by the radiogalaxy 0902+34 which has 

been discovered by Lilly, 1988. Its redshift is z=3.395 estimated from Lya and 
CIV emission lines. These lines show evidences of a non-thermal component and of 
metal enrichment. It has been selected on the basis of a faint infrared emissivity 
associated to a very red color J-K 2:2.75. Its emissivity in Lya line (� 2.1 x 
10-18  W m-2) and its equivalent width (�1000 km s-1 )  are about similar to 
those of the 3CR radiogalaxies observed by Djorgovski et al, 1984. The best fit 
of the integrated U'BVRIJK colors, corrected from the Lya line (figure 4a) is 
obtained from the sum of two intense bursts of respective ages 0.1 Gyr and � 
3Gyr (Rocca-Volmerange, 1988) .  Aperture corrections in the K band (Lilly,1989) 
and recent stellar tracks from Maeder and Meynet(1988) models can explain the 
gap from V to K bands by a supergiant population with an age ::; lGyr (figure 
4b) . In this last case, the Lyman a emission line could not be only produced by 
photoionisation. (Rocca-Volmerange and Guiderdoni, 1989, in preparation) .  

1 4 1  
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0902+34 AND MODELS 
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FIGURE 4ab: Rest wavelength (Angstroms) 

U'BVRIJK fluxes of the radiogalaxy 0902+34 are compared to -
case( a) : a sum of a current burst and a stellar population of !'.:: 1 .075Gyr after the 
IGyr burst. 

- case(b) : a unique population at successive ages 0.075 (supergiant) , 
1.075 and 2.075 Gyr after a lGyr burst. Data in the K band have been corrected 
according to Lilly,1989. New tracks (Maeder and Meynet, 1988) are used. 
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TABLE 3: 

!lo -0 llo-0.1 Oo-1. 
Omverse Age m Gyr 19.56 17.57 13.04 
t(3 .395) in Gyr 4.45 3 .13 1 .41 

t(Zfor) in Gyr 3.45 2.13 0.41 

for an age 1 Gyr 

ZJor 4.5 5 :0::10 

IV. Constraints on Cosmological Parameters 

A classical cosmological model such as the Friedmann-Lemaitre 
model gives a relation between the redshift z and the cosmic time t (z) . This 
relation essentially depends on the cosmological parameters: the Hubble constant 
H0 , the density parameter !lo and the cosmological constant Ao. The age of a 
stellar population substracted to the cosmic time of the observed redshift is the 
cosmic epoch of the galaxy formation redshift Zfor according to: 

t(zfor) = t (z)-age 

i) An age for the Universe 
Estimates of ages for galaxies would have to imply a lower limit of 

age for the Universe t0: 
t(zJor) :S to 
From the different samples considered in the previous section, all 

converge to an old Universe. 
The globular clusters of our Galaxy give a limit 17Gyr which could 

be increased to 20 Gyr (Sandage, 1988) for metal deficient clusters, assumed to 
form at the same epoch than the halo of our Galaxy. 

The color-color diagrams are strongly constrained by the reddest 
galaxies of each sample (cluster, field or radiogalaxies) These red colors are ex­
plained by an age effect (increasing the population of red giants relative to blue 
main sequence stars) . Also an envelop of these observations is given by an extreme 
model of initial burst at 17 Gyrs or more (figure 3b). 
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The case of z 23 galaxies is still uncertain. The two solutions pro­
posed in figures 4a and 4b are not significantly different in terms of cosmological 
parameters. Table 3 present possible redshifts and epoch of formations for the 
galaxy 0902+34 at the age lGyr . Cosmology !lo=l is not excluded by any solu­
tion as it was firstly thought from the first results. More constraints on the Lyman 
°' emission and colours are needed. 

The cosmological parameters !lo =0.1 and Ho= 50 km s-1  Mpc-1 
and a null cosmological constant correspond to an age ""' 17Gyr for the Universe. 

ii) A low value for !lo? 
Ages deduced from evolution models give a low estimate of !lo. An­

other possibility to approach this parameter could be the Hubble diagrams (Tins­
ley,1972, Lilly and Longair, 1984) Most of them are strongly affected by evolution­
ary effects which are difficult to disentangle from cosmological effects. The best 
approach would be to observe in the K band in which the faintest evolution correc­
tions are observed. However accuracy of observations or/ and sensitivity of models 
to other parameters prevent to find at present a solution from such diagrams. 

From fitting the faint galaxy counts ( Guiderdoni and Rocca­
Volmerange, 1989 and this session) , a low value of the density parameter !lo ::::; 0.1 
is also obtained. It may be noticed that in this case, the distributions of galaxies 
in magnitudes, colors and redshifts are not only sensitive to the evolutionary sce­
narios but also to the structure of the Universe. Discussions on these results are 
given by the authors. 

Concerning Ho, our models are not so sensitive to its value. The low 
value deduced from ages is not in disagreement with Sandage, 1988, who recently 
proposed an extremely low value down to ""' 40 km s- 1 Mpc-1 .  

The consequences of such values of !lo and H0 are fundamental since 
they are in contradiction with Ho= 100 km s-1 Mpc1 (Roland and Pelletier, 
1989) and !lo=l currently admitted by some models of galaxy formation such as 
the Cold Dark Matter model. 

V. Discussion and Conclusion 

The convergence of previous results to old galaxies and an old Uni­
verse could be the simple effect of the basic modelisation. Let us consider the 
parameters which are the most influent in this age determination. 

i) the stellar tracks 
They define, with the scenarios of star formation, the scale times 

of our models. Most of previous models (from Tinsley,1972 to Bruzual, 1983) 
used various set of tracks which are in agreement with old globular clusters as our 
present models. But a large amount of Galactic globular clusters has been recently 
analysed by VandenBerg,1983, with several improvements: atmosphere models, 
color-temperature relations, opacities and a detailed significant comparison with 
observations. His conclusion is 18 Gyrs for the oldest clusters of our Galaxy. This 
is not fundamentally different from previous estimates but his new set of tracks 
are needed in our models to estimate how different are estimates of galaxy ages. 
Another important set of tracks to test with our models are those computed by 
Maeder and Meynet, 1988 including overshooting and mass loss which accurately 
fit a large range of open and globular clusters. These new data are at present 
running in our models. 
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ii) Metallicity effect 
Due to the well-known age-metallicity relation observed by Twarog, 

1980 and Carlberg, 1985 in our Galaxy and verified (figure 5) in our models 
(Rocca-Volmerange and Schaeffer, 1989) , the assumption of an half solar metallic­
ity, reached after 1 Gyr of efficient star forming process, appears available. Most 
galaxies observed at high-z form such an amount of stars, likely evolved as in the 
galaxy 0902+34, that their metallicity has not to be so far from solar. If metallicity 
is 2-3 ZG, a problem of analysis does exist since metal-rich clusters are extremely 
rare and their data are not so meaningful. However metallicity effect could be an 
explanation of the reddest galaxies observed in the color -z diagrams . The case of 
metal deficiency is completely different and plays a fundamental role in young star 
formation sites, for example in starbursts and possibly in the primeval galaxies. 

+0.2 

- 1 .5  

-z.o 

FIGURE 5 :  

1 2  1 6  
t G y r s  

Relation metallicity-age in the solar neighborhood (Twarog, 1980) 
compared to our evolutionary models. Age of the Galaxy is 13-14 Gyrs. (from 
Rocca-Volmerange and Schaeffer, 1989) 
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·
, ii) Scenarios of evolution 
They are not important for extreme cases of the color-z diagrams 

or the most extreme radiogalaxies where a burst is assumed. In this case, main 
parameters are efficiency, timescale and duration of bursts. Spectral distributions 
of nearby and intermediate -z galaxies are the most sensitive to the Hubble se­
quence scenarii. Only deeper observations will confirm our proposed evolutionary 
histories. Faint galaxy counts also bring some interesting constraints on these 
scenarii. 

A last but not least parameter to consider is the dust. Reddening of 
galaxies could be attributed in a large part to a differential extinction. The main 
problem will be to conciliate this extinction with the strong emission lines, likely 
partly due to photoionisation. 

An old Universe (2'. 17Gyrs) and a low value of q0 � 0.05 are the 
present conclusions of our model fits. Extremely dependent on the ages of the 
globular clusters, these results could be modified from new sets of stellar tracks , 
as proposed by VandenBerg, 1983, 1985 and by Maeder and Meynet, 1988, also by 
metallicity and dust effects. Anyway if more detailed computations are running 
from now, it appear very difficult to conciliate all the data with a young age for 
the Universe and !10=1. 
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ABSTRACT. We interpret faint galaxy counts by analysing the intrinsic evolution of 
high-redshift galaxies with our model of spectrophotometric evolution. We take into account 
scenarios of evolution depending on the spectral type and reproducing the colours and type 
mix of nearby galaxies. We show that, under the assumption of pure luminosity evolution, the 
magnitude distributions are consistent only with scenarios of evolution in which a significant 
fraction of the galaxies formed at high redshift (zJor c= 10 or more) in a universe with low 
q0 (below c= 0.25 at 2a) if Ho = 50 km s- 1 Mpc1 .  A good fit is given with q0 = 0.05 
and ZJor = 30, and high past Star Formation Rates. The colour distributions are correctly 
reproduced in range and amplitude without any additional free parameter. The redshift 
distribution of the Durham Faint Survey is also naturally predicted by the fit. The rejection 
of q0 = 0.5 or ZJor = 2 (for all galaxies) is strong (c= 4a) and does not seem to depend on 
misestimates of input data. In order to save the value q0 = 0.5, one would have to relax the 
assumption of pure luminosity evolution and introduce strong number evolution. 
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1.  Introduction 

In this paper, we present an analysis of faint galaxy counts. In principle, these counts can 
be used to constrain the value of the deceleration parameter q0• But at apparent magnitudes 
brighter than m c:= 24, the effect of the predicted intrinsic evolution dominates the pure 
geometric effect of varying q0 between plausible values (Brown and Tinsley, 1974) . This 
behaviour is also found in other classical cosmological tests involving galaxies such as the 
well-known Hubble diagram. This is the reason why, up to now, the analysis of faint galaxy 
counts was only considered to understand the evolution of galaxies. But at magnitudes fainter 
than m c:= 24, the influence of geometry on the counts becomes stronger when evolution 
is simultaneously taken into account. As a matter of fact, we shall see that the current 
observations down to m c:= 27 (Tyson, 1988) can actually give constraining upper limits, in 
contrast with the former studies limited to brighter magnitudes. 

The no-evolution slope of the counts is predicted to be d log N (rn) /dm � 0.3 at 20 < 
m < 24 while the observations give � 0.4 - 0.6 depending on the photometric band from 
red to blue (see e.g. Koo, 1986) . These faint objects do not belong to a local population of 
dwarf galaxies, as shown by the analysis of their colours (Tyson, 1988) or of their redshift 
distribution (Broadhurst et al., 1988). The increasing surface density of galaxies as one ob­
serves at fainter magnitudes suggests (1) intrinsic luminosity evolution due to younger stellar 
population and higher star formation rates at more remote look-back times (respectively 
the so-called "passive" and "active" evolutions) , and/or (2) number density evolution, the 
present-day galaxies being the result of the merging of the large number of galaxies seen in 
the past. In any way, some evolution is needed as a prediction of the standard cosmological 
models. The bluer colours of faint galaxies are a strong evidence of at least some passive 
intrinsic evolution in the past (Shanks et al., 1984, Koo, 1986, Tyson, 1988). So we choose 
to restrict our analysis to the examination of the case for pure luminosity evolution. 

The intrinsic evolution can be analyzed by means of a model of spectrophotometric 
evolution which allow to compute evolving synthetic spectra of galaxies from a minimum set 
of assumptions about the star formation history. By coupling these results with Friedmann­
Lemaitre cosmological models, apparent magnitudes and colours can be derived, which take 
into account the entangling of the cosmological and passive/active evolutionary effects in a 
consistent way. The interpretation of faint galaxy counts must use these realistic magnitude 
and colour computations. Tinsley, 1980, Bruzual and Kron, 1980, Shanks et al., 1984, King 
and Ellis, 1985, and Yoshii and Takahara, 1988, already proposed predictions of faint galaxy 
counts based on their model of evolution of galaxies, under the assumption of pure luminosity 
evolution. The general trend of their conclusions based on data brighter than m c:= 24 is that 
small values of q0 are required to fit the observed slope of the magnitude distribution (see 
e.g. the review by Koo, 1988) .  Nevertheless, in one of the most recent papers on this 
subject (Yoshii and Takahara, 1988) , their "best fit" of the observations is still poor and the 
authors conclude that "if the observational uncertainty is taken into account, it may be safe 
to conclude that 0 < q0 < 0.5 is an allowable range" . 

In this paper, we use our model of spectrophotometric evolution (Guiderdoni and Rocca-
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Volmerange, 1987,  Rocca-Volmerange and Guiderdoni, 1988, hereafter GRV and RVG) to 
propose our own analysis and predictions for faint galaxy counts. These results are more 
completely described and discussed in Guiderdoni and Rocca-Volmerange, 1989. 

2. Predictions of faint galaxy counts 
2.1 Principles 

In their simplest form, the predictions of faint galaxy counts are based on the assumption 
that the comoving number of galaxies of each type is conserved once the galaxy formed at 
redshift ZJor · Let d2 Aj (m>. ,  z) be the number of galaxies of spectral type j and redshift 
[z, z + dz[ contributing to the counts per steradian and magnitude bin around apparent 
magnitude m>, . This elementary contribution simply reads: 

(1) 

dV /dz is the volume element per steradian of the shell [z,  z + dz[ given in classical textbooks 
(e.g. Weinberg, 1972) . <I>1 (M>. ) is the luminosity function per volume unit for type j deter­
mined from the analysis of nearby galaxies. The absolute magnitude through the .X filter is 
computed from the apparent magnitude m>. by means of the formula: 

(2) 

(m-M) b01 (z) is the bolometric distance modulus (Weinberg, 1972) .  The quantities kj>. (z) and 
ej>. (z) are the k-correction and the e-correction which depend on type j. The k-correction 
accounts for the cosmological redshift of the spectra of distant galaxies . The e-correction 
accounts for the intrinsic evolution of the rest-frame spectra of distant galaxies with respect to 
nearby standards . They are computed from evolving synthetic spectra according to formulae 
recalled in RVG. 

The total counts per steradian and magnitude bin dm>. are obtained by integrating the 
elementary contribution on z and summing on j 

(3) 

Zmax,J = min(ZJor,j , Zlim) with Zlim being the redshift above which the Lyman continuum 
break enters the .X filter: 1 + Z/im "" .X/912 A. Even if galaxies form at high ZJon they appear 
in the J-band (Aeff "" 4620 A) counts only below redshift Zlim "" 4. N(m>. ) is a number of 
galaxies per steradian and magnitude bin dm>. .  

2.2 Luminosity functions 
The luminosity function for each spectral type j has a Schechter form. The values of the 

J-band magnitude M1� of the knee and of the slope °'i for each type are taken from King 
and Ellis, 1985, and tabulated in Table 1 for h = 0.5, with h = (Ho/ 100 km s-1  Mpc1) .  
These values are consistent with the overall determination of Efstathiou et  al., 1988, leading 
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Table 1: Parameters of the Schechter luminosity function for each type. Col. (2) and 
(3) : J-band absolute magnitude of the knee (for Ho = 50 km s-1 Mpc1)  and slope. Col. 
(4) and (5) :  observed fractions fj in a magnitude-limited field survey with J < 16.75, from 
Shanks et al., 1984, and computed "density fractions" gj in the luminosity functions. 

type M� J Oij fj gj 
(1)  (2) (3) (4) (5) 

E/SO -21 .10 -1 .00 0.43 0.35 
Sa -20.90 -1 .00 O.o7 0.o7 
Sb -20.90 -1 .00 0.19 0.18 
Sc -20.90 -1 .00 0.18 0.17 
Sd -20.45 -1 .00 0.09 0.15 
Im -20.45 -1 .00 0.04 0.08 

Table 2:  History of star formation for each type, according to scenarios A, B and C 
described in sections 2.3 and 3.1 .  Scenario B predicts fainter and redder galaxies in the past 
than scenario A. Scenario C is intermediate. 

scenario A/C(*) scenario B 

type SF law B - V SF law B - V 
at 12-16 Gyr at 12-16 Gyr 

E/SO lg(t) (*) 0.92-0.91 T(t) = 1 (t < 1 Gyr) l .00-0.95 
(UV-hot) (1 Gyr burst) 

Sa 0.4g(t) 0.74-0.84 b/d = 1.6 0.85-0.78 
Sb 0.3g(t) 0.67-0.78 b/d = 0.86 0.76-0.70 
Sc O.lg(t) 0.51-0.58 b/d = 0.11 0.49-0.51 

Sd 0.060 0.42-0.47 0.060 0.42-0.47 
Im 7.7 10-4t2 0.31-0.34 7. 7 10-4t2 0.31-0.34 

g(t) '= .Mgas (t)/ .Mtot • 
(*) For A: all E/SO are UV-hot. For C: 50 % of E/SO are UV-hot and 50 % are 1 Gyr 

bursts as in scenario B. 
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to M* = -20.90 ± 0.10 + 5 log(h/0.5) in the J band, and a =  -1 .07 ± 0.05, but they are 
preferred to the latter because of their type dependence. The "density fractions" g; are 
computed from the observed fractions !; in a magnitude-limited sample of nearby galaxies 
(brighter than J = 16.75) taken from Shanks et al., 1984. Since evolution is small at the 
look-back times corresponding to these magnitudes, these values are almost unsensitive to 
the choice of the evolutionary corrections. Since the value of ¢* in the luminosity function 
is not well determined, we choose to normalise the predicted counts to the observations at 
magnitude J = 19. Table 1 summarizes these input ingredients. 

2.3 k- and e-corrections 

The computation of the k- and e-corrections is based on the set of evolving synthetic 
spectra given in RVG for various spectral types of the Hubble sequence. These spectra are 
the main outputs of our model of spectrophotometric evolution (GRV) . This model has a 
number of improvements with respect to the previous ones: (i) The theoretical stellar tracks 
include the last stages of stellar evolution (Horizontal Branch, Asymptotic Giant Branch) . 
(ii) The rest-frame UV flux, which is fundamental for the predictions of apparent magnitudes 
of high-redshift galaxies in the visible, are estimated from the complete library of the JUE 
stellar atlas (Wu et al. ,  1983) . (iii) The model gives good fits of observational spectra and 
colours of nearby galaxies and the spectral types are considered "templates" (see e.g. the 
reviews by Rocca-Volmerange and Guiderdoni, 1988b, 1989). The Hubble sequence is simply 
described by varying a characteristic time scale for the conversion of gas into stars, in the 
expression of the Star Formation Rate (SFR) . In particular, we keep a constant Initial Mass 
Function (IMF) d}I (m . ) /d In m. oc m;x . We use Scalo, 1986, observational slope x = 1.7 for 
the IMF of massive stars (80M0 > m. > 2M0 ) which emit the crucial rest-frame UV light. 
For the low-mass stars, the slopes are the classical x = 1.35 for 2M0 > m. > 1M0 and 
x = 0.25 for 1M0 > m. > 0.1M0 .  Finally, the internal extinction and the nebular emission 
are taken into account. 

The E/SO are represented by the so-called "1 Gyr burst" and "UV-hot" models depend­
ing on the amount of UV excess which we assigned to star formation (Rocca-Volmerange and 
Guiderdoni, 1987) . The 1 Gyr burst model followed by passive stellar evolution is the "red 
envelope" of the possible colours, with no UV excess. The range of observed UV excesses 
in the nuclei of nearby galaxies spans between this model and the UV-hot model (Rocca­
Volmerange, 1989b) which reproduces the UV and visible spectrum of the nuclei of M87 
and NGC 4649. We shall investigate the influence of these two histories of the SFR on the 
high-redshift predictions. For late-type galaxies, we shall also test two possible histories of 
the SFR. In the first one, we assume that there is no interruption of star formation between 
the formation of the bulge and the disk. The spectral types from Sa to Sc are described 
with SFRs proportional to the gas content after formation at redshift ZJor· In the second 
one, bulge and disk evolutions are followed separately, as in King and Ellis, 1985 (bulges 
evolve as the 1 Gyr burst model and disks evolve with a constant SFR) . In the first scenario, 
Sa, Sb and Sc become redder as they age. In the second one, they become bluer since the 
luminosity of the bulge strongly decreases while that of the disk is nearly constant. In an 
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Figure la-d: Influence of the scenario of evolution on the magnitude distributions in the 
u+ J+ F+ N+ photometric bands. Scenarios A, B and C are recalled in Table 2. Scenario A 
is "bright" , scenario B is "faint" . In scenario C, half of the E/SO evolve according to the 
burst model and the other half according to the UV-hot model, with late-type galaxies as 
in scenario A. The redshift of galaxy formation is ZJor = 30 and q0 = 0.05. Solid lines: with 
evolution (Scenarios A, B and C) .  Dotted line: no evolution. 
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average, galaxies in the past are fainter in the second scenario than in the first one. Finally, 
Sd and Im are respectively described with constant and increasing SFR. Table 2 summarizes 
the various SFR histories which will be used to reproduce the Hubble sequence. The range 
of predictions with these models illustrates the uncertainty due to the possible histories of 
star formation in ellipticals and spirals. 

2.4 Adopted value of Ho 
The Ho dependence of the counts is weak. On the one hand, the luminosity function 

dependence in Hg cancels that of the volume element dV /dz in H03 • On the other hand, 
the effect on the bolometric distance modulus (m - M)b01 is cancelled by the Ho dependence 
of MJ . The only Ho dependence is that of the e-corrections through the relation of galaxy 
ages tgat (z) to redshift z. 

The values of Ho and qo determine an upper limit for the current age of the stellar 
population in a galaxy. The values Ho = 100 km s- 1 Mpc- 1 and 0 :::; q0 :::; 0.5 lead to ages 
of the universe 6.5 :::; t0 :::; 9.8 Gyr. The corresponding evolutionary time scales produce 
colours which are much too blue and cannot fit a number of objects, as shown in Guiderdoni 
and Rocca-Volmerange, 1988, from the comparison of predicted colours with a compilation 
of cluster and field galaxies at z < 0.8. Consequently, we hereafter retain Ho = 50 km s- 1 
Mpc-1 ,  giving ages 13.1 < t0 < 19.6 Gyr for 0 < q0 < 0.5, with small values of q0 to be 
preferred on the basis of the reddest observed colours. 

3 .  Magnitude distributions 

We compiled data available in the literature and reduced the systems used by the various 
authors to the Kron, 1980, and Koo, 1985, photographic plate system u+ (Aeff "" 3660 A), 
J+ (Aeff "=' 4620 A), F+ (>..eff "=' 6170 A), N+ (>.elf "=' 7940 A) . Tyson, 1988, proposes 
a correction for confusion at faintest magnitudes in his deep counts. This correction is 
taken into account with its large error bars. The Poisson errors reported in the figures 
are probably underestimates of the real uncertainties, since the various authors are not in 
complete agreement. In particular, the counts by Shanks et al., 1984, in the direction of the 
South Galactic Pole are a factor oe 2 above the other counts. Infante et al., 1986, and Metcalfe 
et al., 1988, commented on this discrepancy, which could be due to zero-point differences in 
the photometry (CCD with respect to photographic plates, for instance) as well as to real 
fluctuations in galaxy counts from field to field. 

3 . 1  The history of star formation and the redshift Zfor 
Figure 1 shows the influence of the scenario of evolution on the magnitude distributions 

in the u+ J+ F+ N+ photometric bands, with Zfor = 30 in a qo = 0.05 universe. We introduce 
three sets of scenarios (recalled in Table 2) which give almost the same visible colours for 
nearby galaxies, but evolved differently in the past. Scenario A gives "bright" galaxies in 
the past by using the UV-hot model for the E/SO and SFRs proportional to the gas content 
for late-type galaxies. Scenario B gives fainter and redder galaxies in the past with respect 
to scenario A by using the 1 Gyr burst model and separate bulge/disk evolutions. We take 
redshifts of formation z}or = 30 for the bulges and zj0r = 5 for the disks, and bulge/disk 
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Figure 2: Influence of z for on the faint galaxy counts. q0 = 0.05. Solid lines: with 
evolution (scenario C) . Dotted line: no evolution. Large values of Zfor are required to fit the 
slope and the plateau fainter than J+ o: 25. 

Figure 3: Influence of q0 on the faint galaxy counts. ZJor = 30. Solid lines: with 
evolution (Scenario C) . Dotted line: no evolution. Small values of q0 are required to fit the 
slope and the plateau fainter than J+ o: 25. 
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luminosity ratios b/d in the J+ band are fixed in order to reproduce a plausible range of 
visible colours for present Sa, Sb and Sc. Finally, in scenario C, half of the E/SO evolves 
according to the 1 Gyr burst model and the other half according to the UV-hot model, with 
later-type galaxies as in scenario A. The models are normalised to the data at J+ = 19. 

The fit of the counts in the four photometric bands is good for scenario A and C, and the 
uncertainties due to the scenario of evolution are comparable to those appearing from the 
data, especially from the scatter of the observational results from one author to another, and 
from the correction for confusion given in Tyson, 1988, deep counts. Scenario B appears 
too faint. The influence of varying zj0r (provided that z}or = 30) or the luminosity ratio is 
much smaller than the difference between A and B. So the fit of the magnitude distributions 
seems to need scenarios of "active" star formation in the past. This is the first trend. In the 
following sections, we shall take scenario C, keeping in mind the scatter of figure 1 .  

Figure 2 shows the influence of varying Zfor for q0 = 0.05. Zfor acts in  the computation 
of the e-corrections and in the upper limit of the integral of the counts (see equation (3)) 
which is larger for higher z for . Large values of z for are required to fit the counts. This is 
the second trend. The value Zfor = 5 predicts a bump around J+ = 24 which is not in 
the data. The value Zfor = 2 does not reproduce the slope fainter than J+ = 20, and the 
predicted faint-magnitude plateau is strongly discrepant with the data, at � 4u, in one takes 
into account only the level of the plateau (J+ > 25.S) compared to the error bars arising 
from the correction for confusion. 

3.2 The value of q0 
Figure 3 shows the predictions with various q0 and Zfor = 30. The various predictions 

without evolution are shown. They slightly differ one from each other because of the influence 
of q0 on geometry (the bolometric distance modulus (m - M)b01 (z) and the volume element 
dV/dz are smaller at fixed z for smaller q0 ) . The observed counts have a slope steeper than 
the predictions without evolution, whatever the values of q0 may be. ' The predictions with 
evolution are much more sensitive to q0 than the predictions without evolution. In fact, the 
deceleration parameter influences the counts with evolution through geometry and through 
time scales t(z) in the computation of the e-corrections. The plateau occurs at lower levels 
for higher qo, with a factor � 4 shift in the counts between qo = 0 and qo = 0.5. Small 
values of q0 are strictly required to fit the counts. The predicted plateau for q0 = 0.5 is 
not consistent with the data at � 4u, with the previously-mentioned significance. The value 
qo = 0.25 is discrepant only at 2u and can be marginally retained. This is the third trend. 
Tyson, 1988, counts fainter than J+ � 25 are particularly constraining. The value q0 = 0.05 
gives a good fit from the bright end down to J+ � 27. 

3.3 Comments 
The above-mentioned conclusions can be rapidly summarized. (i) The - 0.4 slope at 

20 < J+ < 24 can be reproduced provided that the luminosity evolution is large enough with 
respect to the present-day galaxies. This can be done through the choice of the SFR at the 
early epochs, of Zfor and of q0• High SFR and qo or low Zfor increase the slope. With "active" 
SFR designed to reproduce the colours of present galaxies (say scenario A or C) , qo = 0.5 or 
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Figure 4: Influence of the slope of the IMF dN (m. )/d ln m. ex m-;:-x for massive stars 
(80M0 > m, > 2M0 ) .  The predictions for x = 2.3 (Miller and Scalo, 1979, dashed lines) 
and x = 1 . 1  (solid lines) are computed with ZJor = 30 and scenario C, in the cases qo = 0.05 
or 0.5. The value q0 = 0.5 is not consistent with the data, whatever the slope of the IMF 
may be. 

Figure 5a-b: (a) Colour distribution for 17.5 < J+ < 18.5. The observed number of 
galaxies per colour bin in a 12 deg2 area is drawn from Shanks et al., 1984. (b) Colour 
distribution for 23 < F+ < 24 . The observed number of galaxies per colour bin in a 0.036 
deg2 area is drawn from Tyson, 1988. The normalisation of the computed counts was fixed 
by the total counts, with no additional free parameter. Solid lines: with evolution (scenarios 
A and C) , ZJor = 30 and qo = 0.05. Dashed lines: with evolution (scenario C) , ZJor = 2, 
qo = 0.05 or Zfor = 30, qo = 0.5. Dotted line: no evolution. 
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Figure 6: Redshift distribution for 20 < J+ < 21.5. The data are drawn from Broadhurst 
et al., 1988. The various predictions are computed per 0.05 mag bin in the area surveyed by 
the authors. The counts are normalised to the observed total number of galaxies. Solid lines: 
with evolution (scenarios A and C) ,  ZJor = 30 and q0 = 0.05. Dashed lines: with evolution 
(scenario C) ,  ZJor = 2, q0 = 0.05 or ZJor = 30, q0 = 0.5. Dotted line: no evolution. 
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ZJor = 2 would give too steep slopes. With low qo and high ZJor , "active" scenarios (A or C) 
are required to fit the slope. Nevertheless, the various lines are very close at J+ < 24. This 
is the reason why it has been so difficult to disentangle the effects of the various scenarios 
of SFR and cosmological models on the basis of data brighter than this limit, although this 
conclusion was already reached in a qualitative form (see the review by Koo, 1988). (ii) The 
plateau at J+ > 25 is not reproduced with q0 = 0.5 because of the smaller volume elements 
and bolometric distance modulus, nor with ZJor = 2 because of the lack of galaxies at very 
high redshift. In fact the plateau would appear at much fainter magnitudes if evolution was 

not taken into account. So its position has a "geometric" origin, but it is "enhanced" by the 
evolution which makes it appear at the relevant apparent magnitudes. Even with small q0 
and large ZJon only the most active SFRs can reproduce the observed plateau. 

Here we get good fits of the magnitude distributions in all surveyed photometric bands, 
from J+ "" 16 down to J+ "" 27, with q0 = 0.05. We emphasize the fact that the fit is 
naturally obtained on a ten-magnitude range with standard scenarios of evolution derived 
from the study of nearby and high-redshift galaxies. The rejection of q0 = 0.5 appears to be 
a strong conclusion of the model on the basis of Tyson's results . Is this rejection reliable ? 
In fact, if the luminosity evolution in our models was underestimated, we should artificially 
get low values of q0 from fits of the data. 

For instance, a systematic change of the IMF in the past might be responsible of such 
an underestimate. We checked this possibility by varying the Salpeter index for the slope 
of massive stars (m. > 2M0) .  In our standard model, it is x = 1.7. We tested the values 
x = 2.3 (Miller and Scalo, 1979) and a flat IMF, with x = 1 .1 .  The results are shown in figure 
4. With qo = 0.05, it is clear that, for scenario C, an intermediate slope is needed (precisely 
our choice x = 1.7), or SFRs more active (resp. less active) than scenario C if one wants 
to keep the value x = 2.3 (resp. x = 1 .1 ) .  With q0 = 0.5, the level of the faint-magnitude 
plateau is weakly dependent on the choice of x. Thus the rejection of q0 = 0.5 cannot be 
avoided by these changes of the IMF. Guiderdoni and Rocca-Volmerange, 1989, also show 
that neither nebular emission nor internal extinction could lead to a sufficient misestimate of 
the luminosity evolution. 

Finally, one could remark that the evolutionary time scales derived for high-redshift 
galaxies rest on the input stellar tracks and particularly on the Giant Branches which are the 
dominant contributor in evolved galaxies (see GRV) . Could models with input stellar tracks 
leading to shorter evolutionary time scales modify the conclusion ? In fact, the rejection 
of qo = 0.5 on the basis of the faint galaxy counts is mainly due to the level of the faint­
magnitude plateau, which is a "geometric" effect enhanced by the evolution. As it is the case 
for a shallower-slope IMF, one can expect that shorter time scales or stronger luminosity 
evolution will increase the slope of the counts and shift the plateau towards brighter apparent 
magnitudes, without improving the fit. 

4. Colour and redshift distributions 

4 .1  Constraints from colour distributions 



1 61 

Figure 5 gives the colour distribution for 17.5 < J+ < 18.5, from Shanks et al., 1984, and 
for 23 < F+ < 24 from Tyson, 1988. The model predictions with the chosen normalisation 
are simply rescaled to the sky areas quoted by the observers. So there is no additional 
free parameter in the fit of the colour distributions with respect to the fit of the magnitude 
distributions proposed in section 3. The colour distribution with 17.5 < J+ < 18.5 is very 
well reproduced. Since the colour evolution is still weak at these magnitudes, the excellent 
fit only reinforces the strong consistency of the choice of normalisation, parameters of the 
luminosity function and mix of spectral types. The fit of Tyson, 1988, colour distribution 
is fair. The predicted histogram show a bump at J+ - F+ = 0.4 which is not observed. 
This might be due to the beginning of confusion. Tyson estimates that the correction for 
the blue objects missed in the observations could bluen the mean of the colour distribution 
by "" 0.1 mag (Tyson's figure 17) . On the other hand, it is expected that the colours at 
this depth are more sensitive than the slopes of the counts to the details of the SFR history. 
The red part of the distribution strongly depends on the choice of the evolution model for 
E/SO. As a matter of fact,  our scenario C seems to still have too few "UV-hot" early types. 
Nevertheless, the general agreement with the total number and colour range of observed 
objects, and especially the large number of observed blue objects (with respect to no evolution) 
is surprisingly satisfactory, since no additional ad hoc modelling has been introduced. 

Finally, one must recall that the faint galaxy counts show a scatter of a factor 2 from 
one field to another (one author to another ?) So one can expect that it will be difficult to 
obtain a good agreement of the colour distributions in magnitude slices. Nevertheless, it is 
pretty clear that scenarios with low ZJor or high q0 are not consistent with the data. They 
predict the existence of too many very blue galaxies which are not observed. The scenario 
with low q0 and large ZJor gives the best trend for the bump bluer than J+ - F+ "" 1.2, with 
respect to the no-evolution predictions. 

4.2 The Durham Faint Survey 

We took the redshift distribution of faint galaxies with 20 < J+ < 21.5 from the Durham 
Faint Survey (hereafter, DFS, Broadhurst et al., 1988). The data are summed on b.z = 0.05 
bins corresponding to the predictions. Figure 6 shows the redshift distribution for 20 < J+ < 
21.5 from the DFS, with predictions of various models. The models are normalised in order 
to give the same total number of galaxies as the observed sample. The peak at z = 0.175 is 
due to some clustering in one field (the so-called SGP) among the five surveyed, as noticed 
by the authors themselves. At these redshifts, the intrinsic evolution is weak. Anyhow, the 
above-mentioned conclusion leading to high values of ZJor in a low-q0 universe is consistent 
with this redshift distribution. 

Broadhurst et al., 1988, proposed two quantitative tests for the distribution: the average 
redshift < z > in the magnitude slice 20.5 < J+ < 21.0, where their data are more complete, 
and the slope "I = d log N(m)/dm of the magnitude distribution between J+ = 20 and 
24. The data give < z >= 0.225 ± 0.015 and "I = 0.43 ± 0.02. The fit by scenario C has 
< z > =  0.220 and "I = 0.442 (respectively differring from the observed means by only 0.3u 
and 0.6u) . 
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5 .  Conclusions 

The luminosity and spectral evolution predicted by our model in the case of pure luminos­
ity evolution have been compared to apparent magnitude and colour distributions obtained 
from faint galaxy counts in four photometric bands from 3600 A to 7900 A. 

(i) Low qo (say, below 0.25 at 2u, with u being the error of the correction for confusion 
given by Tyson, 1988) and large Zfor (say, above 10) are required to fit the slope of the 
counts on a ten-magnitude range, and the plateau observed down to J+ ""' 27. The values 
qo = 0.05 and ZJor = 30 give a good fit. The values qo = 0.5 or ZJor = 2 are in strong 
discrepancy with the data, since they miss to reproduce the faint-end plateau at 4u. This 
rejection appears to be very strong and does not come from misestimates of stellar data 
(with respect to previously-published models) , internal extinction, nebular emission, or IMF, 
as discussed in Guiderdoni and Rocca-Volmerange, 1989. Tyson, 1988, magnitude and colour 
distributions are particularly constraining. 

(ii) Among the plausible scenarios of evolution depending on the spectral type, and fitting 
the properties and distribution of nearby galaxies, scenarios with "active" past SFR, for in­
stance with a large number of UV-hot early-type galaxies and SFR of late types proportional 
to the gas content, are to be preferred. 

(iii) The colour distributions of faint galaxies reinforce this conclusion. The redshift 
distribution of the DFS is also naturally reproduced. On the basis of this distribution, we 
do not see any evidence for a dominant contribution of the burst-driven luminosity evolution 
claimed by Broadhurst et al. ,  1988. 

In order to escape from this conclusion and to save q0 = 0.5 (!lo = 1) predicted by 
inflationary scenarios (if A = 0) , one could invoke the entangling of number evolution and 
luminosity evolution (which is anyhow absolutely needed by the standard cosmological mod­
els) . Since an accurate modelling of the evolution of luminosity after merging is needed before 
any definitive conclusion, we keep low q0 and high ZJor as a conservative conclusion of the 
present paper. 
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We present some results prior to publication of an investigation on the methodology to 
determine the deceleration parameter q0 • The goal is to obtain a formal value of q0 from the 
distance-magnitude relation of brightest cluster galaxies. The differences between the maximum 
likelihood approach with the usual technique(s) of fit are mainly emphasized. The correct 
Malmquist corrections, which depend on the world model, are derived. An application to the 
Hoessel, Gunn and Thuan (1980) data provides an unlikely formal value, which shows that the 
(usual) statistical model is poorly defined. This result has consequences which cannot be neglected 
because a reliable determination of qo requires a secure evolutionary model as well as a correct 
statistical description of the sample to fit the data to the world model. 

*) Laboratoire Propre, LP7061; 1) Universite d'Aix-Marseille II ;  2) Universite d'Aix-Marseille I 
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1. Introduction 

The most preferred method to detennine the deceleration parameter q0 has long been a least 

square fit of the log redshift-magnitude relation in the Hubble diagram. This technique was widely 

performed on brightest cluster galaxies because of the small dispersion in their intrinsic absolute 

magnitudes (see Humason, Mayall and Sandage 1956; Sandage 1972a,b,c; Gunn and Oke 1975, 

herein GO; Sandage, Kristian and Westphal 1976). It is clear that, since the true value of q0 

cannot be ruled out without a perfect knowledge of evolutionary effects, the most pressing step to 

achieve is to derive a model of spectroscopic evolution of the sources. However, by comparing the 

results obtained by Kristian, Sandage and Westphal 1978; Hoessel, Gunn and Thuan 1980 (herein 

HGT), Hoessel and Schneider 1985, it turns out that decades of effort for collecting and analyzing 

data in order to estimate (at least) a formal value of q0 has led unfortunately to inconsistent 

conclusions. While this difficulty has not yet been clearly understood, it is generally believed that 

the uncertainty lies in the correction of observational data. Herein, because it is of interest to make 

clear the statistical approach before utilizing any evolutionary model, we have adopted a 

complementary point of view by questioning the statistical technique. 

The low redshift sample of HGT, for which the effects of evolution can be neglected, is used 

as support of this investigation. Note that the determination of q0 is certainly not accurate when 

using a low redshift sample but this is not the goal of this investigation. The details of these results 

are given in Bigot and Triay (1989a,b). 

2. The distribution of the data 

In this section we describe the most common statistical model used to describe a sample of 

brightest cluster galaxies. The (linear) Hubble diagram is introduced as a graphical tool which 

permits to check apparent disagreements between the data and the model. 

2 .1. The usual statistical model 

The usual statistical model assumes a Gaussian luminosity distribution function and a uniform 

spatial distribution of the sources. Instead of using the absolute magnitude M ,  let the luminosity 

distribution function be written in terms of the reduced absolute magnitude, hereafter RAM, 

µ = M + 5log(c/H0) - 5 , as follows : ga(µ;µ0,<J) ; where µ0 is the mean and <J the 
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standard deviation. If the selection effects depend on a monochromatic (apparent) magnitude S ,  

called sampling magnitude by GO, and on the redshift z , then the density of probability 

describing an observed object is given by 

(1) 

where A(µ0,o) = f </lnag(S)<P,ed(z) g0(µ;µ0,o)dµ dV dPrabs is a normalization factor, dV is 

the comoving volume element, dPrabir) is the density of probability describing the distribution 

of the reddening correction terms rk = As(X k) , 'Pmag(S) and 'Pre£z) are technical functions 

describing the selection effects. If the sample is complete to the limiting search magnitude Slim 

within the redshift range Zmin < z < Zmax , the technical functions read by means of the 

Heaveside distribution function 

'llnag(S) = 9(Slim - SJ 
'f1eJz) = 9(z - Zmin)9(Zmax - z) 

(2) 

In general, S is identified to the magnitude which is obtained bracketing the galaxy within a 

constant linear sampling radius in a particular world model q0 = q� (i.e. by adopting a 

diaphragm radius z --+  J1z) as given by a particular function of the redshift z ). Hence, by 

writing the luminosity as a power law in the projected diaphragm radius, the redshift-magnitude 

relation reads 

S - r = µ + ;(z) + Ks(z) (3) 

where Ks(z) is the K-correction, ;(z) is the distance modulus 

;(z) = 5/og(l+z) + 5((1-a/2) log Zq.(z) + (a/2) log Zq;,(zJ) (4) 

a is the structure parameter and Zq0(z) is the dimensionless measure of the luminosity 

distance, see GO and Bigot and Triay (1989a). Finally, the density of probability describing the 

distribution of N objects reads dPr� = fl f=1d'Ptftkj1 , where dP/,i",/, = dPrdat is defined by 

Eq. (1). 

22. The (linear) Hubble diagram 

It is clear that the real situation might not be so clear cut as that, and plots can be utilized for 

checking the validity of the working hypotheses. Two kind of problems are expected : the effects 

due to the evolution (which are not described in the statistical model) and the ones due to selection 
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effects (which might not be sufficiently well described by the technical functions (2)). It i s  well 

known that the Hubble diagram is not well adapted to discriminate between the effects of evolution 

and the one due to the geometry, and furthermore it turns out that it does not overcome the 

problems of selection effects. Indeed, the feature which does not facilitate the analysis of selection 

effects is that the coordinates are both redshift dependant (log z versus the apparent magnitude 

corrected for the reddening and the K-dimming mR.K = S - r - Ks(z) ). Moreover, the K­

correction term makes curved the boundary of the distribution of the data at the faint branch of the 

Hubble diagram (i.e. when mR.K = Sum - r min -Ks(z) at high redshift) where the deviation 

from a straight line is expected to be the most important. 

To overcome these problems of recognition (evolution and selection effects), it is more 

convenient to use the (linear) Hubble diagram, see Bigot and Triay (1989b). This diagram displays 

the distribution of the data in the [ t;,mR] coordinates, 

mR = S - r  
t;(z) = l;(z) + Ks(z) (5) 

The only difference between the Hubble diagram is that all redshift dependence lies in the function 

t;(z) . Hence, the bound of the distribution of the data at the limiting search magnitude Sum -

rmin is a straight cutoff which does not depend on redshift. Additionally, any discordance with 

the working hypotheses (2) produces an anomaly in the distribution of the data which is either 

vertical or horizontal (and thus orthogonal) depending on which variable (the redshift or the 

apparent magnitude) the technical functions does not fit. Note that this diagram is model dependent 

because t; = /;(z) depends of the value of q0 • This unusual feature permits to inquire on the 

luminosity evolution. Indeed, the effects of evolution can be described by rewriting the density of 

probability (1)  as follows : to account of the luminosity evolution, the mean RAM transforms 

µ0(z) = µ0 + L1µ0(z) , which depends on redshift by means of a the variation L1µ0(z) ; and a 

factor h(z) is included to account of the number evolution (hence, the spatial distribution 

function reads °" h(z) dV ). Therefore, in accordance with (3) and (5), when plotting the data 

with bogus values of q 0 , the distribution lies about a curve of equation 

m• .. µ0 + t;(z) + L1µ0(z) - Lll;(z) where the term Lll;(z) accounts of the error on the value 

of q0 • Note that the distribution has an asymetrical dispersion : it is Gaussian at constant t; 
and with probability density function equal to h(z) dv,tdt; at constant mR ; where t;r = t; -

Lil; and Vr are defined for the true value of q0 • Then, when plotting the data for the true 
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value of q0 (ie : L1� = 0 ), the distribution lies within a straight line of unit slope in the case of 

no luminosity evolution (ie : L1µ0(z) = 0 ). Conversely, the effect of luminosity evolution is 

emphasized by a persistent residual curvature in the diagram when choosing a value of q0 to 

make the distribution as linear as possible. In this case, a minimal amount of evolution can be even 

estimated by the term (L1µ0),,.;,.(z) = L1µ0(z) - L1�(z) . Actually, this estimate is valid as long as 

the geometry does not act exactly as an effect of evolution (ie : L1µ0(z) - L1�(z) = 0 ) , that 

would be a peculiar situation. The problem of choosing a such value for q0 is related to the 

statistic which is used. 
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Figure 1 : The (linear) Hubble diagram with q0 = 112 : (a) the HGT's data, (b) a 

characteristic simulation. 
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23. The data 

The low redshift sample of HGT is used as support of this investigation. We have 

simulated 50 random samples {(µ,V)k.} in the Standard model ( q0 = 112 ) following the 

statistical model as defined by (1) and with characteristics similar to HGTs data : 1 16 objects, 

completeness to the limiting search magnitude Sum = 16.8 with µ0 = 20.78 and 

a= 0.34 ; the sampling magnitudes Sk are obtained from (3) by utilizing uniform randomly 

distributed values of rk ( 0 < rk < 0.35 ) to simulate the galactic absorption, the K-correction 

used is a smoothed version of the one obtained by Schild and Oke (1971) as given by GO, and 

with a constant structure parameter of a = 0.49 . 

Figure 1 shows the (linear) Hubble diagram with q0 = 112 : (a) the HGT's data, (b) a 

characteristic simulation. It turns out that, by comparing these diagrams, it is clear that the working 

hypotheses do not describe the HGT's data. Accordingly to the above discussion on this diagram, 

the effect due to a luminosity evolution cannot account of the difference between the two 

distributions and particularly because of the small redshift extent of the sample Zmax "" 0.15 . 

This statistical analysis is given in Bigot, Fliche and Triay (1988); it suggests that, if the working 

hypothesis (1) is kept, the selection effect on the apparent magnitude is not simply described by a 

cutoff at the limiting magnitude but by a decreasing tendency (roughly exponential versus the 

magnitude S ) to select the fainter objects; a similar analysis is presented at this conference by 

Bigot. The consequences of this uncertainty on defining the statistical model when using a 

technique of fit to determine q 0 is discussed at the end of the following section. 

3. The techniques of fit 

In this section, the usual techniques of fit as well as the one given by the maximum likelihood 

(ML) technique are described. The application of these techniques with simulated and real brightest 

cluster galaxies samples are performed and compared; further details are given in Bigot and 

Triay (1989a) 

3 .1. The usual techniques of fit 

The question on how to perform the fit, either at constant redshift or at constant magnitude, 

has long been discussed and no definite solution has been proposed. It must be noted that the 
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common feature of these approaches consists as a matter of fact to minimize a dispersion function. 

With Eq. (3), these dispersion functions read as follows : (a) for a fit at constant redshift one has 

N 
Dred(qo) = � "'i,{mfK - Wzt) + µo)J2 

k=l 
(6) 

where mR.K is the apparent magnitude corrected for the reddening and the K-dimming, and (b) 

for a fit at constant magnitude one has 

N 
Dmag(qo) = � L{log(zk) - iog(f�1}(mV - µo;)J2 

k=l 
(7) 

where [�I] is the inverse function of �(z) which is defined in (4). It is clear that in both Eq. 

(6) and (7), the mean µ0 must be obtained by a statistic which removes the Malmquist bias. To 

simplify the discussion we assume that µ0 is correctly estimated and that the sample is not 

distance limited. 

In general, the use as well as the construction of a particular dispersion function is suggested 

by an heuristic approach of the Hubble diagram that we summarize as follows. Regardless of 

selection effects, the fit at constant redshift, see Peach (1970), might be preferred because the 

residuals are randomly Gaussian distributed and do not depend on cosmology, see 

Sandage (1972a). In the other hand, in accordance with GO, as long as the limiting search 

magnitude exists, the fit at constant magnitude is recommendable to avoid the cut off problem. 

Nonetheless, let us points out that, in this case, the conditions of utilization of a least square fit are 

not any more confinned because the dispersion of the distribution at constant magnitude is not 

symmetrical ! 

Moreover, note that the dispersion function (6) reads also Dred(q0) = (JIN) Iti<µt ­
µ0)2 , which is a biased statistic (the Malmquist effect) of the variance ci2 , and by expanding 

lo go{ �-I] about � = mV - µt , the dispersion function (7) reads with a similar form 

D mag( q o) = ( 11 N) P:=l nl ( µt - µ0)2 , where Irk = tr( Zt) is the slope of the distribution in 

the Hubble diagram. Therefore, one see that the minimization of (7) does not provides the same 

result as (6) unless the weighing factor Ht is constant. And, if the fit by means of (6) does not 

avoid the problem due to the cut off at the limiting search magnitude then the one by means of (7) 

also does not avoid this problem because the factor trt does not account for that. 
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In a theoretical point of view, the weakness of these techniques is that they are not covariant. 

This failure explains the difficulty to argue a fit rather than the other one. A covariant version of 

these approaches, which reaches properly the desired goal, would be actually to minimize the 

statistic Da(q0) -+ <1 which provides the standard deviation. Moreover, this approach seems 

advantageous since the uniform hypothesis on the spatial distribution, which is probably too 

strong because of clustering tendency of the clusters themselves, see Abell (1982), does not 

intervene apparently. Nevertheless, this heuristic approach is not valid. Indeed, note that the 

arguments developed in favor of D,.d or Dmag ,  and as well as the ones for D ofqo) , are 

meaningless since they use one dimensional probability distribution functions (as obtained by 

fixing constant one of the coordinates) which are of null measure. 

32. The maximwn likelihood approach 

While it might be not unique, a correct approach is given by the ML technique, which is 

described as follows : with the density function (1), the natural logarithm of the likelihood function 

reads 

where !LBias = Ln(A) - Ln(V(zmax) - V(zminJ) 
1 1 N (µ1rµo)2 LGauss = -Ln(<1) - 2Ln(2n) - "ji(i. --­

k=l 2cfl 
l N dV Lunif = N
k�/n( Tz(zt) ) - Ln(V(zmax) - V(ZminJ) 

(8) 

(9) 

The "maximum likelihood principle" asserts that the values of the parameters µ0 , <1 and q0 

should be chosen so that the function L(µ0,a,q0) is maximized; which gives in some case 

equations and hence statistics of the parameters. It turns out that the likelihood equations provide 

statistics of � and cfZ which read as two interdependent equations 

(10) 
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Note that Eq. (10) provides the statistic (or dispersion function) Do(q0) � <1 (the covariant 

version of the usual techniques). These equations are similar to the Malmquist (1920)'s ones but 

with corrections depending on q0 through the functions 

(11) 

where t;0(µ0,r) = Sum - µ0 - r .  For a given value of q0 , the equation (10) is solved by 

means of the Newton's method, which gives estimates of µ0 and <1 .  These values are inserted 

into (9) to provide the dispersion function DML(q0) = -L(�,u,q0) to minimize. The order of 

magnitude of the terms ( 1 1) for q0 = 112 , as obtained from the simulations, are 

Bo = 1 .06 (�1 .382) and B1 = 0.12 . 

Let note that Eq. (9) gives the natural logarithm of likelihood functions of well known 

densities of probability, LGauss accounts for the Gaussian distribution and the Lunif for the 

uniform distribution1• The term Ln(V(Zmax) - V(Zmin)) has been inserted artificially to show 

the decomposition (8) but it must be removed in case of a not distance limited sample while the 

uniformity is still checked. These functions are maximized to the detriment of the coupling term 

Lsias which accounts for the Malmquist bias2. It is clear that, contrary to the usual techniques of 

fit, all the working hypotheses are taken into account and contribute with equal weights in Eq. (8). 

3 3. Application to simulated and real samples 
While the simulations has been obtained in the Standard model, the determination of the world 

model by the previously described techniques has been performed on Friedmann-Lemaitre models 

without assuming (a priori) a null cosmological constant A =  3 H� (Dof2 - q0) ; this permits 

the determination of expected negative estimates of q0 (because of the accuracy due to statistical 

fluctuations) without using an unauthorized extrapolation ofMattig's formulas (1958), see GO and 

HGT; however, the estimates corresponding to unphysical models (bounced), which represents 

15% of loss, have been rejected. In principle, two cosmological parameters should be optimized 

1 1be probability density function describing a uniform spatial distribution within Ev.. •• , V .u.l reads 

8(.V - V.u.J lll'V.: .. - V) dV <V.. .. - V.,,.J-1 . 
2 LBias is the natural logarithm of the likelihood function as given by the probability to observe an object 

within the redshift range [ z.u.. z...J . 
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but the (reduced) density parameter has been fixed to n,, = 1 , since the small redshift range of 

the sample does not provide information on !20 • The results of the optimization of q0 by these 

techniques are shown in Table 1 ;  the fist line represents the mean optimized value of q0 as 

obtained by means of these approaches when using the simulations. For the dispersion functions 

given by (6) and (7), the mean µ0 has been calculated following Eq. (10), as well as for u .  

Sample Dred Dma8 (J DML 

<Simulations> "' 27 0.5±1.5 (lcr) .. 20 0.5±1 .5 (lcr) 

HGT's data 0 7 9 12 

Table 1. The optimized value of q0 as determined by the quoted techniques 

It is clear that the use of Dred and <J yields to overestimate q0 • In the other hand, the 

maximum likelihood approach gives back the value used for the simulations. Surprisingly, it turns 

out that the use of Dmag gives also the good estimate and seems equivalent to the ML approach; 

this behavior has not yet been clearly understood. When these techniques are performed with the 

HGT's data (not corrected for the Bautz-Morgan type and richness effects), see line 2 of Table 1 ,  

the ML approach gives a (very) overestimated value of q0 while the optimized value obtained 

from a least square fit at constant redshift (which is biased) looks reasonable. The qualitative 

analysis of the (linear) Hubble diagram of the data, in the Section 2.2 and 2.3, has suggested that 

the working hypothesis (2) are certainly not valid (the difficulty to select the fainter objects is 

described by a smoother technical function than a simple cutoff at the limiting magnitude). The 

comparison between the two lines of Table 1 gives the bias on determining q0 by a technique of 

fit in such a case. However, this is not the only possible explanation, among all working 

hypotheses to be questioned on defining the statistical model, another one would be that the 

selection effects are not actually described by the sampling magnitude S (as it is formally 

suggested in the literature). This suggestion is motivated by the fact that the galaxies are found on 

plates as far they can be distinguished from the brightness of the sky before the aperture correction 

is applied (i.e. by its isophotal diameter); this approach will be developed in a future paper 
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5. Conclusion 

It has been shown that a least square fit in the Hubble diagram is not a covariant technique and 

that the arguments suggesting what kind of fit must be used are inconsistent. The maximum 

likelihood approach provides the valid Malmquist corrections (for high redshifts) and shows the 

rule of the working hypotheses when using a technique of fit. By utilizing the (linear) Hubble 

diagram and with the results as obtained by the ML technique of fit, it turns out that the usual 

statistical model, defined by the working hypotheses (1) and (2), does not described the HGT's 

data. 

It is clear that the most pressing step to achieve in the determination of q0 is to derive a 

model of spectro-photometric evolution of the sources, but a correct statistical description of the 

data must be worked out in order to provide unbiased methods which can be used with 

evolutionary models. 
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We present a method to obtain a formal value (no evolution) of the deceleration parameter q0 

from brightest cluster galaxies which is free of selection effects on apparent magnitude such as the 
Malmquist bias and the Scott effect. At the contrary of the usual techniques of fit, the forms of the 
luminosity function and of the technical function describing the selection effects on apparent 
magnitude are derived. The application of this technique to a (complete) sample of brightest cluster 
galaxies gives a formal value of q0 = -0.76±0.6 and confirms the Gaussian form of the 
luminosity function for these sources, while the effects of selection (by the apparent magnitude) 
are not described by a simple cut-off at the limiting search magnitude. If the evolutionary effects 
are neglected, because of the small redshift range ( z < 0.15) of this sample, this value of the 
deceleration parameter suggests a non-zero cosmological constant (with repulsive vacuum) to have 
a density of order of Do = 0. 1 . The corrections for the Bautz-Morgan and richness classes as 
well as the effect of nuclei multiplicity are derived for this world model. In the orther hand, when 
iterating the procedure (corrections applied to the data - determination of q0 - determination of 
corrections), a stable solution is reached at q0 = 0.54 . A such discrepancy with the previous 
result suggests that the statistical model is not yet clearly defined. 

*) Laboratoire Propre, LP7061 ; 1) Universite d'Aix-Marseille Il ;  2) Universite d'Aix-Marseille I 
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1. Introduction 

The dependence on distance of the visual magnitude for brightest cluster galaxies has been 

widely utilized to determine (a formal value of) q0 but without convincing results. A typical 

example is the disagreement between the estimate of q0 = --0.55±0.45 as obtained from a 

complete sample limited to Zmax < 0. 15 , Hoessel, Gunn, and Thuan (1980), hereafter cited as 

HGT, with the q0 = 1 .6±0.4 as given by Kristian, Sandage and Westphal (1978), from a 

sample extending up to Zmax < 0.4 (both values indicating a deviation of the Hubble diagram 

from a straight line, q0 = 1 ). Because of the opposite sign of these estimates and the small 

redshift range of these samples, other reasons than effects of evolution must be found to account 

of a such discrepancy. In general, the usual statistical model describing a not evolving population, 

defined by [i) the completeness to a limiting magnitude, (ii] a Gaussian luminosity function and 

(iii) a uniform spatial distribution of the sources, is assumed to warrant the technique of fit. Slight 

differences in the approaches of these groups of authors are on the aperture correction and on the 

technique of fit. The aperture correction used in HGT works for any world model, see Gunn and 

Oke (1975), while Kristian, Sandage and Westphal (1978)'s data were corrected separately for 

assumed values of q0 = 0, + l  (for which the subsequently computed values of q0 differ by 

only 0.2 ) and a iterative procedure was used to produce a self consistent estimate. The main 

difference as a matter of fact is the technique of fit, this points has been discussed by Triay (this 

conference) and it turns out that one still obtains unsatisfactory results when using the one given 

by the maximum likelihood approach. This failure suggests that the statistical model is not enough 

accurate, since the parameters are optimized so that the expected distribution of the data fits as well 

as possible the real one. Therefore, even with a better understanding of the evolutionary effects, 

the statistical approach still remain to be improved. 

Herein, we give a new approach for which the working hypotheses [i) and (ii], as well as the 

corrections for the Bautz-Morgan and the richness classes (which are used to describe the sample 

in accordance with [ii]), are rendered unnecessary. The null correlation test has been performed 

with the low redshift sample of HGT (which is known to be complete to a limiting magnitude) by 

Bigot, F1iche and Triay (1988), hereafter cited as BFf, and gave the formal value of q0 = -

1 .2±0.6 . In this paper, we give the estimate as obtained with more accurate data of the HGTs 

sample given by Hoessel and Schneider (1985), hereafter cited as HS. We need hardly mention 
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that this work is an investigation on the methodology rather than a determination of Qo • 

2. The theory 

The null correlation test was developed by Fliche and Souriau (1979) in the case of quasars 

and adapted for extended brightest cluster galaxies by BFf, which pointed out also the technique 

to determine the luminosity function as well as the technical function describing the effects of 

selection. Herein, we describe briefly the theoretical framework of these techniques by utilizing the 

notations and quantities defined by Triay (this conference). 

2 .1 . The null correlation test 

By assuming a uniform spatial distribution of brightest cluster galaxies and that the selection 

effects depend on a monochromatic magnitude S , the density of probability describing an 

observed object reads 

I 
dPrdat = if 'Rnag(S)f(µ)dµ dV dPrabs (1) 

where A = f </lnag(S)f(µ)dµ dV dPrabs is a normalization factor, S denotes the magnitude 

(sampling magnitude) obtained bracketing the galaxy within a constant linear sampling radius, see 

Gunn and Oke (1975), hereafter cited as GO, 'Pmag(S) is a technical function describing the 

selection effects, µ is the reduced absolute magnitude, f(µ) is the luminosity distribution 

function, dV is the comoving volume element, dPrablr) is the density of probability 

describing the distribution of the reddening correction terms rk = As(X k) • The distance 

magnitude relation reads 

(2) 

where mR = S - r is a monochromatic apparent magnitude corrected for the reddening and 

'(z) = l;(z) + Ks(z) is a function which includes all redshift dependance, l;(z) is the 

(aperture corrected) distance modulus and Ks(z) is the K-correction. 

The technique is summarized as follows : with the variables transformed (µ,V) --+ (µ,mR) , 

the density of probability (1) reads 

I 
dPrdat = p(z) Xiff(µ)dµ </lnag(mR + r)dmR dPrab• (3) 

where p(z) = JavtiJmR/ = 1av1aQ is a computable function of the redshift z .  From the 
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equations, one note that p(z) cannot be written as a product of independent functions of the 

variables mR and µ , therefore this function is as a matter of fact a correlation function of these 

random variables. Let g(µ,mR) be a function which reads g(µ,mR) = p(zrl g1(µ) g2(mR) . In 

accordance with (3), the expectation of g(µ,mR) is equal to Prda1fg] = A-1 G1 xG2 where 

G 1 = fg1(µ)f(µ)dµ and G2 = fg2(mR)'R,,,,g(mR + r)dmR dPrabs depend on the functions 

Kl and g2 separately. Let z -+ w{iz) be the function defined as follows 

N 
w{iz) = w p(z) I L,wp(z;) 

i=l 
wp(z) = p(zFJ J O  PlJzJ/5 

(4) 

where fJ is an arbitrary constant. One note that the function ro{i z) has the required form which 

was described previously for the function g(µ,mR) . The proof is straightforward by using 

Eq. (2) and by noting that the average <w{izt)> becomes as less sensitive to additional sample 

values as N increases (in accordance with the central limit theorem). Therefore, if the working 

hypotheses used to defined the density of probability (1) are correct, the expected value of the 

function 

N I'(qo) = � OJp(zt) ( µk - <µ> )(  mRt - <mR>} 
k=l 
N N (5) 

where <µ> = L,w{iz;) µ; and <mR > = L,w{izj)mRj 
�1 j=l 

has a limiting distribution about rero (i.e. : Prdalf I'(q0)] --+ 0 as N increases) for the true values 

of q0 • Conversely, the equation " I'(q0) = 0 "  should provided the values of q0 which 

agrees with observed data1• An equivalent description of this test by means of weighted 

probabilities is given by BFf ; the function I'(q0) defined in Eq (5) denotes the weighted 

covariance and the wp( zt) are the weighting factors. In practice, the value of the arbitrary 

constant fJ is chosen so that the values (wfJ(zk)}t=1.N are as similar as possible in order to 

minimire the statistical fluctuations, Fig. 1 shows these weighing factors in the model q0 = -
0. 76 for the data which are described in Section 3.1. 

I Described by the density of probability (1 ). 
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Figure 1 : The weighing factors for HGT sample (99 objects) of the HS data (175 objects). 

The world model is defined by q0 = -0.76 and n0 = 0.1 . The dots scatter from a 

continuous curve z -->  w{iz) because of the individual a-corrections (aperture). 

2 .2. The lwninosity function and the selection effects 

In accordance with the equations (3,4), for a sufficiently large N ,  we have 

N µ 
F;,(µ) = 2,w,B(z.1:) 8(µ - µ.1;) oc f zo-Pµ15 f(µ)dµ 

k=l 
N mR (6) 

'1>;i(mR) = 2,w,B(z.1:) 8(mR - mR.1;) oc f zofJmR/5 «{J>(mR)dmR 
k=l 

where 8 is the Heaveside distribution function and «p>(mR) = f'llnag(mR + r)dPrabs is the 

technical function averaged in the field of the observation (one has roughly <(/)> = <p ). Therefore, 

if the equation I'(q0) = 0 holds, the luminosity function µ -->/(µ) and the technical function 

mR --> <p(mR) are derived a posteriori by inverting Eq. (6). We obtain 

f(µ) oc F;r(µ+Li,µ) - F;r(µ-Li1µ) zo/3µ15 
Li,µ+LitJ.J. 

<p(mR) oc '1>:r(mR+Li,mR) - '1>:r(mR-Li1mR) zo-fJmR/5 
Li,mR+Li1mR 

(7) 

where the intervals Aix (resp. Li,x ) contains at least ffet2 values < x (resp. > x ) in 
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order to minimize the statistical fluctuations. In practice, only the forms of these functions are 

induced from the plots of step-functions given in Eq. (7) within the statistical fluctuations. Hence, 

by inserting these candidate functions in the right hand terms of Eq. (6), we can derive statistics 

providing the values of parameters which fix them and utilize the Kolmogorow-Smirnov test to 

estimate the likelihood of these hypotheses. 

2.3. Discussion 

Compared to the usual techniques of fit in the Hubble diagram, without accounting of the 

evolutionary effects, it must be noted the following advantages : (a) the luminosity function is not 

assumed a priori Gaussian, (b) the completeness of the sample is not required as long as the 

selection effects are only described by means of the S -magnitude and (c) the null correlation test 

is an hit-or-miss approach. These aspects are developed in the following : 

(a) The form of the luminosity function is generally assumed Gaussian because of a natural 

upper limit to the absolute luminosity of individual galaxies in clusters. However, Scott (1957) 

pointed out that it might not be a sharp cutoff. In such a situation, since the tail of the luminosity 

function toward the bright magnitudes could be much more stretched than a Gaussian trend, a 

least-square fit technique would make to overestimate q0 • Moreover, since the determination of 

q0 is as much difficult as the distribution of brightest cluster galaxies is scattered, correction for 

Bautz-Morgan and Richness classes are performed. The aim is that the whole sample can be 

described by a single Gaussian luminosity function. However, it turns out that these corrections 

have not yet been determined independently of the world-model. Finally, it is clear that, since the 

form of the luminosity function is not assumed in the working hypotheses, the null correlation test 

is free of previous effects. 

(b) It is obvious that a limiting search magnitude exists, but that a sample is indeed complete to 

this magnitude is a guess of observers (which might be more likely by utilizing automatic technics 

of recognition on plates). If this effect is not negligible, the consequences in fitting the data are 

drastic since the Malmquist (1920) correction is not any more valid. 

(c) At the contrary to fitting techniques, which consist to adjust the parameters without been 

secure that the working hypotheses are adapted to the data, the null correlation test may or not 

provide a solution, i.e. : a value of q0 such that the equation I'(q0) = 0 holds (for example, it 

turned out that a solution could not be found for the 3CR sample of radio galaxies which shows a 
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strong evolution, see Bigot, Rauzy and Triay 1989). 

3. Application of the technique 

The determination of the world model has been performed on Friedmann-Lemaitre models 

without assuming (a priori) a null cosmological constant A = 3 H� (n012 - q0) ; the 

motivation can be found in BFT and in Triay (this conference). The forms of the previous 

equations do not change while another cosmological parameter must be optimized. Since the 

redshift-magnitude relation is not sensitive to reasonable variations of the (reduced) density 

parameter, because of the small redshift range of the sample, the null correlation test was 

performed at constant density for two values : at no = 0. 1 and at no = 1 . 

3.1. The data 

The HG T's sub-sample of the HS 's data consists of 99 objects chosen from all Abell clusters 

with richness class greater than or equal to 1 ; distance class 4 or less and galactic latitude above 

30°, and extending up to the redshift z = 0. 15 . The photometric data correspond to the 

apparent magnitude in the g and r passbands within a standard sampling radius of 16kpc 

(assuming Wa = 2q"S = 1 and H 0 = 6 0 km/s/Mpc), the reddening correction, which is based 

on Burstein and Heiles (1978) measurements, and the k-correction are given in Schneider, Gunn 

and Hoessel (1983). The RAM µ stands for the k-corrected apparent g -magnitude of an object 

placed at a luminosity distance of one Hubble radius. Herein, each object has its own measurement 

of the structure parameter "a" while BFT used a constant value a =  0.49 as given by HGT, 

this is the main difference between these analysis. 
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Figure 2 :  The luminosity function f(µ) . The contribution of classes (Bautz-Morgan type, 
Richness class and nucleus multiplicity) is shown by the histogram of weighing factors in each 
classes, the code 0 corresponds to clusters lacking classification. 
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3 2. Determination of the deceleration parameter 

The optimized estimates of the deceleration parameter, which verify the statistic I'( q0) = 0 

were found q0 = -0.76 (for n0 = 0. 1 ) and q0 = -0. 9 1  (for n 0  = 1 ). For 

convenience, the world model defined by the first of these values will be used in the following in 

the text. The (intrinsic) accuracy of the method as obtained by BFr was of t1q0 = 0.6 . 

However, this order of magnitude is underestimated since the mean value of the structure 

parameter <a>Hs = 0.75 is almost twice larger2 than the constant value <a>HGT = 0.49 used 

by BFr. 

3 .3. Description of the luminosity function and of selection effects 

The figures 2 display the luminosity function as given by Eq. (7). It turns out that the general 

trend (continuous line) of the diagram shows a Gaussian form like. Hence, in accordance with 

Eq. (6), by assuming that the luminosity function is indeed Gaussian, then its mean and standard 

deviation are given by the following equations 

N 
dµ = ;__1 L,wk(µk - <µ> )2 

k=I 
/3 ln(JO) 2 µo = <µ> + --5-- <1

µ 

(8) 

Hence, we obtain a mean of µ0 = 21.17 and a standard deviation <Jµ = 0.31 at a significance 

level of 75% (estimated by the Kolmogorov-Smirnov test). This result supports a posteriori the 

Gaussian hypothesis. In the other hand, it turns out that the sample is as a matter of fact not 

complete. Indeed, the probability that the measured deviation of the technical function <p(S) from 

a cutoff O(Slim- S) at a limiting magnitude Slim is due to statistical fluctuations is found of 

= 10-21 ; these results are in agreement with the BFr's investigation. 

The mean RAM in each classes (Nucleus multiplicities, Richness and Bautz-Morgan classes) 

is shown in Table 1 (first column in each class), these values are free of selection effects such as 

the Malmquist bias (1920) and the possible Scott effect (1957). 

2 For a =  2 no cosmological information can be derived, see Eq. (4) in Triay (this conference). 
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I CLASS Nucleus multiplicity Richness class Bautz-Morgan type 

<µ>c/ass <µ>class - µo N <µ>class <µ>class - µo N <µ>class <µ>c/ass - µo N 

0 *** *** (00) (21. 18) (+0.01) (05) (21.03) (-0. 14) (02) 

1 21 .22 +0.05 44 21.23 +0.06 72 20.99 -0. 18 12 

2 21 .14 -0.03 39 21 .00 -0. 17 20 21 .13  -0.04 1 1  

3 21 .01 -0.16 12 20.83 -0.34 2 21 .03 -0. 14 20 

4 21 .35 +0. 18 04 *** *** ** 21 .21  +0.04 19 

5 *** *** ** *** *** ** 21.31 +0.14 35 

Table 1. Mean RAM (first column) in each classes as obtained from the HS's data of 99 
HGT's objects with q0 = -0.76 (for D0 = 0. 1 ). The number of objects involved in each 

estimate is indicated by N (third column). The Bautz-Morgan classes run form 1 to 5 instead to I 
to III ; the code 0 corresponds to clusters lacking classification. 

One can note a tiny correlation of these values with the class identification while the individual 

ex-corrections would remove a such effect. This correlation has a similar trend but with a smaller 

amplitude of the one found by HS which used the Standard world model ( q0 = 0.5 ). However, 

the contribution of each classes (Bautz-Morgan type, Richness class and nucleus multiplicity) in 

the luminosity function, which is shown in Figure 1, is evenly distributed and has no significant 

tendency toward a correlation, this suggests that is might be a statistical fluctuation. But, if the 

(subjective) classifications in classes of richness and BM type, as well as the nucleus multiplicity, 

is free of selection effects, the null correlation test is independent of quantized corrections, see the 

discussion in section 2.3 (a). Herein, we have checked this independence by using corrections 

which were estimated as follows : for each class (Bautz-Morgan, Richness and Nucleus 

multiplicities, and in this order) the values <µ>class - � are estimated and subtracted to the data 

until this procedure converges. 

Table 2 shows these corrections with q0 = -0.76 . Hence, a new optimized value of q0 is 

found ( I'(q0) = 0 )  and the related corrections are estimated. The global procedure was repeated 

9 times until a stable solution was found, which gives a formal value of 

q0 = 0.54 ( D0 = 0. 1 )  ; the journal on these iterations in given in Table 3. In this world 

model the data corrected for Bautz-Morgan type, Richness class and Nucleus multiplicities are 

described by a Gaussian luminosity function with mean of µ0 = 21.19 and a standard deviation 

O'µ = 0.26 at a significance level of 82%. In accordance with this procedure, this mean RAM (in 

the stable solution) is exactly the same for all classes. 
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CLASS Nucleus multiplicity Richness class Bautz-Morgan type 

q0 = -0.76 q0 = 0.54 N q0 = -0.76 q0 = 0.54 N q0 = -0.76 q0 = 0.54 N 

0 *** *** (00) (+0.01) (-0.01) (05) (-0.09) (-0.06) (02) 

1 +0.03 +0.03 44 +0.05 +0.05 72 -0. 13 -0.14 12 

2 -0.01 =0.00 39 -0. 13  -0. 13 20 -0.03 -0.05 1 1  

3 -0. 1 1  -0. 13  12  -0.38 -0.34 2 -0.14 -0.13  20 

4 +0. 10  +0.10 04 *** *** ** +0.03 +0.03 19 

5 *** *** ** *** *** ** +0. 12 +0. 13  35 

Table 2. The <µ>class - µ0 corrections as obtained in the world models q0 = -0.76 and 
q0 = 0.54 with D0 = 0. 1 for the HS data of 99 HGT objects. The number of objects 

involved in each estimate is given (third column). The Bautz-Morgan classes run form 1 to 5 
instead to I to III ; the code 0 corresponds to clusters lacking classification. 

n° it. corr. (J Gaussian Cutoff 

1 5 -0.76 21 . 17 0.31 0.75 2 l Q-21 

2 6 +0.17 21 . 17 0.27 0.92 8 l Q-22 

3 5 +0.44 21 . 18  0.27 0.83 3 l Q-21 

4 4 +0.51 21 . 19 0.27 0.86 l l Q-20 
5 3 +0.53 21 . 19 0.27 0.83 4 l Q-21 

6 2 +0.53 21 . 19 0.26 0.82 4 l Q-21 

7 2 +0.54 21 . 19 0.26 0.82 4 l Q-21 

8 1 +0.54 21 . 19 0.26 0.82 4 l Q-21 

9 0 +0.54 21 . 19 0.26 0.82 4 l Q-21 

Table 3. The results of the optimization by using the corrections to the data. The iterate 
number (column 1 ), the number of iterations required for consistent corrections (column 2) in the 
world model defined by the value of q0 (column 3) are given ; with these values the mean RAM 
and the standard deviation are given (columns 4 and 5) at a significance level (as defined by the 
Kolmogorov-Smirnov test) given in column 6 ; the likelihood testing the cutoff at a limiting 
magnitude is given in column 7. 

The related corrections to the data are given in Table 2, one can note their stability in changing 

of q0 • Therefore, if these corrections are valid, the world model describing the data is defined by 

q0 = 1/2 . Nevertheless, this result is inconsistent with the properties of the test. This failure is 

not yet clearly understood but indicates that the statistical model (1) is not adapted. At first glance it 

is obvious that, among the usual working hypotheses, the one which identifies S to the 
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magnitude obtained bracketing the galaxy within a constant linear sampling radius must is incorrect 

since the objects are detected on plates before the aperture luminosity is measured. This approach 

is part of an a work in progress. 

3.4. Application to the HS sample. 

The null correlation test was also performed with the whole HS sample which consists of the 

HGT's sample in addition of the richness-based sample of Schneider, Gunn and Hoessel (1983), 

extending to a redshift of z = 0.25 and giving a total of 175 objects. By performing the test, the 

following values qo = 6.26 (for no = 0. 1 ) and qo = 5.97 (for no = 1 ) were 

obtained, HS found a value of q0 = 4.4±1.1  (for n0 = 1 )  with another technique. It is clear 

that these estimates are biased since the related selection effects of the additional sample are not 

only described by a technical function of the variable S . 
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Figure 3 : The (linear) Hubble diagram of the HS data for q0 = --0.76 and n0 = 0. 1 . 
HGT sample : triangles ; Schneider, Gunn and Hoessel (1983) richness-based sample : squares. 
No apparent deviation from a straight line can be found in the distribution. 

Moreover, Figure 3 displays the (linear) Hubble diagram of these data for the world model 

defined by q0 = --0.76 and n0 = 0.1 , and no apparent deviation from a straight line can be 

found in the distribution ; which suggests also that no evolutionary effects are present in this 
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sample (unless the geometry masks this effect), see Triay (this conference) about the (linear) 

Hubble diagram. 

4. CONCLUSION 

For samples with no indication about the luminosity function and their completeness, as long 

as the objects are selected by means of their apparent magnitude, the null-correlation approach 

offers a powerful test to determine the deceleration parameter (if the evolutionary effects can be 

neglected). 

If the selection effects in the HGT sample can be roughly described by the apparent magnitude 

as obtained bracketing the galaxies at a constant linear standard radius, the null-correlation test 

enables us to estimate a formal value of the deceleration parameter q0 = -0.76 ± 

0.6 ( D0 = 0. 1 ). If the evolutionary effects are neglected (since Zmax = 0. 15 ), this result 

suggests that the data are consistent with a Friedmann-Lemaitre model with a positive cosmological 

constant (in the sense that the vacuum is repulsive). It turns out that these selection effects are not 

described by a cutoff at a limiting magnitude (but a much smoother technical function), which 

confirms the Bigot, Fliche and Triay (1988) analysis. The distribution in aperture luminosities can 

be approximated by a Gaussian curve of dispersion = 0.31 mag. In the other hand, by performing 

corrections for B autz-Morgan, Richness classes and Nucleus multiplicity, the value of 

q0 = 0.54 ( D0 = 0. 1 ) was found and the dispersion in aperture luminosities is = 0.26 mag. 

However, the disagreement between these results suggests that the statistical model describing the 

HGT sample is not well determined. 
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Cosmological constant (or the vacuum energy density) is necessary for the universe to be created 
without singularity, but observations show that the value at the present universe must be extremely 
small. We investigated effects of varying cosmological constant on the baryogenesis and the pri­
mordial nucleosynthesis. It is shown that stringent constraints on the value of the vacuum energy 
density are imposed from primordial nucleosynthesis, but very loose constraints can be imposed from 
the baryogenesis, i.e., the baryogenesis is insensitive to the remaining cosmological constant. From 
these two results, we speculate that the universe inflate extremely rapidly by the slowly-decaying 
cosmological constant in the period between the baryogenesis and the primordial nucleosynthesis. 
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1. Introduction 

The cosmological constant A is a constant term in the Einstein equation, G;; - Ag;; = 
87rGT;1 . If we interpret this term Ag;; as a energy momentum tensor of the empty space 

or vacuum, T;"/c, i.e., Ag;; = 87rGT;"/c, the existence of the cosmological constant means 

that the vacuum possesses a constant energy density p. = A/87rG and the negative pressure 

Pv = -A/87rG, which neither decrease nor increase by cosmic expansion. This cosmological 

constant is introduced by Einstein in order to prevent his static universe from collaps­

ing against gravity, since the cosmological constant with positive sign plays as a universal 

repulsive force for space. As is well known, however, he said, "The introduction of the 

cosmological constant is the biggest blunder of my life," after the discovery of cosmic ex­

pansion. Nevertheless I want to stress that its introduction is not his blunder but one of 

the biggest brilliance in his life, because in this decade it has become very clear that the 

cosmological constant is an important key for the universe to be created1>·2> and for the 

created mini-universes to inflate to macroscopic universes3>-6>. 

For example, if we take a scenario proposed by Vilenkin1> ,  universes are created from 

" nothing" via tunneling effect. Let us assume, for simplicity, that universes are closed, 

homogeneous and isotropic, and are filled only with vacuum energy p., then the Lagrangian 

of this mini-superspace model is given by 

37r 
( 

. 
2 

aa 
L = 

4G 
-aa + a - (l ), (1) 

where a is the scale factor of the universe and e is the characteristic length of this universe 

model, e = (87rGp./3t1!2 = (A/3t112• Then we get the Hamiltonian by using the standard 

procedure of classical mechanics, 

where p is the canonical momentum, p = 8L/8a = -37raa/2G, and 

) 
37ra2 1 

2 2 V(a = -(1 - -A a ). 
4G 3 

Then we get the Wheeler-de Witt equation by replacing p with -id/da, 

[ �(-i
d
d 

)2 + V(a)]111(a) = 0. 
2 a 

(2) 

(3) 

(4) 

Vilenkin showed that the tunneling probability from the state of "nothing", a = 0, to the 

starting point of the classical universe, a =  (A/3)-112, is given by 

37r 
P ex exp(-

GA
)
. 

(5) 
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This means that the larger the cosmological constant is, the greater is the tunneling prob­

ability. Thus the classical singularity at a = 0 is avoided and the non-singular universe is 

created thanks to the existence of the cosmological constant. It is obvious at present stage 

that the introduction of the A is one of the biggest brilliance in Einstein life, and never 

the biggest blunder. The cosmological constant is an important key for the universe to be 
created. 

On the other hand, we know that stringent upper limit of the cosmological constant is 

imposed from cosmological observations, A :::'. H� � 10-55cm-2 or Pv :::'. 10-120m;, where Ho 

and mp are present Hubble parameter and the Planck mass, respectively. This implies that 

the "cosmological constant" is not a constant but evolves in the history of the universe1>-10l. 

2. Evolution of the Cosmological Constant and Constraints on its variation 

As I stressed in Section 1 ,  the cosmological constant must exist at the Planck time 

in order for universes to be created without a singularity, and to inflate exponentially. 

After the inflation, it is usually assumed that the vacuum energy density vanishes, but it 

is rather natural to consider that A remains still after the inflation, although it decreases 

greatly. As a model of its evolution, Peebles and Ratra7l proposed a model that the ratio 

of the vacuum energy density to that of radiation, Pv/ Pri varies as a8/(-a+2l in radiation 

dominated universe. This evolution comes from the rolling over of a scalar field with the 

potential V( qi) = >.q1a , a < 0. They showed that models with a = -4, or -6 are consistent 

with observations of the present universe, such as m - z relation and the number density-z 

relation. This model, however, suffers from a fine tuning problem when we go back to early 

universe as noticed by Peebles and Ratra themselves7l . For example, if we take a = -6, 

Pv/ Pr is only 10-32 at the Planck time. Since the natural scale of the vacuum energy at this 

epoch is m:, the fine tuning of the order of 10-32 is necessary. In order to avoid this fine 

tuning, a must be very small, then Pv/ Pr becomes almost constant. It seems reasonable 

that the vacuum energy density evolves along the line of Pv � Pr in the early stage of the 

universe, though it conflicts observations in the present or late stages. Then models we can 

consider would be the following two. 

Model A: Pv ex a-4, i.e., the Pv evolves just like radiation. 

Model B: Pv is a piece-wise constant function of a which decreases with a stair-like manner. 

It is easily presumed that the stringent constraints on these models are imposed from 

the baryogenesis and the primordial nucleosynthesis. In the present work, we show that 

this presumption is true for the nucleosynthesis but not for the baryogenesis. That is, it 
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Fig. 1 Time evolution of baryon asymmetry in the model Pv 
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turns out that baryogenesis can set only a very loose constraint on the magnitude of the 

vacuum energy. 

3 .  Constraint from the baryogenesis 

In the present status of high energy physics theories by which we should describe the 

early history of the universe, we cannot, unfortunately, single out any definite model of 

baryogenesis among numerous possible candidates. It seems, however, the model investi­

gated by Yokoyama et al ll) is a typical and natural model. In this work, we investigated 

the constraint on the evolution of the vacuum energy by using this model. In this model, 

the evolution of the inflaton field </> in the reheating phase is governed by the following 

equation, 

� + 3H ¢, + c.J, = v' ( <P ), (6) 

where v' ( </>) is the derivative of the potential 

(7) 

The value of M is taken to be 2 · 1013 GeV in order for the appropriate amplitude of density 

fluctuations remain after inflation. In this model, there remains the vacuum energy density 
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Pv(a), which is given by 

Pv(a) for Model A, 

constant during baryogenesis, for Model B. (8) 

We assume that the inflaton's energy is transferred to Higgs bosons (H, Il) via viscosity term 

c.ef,, and baryon number asymmetry, as well as the entropy of the universe, is generated by 

their decay. The decay modes and rates are as follows. 

r(H --> U£EL) = auRH, 

r(H __, ULDL) = 2auRH, 

r(H --> U'RE'R) = avRH, 

r(H --> D'Rv'R) = avRH, 

r(H __, URDR) = avRH, 

r(H __, URER) = auRH(l + e), 

r(H --> U'RD'R) = 2auRH(l - e/2), 

r(H __, ULEL) = avRH, 

r(H __, DLVL) = avRH, 

r(H --> UfDL) = avRH, 

(9) 

where U, D, E and v represent up-like and down-like quarks, electron like leptons and neu­

trinos, respectively. Here RH is related with the Higgs boson mass, MH, as RH = 3MH/l6 

and coupling constants are taken to be au = 3 · 10-4 and av = 7 · 10-6 depending on the 

quark masses. e is the CP breaking parameter and net baryon asymmetry of e/3 is produced 

by the decay of a pair of H and H. 

In Fig. 1 ,  a typical example of the evolution of asymmetries in various species is shown 

for a model with the vanishing vacuum energy density11l. In the first step asymmetry is 

made by decay of Higgs bosons, in the second step it is decreased by the effect of inverse 

decays to Higgs bosohs and is eventually frozen out when the temperature drops too low 

for these processes to occur. 

In Fig. 2, baryon asymmetry generated in the Model A is shown as the function of the 

ratio Pv/ Pr when the baryogenesis and the entropy production terminate. As seen in this 

figure, for the case c. = 1010GeV, the baryon asymmetry first increases with the vacuum 

energy density, until the ratio R = Pv/ Pr becomes as large as 106. This is because the 

decrease of the asymmetry by the inverse decay is suppressed by the rapid expansion of the 

universe due to the remaining vacuum energy density. In the region R > 106, however, the 

baryon entropy ratio b/s decreases monotonically with increasing R as b/s ex R-1/4. 

This relation is easily derived: The entropy production and baryogenesis effectively occur 

when the cosmic expansion decelerates and becomes H = c., where the cosmic expansion 

rate, H, is given by H = (87rGp./3)112 in the limit R -->  oo. Then the baryon/entropy ratio 

b/s is approximately given by 

b ernH eT* 
-; Rj rnHMH/T• 

= 
MH ' 

(10) 
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Fig. 2 Baryon/ entropy ratio in the Model A( Pv =const·a-4 is shown as the function of 

R = Pv/ Pr when the baryogenesis and entropy production terminat�. The values of parameters 
are Mn = 2 · 1013GeV and £ =  10-1. 

where r is the mean decay rate of Higgs bosons and T* is the cosmic temperature at the 

time when H = Cv, which is given by 

T* ( *) 1  ( p; ) 1  ( 3C; ) 1  
:;:::: Pr l" = R l" = 81rGR < .  

Substituting this temperature into ( 1 0 ) ,  we get 

� :::::: (-3-)t(-€-)dwt. 
s 81rG Mn 

From the observation, b/ s > 10-11 , we can get the constraint on the Pv/ Pr ratio, 

Pv 15( Cv )2( € ) 
Pr < 10 

1010GeV 10-7 • 

(11) 

(12) 

(13) 

This is a surprisingly loose constraint in spite that there remain uncertainties on the value 

of Cv and €. 

In Fig. 3, baryon asymmetry in the Model B (Pv =const during baryogenesis ) is shown 

as a function of the vacuum energy density. As shown in this figure the baryon asymmetry 

becomes almost vanishing when the vacuum energy density exceeds a critical value. At this 

point the expansion rate Hv becomes greater than the viscosity coefficient Cv, Hv > C., 
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Model B (canst. Vacuum energy density) 
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Fig. 3 Baryon/entropy ratio in the Model B( Pv =const) is shown. The values of parameters 

are Mn = 2 · 1013GeV and , = io-7• 

where H';, = 87rGp./3. This is because that the exponential expansion due to the remaining 

vacuum energy begins before the baryogenesis. From the observation, we get an upper limit 

on the remaining vacuum energy density as 

3C� ( 14 )4( C. )2 Pv < 87rG 
= 10 GeV 

1010GeV 
. 

We get again only a very loose constraint on the remaining vacuum energy density. 

4. Constraint from nucleosynthesis 

(14) 

In the Model A (p./ Pr = x; constant), the upper limit of the Pv is easily obtained from 

the 4He abundance as the upper limit of the neutrino species is obtained. As is well known, 

with increasing the total energy density, p = Pv + Pr = ( 1  + x)pr(T), the cosmic expansion 

is accelerated and as a result, 4He abundance is increased. From the upper limit of the 4He 

abundance Y :5 0.26, x must be smaller than 0.16, i.e., 

Pv < 0.16. 
Pr -

(15) 
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Recently Freese et al12) derived x � 0.1 assuming that the sum of the radiation energy and 

the vacuum energy is conserved. 

Constraint on the vacuum energy density in Model B (the vacuum energy is constant 

during the nucleosynthesis) is also easily obtained by modifying a nucleosynthesis program. 

In Fig. 4, the synthesized abundances are shown as a function of the vacuum energy 

density. As seen in Fig. 4, 4He abundance increases with increasing the vacuum energy 

density, since free neutrons remain after the freezing of beta process by the rapid cosmic 

expansion. However, in the limit of large vacuum energy density, 4He abundance turns to 

decrease because no more nuclear reactions can catch up the cosmic expansion (see Fig. 5). 

As a result, very abundant D and 3He are synthesized. Then, a constraint on the vacuum 

energy density 

Pv < (0.034MeV)4• 

is obtained from the condition that (D +3 He) /H < 10-4• 

Model B 

l.Oe-02 

l.(Je.()4 

A/H 

1.Cle-06 

l.()e-08 

Ule-10 
0 ,04 ,08 ,12 ,16 

(p./p,(T = 1MeV))1/4 

(16) 
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Fig. 4 Synthesized abundance of light elements in Model B (the vacuum energy density is 
constant during the primordial nucleosynthesis). The abscissa is the vacuum energy density 
in units of radiation energy density when the cosmic temperature is T = 1 Me V. 



1.llc--01 

1.llc--03 

l.Oc--05 

l.Oc--07 

l.Oc--09 

1.llc-11 

l.llc·l3 

1.0c-15 

Model B (p. = (0.321MeV)4) 

10 100 

Time( sec) 

4He 
n 
D 

1000 

201 

Fig. 5 The time evolution of light elements abundance in Model B ( Pv = (0.321MeV)4 and 
1/ = 5 - 10-10) 

5. Conclusion and Remarks 

As shown in preceding sections, it was shown that stringent constraints on the value of 

the vacuum energy density are imposed from primordial nucleosynthesis, 

and 

Pv < 0.16 
Pr -

for Model A, 

Pv < (0.034MeV)4 for Model B. 

( 17) 

(18) 

However, it was shown that very loose constraints on the vacuum energy density is imposed 

from the baryogenesis. It is surprising that the baryogenesis is insensitive to the remaining 

cosmological constant. 

From these two results, we can speculate that the universe inflate extremely rapidly 

by the slowly decaying cosmological constant in the period between the baryogenesis ( t � 

10-36sec, the characteristic time scale of GUTs(grand unified theories)) and the primordial 

nucleosynthesis (t � lsec). It seems rather natural to consider that a fraction of the vacuum 

energy density remains after the primordial inflation or after phase transitions of vacuum. 
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If we assume that the remaining vacuum energy density is of the order of GUT scale and 

almost constant, and it decays just before the nucleosynthesis without producing entropy, 

the universe would have cooled exponentially within 10-34sec. Then what observational 

effects can be expected from this scenario? We may presume that phase transitions which 

are expected to occur between the cosmic temperature 1015GeV and a few MeV become 

of very strong first order, since the transition cannot catch up the cosmic expansion until 

the universe stops the extremely rapid expansion. Then the large density fluctuations are 

produced by the quark hadron phase transition. In order for the present rapid cooling 

scenario to work, the remaining vacuum energy density and the kinetic energy of the scalar 

field must disappear by cosmic expansion without dissipation. It, however, depends on the 

model of the potential of scalar field </J: If we assume the potential, 

then, oscillation energy damps as 

P4' = �J2 + V(</J) ex: a-6n/(n+2) . 
2 

Then P4' decreases faster than Pri if n > 4. If we take the potential, 

V(<P) = >. exp[-(8irGn)112(</J - <P*)] , 

which is adopted in Peebles and Ratra7), the oscillation energy damps as 

If we take n > 4, p.p can damp quickly. 

Details of the present talk will be reported elsewhere soon13) . 

(19) 

(20) 

(21) 

(22) 
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Abstract 

We investigate nucleosynthesis in the universe with isothermal baryon density fluctu­

ations taking into account nucleon diffusion during the nucleosynthesis. We find flB = 1 

universe is marginally consistent with the light element abundances (D, 3He, 4He, 7Li ) 
if the density contrast, R, is very high, 2;300 and the other parameters are tuned. 
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It has been suggested that isothermal baryon density fluctuations are generated during 
the quark-hadron phase transitions[l]-[5]. These fluctuations significantly affect primordial 
nucleosynthesis through 2 effects:  ( 1 )  The abundances of elements sensitively depend on the 
local baryon-photon ratio, and the final average abundances of the elements are much different 
from those in the uniform universe. (2) When the temperature falls down to � 1 MeV, the 
weak interactions among nucleons cannot catch up with cosmic expansion and decouple. Then 
the neutron diffusion length becomes significantly longer than the proton diffusion length and 
neutron-proton segregation occurs.[6] 

Applegate et al.[6] , Alcock et al.[7], and Fuller et al.[8] investigated the nucleosynthesis in 
this model and showed that the light element abundances are greatly modified in particular 
by the effect of (2): They showed that 4He overproduction in the high-density region is 
suppressed by the escape of neutrons and also synthesized abundance of D is enhanced in 
the low-density region by neutrons which come from the high-density region. Their most 
important and interesting result is that in this scenario, !18 = 1 universe can be consistent 
with the observations of the abundances of light elements except for 7Li[9] provided that the 
baryon density contrast between high and low density regions is sufficiently large. If the 7Li 
problem is removed, the dark matter can be baryonic and no more speculative candidates, 
such as photinos, gravitinos etc. are necessary. 

In early works, however, nucleosynthesis was calculated independently in the high-density 
and in the low-density regions and neutron diffusion during the nucleosynthesis was neglected 
as criticized by several authors .[10]-[15] Since neutron diffusion length keeps growing during 
nucleosynthesis [6] , neutron diffusion cannot be neglected. Moreover, Applegate, Hogan, and 
Scherrer[12] suggested that heavy elements are formed via a primordial r-process which may 
take place in neutron-rich regions. 

To examine the effects of the nucleon diffusion after the onset of nucleosynthesis and 
how much seed nuclei of r-process is produced, we calculate nucleosynthesis incorporating 
the neutron diffusion and the proton diffusion in the wide ranges of parameters using the 
extended reaction network including up to 325.[16] 

In the present work, we assume the universe consists of two regions; a high-density region 
whose volume fraction is fv and a low-density region ( 1  - fv) ·  The average baryon density 
is then, Pb = fvPh + (1 - fv)Pi. where Ph and Pl are the baryon densities in the high and the 
low density regions respectively. The ratio of Ph to p1 is changed by nucleon diffusion. In this 
investigation, initial value, R = PV p7, is a parameter. 

In order to take into account the nucleon diffusion between the high and the low density 
regions, diffusion terms are added to nuclear reaction networks; 

°Y;h = -(Y;h - P1J:i1f Ph)f fvri, 
°Y;1 = -(Y,1 - PhJ:ih / P1)/(l - fv)T;, 

(1)  

(2) 

where Y;h and Y,1 ( i = n, p) are the mass fractions of nucleon in the high and the low density 
region respectively. The time scale of diffusion T; is given by 

(3) 

where d is the physical size of high density zone, D; is the diffusion coefficient and A; is 
the mean free path of neurons or protons. The second flux-limiter term in the parenthesis 



Fig. 1 The abundances of D, 3He, 4He, and 7Li plotted against the scale of density fluctuations 
d at T = 1 MeV for QB = l , fv = 0 . 1 ,  and R = 1000. 

is added to avoid the overestimation of diffusion since the diffusion approximation breaks 
down when the mean free path of nucleons becomes longer than the length scale of density 
fluctuations. [17] For the diffusion coefficients of neutrons and protons, we use those given by 
Applegate et al.[6]. 

The neutron lifetime and the number of neutrino species are taken as Tn = 898sec[l8] and 
Nv = 3, respectively. Thus intrinsic parameters of the calculation are the average baryon 
density parameter nb, the volume fraction of the high-density region J., and the initial ratio 
of the baryon density of the 2 regions R, and the physical size of the high density zone d 
at T = 1 MeV. Calculated rages are !1b = 0.01 � l(Ho = 50kmMpc1sec1, T0 = 2.7K), 
fv = 0 � 0.5, R = 1 � 10000, and d(T = 1 MeV) = 103 � 1 08cm. 

In Fig. 1, the calculated abundances of D, 3He, 4He, and 7Li are plotted against d(T = 
1 MeV) for fv = 0.1  and R = 1000. 

In the range d(T = 1 MeV) < 103cm, the diffusion time scale of neutrons is so short that 
the universe becomes uniform before the onset of the nucleosynthesis and the abundances turn 
out to be equal to those of uniform universe. In the range 103cm;Sd(T = 1 MeV);Sl04cm, 
neutrons which diffused out in the early stage from the high-density zone diffuse back as 
soon as the nucleosynthesis in the high density zone begins. Thus the low-density zone does 
not become neutron rich and abundances of light elements synthesized there are very small. 
Hence the D abundance is smaller than that in the uniform case, and the 4He abundance and 
the 7Li abundance turn out somewhat greater in this range. 

The most interesting point is the behavior of the abundances in the range 104cm;Sd(T = 
1 MeV);S106cm. For density fluctuations in this range, the diffusion time scale of neutrons is 
long enough and the nucleosynthesis in the low-density region starts before neutrons diffuse 
back to the high-density region. Hence the low-density region becomes neutron rich and 
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neutron-rich nucleosynthesis occurs there. 

Iv 

1 a 4  
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Fig. 2 The average abundances of D, 4He, 7Li, and heavy elements on the R - fv plane for 
!JB = 1 and d = 105·5 cm, (a): log(D/H). (b): The mass fraction of 4He(Y). (c): log(7Li/H). 

Since the nucleosynthesis in the low-density region begins late, the neutron fraction be­
comes small and the 4He abundance turn out to be small in consequence. Thus we find that 
the 4He abundance is consistent with the primordial abundance at d(T = 1 MeV) � 105cm. 
The decrease of the 7Li abundance in this range, 104 � 106cm, comes from the destruction 
of 7Be in the high-density region by the neutron diffusion ( via 7Be(n, p)7Li(p, a)4He ) and 
from the destruction of 7Li in the low-density region by the proton diffusion ( via 7Li(p, a)4He 
) although it is compensated by the synthesis of 7Be in the high-density region due to the 
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Fig. 3 The allowed range of R displayed against OB in the range 0.1 ::; OB ::; 1. (A): Y < 0.25, 
D/H > 10-5 ,  and 7Li/H < 10-9. (B): Y < 0.26, D/H > 10-5, and 7Li/H < 10-9. 

proton diffusion. The increase of the D abundance in the range d(T = 1 MeV);=:;104cm is 
essentially due to the segregation of the high-density region and the low-density region. 

In the range d(T = 1 MeV);=:;106cm, the diffusion time scale is so long that two regions are 
almost independent each other and the final abundances of elements turn out to be a simple 
average of those of two independent regions. 

In the case of Fig. 1 ,  we cannot find a range in which the primordial abundances of all the 
light elements are consistent simultaneously because the 7Li abundance is too large 7Li/H > 
10-9 .[19] It is, however, obvious the intermediate region 105·5±1cm is the most interesting 
region, because the abundances of 4He and 7Li have dips. Now let's investigate the abundance 
in the wide range of parameters R and fv, assuming d(T = 1 MeV) = 105·5cm. 

As shown in Fig.2(a), the D abundance is consistent with the primordial abundance, 
D/H > 10-5[19], if R is large enough as R > 200 and 0.1 < fv < 0.35. The 4He abundance 
is also consistent with primordial abundance in the ranges R > 100 and fv > 0.2 (Fig.2(b)), 
if we adopt a loose constraint on the primordial abundance Y < 0.26. [20] However, if we 
take the recent estimate by Steigman, Gallagher III, and Schramm [21] ,  Y < 0.25, there 
exists no consistent region. The 7Li abundance is consistent with the primordial abundance, 
7Li/H < 10-9, in the ranges R > 100 and 0.15 < fv < 0.45 as we can see in Fig.2(c). We 
find, after all, that the nB = 1 is consistent with the primordial abundances of light elements 
in the ranges R > 300 and 0.2 < fv < 0.35 if we take the upper bound Y < 0.26. 

In Fig.3, the allowed range of R is displayed against nB. This constraint on R and !! 
is derived by searching for the lowest value of R, which is consistent with a given set of 
constraints on the primordial abundances, on the d - fv plane for a fixed !!. If we take a 
stringent constraint on the primordial 4He abundance as Y < 0.25, nB = 1 is excluded and 
!lB = 0.7 is marginal. If the present value of the Hubble constant, however, is as small as 
H0 = 40kmMpc1sec-1 ,  !lB = 1 is consistent with such a stringent constraint. This value is 
very small compared with the values usually accepted, H0 = 50 � 100kmMpC1sec-1 ,  but it 
cannot be necessarily excluded. [22] If the mean lifetime of neutrons, otherwise, is as short as 
870sec., the 4He abundance turns out to 4He = 0.25 for nB = l(Ho = 50kmMpc-1sec-1) and 
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flB = 1 i s  also consistent with the light element abundances. This value of Tn i s  about 2a 
smaller that the value given by Particle Data Group, Tn = 898 ± 16sec.[18], but it is consistent 
with the recent measurement by Last et al., Tn = 876 ± 2lsec. within the error. [23] Thus 
nB = 1 is not completely inconsistent with the abundances of light elements. However it is 
allowed for a rather marginal set of the parameters and these results are based on a 2-zone 
model. Hence it should be considered open. Details of the results and systematic discussion 
will be shown in the forthcoming paper. [24] 

Finally, we would like to mention about heavy elements. The mass fraction of heavy 
elements is at most 10-9 and it is dominated by 11B produced in the high-density region. 
The abundances of CNO elements are, for instance, X('2C) = 1.3 x 10-11 , X (14N) = 5.3 x 
10-12 , X('60) = 1 . 1 x 10-13 in the case that d = 105·5 cm, fv = 0.1 and R = 1000. It must 
be stressed that the abundance of heavy elements in the neutron-rich and low-density region 
is very small; X('2C) is 100 times smaller than the abundances in the high density region 
and the abundances of elements heavier than 12C are negligibly small. This suggests that the 
contribution of primordial r-process proposed by Applegate, Hogan, and Scherrer[12] is small. 

The present work was supported in part by the Grand-in-Aid for Scientific Research Fund 
from the Ministry of Education, Science and Culture No. 62540277. N. T. acknowledges 
the support by the Soryuushi Shogakukai . Numerical calculations were carried out with 
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We discuss the possible role played by gauge Wey! invariance as a distinguished 

symmetry to be shared by matter and gravitational fields in order to achieve stability 

of flat spacetime. 
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1 .  INTRODUCTION 
In this talk we discuss a possible framework to tackle the (theoretically) unun­

derstood observational value of the cosmological constant. As it is well known, the 
observation of small clusters of galaxies (the lowest density systems to which one 
applies Newtonian theory with some success) puts an upper limit to the allowed 
value of the effective cosmological constant Aeff ( i.e. bare term plus induced con­
tributions ) in Einstein's equations. Similarly, if we believe that our universe can 
be described by a Friedmann-Robertson-Walker model, the combined observation 
of the deceleration parameter and of the average energy density sets another upper 
bound on Aeff· In both cases one obtains, roughly, the same extremely stringent 
bound: Aeff < 10-84GeV2 [l] , which is unprecedented in the history of physical 
measurements. Since Aeff is a dimensionful parameter, its smallness can be better 
assessed by noticing, for example, that its experimental upper value is 34 orders 
of magnitude smaller than the smallest upper bound available on the photon mass 
squared: m� < io-50GeV2 .  

The former limit on Aeff can be interpreted as an experimental limit on the 
vacuum value of the trace of the energy-momentum tensor: < Tt > <  10-46GeV4. 
Since the various, and very much dissimilar, mass scales of spontaneous symmetry 
breaking (SSB) in quantum field theory (e.g., chiral symmetry breaking in QCD, 
electroweak and grand unified phase transitions etc.) induce an effective cosmological 
term, which is very many orders of magnitude off the permitted one, we are faced 
with a big problem: the longstanding cosmological constant problem [Z] 

Needless to say, there have been innumerable previous attempts at solving this 
problem using a variety of different approaches. In particular, let us first focus our 
attention on dynamical mechanisms [3l and specifically on a proposal (the Cosman 
model [4,51 ) in which the cosmological constant is related to the fate of dilatation 
symmetry. One obvious motivation for considering dilatation symmetry is that the 
divergence of the dilatation current is linked to the trace of the energy-momentum 
tensor [6] • In order that mass scales may appear explicitly in the theory, this dilata­
tion symmetry must be realized in a Nambu-Goldstone manner, being spontaneously 
broken at a high scale M, possibly near Mp (the Planck mass). 

The Standard Model (SM) can be easily written in a (globally) scale- invariant 
fashion [4,5l by introducing a coefficient factor e51 M for each mass parameter ( essen­
tially the Higgs mass parameter, µq,) entering the action, where S is the non-linearly 
realized dilaton field, which in ref.(4] played the role of the Cosman. Furthermore, 
if we include a scale-invariant kinetic energy term for S and a dilatation symmetric 
gravity piece, the action reads (in an obvious notation) 

where as in ref. (4] we defined 

h = _l (Mp) z 
l67r M (2) 
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and 

X = MeS/M. (3) 

The action (1) is invariant under global Weyl transformations: 

ef>(x) ---+ e"'ef>(x) ,  (4a) 

i/J(x) ---+ e�"'i/J(x), (4b) 

Wµ(x) ---+ Wµ(x), (4c) 

(4d) 

and 

S(x) ---+ S(x) + aM , (5) 

where a is, at this point, a constant. 

Notice that in Weyl's formulation of scale invariance there is no coordinate dilata­
tion: x ---+ x. Although it is possible to keep the metric unchanged while transforming 
the coordinates [G] this is not convenient in the presence of gravity, since global Weyl 
dilatations commute with general Einstein transformations whereas coordinate di­
latations do not. 

We would like to extend the global dilatation invariance of the Cosmon model l4l 
to local scale invariance (a in eqs. (3)-( 4) becoming now an arbitrary local spacetime 
function a(x)), as this is more in the spirit of general relativity. Now, local Weyl 
invariance is usually assumed to be an "accidental" or "hidden" symmetry of the 
fundamental action l7l rather than another gauge symmetry. The problem with this 
approach is that the conformal variances of the first two terms in eq.(1) cancel each 
other only for h = -1/12, which is unacceptable. In principle this could be arranged 
by reversing the relative sign of the two relevant terms, but this would render S a 
ghost and special prescriptions would be needed to avoid conflicts with unitarity [s] . 
An alternative formulation [9] that avoids this problem is obtained by implementing 
conformal invariance as a gauge symmetry, i.e. along the same lines than Weyl's 
original approach to a geometric unification of gravity and electromagnetism [lO] . 

2. GAUGE WEYL INVARIANCE 

To fulfil our program we need: i) to introduce a new vector boson Cµ (Weyl's 
conformal gauge boson), ii) to enlarge the SM covariant derivatives in order to include 
the new gauge symmetry, and iii) to modify the metric connection such that it be 
conformally invariant. 
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Under a conformal gauge transformation, the Weyl gauge boson changes as 

1 Cµ -+ C,. - -8,.a(x) , 
9c 

(6) 

(gc being a dimensionless coupling constant). To guarantee local conformal invaxi­
ance, the SU(2) x U(l) covaxiant derivative for scalars must be enlarged as follows 

( 7) 

while the one for fermions in the following different way 

(8) 

where the last term of eq.(8) is constructed from the ordinary spin connection (see 
ref. [9] for detailed formulas) and from sab = (i/4)(-y" , -yb], the spin matrices. It is 
remarkable that the fermion covariant derivative need not to involve C,. nor any 
other conformal gauge boson. Thus, eq.(8) is just the usual covariant derivative 
for spinors in Einstein's general relativity, having the property that under general 
coordinate transformations, it transforms as a covariant vector, while under local 
Lorentz transformations it transforms like any spinor. 

Now, in order to build a conformally-invariant coupling of the Cosmon to gravity, 
we need to modify the metric connection in a suitable manner. The usual Christoffel 
symbols, ri., , are replaced by the dotted ones 

(9) 

which are invariant under conformal transformations. The new geometry no longer 
has a zero covariant derivative of the metric. Thus, although angles are preserved, 
lengths are not preserved under affine transport of vectors. 

The corresponding conformally-invariant Riemann and Ricci tensors are, respec­
tively, 

( lOa) 

and 

(lOb) 

The Ricci scalar of this geometry is not invariant; it has conformal weight -1  : 

R -+ e2aR, . ( 11 )  

Contrary to what happened in the original Wey! theory[IO] , its variance is  compen­
sated by that of X· Notice, furthermore, that the Ricci tensor (10b) is not symmetric; 
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its antisymmetric part is  proportional to the field strength of the conformal gauge 
boson 

Rvµ - Rµv = 4Cµv , (12) 

where 

(13) 

On expanding R in terms of the original Riemannian curvature we find, from eqs. 
(9)-(10), 

(14) 

We are now in position to write down a generally coordinate invariant, SU(2) x U(l) 
gauge symmetric, action which is also invariant, term by term, under gauge Weyl 
transformations (eqs.(4)-(6)). The action (1) must be substituted for a suitable 
action in which the replacements (7)-(10) have been incorporated, i.e. 

I -+  J d4xF9 [hx2R + e<1>t<1>R. + �gµv\7,,x\7vx + gµv(\7µ<1>)t(\7v<I>) 

- �g,,"gv.B(W,,v W,.p + C,,vC,.p) + 1/;e�'·/V ,,¢ ( l5) 

- (f.µ1/;<1>¢ + h.c.) - V(<1>t<1>, x2) + . . .  ] .  

Allowance is made for the scalar doublet, <I>,  to be conformally coupled with curvature. 
Here e and f .µ are dimensionless constants

_ 
and e� is the vierbein, transforming as 

( 16) 

In eq.(15) we have not explicitly included some possible conformally invariant higher 
derivative terms. As for the potential it is assumed to be dilatation invariant, as in 
eq.(1). 

3. AN ALTERNATIVE TO THE HIGGS MECHANISM 

Let Gk(k = 1 , 2, 3) be the standard "would-be" Goldstone bosons associated to 
the internal SU(2) xU(l) symmetry. Under a gauge transformation with parameters 
/3k they shift as 

(17) 

where v = 2-1/4G"£.1/2 '.::::'. 250 GeV. This law of transformation is similar to that 
of eq.(5) for the dilaton, the "would-be" Goldstone boson associated to dilatation 
symmetry. In both of these laws the inhomogeneous term is the signal of spontaneous 
symmetry breaking; namely, in eq.(5) it is specified by the scale M and in eq.( 17) by 
the scale v. We may entertain the possibility that both conformal and internal gauge 
invariance of the action (15) may be described in terms of the transformation laws of 
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the full set of Goldstone bosons S and Gk. To this end we parametrize cf> as follows (Tk = rk/2) : 

(18a) 

= exp [iG:Tk ] ( -J2e
O
S/M ) , (18b) 

which is a generalization of the usual representation of the scalar doublet after suitable 
rotation of the isospin axes. The field S (Gk) enters the real (imaginary) part of 
eq.(18) because it is a S\:alar (pseudoscalar) Goldstone boson. Notice furthermore that 
the purported Higgs degree of freedom (associated to the length of cf>) is subsumed 
within the dilaton field. Scale invariance is not broken by the presence of v because 
this scale is accompanied by the coefficient eS/M. Our theory is aimed to be invariant 
under any change in the length of cf>. 

The generalization of the parametrization (18) in case of having several scalar 
fields involving on the whole n real degrees of freedom is (Tk being now a n x n 
matrix representation) 

sin B1 sin B2 · · ·  sin B,_2 cos Br-I 
sin B1 sin B2 · · ·  sin Br-2 sin Br-I 

sin B1 sin B2 · · ·  cos B,_2 

sin B1 cos B2 
cos B1 

v 

J2 ,  (19) 

where r = n - 3 and 0 is a 3-dimensio'nal null vector. The column multiplet with 
B-fields is unimodular. As before the field S describes the (gauge) degree of freedom 
associated to the length of cf>: 

2 
I cf> 1

2 = '!!__ e2S/M . 
2 

(20) 

Our action integral (15) can be rewritten in a special gauge ( "conformal unitary 
gauge") in which the scales v and M appear explicitly in the Lagrangian and the 
Goldstone bosons Gk and S are eaten to give masses to the gauge bosons W,7', Z µ 
and Cµ, respectively. This gauge is defined by the Wey! rescalings 

(21a) 

9µv(x) --> e-ZS(x)/M 9µv(x) , (21b) 

(21c) 



and 

C C - �8 
S(x) 

µ -+ µ 9c µ M 
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(21d) 

(S does not transform). Scalar fields other than Goldstone bosons would transform, 
if present, as 

<,o(x) -+ eS(x)/M<p(x) . (21e) 

We assume that the internal SU(2) x U(l) unitary gauge is also fixed. A straight­
forward calculation (using eqs.(11),( 14),(19)-(21)) brings eq.(15) into 

with 

I =  J d4xyCg [Mi 
R + -

2
1 gµvr ab(B1 . . .  B,_1 )8µBa8vfi l67r 

- �gµagv.BCµvCa,a + �M;CµCµ - W.ff(S)] , 

M = g v2 + M2 +  __ P � g M2 + --
3M2 v 3 

c c 47r - c 47rG N ' 

(22) 

(23) 

(24) 

The internal metric structure fab (a,b =l . . .r-1) in () -space takes on the sr-t form 

1 

, (25) 

which defines an harmonic map Lagrangian [ll] ( a generalization of the nonlinear 
a model ). The ordinary SM terms (letting aside the Higgs terms) have not been 
explicitly included in eq.(22), although they are exactly reproduced. By construction, 
there is no trace of the Higgs field in the action (22). As for the dilaton, S, it has 
deposited its degree of freedom into the longitudinal component of Cw Notice that 
since V is, by hypothesis, dilatation invariant at the classical level, even the potential 
in eq.(22), 

(26) 

is independent of S in the absence of quantum corrections. Matters nevertheless 
change when we jump to the quantum theory, i.e. when W is replaced by the effective 
potential Weff· 



220 

It should be clear that the parametrization (18)-(19) has nothing to do with the 
presence of the scalar potential V; in particular, the scale v need not be tied to the 
possibility that <I> acquires a nonvanishing vacuum expectation value (VEV). In the 
usual Higgs mechanism for the SM a nonvanishing VEV, < <I>  >=I 0, is postulated as 
a means to generate SSB of the electroweak symmetry and, by inputing its value from 
experiment, as a way to introduce the Fermi scale into the model. The scalar field in 
this context performs dynamical oscillations around the constant background < <P >, 
considered to be the expansion point of perturbation theory. Such oscillations are 
connected with the physical existence of the Higgs particle. In our case, however, we 
have no such particle and the appearence of the electroweak scale v may be linked [lZ] 
to the boundary conditions of the scalar multiplet at spatial infinity. In our context 
this means the following. If we expect that the class of metrics allowed in the action 
integral (15) are those metrics which are spatially symptotically flat, the condition 
by which the fields in Weyl basis (21) do not violate this prescription reads 

From eq. (20) it now follows that 

lim S(x) = 0. 
lil-oo 

lim I <l>(x) I= �-
lil-oo v 2 

(27) 

(28) 

Therefore, we see that the scale invariance of our initial action integral (15) is spon­
taneously broken by the asymptotic value that I <I> I takes at spatial infinity. It is this 
boundary condition on the low energy scalar multiplet that sets the Fermi scale in 
our "standard" model. Due to the role played by S, however, the presence of v does 
not break scale invariance in eq.(15). This symmetry is only broken when we set the 
conformal unitary gauge. It is precisely in this gauge where in the next section we 
propose to perform a probabilistic adjustment of the cosmological constant. 

4. ADJUSTING Aeff A LA HAWKING 

First of all, let us stress the fact that the effective cosmological constant may ex­
hibit a rich variety of S-dependences as soon as the vacuum value of Weff, < Well >, 
is  itself S-dependent . Of special significance are the S-dependences induced by short 
distance effects. To illustrate this point [4,9l , notice that even non-perturbative con­
tributions to the effective potential, like e.g. the QCD anomaly, < eQCD >� A�CD> 
may be given a vacuum S-dependence through the change of long and short distance 
/1-functions at a scale Mx = vxeS/M (v < <  vx ;;; M) defining the SSB of some uni­
fied theory, G x, in which the dilatation symmetric SM is assumed to be embedded. 
Explicitly, from simple renormalization group analysis (at the 1-loop level) we find 

( go ) (µo )f3x//J3 { (  /1x ) S } AQcD(S) = vx exp 2113 vx exp 1 - /j; M . (29) 

go = g(µo) is the unified coupling, defined at a scale µo beyond Mx, and /1x , Pa are 
the /1-functions above and below Mx (where g(Mx) = ga(Mx )) .  The S-dependence 
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of eq.(29) is patent; it only vanishes for f3x = (33, i.e. only in the unlikely case that it 
were possible to extend the SM to infinitely short distances. As for the contribution 
to Aeff(S) from the scalar effective potential of G x, the multiplet (19) constitutes a 
subset of a larger family of scalar fields used to cause a suitable chain of SSB of G x 
down to SU(3)c x U(l )em· If we denote collectively by cp these scalar fields, their 
VEV's become S-dependent through eq.(21e) and the condition 

aw."( s, 'P) I = o. acp <v» (30) 

The well-known fact that quantum fluctuations break classical scale invariance in a 
hard manner shows up in this context through an explicit dependence of the effective 
potential (and so of Aeff) on the undynamical scalar S. (Notice that its value must 
be constant in vacuum, 

< S(x) >= So , (31) 

otherwise the gravitational field equations could not be satisfied without violating 
the Bianchi identities of the Riemann tensor.) 
In the Weyl basis (21), the renormalization mass scale is given by p. = µe-SfM, so 
that the anomalous divergence of the dilatation current is given by 

. aw. a J" = - c;.gM_.!l.L = c;.g8 " D v -y as v -y , (32) 

where e stands for the anomalous trace of the energy-momentum tensor, e = TC [6] 

. It is easy to check that this formula giv�s the correct dilatation anomaly in any 
Coleman-Weinberg type effective potential and also reproduces the standard QCD 
trace anomaly. 

We think this is enough for the purpose of illustrating the fact that the total 
effective cosmological constant is, in our framework, a complicated function of S 
that is sensitive to both long-distance and short-distance properties of the theory. 
This feature may be used to make Ae// a dynamical quantity. To be more precise, 
we would like to invoke Hawking's suggestion [l3l that a scalar field with a potential 
term, but no kinetic term (as it is the case of S in eq.(22)), can be utilized to generate 
a " hidden" dynamical cosmological constant. ( Other alternatives to produce a 
similar scenario involve topological fluctuations of the metric [l4] or the existence 
of a three-index antisymmetric tensor field in the context of certain supergravity 
theories [ls] . ) Hawking's mechanism [l3] for relaxing the cosmological constant to 
zero is to be thought of as a "probabilistic adjustment" rather than as a "dynamical 
field adjustment" .  It is based on the Euclidean formulation of quantum gravity [16] 

(in which the action, I, is replaced by the Euclidean action, h) and on the notion of 
the wave function of the Universe[l7] 

• This function determines the probability for 
the matter and metric field histories in the Euclidean path integral. Quite recently, 
Coleman [lS] has exploited this approach from the point of view that "wormhole" 
configurations can exist in Euclidean spacetime and have the net effect of inducing a 
probability distribution for the local interactions in the input Lagrangian. 
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As remarked by Hawking [IJ] , in order to promote the cosmological constant to a 
dynamical variable one should include it in the set of fields that are integrated over 
in the path integral defining the ground state wave function of the Universe, Wo .  In 
our case we may effectively do this by integrating over S under the constraint (31), 
i .e. 

Wo ,..., J[dS] [dgµv][d</>m] 6(S(x) - So) e-fa(S,gµv,<Pm) 

,..., J dz J[dS](dgµv] [d<f>m] e-Is+iz(S(x)-So) 

,..., J dz e-fE(z,S,<<Pm>(S)) ,..., e-fJ,,"c (So)  

(33) 

( </>m stands for the matter fields ). We have introduced the effective action, r E , 
evaluated at some (presumably existing) stationary point with respect to all the 
fields. In particular, the stationary solution for the gravitational field is taken to be 
Euclidean de Sitter spacetime (see below). 

For field configurations near the vacuum state, the fields are essentially static and 
the action (22) reduces (in Euclidean space) to 

(34)) 

where Aeff includes (apart from a bare term, Ao) perturbative constributions from 
< We/J(S, cp) > ,  whose S-dependence is fixed by eqs.(19) and (30), and also con­
tributions from all sorts of non-perturbative phenomena associated to S-dependent 
intrinsic mass scales, of which eq.(29) is the simplest example. 

By the saddle point approximation, we expect that the dominant contribution to 
the Euclidean path integral comes from metrics near solutions of Einstein's equations 
with a Ae// term. If we restrict to positive-definite (compact Euclidean) metrics, 
then the Euclidean action (22) is an extremum for a spacetime of constant (positive) 
curvature. As stated before, it is identified to be Euclidean de Sitter spacetime; 
namely, the 4-sphere of radius J3/ AeJJ(S), with the metric induced by embedding it 
in 5-dimensional Euclidean space. The surface area of such a sphere is 2471"2/A�11( S) 

and the Ricci scalar is 4Aen(S), whence [IJ] 

(35a) 

and 
(35b) 

Clearly, Hawking's mechanism selects those configurations such that the, so-far un­
determined, constant (31) is a root of the equation 

AeJJ(So) = 0 (36) 

-assuming the root to exist. Thus the value of S is decided by the requirement that 
the vacuum field configurations for which the total effective cosmological constant 
vanishes are (by far) the most probable ones. 
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Some comments are now in order. The model, at this stage, says nothing about 
why the various mass scales of our world are where they are. This is the hierarchy 
problem, also present in the global model [4] • The only thing we can say (as a matter 
of experimental evidence [!] ) is that today's value of the cosmological constant is 
zero (or very nealy zero), and hence that the actual hierarchy of mass scales (being 
S-dependent in our model) was "frozen" at its present state when eq.(36) happened 
to hold. A second related point is that there is no reason, in principle, why eq.(36) 
should have ever been true in early epochs of the history of our universe; this could 
perhaps "explain" the peculiarity of our present state. As a matter of fact, Hawking's 
mechanism cannot be extrapolated back in physical time, at least in an obvious 
way. This is because the mechanism itself works in Euclidean space, and in general 
there is no guarantee that eq.(36) is recovered when we analitically continue the 
Euclidean action back to the Minkowski action. For positively curved Friedmann 
universes, however, the Euclidean section intersects the physical spacetime at the 
moment of maximum expansion [lG] . Thus one would expect that eq.(36) should be 
asymptotically fulfilled for large volume universes (our present universe?). By the 
same token, an inflationary era in the early stages of the cosmic evolution is not 
precluded in this framework, as Aeff could have been very large at that time. This 
is a nice feature, not shared by many models that could not avoid concluding that Aeff = 0, at all times, if they would succeed in setting Aeff = 0 at the present time. 

5. SUMMARY AND CONCLUDING REMARKS 
In the gauge formulation of conformal invariance (Cf. eq.(15)) each term of 

the action is independently local scale invariant. Two covariant derivatives, eqs.(7)­
(8), were specially designed to insure this fact, but only a single conformal gauge 
boson, Cµ, was necessitated. In this framework, a multiplet of scalar fields, with a 
fixed nonvanishing boundary condition at spatial infinity, is conformally coupled to 
gravity. Its phase as well as its length, are described by the "would-be" Goldstone 
bosons Gk and S. We have shown that there is a "biunitary" gauge (i.e. internal and 
conformal unitary gauge) where our model boils down to the observable (i.e. non­
Higgs) part of the Standard Model, including Einstein gravity, plus perhaps (if r > 1)  
a nonlinear sector of scalars fields. These are essentially decoupled from the SM fields 
and show up in the theory in the form of an harmonic map Lagrangian with target 
space sr-l . No low energy (;S O(TeV)) object bearing any resemblance to a Higgs 
particle is expected in this formulation of the SM. In its stead we expect the presence 
of a very heavy (;S Mp) new vector field, the aforementioned Weyl conformal gauge 
boson, whose only interactions are of gravitational type. One may conjecture that 
it could contribute significantly to the arsenal of dark matter in the Universe. From 
our analysis, therefore, we coincide with ref. [12] in regarding the Higgs potencial 
as an unessential tool to reproduce the observable features of the SM. Finally, we 
have shown that the S-dependences induced by the quantum fluctuations of all fields 
(long and short distance fields) in the "biunitary" gauge can be utilized to endow Aeff with a dynamical nature. This feature is exploited to perform a probabilistic 
adjustment of the total effective cosmological constant on the grounds of Hawking's 
mechanism [la] . 
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We would like to finish with a brief comment concerning the nonrenormalizability 
of the present alternative version of the SM. It is true that at low energies we are 
left with three patent sources of nonrenormalizability; namely, i) a massive Yang­
Mills theory, ii) an harmonic map Lagrangian and iii) the Einstein gravitational 
interaction. This list of deseases notwithstanding, it could be that their troublesome 
effect on the theory is nothing but a low energy "mirage" ; after all, the short distance 
behaviour of the theory, being conformally invariant at the very fundamental level, 
might well be controlled by a non-trivial fixed point [l9] . If this is so the theory, 
although it is not renormalizable in the conventional sense, it would be "asymptoti­
cally safe" [2o] , which means that it would be anyhow a perfectly sensible quantum 
field theory. 
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A revi ew of the cosmol og i cal term p r ob l em i s  presented . Ba ­
by uni verse model and the compensati ng f i el d  model are d i scus ­
sed . The i mportance of more accurate data on the Hubb l e  constant 
and the Uni verse age i s  stressed . 
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Two major probl em i n  part i c l e  physi cs ori gi nated f rom cos ­

mol ogy .  The f i rst one i s  the h i dden mass prob l em wh i ch presents 

a ser i ous chal l enge to exper i mental i sts. Unf ortunatel y, the 

chances to observe the hi dden mass part i c l es d i rectl y are negl i ­

g i b l e  f or a good l ot of ex i st i ng hypotheses on thei r natur e .  I n  

a sence the prob l em o f  cosmo l og i cal constant can be connected 

wi th the h i dden mass prob l em because the correspondi ng vacuum 

energy may, at l east to some extent , prov i de the h i dden mass. Of 

course, the i mp l i cat i on of cosmol og i cal constant i s  much wi der 

than that . One can expect that the understand i n g  why the cosmo ­

l og i cal constant i s  so smal l i n  the scal e of the part i c l e  phy ­

si cs wi l l  have tremendous i mpact both on quantum f i el d  theory 

and cosmol ogy.  The d i screpancy between theoret i cal expectat i ons 

f or i ts val ue and the observat i onal upper bound are 1 00-50 or ­

ders of magn i tude . Th i s  i s  a si ngul ar ex amp l e  when theoreti cal 

order of magni tude est i mate d i f f ers by such an enormous amount 

from the real wor l d .  But we know that sc i ent i f i c  devel opment i s  

based on contradi ct i ons between theory and experi ment , so " th e  

worse t h e  better " ,  th i s  h u g e  contrad i ct i on may l ead to a great 

d i scovery as, f or examp l e, the observed stab i l i ty of atoms has 

l ead to quantum mechan i c s .  

The cosmol ogi cal term was i ntroduced i nto Gereral Rel at i vi ­

ty equat i ons by E i n stei n i n  1 9 1 8 :  

C l )  
The ri ght-hand si de of t h i s  equat i on i s  a source of the 

gravi tati onal f i el d  tensor Rµ�-� <Ri eman tensor ) in < al most > the 

same sence as el ectromagnet i c  current jµ i s  a source of the Max ­

wel l f i el d  tensor Fµ . The f i rst term i n  the r . h . s. , Tµv ,  i s  

the energy-momentum tensor of matter and the second one, A gµv , 

i s  the cosmol og i cal term. 

The l . h . s . is k i nemat i cal l y  conservered 

(2) 

Th i s  i mp l i es the conservat i on of the r . h . s . I t  is usual l y  

assumed that the energy-momentum tensor o f  matter i s  conserved 
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( 3 )  

Th i s  i s  t r u e  i f  o n e  starts wi t h  a Lagran g i an f i el d  theory 

i n  whi ch Tµ y i s  def i ned as f uncti onal der i vat i ve of act i on w i th 

respect to metri c :  

f ft"' �d4x.r-gL (4)  

where scal ar f uncti on L i s  t h e  Lagrangi an dens i t y .  I n  

th i s  case t h e  second term i n  t h e  r . h . s. must b e  al so conserved 

and since gµ� . «  = a then 

/\ = canst ( 5 )  

The cosmol og i cal term c a n  be i nterpreted a s  vacuum ener ­

gy-momentum tensor 

Th i s  i s  the on l y  tensor compat i bl e w i th Lorentz i nvar i ance 

and i n  f act vacuum energy cal cul at i on in quantum f i el d  theory 

g i ves the ex pressi on for Tµvv•c of thi s f or m .  Thus there can 

ex i st nonvan i sh i ng vacuum source of gravi tat i onal f i el d  i n  con ­

trast to, say, el ectrodynami cs where nonvan i sh i ng vacuum cur ­

rents jµv•c=o break Lorentz i nvar i ance. 

Ei nshtei n i nvented cosmologi cal term in order to get a sta -

t i onary cosmol og i cal model . He not i ced that eq . C U  wi th /\ = a 
does not have stat i onary sol ut i ons f or homogeneous and i sotrop i c  

d i stri b ut i on of matter . A -term was i ntroduced t o  compensate 

grav i t at i onal attract i on of matter on l arge scal es . But l ater on 

i t  became c l ear that the Uni verse i s  nonstat i onar y ,  i t  ex pands 

and Ei nstei n rej ected the i dea of A -term consi der i ng i t  to be 

the greatest mi stake of h i s  l i f e .  Th i s  term is permi tted by ge ­

neral covar i ance but no other excuse f or i ts ex i stence was 

known . The p r i nc i p l e  " everythi ng that i s  not f orbi dden i s  per ­

mi tted " was not operati ve i n  phys i c s  at that t i me .  Neverthel ess 

Le Mai tre advocated very much the ex i stence of cosmo l og i cal con ­

stant and ,  as we understand i t  now, he was r i ght . Quantum f i el d  

theory demands nonvan i sh i ng vacuum energy wh i ch must b e  f antas -
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t i cal l y  l arger than the observed upper boun d .  The f i rst physi ­

c i st who understood the probl em was to my knowl edge G . Gamov . In 

his l etter to A . Iof f e  in 1 930 he wrote about the gravi tati onal 

i nteract i on of the Di rac sea. The hystory of the prob l em starts 

f rom the paper by Zel ' dov i ch 1 '  where it was exp l i c i tel y stated 

that z ero-mode osc i l l at i ons must gravi tate and the contri buti ons 

of boson i c  and f ermi on i c  degrees of f reedom mi ght be cancel l ed 

out . 

I t  i s  wel l known that the ground state energy of quantal 

osci l l ator i s  nonzero 

where 0 i s  the osc i l l at i or f requency. 

I n  quantum f i el d  theory the f i el d  is represented by an i n ­

f i n i te set of osc i l l ators i n  every space point wi th al l possi b l e  

f requences w .  Hence the energy of the ground state, i . e . the va ­

cuum energy, i s  equal to 

.fvac=Evac/V=E,�/2--) I d3p / (21T )  3wp/2 

wh i c h  i s  def i ni tel y l arger than z er o .  Here wp 
m i s  the mass of the f i el d  quanta . 

(7) 

and 

The l ucky c i rcumstance i s  that the f ermi an i c  contr i but i on 

i nto f' v•c i s  of the appos i t e  s i g n .  So i f  there were an equal 

number of bosons and f ermi ons w i th the same masses ( i n  pairs) 

the contribut i on of quantum f l uctuat i ons i nto total vacuum ener ­

gy shoul d cancel l out . Such a symmetry between bosons and f ermi ­

ons i s  cal l ed super-symmetry. There ex i sts a f ormal proof that i n  

the l i mi t of e:<act super-symmetry vacuum energy must van i sh .  But 

we know f rom e:< per i ment that super-symmetry i s  not ex act . Masses 

of bosons and f ermions are d i f f erent and superpartners of the 

known part i cl es ,  i f  ex i st ,  must be as heavy as at l east several 

GeV. 

If supersymmetry i s  broken spontaneosl y then vacuum energy 

must be nonvani sh i ng and be of the order of m&usv where meuav i s  

the mass scal e of the super-symmetry break i n g .  Presumabl y  m&u&v > 
1 00 GeV and correspondi ngl y .f v•c > 1 08 GeV4• Th i s  concl usi on 

can be avoided i f  sypersymmetry i s  l ocal , i . e .  the symmet 
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transf ormat i on can be done i n  d i f f erent space-t i me poi nts i nde ­

penden t l y .  To compensate the act i on var i at i on due to d i f f erence 

of the transf ormat i on i n  d i f f erent poi nts one has to add i nto 

the theory vector f i el ds and ,  what ' s  more, massl ess tensor f i el d  

w i th sp i n  2 .  The l atter i s  the grav i t on f i e l d .  So th i s  theory 

automat i cal l y  i nc l udes gravi t y .  In the supergrav i t y  f ramewor ks, 

even if the symmetry is broken , vacuum energy may be z ero. There 

ex i st model s i n  wh i ch vacuum energy rather natural l y  van i shes on 

the c l assi cal and one-l oop l evel but no ex p l anat i on i s  f ound f or 

the van i sh i ng of the h i gher order quantum correc t i on s .  Th i s  i s -

sue i s  d i scussed i n  some detai l i n  the recent revi ew paper 

where one can f i nd the correspon d i ng l i st of ref erences. Th i s  

revi ew i s  much more e:<haust i ve than the p r esent tal k and may be 

recommended f or a deeper study of the /\ -term prob l em .  My ai m 

here i s  to g i ve an el ementary i nt roduct i on to the sub ject d i ges ­

tab l e  to experi mental i sts and astronomer s .  

Thus supersymmetry l et o n e  ex pect that vacuum energy i s  f i ­

n i te but g i ves by an order of mag n i tude est i mate a very huge 

number f or i t .  No spec i f i c  mechan i sm l eadi ng to van i sh i ng of 

.f � • "'  i n  the f r ameworks of supersymmet r i c  theor i es has yet been 

foun d .  

Advent o f  gauge theor i es w i th spontaneousdy broken symmetry 

has produced another source of contr i but i ons i nto vacuum energy. 

The phase transi t i on f rom symmetr i c  state t o  the state wi th bro­

ken symmetry is accompan i ed by a change i n  the vacuum energy 

CB> 
where �f wuT = 1 060 GeV4 f or Grand Uni f i cati on model s ,  Llf o;:w- 1 0" GeV4 f or el ectroweak theory, and Af' gcoZO. 1 GeV4 f or 

quar k-hadron phase transi t i on i n  quantum chromodynami cs. These 

phase transi t i ons took p l ace i n  the course of the Uni verse ex ­

pansi on and cool i ng down 3 • 4' . So to get j> �•c=O today the Cre ­

ator must prepare the i n i  t i  al state w i th f' �-c(=O and w i th such 

an accuracy that the subsequent phase transi t i ons woul d cancel ! 

i t  to the degree better than 1 0- 1 00 , wh i ch c l ear l y  seems to be a 

d i f f i cul t j o b .  

I woul d l i ke to stress that there def i n i tel y ex i sts nonz ero 

cont r i but i on i nto vacuum energy of the order of 0 . 1 Gev4 f r om 
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g l uon condensate e >  

The ex i stence of th i s  condensate i s ,  i n  a sence measured 

exper i mental y. So the si tuat i on l ooks absol ute l y  crazy si nce 

thi s contr i buti on must be exact l y  cancel l ed out e i ther by vacuum 

energy of some other f i e l d  or by real cosmol og i cal term adj usted 

to p vac w i th accuracy better than 1 0-4e. 
Up to the present day no con v i nc i ng resol ut i on of the 

A -term prob l em i s  known . There are several possi b i l i t i es d i s ­

cussed i n  the l i terature, but n o  one i s  absol ute l y  sat i sf actory. 

A l i st of possi b l e  ways of the sol ut i on wh i ch i s  by no means 

comp l et e  l ooks as f ol l ows: 

1 .  A compensat i ng f i el d  C l i ke ax i on?> . 

2. Baby uni verses . 

3. Anthrop i c  pr i nc i p l e .  

4 .  Mod i f i cat i on o f  grav i ty .  

5 .  ? • . •  

The order ref l ects my own preferences wh i ch may not coinci ­

de wi t h  those possessed by some other physi c i sts. In what fol ­

l ows the f i rst two cases are most l y  d i scussed and on l y  a f ew 

comments are made on the. l ast ones. Those who are i nterested i n  

them are addressed t o  revi ew 2 • . One th i ng wh i ch i s  def i n i te i s  

that the cancel. l at i on of the cosmol og i cal term i s  a l ow energy 

phenomenon wh i ch i s  operat i ve at l ong t i me and d i stance scal es .  

Mod i f i cat i on o f  grav i ty does not seem very appeal i ng t o  me 

because General Rel at i vaty i s  a too n i ce theory to be spoi l ed .  

But who knows • • • I t  may b e  premature to j udge about the beauty 

of not yet ex i sti ng mod i f i cat i on .  

Anthrop i c  pr i nc i p l e  states that the Un i verse must have ap ­

propr i ate cond i t i ons f or l i f e  otherwi se there woul d be no obser ­

ver who coul d put a quest i on about e . g .  cosmol og i cal ter m .  Usi ng 

t h i s  i dea S . Wei nberg • •  has f ound the upper bound on the ( posi ­

t i ve )  vacuum energy dens i t y  f v•c < 1 00fm •  where fm i s  the con ­

temporary energy densi ty of matter i n  the Un i verse. Wi th a l ar ­

ger j'v•c the Uni verse expansi on rate woul d be too h i gh to perm i t  

t h e  gal axy format i on .  A comparab l e  C b y  t h e  absol ute val ue> bound 

i s  val i d  f or negat i vef'v•c s i nce very l arge < -J' vac) woul d r e -
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sui t i n  too smal l t i me durat i on f rom the Bi g Bang t i l l  recol l ap ­

se. 

As was c l ai med by Li nde 7> anthrop i c  constra i n t  on the va ­

cuum energy dens i t y  can be made as strong as .f' v•c < 1 0-10000 

g/cm3 i f  one assumes the val i d i ty of chaot i c  i n f l at i on scenar i o  

w i t h  eternal l y  ex i st i ng Uni verse and eternal l y  and con t i n uous l y  

ex i st i ng Li f e .  

Arguments usi n g  anthropi c pr i nc i p l e  woul d be more c l ose t o  

rel i g i on than t o  sc i ence i f  there were n o  chances f or ex i stence 

of uni verses ( or parts of the Un i verse) w i th qui te d i f f erent 

condi t i ons, physi cal l aws, and so on . In the approach based on 

the baby uni verses d i f f erent val ues of the so cal l ed f undamental 

constants l i ke parti c l e  masses, coupl i ng constants, and at l ast 

A -term can be real i zed . Thus i t  can g i ve a j ust i f i cat i on of 

anthropi c pr i nc i p l e .  In f ac t  one expects even more. Baby uni ver ­

se model may perm i t  to c al cul ate the probabi l i ty d i st r i buti on 

for al l the constants and so makes them cacul abl e .  In part i cul ar 

the probab i l i ty of van i sh i ng /\ -term i s  c l ai med to be i nf i n i tely 

l arge in compar i son wi th al l the other val ues of A Here l i es 

an essen t i al d i f f erence between the baby un i verse model and the 

compensati ng f i el d  model . The l atter pred i cts that vacuum energy 

i s  not ex act l y  cancel l ed out but on l y  up to terms of the order 

of lllF>1 2/t� i . e . of the order of the c r i t i cal energy densi ty. So 

there i s  a way to d i st i ngu i sh between these two model s .  

Before goi n g  i nto f urther theoret i cal detai l s  I shal l bri ­

ef l y  comment on the present observat i onal status of A -ter m .  I f  

/\ =O the Uni verse age c a n  be expressed a s  fol l ows 

Ho-1 / ( 1 +1 /2�0) =9. 8  Gyr hr,�t C 1 + 1 /2�o> ( 9 )  

where Ho = ( 1 00 km/s/mpc > h �aa i s  the Hubb l e  constant and 

O=f' IJ' c i s  the r at i o  of the average energy densi ty i n  the Uni ­

verse to the cr i ti cal energy densi ty f'c=3H2/BnG. I nf l at i onary 

uni verse model pred i cts 0= 1 ±1 0-4 •  Observat i ons g i ve a smal l er 

val ue 0=0 . 1 �0 . 3 but they are sensi t i ve to the c l ustered matter 

onl y  and not to that uni f orml y d i stri buted . For the l atter the 

resul t presented here by Rowan-Rob i nson is val i d  wh i ch i s  

n=0. 7:·'6 . The chances that i nf l at i onaty model i s  true are very 

h i gh so i t  seems safe to assume that o= l .  It was stated by Peeb -
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l es i n  h i s  summary tal k at th i s  conference that h • oo=0 . 65±0 . 1 5  
s o  i f  /\ =o t h e  Uni verse age must be smal l er than 1 3 . 5  Gyr . As 
Rood and Schramm have t o l d  us the age of g l obul ar c l usters and 
nucl ear chronol ogy are compat i b l e  w i th 12 Gyr < t� < 18 Gyr . So 
we ar e sti l l  uncertai n .  I f  however the bound c l ai med by Roc ­

ca-Vol meran g e ,  t� > 1 7  Gyr , i s  val i d  we e i ther h ave to adm i t  that 
/\z+D or I\ =O, h • oo=0 . 5 and Q=0. 1 i . e . the i nf l at i onary model i s  
wrong . Constr a i n t s  on deccel erat i on parameter , q�, presented h e ­
r e  b y  Gui derdon i and Tr i ay seem t o  b e  i n  f avour of nonvan i sh i n g 
A but systemat i c  errors coul d be l ar g e .  

Nonvan i sh i ng neutr i no mass c a n  hel p to reso l ve t h e  prob l em 
bec ause the Gerstei n-Zel dov i c h  bound 

m y < 400 eV ( 9 . 8 Gyr /t� -h 1 oo l "', C l Q )  

i f  we a r e  l uc ky ,  m a y  b e  v i ol ated . That woul d mean that 
A -term i s  not z er o .  The posi t i ve resu l t  on neutr i no mass obt a ­
i ned by t h e  I TEP group i s  st i l l  nei ther conf i rmed nor r e j ected . 
Hopeful l y  i t  w i l l  be done C i n  one or other way ) i n  the near est 
f utur e .  

T o  c on c l ude t h e  modern data seem t o  trend t o  a nonvan i sh i ng 
J\ -term but of course they are not dee i si v e .  

T h e  i dea that the cosmol og i cal constant i s  most p r obab l y  
z ero or i g i nated f rom the Hawk i n g ' s  paper s > . Short l y  h i s  argu ­
ments are the f ol l ow i ng . The probab i l i ty of a f i el d conf i gurat i ­
on i s  assumed to be def i ned by act i on S i n  Euc l i dean space-t i me 
wh i c h  i s  achi eved by anal yt i c  conti nuat i on to i ma g i nary t i me ,  
t -. i t .  S i s  t a k en t o  be t h e  E i nste i n  acti on w i th A -term and 
wi thout matter : 

s = C m;( 1 6tr l �d4x.Jg < -R+2 1\ > C U >  

I t  i s  al so assumed that quasi c l assi c a l  approx i mat i on i s  va ­
l i d  so S i s cal cul ated on t h e  sol ut i on of the c l assi cal equat i ­
ons of mot i on .  I n  the case under consi derat i on t h e  l atter are 
the Enstei n equat i ons and thei r sol ut i on i s  the f our-d i men si onal 
Euc l i dean sphere w i t h  r ad i us .!3'Ji\ { i f  /\ > O > . Hen c e ,  the act i ­

on i s  C Sc i =-3trm3t/ /\ and one coul d expect that the probabi l i ty 
of the cosmol og i cal term bei ng equal ta /\ i n  a uni verse i s  



w .... exp{3nm� / /\ }  ( 1 2 )  

So un i verses w i t h  van i sh i n g l y  sma l l /\ a r e  i n f i n i tel y more 
p robab l e  t h an any other . 
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Th i s  resul t heav i l y  rests on t h e  Eucl i l dean approach and 
the si gn nondef i n i t eness of the gravi t at i onal act i on .  In a sence 
t h ese two s t at ements are cont r at i c tory . The c on t i nuat i on to Euc -
1 i dean space i s  made i n  order to achi eve t h e  convergence of t h e  
i n t egral over f i el ds b y  t r ansfor m i ng the osc i l l at i ng funct i on 
exp < i S >  i nt o  t h e  decreasi ng one ,  exp C - S > . But t h i s  i s  not the 
case i f  S i s  not posi t i ve def i n i t e .  One hopes however that the 
method is neverthel ess correct and w i l l  be just i f i ed i n  the f u ­
t u r- e .  

Another ob j ect i on aga i nst t h i s  resu l t  i s  t h at A i s  n o t  a 
dynami cal vat- i ab l e  i n  t h i s  approach but a constant . To overcome 
t h i s  the t h i r d  q u i n t i z ed t h eory of baby uni verse was p r- oposed 
C f or the l i st of references and the detai l ed revi ew see paper-

9>). Th i s  i s  an absol utel y new theor-y wh i ch does not f o l l ow f r- om 
quantum f i el d  theory ( second quan t i z ed theory >  as quantum f i el d  
theory does not f o l l ow f r- om quantum mechan i c s  ( f i rst quant i z ed 
theor y >  and quantum mechan i c s does not f ol l ow f r om c l assi c a l  
mechan i c s .  Sti l l  some anal ogy between l ower and h i gher- quant i z ed 
theor i es i s  kept . Quantum f i el d theor-y i s  constr-ucted as quantum 
mechan i cs of a system wi th i nf i n i t el y many degr-ees of f r- eedom 
when the val ue of a f i e l d  i n  any space poi nt i s  consi der-ed as 
quantum var- i ab l e .  Th i r- d quan t i z ed theor-y deal s w i th whol e uni ­
ver-ses i n  any thr- ee-geomet r- y .  Fundament a l  ob j ec t s  i n  quantum f i ­
el d theor-y a r e  e l ementar-y p ar- t i c l es and those i n  th i r d quant i z ed 
theor-y ar-e uni ver-ses . In ana l og y  wi th part i c l e  creat i on-ann i h i ­

l at i on oper-ator-s a;. and ap one i n t r- oduces un i ver-se c r- ea t i on-an ­
n i h i l at i on oper-ator-s A!° and A .. wher-e i nd e:·: j r-efers to d i f f er-ent 
k i n ds of uni ver-ses . 

I t  i s  assumed t h at on l y  smal l si z e  baby u n i ver-ses C l �  m-Pl ) 
ar-e essen t i al f or our- Un i ver-se . Th e f or- mat i on of l ar-ge scal e 
un i ver-ses i s  suppr- essed as exp C -m'"'ptl 2) .  Whether- th i s  i s  the case 
or not is st i l l  an open quest i on .  Another assumpt i on i s  that the 
i n ter-ac t i on between the baby uni ver-ses i s  negl i g i b l e  and so the 
act i on i s  the b i l i near- f unct i on of A .. and A'!°: 



236 

S I:f .. A�A .. 

Here f _.  can be represented as the i ngegral s over whol e spa ­
ce-t i me < t o  be more exact , over Euc l i dean f our d i mensi onal spa ­
c e )  of scal ar f un c t i ons L_. : 

Th i s  fol l ows f rom the cond i t i on that baby un i verses do not 
posses nonvan i sh i ng energy and momentum because they are c l osed . 
By the same reason they do not posses any conserved char g e .  Fun ­

ct i ons L_. depend upon the propert i es of the baby un i verses and 
are of the f orm 

L... 2A-R , 
m if r '  

L:z gV.,. if /"''f" , etc 
Aver ag i ng over smal l si z e  baby un i verses g i ves an effec t i ve 

Lagrang i an i n  our l arge Un i verse. One sees that al l the " f unda ­
mental constan t s "  l i ke m, g ,  etc . can have arbi trary val ues d e ­
pend i ng upon t h e  average < A�A� > .  The l atter general l y  a r e  d i f ­
f erent for d i f f erent l arge uni verses. 

Nonrenormal i z ab l e  coup l i ngs l i ke ,  e . g .  < "if If > "'  must al so 
be present . Thei r absence at the avai l ab l e  energ i es i s  probab l y 
ex p l ai ned by thei r power l aw rescal i n g ,  � < ElmP1 ) " , whereas r e ­
normal i z ab l e  coup l i ngs resc a l e a s  l ogar i t hms o f  ener g y .  

Now cosmol og i cal constant h a s  become var i ab l e  so o n e  c a n  
tal k about i t s  probab i l i t y d i str i but i on .  O f  course , i n  o n e  un i ­
verse /\ =canst but i t  can be d i f f erent i n  d i f f erent un i verses. 

Summi ng over al l non i nteract i ng baby uni verses ene gets an 
extra exponen t i al i n  compar i son wi th eq . < 1 2 )  and obtai ns the 
f o l l ow i ng probabi l i ty d i st r i but i on 

W rv ex p {ex p ( 3Jrm'Pt l /\ ) }  ( 1 3 )  

Th i s  resu l t a n d  to the l arge e x t e n t  the method bel ong t o  
Col eman .. e n . 

The theory seems to be very promi s i ng . Al l the f undamental 
constants mi ght b e  cal cul ab l e quan t i t i es i f  thei r the i r  probab i -
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l i ty d i st r i buti ons prove to be peaked at some spec i f i c  val ues as 
i t  was demonstrated f or I\ -term. At the moment h owever the way 
seems to be l ong and har d .  Fi rst of al l the val i d i ty of Euc l i de ­
an approach and quasi c l ass i cal approx i mati on can b e  quest i oned . 
Uni verse behavi our i n  real C not i mag i nar y >  t i me i s  obscur e .  I f  
the Uni verse was created wi t h  the character i st i c Pl anc k  scal es 
how was i t  sensi t i ve to a quant i t y  wh i ch i s  more than one hun ­
dred orders of magn i tude smal l er? And at l ast but not the l east 
how the ob j ects wh i ch do not i nteract wi th our Un i verse, si nce 
thei r energy and momentum are z er o  f r om the poi nt of vi ew of ob ­
servers i n  our wor l d , can i nf l uence the Un i verse evol ut i on? Al l 
these quest i ons ref l ect our poor understan d i ng of the r e l at i on 
between real and i mag i nary t i me .  

Now l et u s  turn to t h e  compensat i n g  f i el d  mode l s .  The i dea 
i s  extreme l y  si mp l e  and i s  the f ol l owi ng . The curvature of spa ­
ce-t i me i s  assumed to i nduce the f ormat i on of a c l assi cal f i el d  
condensate wh i ch b y  i ts bac k react i on cancel l s  out i ts own sour ­
c e .  As a resu l t  the ex p onent i al expansi on of the un i verse turns 
i nto power l aw one. As a toy model l et us consi der the theory 
w i t h  the Lagrang i an .. ..  , 

L - M2 / 1 6n C R-2 /\ > + 1 /2 C f , .,.f • "'- , R f 2 > ( 1 4 >  

I t  l eads to the f o l l owi ng equat i on of mot i on of sca l ar f i el d  f :  

f � 8 GI  + 0 ( 1 5 )  

I f  R <O,  l ong-wave f l uctuat i ons o f  f a r e  unstab l e  and 
there ex i st r i si ng sol uti ons of t h i s  equat i on .  Th i s  r i se i s  ex ­
ponent i al whi l e  the total ener gy-momentum tensor i s  domi nared b y  
the vacuum t e r m  T ,.J:::; ( I\  MZ/Bn > g ,.  : 

exp { C -3/2+.J9/4-12 1' > ..rAn:  t }  ( 1 6) 

The sol uti on may b e  taken spat i al l y  homogeneous because the 
Uni verse ex pansi on a "' ex p  c.J'l\73 t> qui c k l y  smooths down the i nho ­
mogene i t i es of f .  When f becomes l ar g e  i ts contr i buti on i nt o  T,. 
must be taken i nto account . Usi ng the Ei nstei n  equat i ons one ob -
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R= 
4 /\ M2+81T < 61 - 1 >  f"' 
---------- -------

M2+81T l ( 6  � - 1  ) f Z 

( 1 7 )  

Wi th encreasi ng f ,  R becomes smal l er a n d  the exponen t i a l  

r i se o f  f sl ows down . At l arge t f �"i\ Mt , R ,., t-2, and 

H=a/ a IV t-1 • Thus we have got the desi red resul t that the seal e 

f actor behaves as a power of t ,  a - t k .  Unfortunatel y thi s  i s  ac ­

h i eved by the p r i ce of van i sh i n g  of the gravi tati onal coup l i ng 

constant : 

G < t > = C M2-81T z f 2 ) - 1 1'\1 f\ -1 C Mt > -2 C l B> 

To get the presen t l y  measured val ue GN=m;;(= l Q-:s• Gev-z one 

has to assume that 

M - ·  mF>1 I < .Ji\ t� > ( 1 9 )  

where t� � 5 · 1 0 1 7  sec is the Uni verse age.  Of course, i n  

such a nai ve version the model can not stand cosmologi cal tests. 

I n  par t i cul ar there e:< i st a very str-ong upper bound on possi b l e  

t i me vat· i at i on of GN. The bound m i ght b e  avaded i f  there woul d 

be a consp i racy between t i me var i at i on of d i f f er-ent co1.1p J i ng 

constants and masses. Pr-obab l y  the model of th i s  type can be 

wor- ked out . An i dea of consi stent var i at i on of masses together 

w i th G <t >  was consi dered by Fuj i i  1 2> 

The probl em of van i sh i n g  of GN ( t )  persi sted i n  the model s 

wi th more general coup l i n g  of f wi th gravi ty as i t  has been 

shown by Ford 1 :s • . Attempts to resol ve i t  wi th the hel p of the 

conformal anomal y did riot prove to be very succesf ul 1 1 • 1 4' I t  

was c l a i med i n  ref . 1 s> that i n  theor i es wi th torsi on one i s  ab l e  

to get r i d  of the cosmologi cal constant al ong the l i nes consi de ­

red wi thout destroyi ng gravi t y .  

Another attempt to save gravi ty was made i n  a model w i th 

vector f i e l d  v� i n stead of scal ar one 1 6 > 

the f orm 

The Lagran g i an has 



L = 1 /4F ..... F ..... + 1 / 2 C D  ... V .. ) 2  + � R C m2 / 1 6tr > l n  C l +  V""/m:Z) <20) <' 1 2.. 

where F ..... =# .. v .. -1 .. v ... i s  the f i el d  strength . Potenti al of 
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thi s  type may ar i se due to rad i at i ve correc t i on .  I n  t h i s  model 

f i el d  Vµ i s  unstab l e  and asymptot i cal l y  i ncreases as 

Vµ "' � µt C At + Bt- 1 )  C 2 1 > 

I ts bac k react i on cancel i s out vacuum energy so that R ,.... t-:z 

and H "'  t- 1 •  In contrast to the case of scal ar f i el d, energy-mo ­

mentum tensor of Vµ i s  asymptot i cal l y  propor t i onal to gµ� so 

that al l the components of the total energy-momentum tensor go 

down as the Uni vers expands. Ef f ec t i ve gravi tati onal coup l i ng 

constant decays on l y  l ogar i thmi cal l y , 

G-"""" C t >  (22)  

wh i ch may be consi stent w i th observat i on s .  

Energy dens i t y  i n  th i s  theory i s  n o t  pos i t i ve def i ni te but 

f i el d  quanti z at i on over c l assi cal bac kground C 2 1 > seems saf e .  

I t  i s  noteworthy that t h e  cancel l at i on of cosmol og i cal term 

in such model s proceeds onl y on l arge scal es comparab l e  wi th the 

hor i z on .  I n  f act gravi tati onal f i el d  dri ves the f ormat i on of 

condensate of f or Vµ if i t  i s  homogeneous at the d i stance 

( 23) 

where f> is the energy dens i t y .  So gravi tat i onal f i el d  of 

usual astronomi cal bodi es is not i nf l uenced b y  th i s  mechan i sm .  

I t  cou l d  on l y  be essen t i a l  i n  b l ac k  hol es. 

Al l the model s  consi dered have the common f eature that the 

vacuum energy is not comp l etel y cancel l ed out but on l y  up to 

t erms whi ch g i ve r i se to the power e:< pansi on l aw .  It seem to be 

the gener i c  feature of compensat i ng f i el d  model s .  Th i s  coul d 

change the standard scenar i o  of the Uni verse evol ut i on ,  i nf l uen ­

ce l arge scal e structure f ormat i on and so on . The cosmol og i cal 

model s  w i t h  unstab l e  scal ar f i el d  have been consi dered i n  

ref s . 1 7 • 1 8' and by Sato at th i s  meet i ng .  I n  the f r ameworks of 
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such mod e l s  l arge val ues of the Hubbl e constant and the Uni verse 

age can be compat i b l e .  

In th i s  short tal k I a m  unab l e  t o  cover many other i nteres ­

t i ng possi b i l i t i es .  The i r  l arge number shows the i mport:ance of 

the probl em as wel l as i t  i s  sti l l  f ar f rom the resol ut i on .  I am 

not so opti m i s t i c  as to bel i eve that i t  wi l l  be sol ved to the 

next conference but I hope that it wi l l  be done in th i s  mi l l eni ­

um and i n  one of the f uture Rencontres de Mor i ond a si ngl e and 

correct model of /\ -term cancel 1 at i on wi 1 1  be presented . 
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The ranges of allowed masses and coupling strengths for massive dark matter particles 
falls within a limited range of a two dimensional parameter space. In particular, their 
mass may not exceed several Tev if their lifetime exceeds the Hubble time. Here we 
discuss whether such particles, if weakly unstable, could manifest themselves 
astrophysically via their decay. In particular, we show that decay of particles of several 
Tev due to symmetry breaking at the grand unification scale could account for the 
anomalous positrons in the galactic cosmic radiation at E> 10 Gev. The viability of the 
right-handed neutrino as weakly unstable dark matter is also discussed. 
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Introduction 

There are currently some motivations for considering unstable particles that decay 

over a cosmological timescale. Particle decay has been widely invoked in the literature to 

provide revisionist scenarios for big bang nucleosynthesis, to account for the reported 

Wein excess in the microwave background, and to remove most of the closure density 

from superclusters . For several years, the anomalous positron excess in the cosmic 

radiation at E> 10 Gev has aroused the curiosity of this author since "conventional" 

astrophysical. explanations for it , though not inconceivable, are neither easy to come by. 

We consideredll whether they could result from the annihilation of massive Dirac 

neutrinos with a mass of -20 Gev and found that this supplied a plausible explanation. 

At about the same time however, Avignone, Drukier and co-workers 2] announced that 

they could rule out such particles in the galactic halo, and we had to accept that this result 

invalidated our hypothesis. 

The motivations for hypothesizing non-baryonic dark matter have been long aired and 

have been discussed at length at this conference. An attractive choice of parameters for 

the dark matter particles are such that Q = 1 ,  i.e. that the total density of the universe, 

most of which is dark matter, is the closure density, as predicted from inflationary 

models of the early universe with vanishing cosmological constant. However this is not 

insisted upon by most cosmologists. 

Dark matter and unstable particles are related topics in that they both invite the theorist 

to invent unknown candidate.particles. Dark matter, of course, need not be unstable, 

and unstable matter, if its half life is small compared to the Hubble time, cannot currently 

be dark matter. But if dark matter lasts for a Hubble time and is nevertheless weakly 

unstable, perhaps we could detect it via its decay products. Most massive particles may be 

unstable at the grand unification (GUT) scale, so weakly unstable dark matter may not 

be much more radical a notion than the stable variety. 

If the reported Wein excess is to be attributed to Comptonization via plasma that has 

undergone decay heating, several constraints must be obeyed.31 To live for cosmological 

timescales, the particle must be able to escape from a collapsing star if produced 

thermally at the core. If it eventually decays into gamma rays, the decay prcxlucts due to 

supernovae greatly exceed the observational limits on the gamma ray background. So 

either the particle is not thermally produced in collapsing cores or its rest mass is 

sufficiently small that the high Lorentz factor at Mev energies stabilizes it over a Hubble 

time. In the latter case however, the decay photons of big bang relics would heat the 

cosmic plasma very inefficiently. Typically, the constraint that the particle not be 

thermally produced in collapsing stellar cores constrains the mass to be above 100 Mev. 
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In addition, a) the total energy density of the decay products should not exceed about 

10% of the blackbody background, b) the decay must take place late enough to allow the 

Comptonization distortions to survive rethermalization (z<H>6) . If the particles annihilate 

in the big bang according to conventional particle physics, constraints a) and b) typically 

require the particle mass to be above a Gev or so. In this case, radiative decay scenarios 

via weak interactions yield too short a lifetime to obey b ). Thus, if weakly unstable 

massive particles are to account for the reported Wein excess, they must be protected 

against rapid decay by some new consideration. 

Having reviewed the general motivations above, this paper discusses a couple of 

specific examples of a weakly unstable massive particle. As emphasized in the 

discussion, assumptions are introduced (e.g. a low energy symmetry) to protect the 

particle against rapid decay. 

Tev Particles 

The annihilation cross section that leaves n = 1 is given by 4,5] <crv> = 

4 x l Q-27 h-2 cm2 s-1 , where h is the Hubble constant in units of 100 km s-1 Mpc-1 . 

Now if the mass M of the mediating particle that governs the annihilation is lower than 

the mass of the dark matter particle m, the annihilation cross section will not depend 

significantly on M, and, in fact, is comparable to the electromagnetic annihilation cross 

section. The "electron-positron" cross section, scaled appropriately to the mass of the 

dark matter particle, is given by <crv> = n:u2m-2. If there are j species of lighter 

particles that couple to the same mediating boson, the annihilation cross section is raised 

above the electron - positron annihilation cross-section by a factor of ( 2j + 1) because 

the decay can process via a virtual boson5l. It follows that the dark matter gives an Q of 

unity if m=0.7h(2j + l )  Tev. 

This mass estimate is otherwise quite general in that it doesn't assume a particular 

value for M, only that M<m. 

The usual strong assumption one must make is that the dark matter particle is 

protected by an extremely good quantum number. We shall now assume that this 

quantum number is good up to the GUT energy scale, and that at this scale there are 

interactions that can cause the dark matter particle to decay. The lifetime of the particle is 

then given by 

t =3 x 1 Q16 yr (tpl l 033yr.)(sin 0)-4(2 Tev/m)5, 
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where tp is the proton lifetime and e is a mixing angle. Though the decay time is much 

longer than the Hubble time, allowing the particle to currently exist as dark matter, the 

decay products are cosmic rays and could be detectable even if only a very small 

fraction of the dark matter has decayed. 

An example of dark matter that is unstable at the GUT scale might be the lightest of a 

fourth generation of leptons. If fourth generation lepton number is a good quantum 

number up to the GUT energy scale, then decay to less massive leptons must proceed 

through the hadronic sector. This will in fact happen if there is Cabibbo mixing between 

the fourth generation quarks and lighter ones. 

The dark matter mass density in the halo is about 0.3 proton masses per cm3 .61 In the 

present scenario, this implies a positron emissivity Z in the galactic halo of about 

Z = 1 .5  x lQ-27(#/lO)(sin9)4(m /2 Tev)4 ( l Q33yr.ftp) e+/cm3 s, 

where # is the positron multiplicity per decay. If the decay involves a quark jet, # could 

easily be of the order of 10. 

The positron emissivity required to sustain a galactic excess above 10 Gev at the 

reported level, Le.the number density divided by the escape time, is l Q-29 cm-3 s-1. 

Details are given in references 1 and 7. This is in good agreement with the emissivity 

estimated above from GUT decay dark matter particles if # = 10, tp= l 033yr., and msin9 

= 0.6 Tev. 

The idea that weakly unstable dark matter gives rise to the positron anomaly at E> 10 

Gev in the galactic cosmic rays, if crazy, is at least testable in several ways. First, dark 

matter particles with masses of several Gev can be detected in laboratory experiments. If 

they have spin-independent interactions, they are close to being detected with current 

technology.21 Secondly, the positrons should have a characteristic inverse-Compton loss 

spectrum, as calculated by Tylka and Eichler .ll This spectrum will be measurable with 

great accuracy with the superconducting magnet facility on the space station. Thirdly, the 

flux of gamma rays accompanying the positrons from any quark jet, and also the inverse­

Compton gamma rays from prompt Tev lighter leptons should be easily detectable with 

the EGRET experiment on the Gamma Ray Observatory 71.  Fourthly, since the dark 

matter particles are in the several Tev range, the physics is well within the range of the 

planned superconducting supercollider. 
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Right-Handed Neutrinos 

Right-handed neutrinos are required in many particle physics scenarios. Left - right 

(L- R) symmetric scenarios require them, and L - R symmetry breaking enables the VR 

to be much heavier than VL. If the Dirac v mass is of order the electron mass, as in 

standard "see-saw" models, the VR decays rapidly into VL, e+, and e-. However, if the 

Dirac v mass happens to vanish then the VR can be stable. It is possible, however, that a 

tiny but finite Dirac mass can be acquired through higher order loop corrections. In this 

case, cosmologically interesting lifetimes can in principle result even though the VR is 

very massive. 

An illustrative model has been sketched by Babu, Eichler, and Mohapatra,81 in which 

the right-handed neutrino decays via a virtual WR that is mixed with the WL . (Note that 

the "right-handed" WR is the weak gauge boson that couples to VR; here the subscript R 

does not refer to the helicity of the W.) This mixing is accomplished by loops of very 

massive particles that appear as radiative corrections to the W propagator, that , by virtue 

of their Dirac mass, mix the left and right handed sectors. (Note that by definition, a 

Dirac mass term mixes left and right Fomponents.) Electrons and quarks (e,u,d) are 

assumed to acquire a Dirac mass only via their coupling to these massive fermions 

(E,U,D), as in "universal see-saw" m�dels,9J i.e. the mixing between the left and right 

sectors is accomplished only by these 'eavy partners. The neutrino fails to pick up a Dirac 

mass simply because (by assumption) it has no massive partner . It turns out that 

mixing at the one (quark) loop level can cause too fast a decay, so in this particular model 

a discrete symmetry is invoked to prevent one of the heavy quark partners (say the D) 

from directly mixing the left and right sectors. The mixing dR and dL is accomplished by 

yet another coupling, this time between the d and u quarks via a charged scalar particle, 

and the L-R mixing takes place through the U. The mass of this scalar particle and its 

coupling strength to the quarks determine the decay rate of the right-handed neutrino. 

There are many free parameters in the theory. Babu, Eichler and Mohapatra 8] choose a 

VR mass of 30 Gev, and with other mass scales suitably chosen, the VR lives for about 

1Q25 s. With these parameters, the VR can comprise the closure density as well as account 

for the high energy positron anomaly . If we readjust the mass of the VR to be 100 Gev, 

and readjust the strength of the coupling between left- and right-handed sectors, we can 

arrange for the VR to comprise an Q of about O. lh-2 (until it decays, of course) and for 

the lifetime to be merely - 1010 s, corresponding to a decay redshift of , 105 in an Einstein 

- de Sitter universe. This would then account for the reported Wein distortion, for, at a 

redshift of 1 Q5, the rest energy density of the VR's would be about Q,05 of that in the 

blackbody background. 
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For completeness, we note that although the lightest supersymmetric partner is 

usually taken to be completely stable, its protecting quantum number, R-parity, may not 

be exactly conserved. If so, then the lightest supersymmetric partners could be weakly 

unstable. However, we refrain here from quantitative speculation. 

To summarize, weakly unstable massive particles (m>Gev) that have a 

cosmologically interesting decay rate are possible, if not probable, given the current 

understanding of particle physics. If they are still around and still decaying, they could be 

highly conspicuous through their decay products. 

I acknowledge with pleasure useful conversations with Drs. R. Mahapatra, E. 

Guendelman, M. Leurer, G. Starkman, A. Tylka, and J. Silk. I especially acknowledge 

G. Starkman for extensive conversations about Tev particles. This work was supported 

in part by NSF grant AST86 1 1939. 
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I review the current status of spectral distortions and angular anisotropies in the cos­
mic microwave background, with emphasis on the role played by weakly interacting particle 
dark matter. Theoretical predictions and recent observational results are described, and 
prospects for futrue progress are summarized. 
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1. Introduction and Historical Review 

Study of the earliest epochs in the Universe is the ultimate goal of the cosmologist, 

thereby providing a probe of the very beginnings of time. The microwave background pro­

vides our only direct glimpse of the first million years of the cosmic expansion. Its spec­

trum resembles that of an ideal blackbody, and is produced during the first year of the 

big bang, when the universe was sufficiently hot and dense to generate thermal radiation. 

The seed fluctuations from which all large-scale structures are generated leave their im­

print in the microwave background. Indeed, over angular scales in excess of a few degrees, 

the isotropy of the background is attributable to the homogenizing legacy of an inflation­

ary epoch of rapid expansion that occurred during the first 10-35 second or so after the big 

bang. Nevertheless, both the existence of fluctuations at a level of a fraction of a percent, 

and infinitesimal deviations from perfect blackbody radiation, are inevitable, given our ex­

istence. Without such blemishes in the idealized big bang, galaxies could not have formed. 

The microwave background is a unique testament to our origins in a remote and fiery past. 

The cosmic microwave background (CMB) was almost discovered on several occasions, 

being anticipated by Gamow,1) by Alpher and Herman2l ,  and independently, but twenty 

years later, by Dicke.3) The first near-discovery was by McKellar4) in 1941 ,  who studied 

interstellar CN molecules at high spectral resolution to investigate the rotational fine struc­

ture of the ground electronic state. The rotational levels were excited, apparently by radia­

tive pumping through a microwave transition at 2.64 mm which required a radiation field 

with equivalent blackbody temperature of about 2.3°K. However electron collisions could 

also have produced rotational excitation, and without more detailed analysis, only an up­

per limit on the interstellar radiation field was deduced. Not until after the discovery of the 

3K cosmic blackbody radiation was the interstellar CN excitation reexamined. The most 

recent study5l achieves 30µA resolution, and limits the role of electron excitation, provid­

ing one of the most precise absolute measurements of the cosmic microwave background 
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flux. This molecular "thermometer" verifies the universality of the cosmic microwave back­

ground, since it can be applied along different lines of sight. The CMB was first detected 

in 1964 at 7cm wavelength by Penzias and Wilson6l who were calibrating the Bell Labora­

tories' horn antenna that was used originally for the first trans-oceanic television broadcast 

via the Telstar satellite, in order to study the diffuse galactic background. 

The early experiments found that the spectrum was consistent with that of a blackbody 

at about 3K, but it required a modern generation of millimeter and submillimeter exper­

iments to make precise spectral measurements. Penzias and Wilson were content to state 

that the microwave background was isotropic to better than 10 percent, and this limit also 

has been greatly improved over the past two decades. However, only over the past year or 

two has the first substantial evidence, still unconfirmed, emerged for spectral distortions 

and angular anisotropies, apart from the well established dipole anisotropy due to our mo­

tion relative to the rest-frame of the microwave background. This review will summarize 

the evidence for spectral distortions and angular fluctuations and I will explore the impli­

cations of these observations for particle physics. I will conclude with a brief discussion of 

future prospects. 

2. Spectral Distortions 

To a flux level of ±10 percent or better, the cosmic microwave background radiation is 

described by a blackbody spectrum with a temperature of 2 .74K. Its blackbody spectrum 

is determined by the efficient thermalization processes that occurred in the first year of the 

Big Bang at z� 107. The spectrum is subsequently frozen, apart from any late input of 

energy into the universe. The blackbody photons, numbering about 400 (1 + z)3cm-3 , un­

dergo frequent scatterings off of electrons prior to recombination of the primeval plasma at 

z� 1000. This epoch of last scattering, which can occur at a redshift as late as z� 10 if the 

universe subsequently becomes reionized, marks the effective photosphere of the universe. 

On this last scattering surface, one can see fluctuations in the radiation brightness that 
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track the seed fluctuations in the matter distribution and gravitational field from which 

large-scale structure subsequently emerged. 

These fluctuations do not perturb the thermal spectrum, however, unless the scattering 

medium is subsequently reheated to a temperature in excess of 108K. Galaxy formation 

necessarily distorts the CMB spectrum, at an expected level of about one percent in viv , 

the spectral energy density per decade of frequency, with the specific frequency dependence 

of the distortion depending on the detailed processes of early star formation. 

The reality of spectral deviations from a blackbody spectrum has only recently re­

ceived strong, if not yet definitive, support. I summarize in Figure 1 the various spectral 

measurements 7) .  These include ground-based observations above 1 cm wavelength, and 

measurements from rocket or balloon-born platforms as well as indirect measurements 

causing excitation of interstellar molecules, at wavelengths shortward of 1 cm. Two infer­

ences may be drawn from Figure 1 .  There appears to be a systematic offset of about 0.lK 

in brightness temperature between the measurements at A .2:, 1 cm and those below 1 cm, in 

the sense that the long wavelength data points appear, on the average, to be slightly low. 

Two of the submillimetric channels from the Nagoya-Berkeley rocket-borne bolometer8) 

show a significant excess relative to the Wien tail of the CMB. The reported energy excess 

amounts to about 15 percent of the energy density in the unperturbed CMB. Such a result 

is extremely difficult to understand, and, pending experimental confirmation of the spectral 

distortion, three classes of theoretical models have been advanced to account for the excess 

flux. 

One class of explanations appeals9l to the out-of-equilibrium decay of some exotic 

species of massive particles, x ->  x' + 'Y· This decay must occur after thermalization first 

becomes ineffective at kT � 1 keV, so that for direct decays to result in a feature near 

the blackbody peak, one requires the particle mass to be � 1 keV. However such parti­

cles must also be thermally produced during the course of stellar evolution, when temper­

atures of 10 keV or more are attained. It has been shown10l that horizontal branch mor-
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phologies would be grossly affected by decays of the form e+ + e- --+ X + x' if the particle 

mass and decay lifetime were in the range required to account for the distortion, namely 

mx � lOeV /( Tx/105yr)112 . The only remaining loophole is for a very massive particle 

mx > lMeV to decay at t� 106 sec into photons plus other particles, and the resulting in-

complete thermalization could give a distortion near the blackbody peak. Not only does 

this possibility need considerable fine-tuning of the particle parameters, but it most likely 

yields a chemical potential (low frequency) distortion in the spectrum of the same order 

as the Comptonization (high frequency) distortion near the peak. Limits on the chemical 

potential distortion, due to the inefficiency whereby bremsstrahlung reprocesses the low-

frequency photons less rapidly than Comptonization upscatters these photons, constrain 
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the early energy injection in low frequency photons to about one percent of the total en­

ergy density. 1 1 )  However, detailed limits have not yet been studied for injection of energetic 

(hv > mec2 ) photons. 

A second class of explanations invokes reheating of the intergalactic medium to a tern-

perature in excess of 108K, and the consequent Comptonization of the cosmic microwave 

background photons. This can occur at recent epochs, when the density is low, and the 

chemical potential distortion is correspondingly suppressed: it is only significant for energy 

injection at redshift z ;:::, 104 . The immediate problem with Comptonization models arises 

with the energetic requirements. The scattering process / + e --+ / + e heats photons from 

frequencies below the blackbody peak to frequencies above the peak, and the energy trans-

fer efficiency is characterized by the product of scattering probability and energy transfer 

per scattering, namely 

integrated up till the present epoch t0 • The spectral distortion amounts to an excess energy 

density l::.p-y/ P-r � 4y, so that the Nagoya-Berkeley result requires y � 0.03. Detailed fits12) 

actually specify y=0.0256. Since y � T · (kT/mec2 ) ,  and the electron scattering optical 

depth T only approaches unity at redshift z ;:::, 10, it is clear that one needs a temperature 

of ;:::, 108K for the intergalactic medium at z � 10 in order for this model to work. Mecha-

nisms involving baryonic matter become increasingly more extravagant in energy at higher 

redshift because one has to overcome the redshifting of photon energy relative to baryonic 

rest mass to account for a given amount of excess energy today. The energy requirement 

is severe: a rest mass fraction of 0.001 percent of the !GM must be in the form of thermal 

energy to attain 1 08K.  This means that utilizing as much as ten percent of the luminous 

baryons now observed in stars (!l �0.005-0.01) or allowed by primordial nucleosynthesis 

constraints (!l ,$ 0 .1)  to burn at nuclear efficiency (�0.007) with a modest estimate of the 

fraction of non-thermal energy that is available as a heat source ( �0.01) for a conventional 

(solar neighborhood) initial mass function, falls short by an order of magnitude or more.13) 
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A proposed solution for energizing and ionizing the IGM appeals to ionizing pho-

ton production from decaying particles.4),s),6) Consider an unstable neutrino-like massive 

particle decaying via v' -+ v + x with v a lighter (or massless) neutrino species and X a 

majoran or familon that allows neutrino flavor-charging decays. A small branching ra-

tio v' -+ v + I into photons is assumed. The astrophysical constraints are that the enery 

density of the decay products account for the dark matter of the universe (or do not ex­

ceed it) ,  that the decay photons yield the energy density in the submillimeter excess, and 

that the decay photons can efficiently comptonize the microwave background photons by 

heating the intergalactic medium. This restricts the decay parameters to mv• > 20keV, 

r(v' -+ vx) � 101o(±l) sec, and a photon branching ratio B� 10-5 . Remarkably, these 

parameters are consistent with galaxy formation theory, the massive neutrino allowing an 

earlier period, prior to the standard matter-radiation epoch of equal densities, of matter­

dominated expansion. During this early phase, fluctuation growth occurs, and only after 

the neutrino decays have occurred does a second period of radiation domination commence. 

Direct observation of the decay photons provides a constraint on this model, and the de­

cay photons may even produce a detectable signature near 2µ with an energy density com­

parable to that associated with the submillimeter excess.17) Inclusion with constraints on 

neutrino decays from SN1987 A futher restricts the allowable model parameter space to 

mv• = (12  ± 6)keV, Td = 5(±2) x 1012sec, nx = 0.1(±0.2), and B = 6(±2) x 10-4 .  

A third class of models consists of dust re-emission, with the dust either in proto­

galaxies or distributed in the intergalactic medium. It was pointed out a decade ago, in 

response to the reported Woody-Richards CMB distortion,18) that dust emission led nat­

urally to spectral distortions in the vicinity of the CMB peak.19) Despite the retraction 

of the Woody-Richards distortion,20l the reported Nagoya-Berkeley submillimeter excess 

has revitalized theoretical studies of dust emission in the early universe. However, both the 

high UV dust optical depth that is inferred from the spectral form of the distortion and the 

energy density associated with the excess severely constrain theoretical models. Ordinary 
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starn fail to produce enough energy at a redshift that is high enough to give the required 

optical depth ( ,(, 20). One has to resort to more exotic objects such as accreting massive 

black holes or very massive stars ( ,(, 103 M0) that produce little enrichment but a consider­

able amount of light.21 ) 

In fact, anisotropy upper limits already pose a strong constraint on dust models. The 

most stringent limit is at 0.13cm, where at a resolution of 1 1" ,  Kreysa and Chini22) report 

that 6.T /T < 2.6 x 10-4. For any dust emissivity model, objects emitting in the submil­

limeter spectral region still contribute strongly at this wavelength. This limit translates 

into a limit on intensity fluctuations in the region of the distortion that amounts to about 

1 percent. The required number density of emitting galaxies is large, and may be estimated 

from 

where a =  7!'R2 is the effective cross-section of a galaxy, 6.R = c6.t0( 1  + z) is the thick­

ness of the redshift shell at the emission redshift, and t0 = c/Ho . This expression yields23l 

6.f/f = (5 x 10-3 /B arc-min) (R/ 6.R)112(h3 Mpc3 /ng0)112 

in terms of the comoving number density of bright galaxies ngo· With the experimental res­

olution a = 1 1" and emission shell thickness R/ 6.R � 10, one needs ngo ,(, 100h3Mpc-3 for 

typical models. This means that the required abundance of infrared-bright galaxies corre­

spond to a huge comoving density of dwarf galaxies. This seems implausible, although one 

cannot rule out such a hypothesis. The requirement of so many luminous objects at z > 20 

challenges the ingenuity of any model with Q = 1 ,  and in particular, that of cold dark mat­

ter. Evidently, both the anisotropy measurement and the submillimeter spectral distortion 

need to be confirmed before jumping to any theoretical conclusions. 

3. Anisotropies 

Inflationary cosmology provides the backdrop for the origin of the fluctuations that 

gave rise to galaxies.24) Density fluctuations driven by gaussian quantum fields are in­

evitably present at the threshold of classical cosmology, the Planck epoch at � 10-43 



257 

sec. These are expected to have magnitude of order unity on the horizon scale, although 

a detailed description awaits a definitive theory of quantum gravity. Inflation is triggered 

by a phase transition that sets in at the epoch of grand unification symmetry breaking, 

� 10-35sec, and is completed by � 10-33sec. During this phase, the universe undergoes a 

strongly accelerated phase of expansion, which effectively enlarges the particle horizon to a 

comoving scale far larger than its present value. The inflationary phase is time-translation­

invariant, and the residual quantum fluctuations that emerge from the horizon, as the stan­

dard Friedmann-Robertson-Walker expansion resumes, retain a scale-invariant spectrum. 

This is equivalent to a fluctuation distribution with constant metric (or gravitational po­

tential) fluctuations, the amplitude of which can, in principle, be specified in terms of the 

inflationary field, but, in practice, is treated phenomenologically as a free parameter pend­

ing development of a compelling theory of inflation. 

Inflation predicts25l that the universe should be isotropic, nearly homogeneous, devoid 

of magnetic monopoles, and should be dark-matter dominated with n = l; gaussian scale­

invariant curvature fluctuations are its primary legacy for large-scale structure. Inflation 

may end with a second phase transition that can result in the production of cosmic strings. 

These non-linear objects provide a non-gaussian mode of density fluctuations that also, 

on large-scales, has a scale-invariant distribution of amplitudes when decomposed into a 

power-spectrum. Matter is freely accreted by strings once the universe becomes dominated 

by non-relativistic matter, and this results in a viable alternative for galaxy and cluster for­

mation. 

If the universe is dominated by baryonic matter, the preferred mode of fluctuations is 

via entropy perturbations. This results in the so-called isocurvature mode, which leaves a 

negligible imprint on the universe at very early epochs.26) Because these fluctuations are 

dynamically unimportant at early epochs, inflationary models provide little guidance to 

the late-time spectrum. In the absence of a plausible model for primordial entropy fluctua­

tions, the slope of the isocurvature power spectrum is specified phenomenologically by the 
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requirements of large-scale structure. For a power spectrum of density fluctuations 

comparison with the observed galaxy correlations limits the power law index to lie in the 

range O .2:, n .2:, - 2, n = O being white noise. The scale-invariant spectrum of primordial 

curvature fluctuations has n=l, since specifying an index n is equivalent to primordial cur­

vature fluctuations with spectrum DK ex M(n-l)/6 ,. The ensuing sub-horizon density fluctu­

ations during the matter-dominated era, generated by curvature perturbations 

6K � GM/LC2 � (6p/p)(L/ct)2 � (6p/p)(M/Mh)213 , 

have an effective index equal to n-3. 

The radiation field has a dominating influence on the growth of primordial fluctua­

tions. The epoch of equal densities of (non-relativistic) matter and radiation occurs at 

1 + Zeq = Pmo/ Pro = 2 X 104!1h2, where Pmo = !1(3H�/87rG) is the present matter density 

i� units of the critical density for closure, 3H�/87rG, Pro is the present radiation density, 

equivalent to a blackbody at T,0 = 2.74K, and h = H0/100km s-1 Mpc-1 .  Prior to this 

epoch, the universe is radiation-dominated, and growth of linear density fluctuations is 

inhibited. For an uncoupled dominant component of weakly interacting massive particles 

(cold dark matter) that is nonrelativistic at 1 + z < 1  + Zeq, there is a weak logarithmic 

growth at 1 + z < mpc2 /kT,0 • However, if the dominant mass component is baryonic, mat­

ter and radiation are strongly coupled and there is no fluctuation growth, but rather damp­

ing of the adiabatic fluctuation component. Early universe physics thereby acts both as a 

source of the fluctuations, for example via the inflationary cosmology that generates scale­

invariant gaussian fluctuations, and as a filter, modifying the primordial spectrum. 

The horizon scale at Zeq is consequently a critical scale for the fluctuation spectrum: 

for example, in a cold-dark-matter dominated universe, it characterizes the (gradual) tran­

sition between larger and larger scales (L .2:, 2cteq ) which first enter the horizon at later 



and later times, subsequently undergoing uninterrupted sub-horizon growth, and those 

scales (L i2:, 2cteq) which have their sub-horizon growth frozen until teq, subsequently all 

sharing a common growth factor. One therefore expects that the comoving length scale 
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Leq = 2cteq(l + Zeq) = 12(Q0h2)-1 Mpc will be the principal surviving imprint of the early 

universe on the residual linear density fluctuation spectrum that seeds the large-scale struc­

ture of the universe via the action of gravitational instability. 

Last scattering of the radiation occurs at a redshift of about 1000, some 3 x 105yr after 

the initial singularity, and the corresponding comoving scale of the horizon at this epoch 

is about 100 Mpc. The radiation subsequently propagates freely, and thereby demarcates 

the largest scale on which any causal processes may be expected to have acted, subsequent 

to any inflationary epoch, to erase or induce any structure in the cosmic microwave back­

ground. This projects to an angular scale of about 2 degrees (Figure 2). Any detection of 

temperature fluctuations on larger scales would therefore probe primordial fluctuations in 

the matter distribution. On smaller angular scales, the interpretation of any fluctuations is 

model-dependent, but still may provide a useful probe. 

The matter fluctuations continue to grow by gravitational instability, eventually achiev­

ing non-linearity at z :S 100, and producing galaxies, galaxy clusters, and even larger struc­

tures. Normalization of the fluctuation spectrum to the observed large-scale structure can 

be performed via the galaxy correlation function or via large-scale peculiar velocities, ei­

ther of which directly probe the linear fluctuation regime. Once normalized, the cosmic 

microwave anisotropies provide a unique window on the very early universe, hopefully al­

lowing us to distinguish between rival theories. 
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Figure 2: Conformal space-time diagram of the Big Bang. 

Large Angular Scales (2° -90° ) 

Gravitational potential fluctuations on the last scattering surface and around the ob-

server result in gravitational redshifts or blueshifts, respectively, of the CMB photons.27) 

The magnitude of the resulting temperature fluctuations is 

where 8¢> is the potential fluctuation on scale L and 8p/ p is the amplitude of the associated 

matter density fluctuation. For a fluctuation spectrum that is scale invariant , with constant 

space curvature, 8 p / p rx L -2 on large scales, so that the Sachs-Wolfe effect is independent 

of the epoch at which it is evaluated. It is the dominant source of primeval anisotropy on 

scales L » Leq, which represents the asymptotic regime where 8p/p rx M-213 for a scale-

invariant spectrum. This effect is produced both by adiabatic fluctuations at all epochs, 

and by the orthogonal mode of isocurvature fluctuations, although in this latter case, the 

Sachs-\Volfe effect in the matter-dominated era is supressed by a factor � p, /Pm . 
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Intermediate Angular Scales (10' -2°) 

On scales such that L :::, 3(ct)e., i .e. , the horizon at last scattering, L ,:::, lOOMpc, there 

are two other contributions to temperature fluctuations that usually dominate over the 

Sachs-Wolfe effect. Flows of partially ionized gas, associated with infall of matter relative 

to the expansion into the shallow potential wells described by the fluctuation spectrum, 

generate temperature fluctuations at last scattering of order28) 

(ST/T)rel ;:::: v/c ;:::: (op/p)es(L/ct)es 

On scales L » Leq, where the scale-invariant fluctuation spectrum Op/ p ex L-2 , the velocity 

induced fluctuations dominate on scales Leq :C::, L :C::, (ct)es . 

An adiabatic fluctuation spectrum has a third component of fluctuations, which if de-

coupling of matter and radiation were instantaneous, would be described by29l 

1 (oT/T).a ;:::: 3(op/p) . 

The net adiabatic contribution is reduced relative to this estimate because the fuzziness 

of the last scattering surface partially erases the temperature fluctuations. The visibility 

function e-r dr /dz, where T is the electron scattering optical depth along a line of sight to 

redshift z, measures the magnitude of this smearing,30l peaking at z=1060, and described 

approximately by a gaussian distribution in z, with a half-width 6.z ;:::: 80. The last scatter-

ing surface is deduced to have a similar half-thickness of � 4 Mpc, which corresponds to an 

angular smearing of relic fluctuations amounting to /'::,.() ;:::: 81• 

Fine-Scale Anisotropy ( ,:::, 10') 

On angular scales below 10', the relic adiabatic temperature fluctuations fall off rapidly 

with decreasing scale, because of the last scattering surface fuzziness, approximately as ()2 • 

There is an additional thermal contribution to temperature anisotropies on very small an-

gular sizes which arises from Comptonization of the CMB by passage through hot gas in 
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newly formed galaxy clusters and galaxies. This is the Sunyaev-Zel'dovich effect, which 

amounts to 

It is usually very small: for the evolution of inhomogeneities as predicted by the cold 

dark matter spectrum, sufficiently hot gas is generated only at z :S 10, and induces 

( 8T/T)sz ;S 10-6 . Reionization of the intergalactic medium, a process which if it occurred 

sufficiently early (see below) would have erased primordial fluctuations, itself would have 

generated new fluctuations via the Sunyaev-Zel'dovich effect. There are also contributions 

to fine-scale anisotropy from discrete radio sources: these should be distinguishable, how­

ever, by their distinctive non-thermal spectral signature. 

Significance of Large Angular-Scale Anisotropy 

The angular scale subtended by the last scattering surface, at redshift zes, is 

Bes � (f!/z)112 rad, the angular size appropriate to the particle horizon at this epoch. For 

Zis � 1000, as expected if there has been no ensuing reionization, Bes � 2° . Since the ther­

mal history of the universe is not well known, however, a more conservative estimate of last 

scattering is to assume that the universe has indeed been reionized. In this case, optical 

depth unity occurs at a redshift 

Zis � 70(f!/0.2)1f3 (0.02/f!b)ZfJ . 

The corresponding angular scale Bes � 10° .  

The significance of this angular scale is the following. For any causal process respon­

sible for reionization, primordial fluctuations would be erased, and new fluctuations intro­

duced, on scales :S Bts · However, on larger angular scales, the primordial CMB fluctuations 

will be preserved. This thereby provides a motivation for designing experiments to study 

large-angular scale anisotropies, since these can provide a relatively model-independent 

probe of the primordial fluctuation spectrum. 
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Amplitude of 8T /T 

Experiments have been designed in two modes, either beam-switching with a single 

dish, or mapping with an interferometer. Hitherto, the best limits have been obtained in 

the former mode, and results will be described below. The theoretical predictions are usu-

ally described as a temperature correlation function between directions 'Yl and 'Y2 and eval-

uated at the present epoch: 

C(li) = (8T/T)2 =< 8T/T('Y1)8T/T(-y2) > ; cosli = 'Y1 · 'Y2· 

Detailed computations of the transfer function through last scattering are required for 

fine-scale anisotropy fluctuations. On large angular scales, however, simple estimates suffice 

to give a crude estimate of the desired accuracy. For example, rich clusters and superclus-

ters, which are forming at the present epoch, have velocity dispersions v /c � 3 x 10-3 and 

represent gravitational curvature fluctuations 8<f> / c2 � ( v / c )2 � 10-5• The Sachs-Wolfe con­

tribution is therefore expected to be of order ko<f> / c2 , or ( 8T /T)sw � 3 x 10-6 over angular 

scales of tens of arcminutes or larger, for a scale-invariant spectrum. 

Observational Constraints 

The quantity that one uses to construct observational maps of the CMB is the angular 

power spectrum, defined by expanding C(li) in spherical harmonics 

1 
C(li) = 471" �)2e + l)CtPt(cosll), 

l>2 

where 

Here DPrt(k, to )  is the Fourier component of the radiation density at the present epoch 

(to )  as a function of comoving wavenumber and expanded over angular harmonics in cosli. 

The unobservable monopole (£ = 0) and the gauge-dependent dipole terms have been sub-

tracted; the remaining expression is gauge-invariant. 



264 

The rms quadrupole amplitude c;/2 is directly measurable via an all-sky map, and the 

upper limit on its amplitude is 5 x 10-5 (95 percent confidence) from the RELICT sate!-

lite experiment.31 ) This limit is a factor of two smaller if scale-invariant fluctuations are 

assumed. On smaller angular scales, construction of a map utilizes the full power spectrum 

Ce. Hitherto, experiments have utilized a single telescope that beam-switched to reduce 

systematic errors. 

A typical experiment has an angular response that is determined by its beam pattern, 

which might involve a simple subtraction between two beams, as performed by Melchiorri 

et al. 19  with FWHM=5° and switching angle B = 6°, or might measure the temperature 

difference between one direction and that on either side in a three-beam experiment, as 

carried out by Uson and Wilkinson32) for a beam of l' .5 switched over 41 .5. We then have 

either 

(.6.T/T)2 = 2[Cs(O) - Cs(B)] 

1 
or (.6.T/T)2 = ([To - 2(T1 + T2 )]2 ) = 2[Cs(O) - Cs(B)] - 1/2[Cs(O) - Cs(2B)] , 

respectively, where Cs(B) = (6T('Y1�;'T(J,)) with cosB = -y1 · -y2 is the beam-smeared tern-

perature correlation function. Limits from these two experiments are 

.6.T/T � 7.4 x 10-5 (B = 6°) 

and 

.6.T/T � 2.8 x 10-5 (B = 4' .5) 

at 95 percent confidence. A recent experiment33) reports a slightly stronger small-scale 

anisotropy limit utilizing a double beam-switching technique for a 1' .9 beam and B = 7' . 15, 

with an upper limit .6.T/T � 1.7 x 10-5. The Uson-Wilkinson result has been criticized as 

being overly optimistic:34) a more realistic upper limit may be 4 x 10-5 over 4' .5. 
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Figure 3: Upper limits on the rms temperature fluctuations in the CMB. Measurements are 
summarized in the text. 
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A detection has been reported35) of fluctuations at 0 = S0 .2 (FWHM beam S0 .3) with a 

dedicated experiment at Tenerife at a level /:::,. T /T = 3. 7 x 10-5 .  This experiment has hi th-

erto been performed at one wavelength (3 cm), and evaluation of a possibly major contri-

bution to the signal, the patchy low-level galactic diffuse emission, must await completion 

of a survey at longer wavelength. If the experimental result were confirmed as a measure-

ment of the CMB anisotropy, the implications would be remarkable: the reported level of 

l::, T /T exceeds that expected in cold dark matter-dominated cosmologies, and indeed in 

any model with primordial gaussian, scale-invariant fluctuations, by an order-of-magnitUde. 

One should compare the Tenerife result with the upper limits reported by RELICT and 

also by the balloon data36l on intermediate angular scales: at 95 percent confidence, 

[C(0)]112 :S 5 x 10-5 (0 � 20° ) and 

[C( 0)]1!2 :S 3. 7 x 10-5 ( 0 � 10°), 

respectively, for a FWHM beam of 7°. The various observations are summarized in Figure 

3.  



266 

Interferometric techniques, using aperture synthesis at the VLA, have been used to 

map the CBR with sub-arc-minute resolution.37),3s) The strongest upper limits an·39) 

.6.T/T :::; 0.6 x 10-4 (60"), 0.8 x 10-4(30"), and 8.5 x 10-4 (12") at 95 percent confidence. 

Only a small area of sky has been searched at 5 GHz ( � 103 square arc min) with this reso­

lution. 

4. Implications and Future Prospects 

In the context of inflationary models and curvature fluctuations, baryon-dominated 

cosmology is almost untenable as a consequence of the intermediate angular-scale 

anisotropy limits.40J,4l) One needs f!b = 1 and a primordial adiabatic fluctuation power­

spectrum (op/ p)� ex kn with n > 2 to suppress the large-scale temperature fluctuations. 

However such a spectrum gives an unacceptable fit to the galaxy-galaxy and large-scale 

velocity correlations, and, moreover, has a small-scale divergence that one has to cure by 

fine-tuning the initial conditions. This is not regarded as an attractive means for saving the 

theory. An isocurvature fluctuation spectrum in a baryon-dominated universe avoids this 

divergence problem, since the local curvature associated with fluctuations, by definition, 

vanishes, and even allows one to live with f!b � 0.1 ,  the value consistent with the primor­

dial nucleosynthesis constraint. One has to pay the price, however, of adjusting the power 

spectrum shape, by forcing n to lie in the range 0 ,2: n ,2: - 1. The index n has to be care­

fully tuned to fit the statistical probes of large-scale structure provided by the galaxy and 

velocity pairwise correlations, and the intermediate angular scale CMB anisotropy must 

also be suppressed. For example, isocurvature fluctuations with a Zel'dovich initial spec­

trum (equivalent to n=-3) have been eliminated as a possible contender because of exces­

sive intermediate angular scale anisotropy.42) It is worth noting that if n> -3, non-linearity 

is inevitable at an early epoch. This means that reheating most likely occurred as a conse­

quence of the energy input associated with early galaxy formation. Vishniac43) pointed out 

that a quadratic (second order) contribution in on · v to temperature fluctuations would be 

important on small, sub-arcminute, angular scales. One can improve matters somewhat by 
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adding a cosmological constant (or vacuum density) to maintain a spatially fiat universe: 

f!vac = 0.9, Qb = 0.1 .  This boosts fluctuation growth, and helps alleviate the difficulty 

with the CMB anisotropy. 

Such an approach is not very compelling, however, to a theorist. The key observational 

constraint is that baryonic matter is restricted by primordial nucleosynthesis constraints, 

at least in the standard and simplest big bang model, to nb :S 0 . 1 ,  whereas consideration of 

the physics of the very early universe, and in particular the inflationary cosmological mod-

els, favors a density parameter n = 1 .  The dominant form of matter must, in this case, 

be some form of non-baryonic, weakly interacting particle. The dominance of non-baryonic 

dark matter means that fluctuation growth can occur prior to the decoupling epoch, al-

though it is only efficient during the matter-dominated era that commences at Zeq . Thus 

the prevalence of non-baryonic matter acts to reduce the required amplitude (Figure 4). 

The reduction factor amounts to (1 + Zdec)/(1 + Zeq) � 0.1 .  

1' 
Zeq 

Figure 4: Time-evolution of density fluctuations in COM. baryon and radiation in the early 
universe (N. Vittorio, in preparation.} 
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In addition, linear growth ceases if !1 «:: 1 at a redshift � n-1 - 1. This implies that 

the expected fluctuation amplitude at last scattering is increased by a factor � n-1 rel­

ative to what is expected in a universe with !1 = 1. Reducing !1 also affects Leq, which 

therefore shifts the characteristic scale of roll-over between the 8p/ p �constant (small L) 

and 8 p / p � 12 (large L) regimes to larger scales. This behaviour leads to a characteristic 

large-scale signature, and suggests that one should consider a cold dark matter-dominated 

cosmology, with !1 allowed to be a free parameter. Such a model could be consistent with 

inflation if flvac + flcnM = 1 .  

The fine-scale upper limit on the CMB anisotropy may b e  used to constrain such mod­

els, which predict that44)-47) 

Here !lb is the baryon density, augmentation of which tends to enhance L.T/T due to the 

Doppler contribution on the last scattering surface, and b is the bias factor, defined to be 

the ratio of 8N8/N8, the observed galaxy count fluctuations averaged over a sphere of ra­

dius Sh-1 Mpc, to 8p/ p, the underlying mass fluctuations. The ever-improving upper limits 

(Figure 5), culminating most recently with the Readhead et al. result ,32) constrain !1 to be 

� 0.4 in a CDM-dominated universe. 

Hot dark matter models are also severely constrained by the fine-scale anisotropy limits 

(Figure 5). In these models, non-linearity occurs far too late to allow any smoothing of pri­

mordial temperature fluctuations by reionization. For a hot dark matter model to survive 

with !1 = 1, one requires non-linearity and galaxy formation to occur at a redshift :S 1 .  

This i s  probably inconsistent with the recent discovery of galaxies at a redshift of � 3 .  

However hot dark matter has attracted renewed interest in  the guise of  a universe 

wherein density fluctuations are seeded by cosmic strings. Cosmic strings are non-linear 

topological defects from an early phase transition that effectively accrete matter in the 
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Figure 5: Comparison of fine-scale upper limits for beam switching experiments with three 
different models: CDM (fl=0.2,b=l), HDM (zo=3,h=0.5,fl=l) ,  and BDM 

(fl•=O .2 ,nv. ":nA =0 .8) . 

269 

matter-dominated era. In fact, the accretion is so efficient that strings may even be incom-

patible with a cold dark matter-dominated cosmology, 48) with excessive small-scale power 

being generated in the form of galaxy correlations. Hot dark matter tends to suppress ac-

cretion on sub-galactic scales until recently, and provides the most attractive complement 

to cosmic strings. An interesting test of cosmic strings arises because of their non-gaussian 

character. One has to recall that only very limited areas of sky have been studied, and any 

theory invoking non-gaussian fluctuations statistics would meet with very different con-

straints from the CMB anisotropy limits. Bouchet et al.49) compute the temperature pat-

tern induced in the CBR by a network of cosmic strings, and find that the rms tempera-

ture anisotropies are 6.T/T = 17 Gµ/c2 , where µ is the parameter that specifies the mass-

density of the strings: typical models that seed large-scale structure require Gµ/c2 � 10-6 • 

The temperature fluctuations possess a "stringy," non-gaussian character, with the small-

scale power concentrated in rare discontinuities. With sufficient sky coverage, it should be 
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possible to distinguish string-induced temperature anisotropies from those expected in the 

principal rival theory for large-scale structure, namely the inflationary model, which pre-

diets gaussian adiabatic scale-invariant fluctuations in a (cold-) dark-matter-dominated uni-

verse. 

The existing theories are not faring particularly well with regard to accounting for re-

cent data on the large-scale structure of the universe. Reanalysis of the galaxy angular 

con-elations utilizing an automated deep survey of galaxy counts, suggests excessive large­

scale power relative to what is expected in cold dark matter models,50) which were only 

marginally compatible with the Groth-Peebles51) angular correlation function from the 

Shane-Wirtanen counts. Reports persist of large, �100 Mpc, structures in the galaxy dis-

tribution, including the Perseus-Pisces filament,52) Geller's great wall,53) and Tully's ag­

glomerations of galaxy clusters over scales54l of �300 Mpc. 

Another observational result that suggests the presence of excess large-scale power in 

the primordial fluctuation spectrum, relative to what would be expected for scale-invariant 

initial conditions, is the evidence for large-scale bulk flows. While these rely on knowledge 

of distance indicators to an accuracy of about 10 percent, where there is some scope for 

hitherto unrecognized sources of systemic error or bias, the tentative conclusion that co-

herent velocity flows of several hundred km s-1 persist over scales of ii':, 30h-1 Mpc remains 

unshaken.55L55) If these motions are gravitationally driven, one has to appeal to linear flue-

tuations of order op/ p �v/ct on these large-scales. These same linear fluctuations must 

inevitably induce Sachs-Wolfe anisotropies of order.57) 

6.T/T R:: (8p/p)(L/ct);. R:: v(L/ct)ts R:: 3 x 10-5 ( v ) ( L ) 
500kms-1 50h-2 Mpc 

over (} � 2(L/50h-1 Mpc)!1 degrees. Here L is the scale over which the bulk flow compo-

nent v is measured. Pending experiments, which are expected to have a sensitivity of at 

least one part in 105 to temperature fluctuations, should be capable of testing the reality of 

the large-scale bulk flows. 
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Models that are still tenable include cold-dark-matter cosmology, with adiabatic, scale­

invariant fluctuations and n = 1, and string-seeded models with a universe dominated by 

cold, hot, or even baryonic dark matter. There are still discouragingly many choices be­

tween rival hypotheses about the nature of the seed fluctuations that gave birth to galax­

ies, galaxy clusters and superclusters. However the next generation of CBR experiments, 

including balloon-borne experiments (UCSB, MIT, Princeton, Rome) and proposed ground­

based dedicated aperture synthesis arrays (Cambridge, Caltech), should be expected to 

provide definitive clues to the origin and nature of the large-scale structure in the universe. 

For example, one area that is largely unexplored from the theoretical perspective is 

large angular scale anisotropy, precisely where one anticipates progress from the forth­

coming all-sky maps to be obtained by the COBE and RELIC 2 satellite experiments. 

Curved models do not yield simple unambiguous predictions of !:::,. T /T on scales larger 

than the angle subtended on the sky at the last scattering surface by the curvature radius 

Rcurv = (c/Ho )(l - n0)-1/2 • The reason for this is that Fourier decomposition, the defi­

nition of wave-number and wavelength, and the concept of mass or energy fluctuations, 

all acquire a new level of complexity in a curved background. One no longer has the pre­

diction of a Zel'dovich spectrum, and one has to generalize the definition of wave num­

ber onto a spatially curved spacelike surface in order to apply linear perturbation theory. 

One may obtain some insight by comparing the curvature scale with the horizon radius, 

Rhor = 2(c/Ho)!101 , to infer that as no decreases below a critical value of 0.85, Rcurv be­

comes smaller than Rhor- Since Rcurv determines the role of geodesic focussing, we may 

expect geometrical focussing to tend to suppress the quadrupole and low order multipoles 

of the CBR anisotropy in low n cosmologies. A similar effect manifests itself as the "'ring 

of fire" in curved Bianchi models, and has been studied40) for infinite single mode plane 

wave perturbations of open Friedmann models. The characteristic angular scale of the 

features, observable as a peak in the multipole structure, is [!10/(1 - !10))112 radian. One 
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miii;ht hope ultimately to disentangle both n and the intrinsic fluctuation spectrum from 

the CMB anisotropies. 

One important challenge for the forthcoming experiments that are designed to probe 

the 6. T /T < 10-5 range will lie in circumventing the various backgrounds. Once atmo­

spheric fluctuations are under control, by judicious choice of observing platform and wave­

length, the galactic background is the next obstacle one runs into. It already seems likely 

that this is the cause of fluctuations seen in experiments at � 500µ and at 15 GHz. At 

� 40 GHz or 0.3 cm, the atmospheric background is minimal from a high altitude site. The 

galactic background, due to synchrotron and HII region emission at the lower frequency, 

and to IRAS cirrus at the higher frequency, is poorly known at the lOµK level that will be 

necessary to probe 6.T/T. Moreover, the contribution from unresolved extragalactic radio 

sources also becomes significant at this level58) . Finally hot gas in galaxy clusters, super­

clusters, groups and halos produces Sunyaev-Zel'dovich distortions with an expected am­

plitude of (10-lOO)µK.59),Bo) The filling factor of this hot gas component could be appre­

ciable, and one ideally requires x-ray observations to map out the thermal gas distribution. 

It seems apparent that multi-frequency measurements, mapping with a wide range of an­

gular resolutions, and extensive sky coverage are all necessary ingredients that will have 

to be incorporated into any definitive detection of the primordial cosmic microwave back­

ground anisotropies. Such a detection, as well as confirmation of any spectral distortions, 

will constitute a crucial element in our understanding of the ultimate origin of the large­

scale structure of the universe. 
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Massive composite bolometers cooled below 100 m°K can detect recoil energy of particles with 
a very high efficiency. By using different absorber materials (Ai203, Ge, Si, LiF, Cr203, Ti02 ... ) 
some identification of dark matter particles will be possible. Resolutions in the 10 e V range for 1 kg 
of absorber are theoretically possible at 10 m°K if the thermistor is well matched to the substrate (for 
the heat capacity) and to the electronics (for the impedance). We have successfully developed and 
tested a 25-gram sapphire bolometer, the heaviest to date, at 100 m°K and obtained on a 60  KeV y line 
a 16 Ke V FWHM resolution limited by extraneous noise. 

First bolometric spectra of radioactivity and cosmic ray background obtained at sea level are 
presented. 
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1 INTRODUCTION 

Massive bolometers (in the 1 -1000 gram range) for single event particle detection were, only a 

few years ago, still a purely prophetic anticipationl-4. But, since 1984, thermal spectrometry is 

seeing an increasing development in the worid5-16. First, little bolometers were proven to have 
good resolution on X-rays6 and cx-particles7. More recently massive bolometers (over 1 gram) 

have been successfully tested5,l l , 15, 16. Detection of cold dark matter particles through 

measurement of the recoil energy in a massive target (in the 10-1000 gram range) cooled below 

100 m°K to reach 100 eV resolution was proposed several years agol7-19. We analyse below 

the operation and possible performance of the composite bolometer for dark matter detection. 

We also detail a new design of such a detector and the successful tests of a 25 gram sapphire 

composite bolometer achieving a resolution better than 16 KeV. 

2 COMPOSITE BOLOMETERS AND DARK MATTER DETECTION 

A large proponion of the mass in the universe may be under the form of non baryonic particles 

weakly interacting with matter (W.l.M.P.) 17-21 . Present detection of these particles can be 

attempted only with germanium22 or silicon detectors24 in which only about 25 % of the recoil 

energy can be transformed into an electrical current.Observing recoil energies smaller than 

5 KeV is nearly hopeless. Moreover these detectors have few non-zero spin nuclei, so that the 

interaction rate is expected to be very low for cenain particle candidates such as the photino (see 

17, 18, 19). Massive composite bolometers have potentially several advantages : 

the material of the target can be chosen among several possibilities, as LiF, TiQi, Cri03 .. . A set of 

composite bolometers with different targets can help to determine the nature of the interacting particles ; 

the ultimate resolution depends essentially on temperature and can be in the 10 eV range for a 1 kg low heat 

capacity single crystal cooled below 10 m°K ; 

the quanta of thermal energy modes (phonons) are in the 10-3.10-4 eV range,so that intrinsic statistical noise 

is very low (= 0.3 eV on a 100 eV recoil energy !). 
The collision between a dark matter particle (with mass mx) and a nucleus (with mass mN) of 

the target deposits in the bolometer a recoil energy E, the average value of which is 21 : 

< E > = 2 KeV l��V [mN
m+'mxl2 (1) 

For mx = 5 GeV and for 27 Al with ffiN = 25 GeV we get < E > = 1.4 KeV. 

Because of the three times better recoil energy detection efficiency and of the better matching of 

masses, a 1 Ke V (nominal threshold) LiF bolometer will detect cosmions of 2.6 Ge V while a 

1 KeV (nominal threshold) classical Ge detector22 will detect only cosmions with mass above 

12 GeV. Bolometers with diamond, germanium, silicon or sapphire targets are now classical 

ones.All hard single crystals will work as well. For an absorber with bad thermal properties a 

composite-sandwiched target can be a solution as we proposed earlier!O. 
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Interaction rates will depend strongly on the nature of the particle and of the spin of the targetl7-
21 . The calibration of such detectors will be possible on recoils from neutrino scattering23 or on 
collimated neutrons24. Several groups in the world are now developing low temperature 
cryogenic thermal detectors for dark matter5,20,22. In France extensive collaborations are 

developing on this subject and the "Institut des Sciences de l'Univers" supports this program25 
helped also by international collaborations (N.Y. University, Goteborg University, CERN­
ISOLDE). We present below our most recent theoretical and experimental results. 
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Figure 1 - Schematic diagram of a composite bolometer and of energy balance 
when an incident particle looses LIB by collision on the target. 

3 OPERATION AND THERMODYNAMICS OF THE COMPOSITE BOLOMETER 

Present bolometer theories implicitly suppose that the whole energy is finally confined in the 
sensor.We think that this is not exact for the composite bolometer (except perhaps in an 
hypothetic ballistic phonon detector mode). The composite bolometer consists mainly of an 
absorber or target with heat capacity Ca. very well thermally connected to a sensor or thermistor 
with heat capacity Cth· By construction these two elements are always at nearly the same 
temperature T1 (in the frequency bandpass of the whole bolometer). They are connected to the 
refrigerator by a thermal link of thermal conductance G optitnised so that the thermal time 
constant tt1t = (Ca + Cth)/G has the wanted value. 
When a particle strikes the target with an absorbed energy LIB the sensor receives a fraction of 
it as heat, �Q. with : 
�Q = Cc Ct1t ) LIB 

a + C1h (2) 

Up to now, small bolometers had Ct1t » Ca and normal theory with �Q = LIB was appropriate. 
But for massive bolometers a new question arises : what is the optimal CthfCa ratio ? We 
attempt an answer : we suggest to consider the composite bolometer system as a 
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thermodynamic engine in which the heat reservoir is the composite sensitive part at T1 and the 
cold reservoir is the cryostat at To. The second principle of thermodynamics states that only a 
fraction 11t of heat AQ extracted from the heat reservoir at Tl can be transformed into (electrical) 
work, with 11t = 1 -Tlif1. 
The maximum useful signal that can be transferred to a measurement is thus: 

cth AWe = 111 Ca +  Cth LIB (3) 

We must now reestimate the two fundamental noise sources existing in a bolometer : the 
thermodynamic noise and the "polarising" noise. The first noise is due to statistical fluctuations 
of the thermal energy in the sensor26,28 which will be converted into noise signal with maximal 
efficiency 11t ; this noise after conversion in work is AN lrms : 

ANlrms = 111 ...jkT12Cth 
where k is the Boltzmann constant 

(4) 

The second noise is due to the statistical fluctuations ( = APerms) of the polarising power Pe 
which maintains the bolometer at the optimal temperature T1. This noise is called either the 
"Johnson noise" if the sensor is electrically polarised, or the "photon noise" if the sensor is 
optically polarised. As long as Pe is transmitted by quanta of energy oE << kT1 we get 
(demonstrated in ref.29 for photons) : 

APerms = -./Pe Vk'f1 VB (5) 

where B is the bandpass. 
But the fraction of Pe available to change energy in the sensor is only Peth with : 

Cth Peth = Pe x Ca + Cth and Af>eth = ../PCii. -.fk'fl VB (6) 

We'll suppose here that power fluctuations Af>eth are convened into signal noise AN2rms with 
an efficiency equal to one (voltage fluctuations not convened into heat), while measuring energy 
LIB. We introduce fe, the electrical time constant of the pulse connected to the true time constant 

'tth, by 'te = +tth = +Ca G Cih where q> is a coefficient depending slightly on the thermistor 

sensitivity.Then, with optimal filtering of the signal pulse, it is demonstrated28 that 
AErms = ...fi"e Af>ermJVB. As applied here: 

AN2rms = � Af>emJVB =�Pe Ca 'ith
cth x Vk'f1 x � (7) 

Using Pc = G (Ti -To) and q> = 0.5 (typical value of good thermistors) we can simplify (7) to : 
AN2rms = .JC1h kT1 (T1 - To)/2 (8) 



Then the ultimate resolution for a composite bolometer becomes : 
• Ca + Cth 1 �I •N 2 • 2 Ca + Cth f (T T ) uErms C x - � u lrms + uN2rms � ,,,-- X l • o th Tit -V Cih 
If Ca and Cth vary as T 13 this expression goes through a minimum when 

T1 ffo = 0m = 1.2 

and 
Cth I Ca = 'I'm = 1 
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(9) 

(10) 

(11)  

I t  can be shown that this minimum is  always obtained for values of 0m around 1 .2 and of 'I'm 
around 1 independent of the rates of variation of Cth and Ca with Ti, or of the electrical 

characteristics of the sensor. 

a b 

Figure 2 

a- A classical infrared bolometer with collecting optics compared to the 25 g bolometer for dark 

matter 

b- Massive bolometers under construction with different materials : 

Ge (1, 2, 3);Sapphire(4);Diamond(5) 

So from thermodynamic considerations only, we have established that for all composite 

bolometers the best resolution is obtained when the thermal capacity of the sensor equals the 

thermal capacity of the target. This general new theorem was first demonstrated by Buhler and 

Umlauf in the particular case of the magnetic bolometerll and was generalised by us5. 

Our analysis is for the pessimistic case where no amplification exists through the sensor. If 

some amplification exists we obtain the same conclusions after replacing 'll t by 'Ile = (1 -

teftth), but the ultimate calculated resolution would be better. This amplification mecanism 

may also introduce supplementary noise proportional to 'llrl'lle· So for the dark matter detector 

we'll use the thermodynamic limit independent of the sensor. 



280 

Finally, the possible resolution of a composite massive bolometer optimized with Ca = Cth = !f 
at a working temperature T1 and maintained by the polarising power at T1 = 1.2 To is (with 
LlliFWHM = {8fri2 Lllirms = 2,35 Lllinns) : 
LlliFWHM = 5.7 .../kCb(To) x To2 (10) 

So, for dark matter detection, the ultimate possible resolution of a composite bolometer with a 

1 kg single crystal target is : 
LlliFWHM = 4.2 x 10-8 To5/2 e-if M-� in Joule/..Jl{g (11 )  

where 0D i s  the Debye temperature and MA the atomic mass (in grams) of target material. 

These ultimate performances will only be obtained if : 

a the thermal gradients are minimised between sensitive parts at Tl ; 

b the conversion of recoil energy into heat is complete and stable : no energy stocked in defaults, or trapped 

charges ; 

c the current noise in the sensor is negligeable ; 

d non interesting sources of energy are filtered : windows must stop infrared photons ; filters must stop 

electrical interferences ;vibrations must be stopped in the bandpass of the bolometer (= 10 Hz to 10 KHz) ; 
e the cooling system is stable �T < I % ) and with no microphonics ; 

the noise temperature of the preamplifier is less than 2 To. 

Massive bolometers in the 1- kg range will necessitate a substantial volume of material for the 

sensor which must also be perfectly homogeneous in response. At the present time, we think 

that only the germanium thermistor, heavily doped by normal techniques, available in large 

volume, will be useful for massive bolometers with electrical polarisation. 

4 THE HEAVILY DOPED GERMANIUM THERMISTOR 

Up to now the best results have been obtained with heavily doped semiconductor (Ge or Si) for 

the thermistor5,9. Then, at low temperature, electrical conduction comes from the "hopping" 

mechanism where electrical carriers jump from an occupied site to an unoccupied one with a 

probability increasing steeply with temperature31,32. The resistance varies exponentially with 

temperature and the difficulty is to obtain a sensor with an impedance matched to electronic and 

time constant constraints, typically in the 10 Kf.!-100 Mf.! range, at a working temperature To­

For example, the resistivity at 0. 1 °K varies as the 140-th power of the doping concentration or 

of room temperature resistivity (see Figure 3). 

To solve this difficulty, and make bolometers of reasonable impedance, we monitor with very 

high precision the resistivity of germanium wafers at 300°K with the four-probe method. We 

use a specially designed, low pressure, 400 µm spacing, four-point probe. At 300°K we have 

to measure values around 0.06 ohm.cm resistivity with a few per thousand precision. The 
typical map of a 15 x 15 mm2 region is shown in Figure 4 for a wafer doped for 0.1°K 
temperatures with <p> � 0.052 ohm.cm. 



281 

Resistivities of several tested thermistors (made of Ga doped Germanium) are plotted as a 

function of temperature in Figure 5. Curve labelled "Bo! 143" is for the 25 g bolometer 

thermistor : there is a very sharp transition from conduction to non-conduction at 80 ± 20 m°K, 

typical of good doping homogeneity and of a measurement without parasitic background in the 

mapped area:15mm x 1 5 m m  

� p i p  p e r  contour lnterval:.002 

pmax:.0525 ohm.cm 

Figure 4 - Resistivity maps of a 15 x 15  mm2 
slice of heavily doped Ge ; resistivity varies 
5 per cent around 0.05 ohm cm between top 
and bottom ,corresponding to three orders 
of magnitude at 0.1°  K. This map needed 
100 hours of robotic measurement 

Figure 3 
Resistivity of heavily doped germanium 
thermistors measured at 0.1°K as a function of 
room temperature resistivity (T = 298°C). 
Large error bars are due to errors on size 
measurements. 
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Figure 5 - Resistivity of typical doped Ge 
sensors as a function of temperature below 
4"K. 
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From these measurements we can conclude that, in normally grown germanium, the gradient in 

doping concentration is ANa/Na = 0.006 per mm.This confers on sensors, with volumes in the 

mm3 range, a resistivity at 0.1°K varying by ± 30 per cent in the whole volume. We believe that 

such an homogeneity is at least as good as other techniques for doping (N.T.D. or ion 

implantation). Anyway, improvements in doping homogeneity will have to be made for sensors 

of large bolometers working at 10 m0K. Heat conductivity and heat capacity measurements on 

these sensors are reported in ref. 5. 

5 TOWARDS THE OPTIMAL DESIGN FOR COMPOSITE BOLOMETERS 

A good approximation of the optimal design of a dark matter bolometer is our design of the 25 

grams sapphire bolometer schematically shown in Figure 6 ; it incorporates several of our 

earlier developments : the thermistor is monolithic with shaped extremities so that solder heat 

capacity is "unseen" ; contacts are made of deposited In whose heat capacity in the 

superconductive state is very low. The heat capacity of the 3 mm3 sensor is matched at 0.1 °K 

with the 25 g sapphire heat capacity. 

Figure 6 - Schematic of a massive composite 
bolometer with a 25 grams sapphire substrate 
(1) and a 5 mm3 germanium thermistor (2) 
The suspension is made of 32 nylon threads 
(60 microns diameter) (3), while the heat link 
to the thermostat is a thin sapphire strip (4). 

acoustical and 

electromagnetic 

shields 

Figure 7 - Schematic diagram of the experimental 
set-up for tests at 100 m°K with protection against 
electromagnetic and accoustic interference and cosmic 
rays 

The thermal link is made by a separate sapphire strip and can be easily changed. In this design 

we have five materials or components used in the sensitive part : nylon thread, epoxy, doped 

Ge, indium deposit, sapphire substrate, sapphire thermal link ! We foresee that massive 

composite bolometers will have more and more components ! 
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6 TESTS AND RESULTS ON MASSIVE BOLOMETERS THE 25 GRAMS 

BOLOMETER 

We have constructed several massive bolometers of 0.07, 0.15, 2.5 and 25 grams respectively 

(see Fig.2). In several aspects the larger ones work better and are easier to make than X-ray 

composite little bolometers ! We don't find extraneous heat capacity (sometimes a factor 10) as 

we found in the 1 mg bolometers. 

We present below results obtained on the 25 gram bolometer. It has benefited from our earlier 

tests with lower masses and it is currently the best massive bolometer in the world, as far as we 

know, since it reaches a t'lE/-{ffi of 1 x lQ5 eV/ffg. As shown in Figure 6, it consists of a 

sapphire cylinder (20 mm diameter, 20 mm high) suspended by 32 nylon wires. The thermal 

sensor has a large volume (5 mm3) and a thin sapphire strip links the system to the 0.1°K 

thermostat so that the measured time constant is 30 ms. The good quality of the sensor is seen 

in the V-I curve ofFig.8 since, at 0.1°K, a polarising power of0.6 x IQ-9 watt can be applied 

without too much "hot carrier effect". 

We have used a special French-made dilution refrigerator13 installed inside a metallic cabin (see 

Fig. 7). For calibrations we used an 241Am source cooled at 4°K placed at 15 mm from the 1.5 

mm diameter diaphragm in front of the bolometer. A removable 5 cm thickness lead wall was 

also installed around the cryostat to reduce external radioactivity and cosmic ray background 

(see §7 below). 

An external 60Co source placed at 50 cm of the cryostat was clearly detected giving many 

pulses per second around 1 MeV. So we have no doubt that this detector works through the 

entire volume. A typical analog output from the amplifier is given in Figure 9. The small peaks 

on the base line between the a peaks are true signals due to y-rays in the 20 KeV-100 KeV 

range. Typical a pulses are plotted in Figure 10. 

First tests were made without any analog filtering : at 0.1 K we obtained a 35 KeV FWHM 

resolution on the 5.48 MeV a line of 241Am after numerical filtering of each pulse5. 

Second tests were made with a 10 -100 Hz analog filter and triggering on ys : the 59.54 KeV y­
line of Am241 appears at the right place -deduced from linear extrapolation of the a's 

amplitude- and a 16 KeV FWHM resolution was obtained5. This resolution is not the ultimate 

one possible with this detector. We still have considerable parasitic noise from 1/f electrical 

noise and from low frequency microphonics (cf. Fig. 1 1). The heat capacity deduced from the 

signal obtained on 5.48 MeV a's is 2 ± 1 x l Q-9 J/K. This value is twice the theoretical heat 

capacity of the sapphire cylinder. The ultimate resolution possible given by formula (10) is 

600 e V with this bolometer at 0. 1°K . 
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Figure 8 - V-1 curve of the 25 g bolometer 
under vacuum at different temperatures 
(95 m°K, 135 m°K, 260 m°K, 320 m°K) 

Figure 9 - Three typical single 5.48 MeV 
events in the 25 g bolometer without any filtering 
Units in the abcissa are ms 
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Figure 10 - Spectrum of the voltage noise measured on the 25 g bolometer at 0.1 °K with a room 
temperature amplifier : this noise corresponds to spectra with 16 Ke V resolution. If this extraneous 
noise is eliminated, the resolution should reach 600 e V 

7 PRELIMINARY MEASUREMENTS OF THE RADIOACTIVE AND COSMIC 

BACKGROUND 

For dark matter detection the major problem will be the limitations due to the background. In 

this developement phase of massive bolometers our goal is to lower the background sufficiently 

so that the resolution-of the bolometer can be determined at sea level. 

We report a first attempt to measure the background due to cosmic rays or radioactivity in a 

6.28 cm3 sapphire crystal (Al203). Results are presented in Figures 1 1  et 12. 
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Figure 1 1  - Comparison of base lines between 
cx's calibration pulses without protection (upper 
curve) and with 5 cm thickness lead shield 
(lower curve). In the latter case y rays with 
energies in the 100 KeV-1 MeV range have 
disappeared. 

The experimental set up was the following : 

1o' 

location : Verrieres le Buisson, near Paris (Lat = 49°) about 150 meters above sea level. The experiment is 

made on the frrst floor of a building, surmounted by about I meter of millstone ; 

integration time : 5 hours for the high-energy events ; 

calibration : a's from an 241Am source (5.48 MeV). This prevents us from obtaining any useful data in the 

5-+6 MeV range; 

shielding : we used a 5 cm thickness of contemporary lead, total mass = 700 kg, located at a 20 cm mean 

distance from the sapphire crystal (see Figure 7 ). For experimental convenience, a zenith window of 0.4 sr 

(half angle 20°) with respect to the detector was left unshielded. Materials between the lead and crystal were 

Cu 2 mm thick (bolometer support) and stainless steel 3 mm thick (cap and cryostat). 

If-trigger 

1o' ---

10
° -NO SHIELDING 

- - - - 5  CM LE.4.D 

1 2 3 4  6 7 8 9 10 11 12 13 14 1 

E NERGY (Mev) 

Figure 12 - Comparison of background spectra 
with and without shielding in the 25 g sapphire 
bolometer. Data are extrapolated to a 1 kg 
crystal. Trigger threshold is set at 200 ke V 
level. Crosses indicate poor statistics 
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Evidence is shown of a substantial noise reduction of events due to background up to 10 MeV. 

Further improvements are expected on our very crude shielding with selected and different 

materials, and increasing the thickness, since conventional passive shielding requires at least 15 

cm of lead. These results can be compared to experimental data33 which report very low 

background, using Ge spectrometers for the study of neutrinoless double � decay of 76Ge. 

Rates are normalised to equivalent masses (1 kg), but attention is required to differences 

between materials -Ge or Al203- and thus efficiencies, or on bulk effects -multiple Compton 

scattering- both of which may raise the extrapolated rates for sapphire. 

Of course substantial improvements are required to lower the present rates down to 

1 event/keV.kg.day in the low energy channels, where higher background rates are expected, 

but these first tests were made with existing normal cryostats. 

Material Size Mean rate per kg Shielding 
(500 keV -1MeV\ 

Al203 6 cm3 940 events/ke V .kg.day 5 cm lead, this experiment 

Ge 135 cm5 80 events/keV.kg.day 10 cm lead, typical 
ref. (33) crvostat 

135 cmJ 0.5 events/keV.kg.day Rebuilt cryostat 1438 m 
underground without elec-
tronic anticosmic shielding 

An extra noise, associated with the presence of the lead shielding, appears in Fig.12 in the high 

energy region. Though we did not possess any independent way of identifying the particles 

responsible for such an effect, it may be attributed to the muonic component of the cosmic ray 

and its interaction with Pb nuclei according to µ- + p � n + Vµ. 
Neutron production in lead following muon capture has been studied by several authors34. A 

mean neutron multiplicity of about 1 .7 in Pb is reported, 85 % of which are attributed to an 

evaporation process : a compound nucleus is formed and energy distributed among all 

nucleons; neutrons of energy up to 5 Me V may then escape from the nucleus. The remaining 

15% lead to "direct" capture ;neutrons with energy as high as 50 MeV emitted in this way 

account for the high energy tail of the emission spectrum (it falls in an exponential manner 

N(E) oc exp (-E/Eo) with a decay constant Eo � 9 MeV for Pb). Excess counts with energy 

release in the crystal greater than 10 Me V could be thus attributed to this last process. 
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Figure 13 - Comparison of resolutions in published spectra obtained in thermal spectrometry by 
different groups and bolometry techniques : the resolution plotted in ordinate, is �E = !l.El..Jffi 
in unit of eV/VKg. Curves are theoretical estimations of ultimate resolution per VKg in 

sapphire, bismuth and epoxy as a function of temperature. 

8 FUTURE PROSPECTS AND CONCLUSION 

Massive composite bolometers cooled below 100 m°K are very promising detectors of weakly 

interacting particles provided that sensor and target are matched so that they have about the 

same heat capacity. Characteristics and optimisation of the heavily doped germanium thermistor 

have been analysed. In Figure 13 we summarise the results we obtained on a 25 grams 

bolometer and those of other groups with less massive ones. We present theoretical limits 

possible in 1 kg of sapphire or bismuth absorber. 

Extrapolation of data show that a resolution of 800 eV in 1 kg at 10 m°K is a very immediate 

realistic goal. By dividing this same mass in 20 detectors (50g each) we would obtain a 

resolution better than 200 e V at 10 m°K. If placed in an underground location they would (in a 

few weeks) either detect new particles or place very new upper limits on the unknown quantity 

of non-baryonic dark matter in the solar system. 
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This paper just reviews the experimental challenges encountered in the detection of the 
Weakly Interacting Massive Particles which may constitute Dark Matter. It then describes the recent 
results obtained by the groups associated to the Center for Particle Astrophysics both with ionization 
and phonon mediated detectors. 
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1 WEAKLY INTERACTING MASSIVE PARTICLES 

It is quite natural in many particle physics models to expect non-baryonic particles to be 
produced in the hot early universe, and to have today a density high enough to explain the observed 
Dark Matter. In fact, the hypothesis that dark matter consists of a non-baryonic particle species is 
much less vague that could be supposed a priori and in most cases, is directly testable. In particular, 
if these dark matter particles have been once in thermodynamic equilibriwn with the quarks and 
leptons and if they were non relativistic, at the time they dropped out of equilibrium their current 
density is completely determined by their annihilation rate at the time of freeze-out ll. 

This can be seen in the following way. We are considering a species of particles that we 
will call o since our considerations cover equally well heavy neutrinos VH, supersymmetric neutralinos 
y, Ii, v, z, technicolor particles, etc. We assume that it has once been in thermal equilibrium with 
quarks (q) and leptons (1), presumably through the reactions 

O S  H q q , l J 
(1) 

As explained in more details in Griest and Sadoulet2l, this simple hypothesis leads to a present o 
density in the universe that is a function of their annihilation rate at the time they went out of 
equilibrium (the "freeze-out" time). The argument is simple: Let us first assume that there is no initial 

asymmetry and the number of o's is the same as the number of their antiparticles. In the very early 
universe, at temperatures bigger than the mass of the o's, the reactions above go both ways. As the 
universe expands and cools down, when the temperature reaches � mof20, the equilibrium is displaced 
to the right. If the annihilation rate is much faster than the rate of expansion of the universe, the o's all 
disappear and they cannot constitute the present dark matter. If on the other hand, the rate is too 
small, the expansion quickly dilutes the o's, which soon cannot find an antiparticle to annihilate with, 
and their abundance now will be too large. For o masses above 300 MeV/c2, the freeze-out 
temperature is about a twentieth of the rest mass of the particle, and the annihilation cross section is for 
o mass in the Gev/c2 region: 

(2) 

where !lo is the current ratio of the o average density to the critical density and h is the Hubble 

constant in units of 100 km/s/Mpc. 

Such a result is interesting because of two facts: 
- For n0�1 this annihilation rate has the value expected from weak interaction, while 

nowhere in the argument, had we to assume a particular interaction scale. Hence these particles are 
usually known as WIMPs (Weakly Interacting Massive Particles). This may be a numerical 
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coincidence, or a precious hint that physics at the W scale is important for the problem of dark matter 

and therefore something like supersymmetry exists! 

- The interaction scale is fixed and gives the experimentalist some idea of what to expect. 

Moreover it is a lower limit. For we could imagine an initial asymmetry, similar to the 

one usually assumed for baryons and antibaryons. In this case, the cross section could become large 

enough for all the pairs Ii o to disappear and the small excess of one component to make up the dark 

matter. Therefore, in the general case, we have 

(3) 

This annihilation cross section at a specific energy can be related to other potentially 

detectable processes. And the experimentalist discovers with interest that this general hypothesis may 

be testable in a rather model independent way through a combination of experiments. This is shown 

schematically in Figure 1.  

Given the form of the effective Lagrangian (e.g., vectorial, axial vectorial) one can 

extrapolate from the freeze-out energy to high energy, where accelerator experiments provide useful 
constraints. It can be shown2l that e+e- data (ASP,MAC,CELLO) bound the Ii mass from below 

around a few GeV. The cross section can also be extrapolated to very low energy to predict the 

annihilation rate today in the halo of our galaxy. The annihilation would give rise to a low-energy 

flux of antiprotons and positrons and to a gamma-ray flux. The present experimental constraints 

however are weak3],4J since the expected rate varies rapidly with mass and is completely dependent on 

the assumed confinement time in the halo. 

Given the same matrix element, the annihilation cross section can be related by crossing 

to the elastic cross section of Ii on ordinary quarks. Usually the matrix elements are of the same order 

of maguitude 
- 2 

M(lili � qq ) - M(liq � liq) and for ml> � lGeV/c, 

crel ;:: 10-38 cm2 x coherence factor. 

(4) 

(5) 

This leads to two consequences: first, the elastic scattering rate of halo Ii on ordinary matter in the 

laboratory may be large enough to be detectable51. This is the main subject of this paper. The second 

consequence is that the B's can be trapped in the sun and in the planets, modifying their core 

temperature and leading to enhanced annihilations which may be detectable as a high energy neutrino 

flux6J,71. So far no excess of neutrinos has been seen coming from the sun. While this observation 

presumably excludes scalar neutrinos above a mass of 4 Ge V /c2, no limit can be put on the case of the 

photino because of the uncertainties on axial couplings8l. 

In the case of the sun, it may even be possible to solve9J, IOJ ,lll  the solar neutrino 

puzzlel2l. We will refer to the particles which have the restricted properties necessary to provide such 
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an explanation, as "Cosmions" 13] (reserving "WIMPs" for the general class of massive dark matter 

particles). 

2. DIRECT DETECTION BY ELASTIC SCATTERING: THE 

EXPERIMENTAL CHALLENGE 

2.1 Rates And Energy Deposition. 

The arguments outlined above lead to a rather model-independent estimate of the elastic 
cross section of o's on nuclei. The coherence factor in our previous estimate has to be included 

because the particles to be detected have the typical virial velocity of the halo of our galaxy, some 300 

k:m/s and the resulting small momentum transfer corresponds to a de Broglie wavelength bigger than 

the size of the nucleus5l 

Taking into account the known density of the galactic halo, it is then possible to calculate 

the expected interaction rate. Complications arise from the coherence factor and a possible initial 

asymmetry2J,41J. 

For some types of matrix elements (e.g. the vectorial current Ii -yllu ), the coherence adds 

up the relevant quark charges, and cross sections will go essentially as the square of the atomic 
number of the target nucleus. Unfortunately, for other couplings (such as the axial one, Ii -yll y5 u , 

which is the case of standard photinos), it is the spin which is the additive quantum number and the 

final cross section is proportional to s(s+ 1) where s is the nuclear spin of the target. The coherent 

effects are then minimal and there is no elastic scattering on spin zero nuclei which make up the major 

part of natural silicon and germanium. 

In the latter case, for favorable target the event rate would be of the order of a fraction of 
a fraction of an event per kg of target and per day, as given by Fig 2a or b. We assumed Q0h2=1/4 , 

a root mean square velocity of 300km/s and a halo density of 0.7 10-24 g/cm3. 

A second case, which is more favorable, is that of an additive quantum number 

proportional to A, or the number of protons or neutrons (as for heavy neutrinos). The rate is much 
bigger (by a factor -A 2) but still decreasing as 1/ m0 for m0 < M. 

As a last archetype of what could happen, we should consider an initial asymmetry 
between the number of o's and their antiparticles. The annihilation cross-section can be much bigger 

than the Lee-Weinberg limit. Fig 2c gives the example of a heavy neutrino coupling with the full zo 
strength. The rates are much bigger and as we will see, double � experiments already put limits on 

such models of dark matter. 

It is also easy to compute the energy deposition and Figure 3 shows the predicted energy 

deposition in e V for a particular example. 

These two calculations clearly identify the two major technical challenges of the proposed 

experiment: 
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- The need for very low thresholds ( lOOeV) for detectors of a few kilograms and 

therefore of rms noise less or equal to 20e V. 

- The need for very low radioactive background. 

We now review these experimental challenges. 

2.2 Backgrounds 

The basic experimental problem is to extract from the background the rather small signals 

that we have predicted above. We have to distinguish between four background sources. 
1. Cosmic rays can be vetoed and they deposit so much energy that they can be rejected 

easily. 
2. The main background will come presumably from the residual radioactivity in the 

detector elements and in their surroundings. 

Internal radioactivity of the detectors is expected to be negligible if crystals such as Ge, 
Si are used. Spallation products such as 68Qe14] or tritium IS] produced during the time the detectors 

elements were exposed to the cosmic radiation at the surface of the earth, may be quite disturbing 
because the decay energy is in the range of interest. Tritium is particularly annoying because of its 
broad 13 spectrum and its long life time. For crystals grown in an hydrogen atmosphere, the original 

tritium is presumably displaced at the time of this operation. After that it is therefore important to 

minimize exposition of the detector to cosmic-rays. A direct consequence is that direct detection 

experiments have to be located underground. 

An important source of background will presumably come from the surroundings 
(refrigerator, dewar, shield). Small range particles such as cx's and 13's can be eliminated completely 

in a position-sensitive detector by imposing a fiducial region. Fast neutrons from U and Th, decays or 
µ captures, are potentially dangerous but can be thermalized easily with 40cm of water. Slow 

neutrons which may create y rays can be absorbed by a borated shield. By far the most difficult 

background to deal with is the y rays from lines, nyreactions and 13 bremstrahlung. They produce a 

flat Compton background which may be quite difficult to decrease appreciably even with an active 
veto. 

3. The mechanism which is potentially the most dangerous is the feed-down from high 
energy to low energies because of defects of the detector: bad collection efficiency, dead regions, edge 

effects etc. This could produce in some instances an energy spectrum peaked at low energy, like the 

expected signal. Localization of the interaction is essential to set up fiducial regions in the detector and 

reject events in region of doubtful sensitivity. 

4. Close to the threshold, the upper end of the electronics noise may also simulate a dark 
matter signal. 

These four types of effects are seen in the double 13 decay experiments of 

LBL/UC/UCSB 14J and PNL/USC16J. As an example, figure 4 gives the present results of the 

LBL/UC/UCSB group. 
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2.3 Signatures 

In the case a low energy signal is observed, how can one be sure that it is due to dark 

matter interactions and not to a misunderstood behavior of the detector? 

1. The measurement of the direction of the scattered nucleus would be a powerful 

discrimination tool 17] since it will show whether or not the signal is linked to the galaxy. The halo has 

not collapsed significantly and is predicted to have a very small overall angular velocity. Because of 

the rotation of the sun inside the halo, dark matter particles will come preferentially from one direction. 

The expected asymmetry is sizeable. However measuring it is extremely difficult. Reconstructing a 

track is excluded in a solid because the range of the recoiling nuclei may not be larger that a few tens 

of angstroms. An interesting possibility is that the ballistic phonons produced may keep a memory of 

the initial direction of the momentum (in spite of umklapp processes!). J. Rich and M. Spiro IS] have 

suggested that the use of a gas at low enough pressure may also provide a rough directionality. 

2. Another unambiguous evidence would be a change in the event rate and the spectrum 

of energy deposition with the time of the year. This annual modulation is demonstrated in figure 3. 

The reason is simple19],20J. While the sun goes around the galaxy and therefore through the halo at 

250km/s the earth is adding or subtracting half of its velocity to the sun velocity in the summer or the 

winter. The mean energy deposition varies by about ± 4.5% and the rate varies by about ± 2.5%. In 

order to observe such an effect at 3 cr, about 3700 events are needed and therefore very large mass 

detectors (of the order of 10 kg) will be required for the unambiguous detection of LSP's in a 

reasonable amount of time (2 years). 

3. The shape of the spectrum is an important datum. To take a simple example, spectra 

in germanium contaminated by 68(}e show gallium, zinc and copper X ray lines between 8.9 and 10.6 

keV which cannot be confused with a potential signal for a detector with appropriate energy 

resolution14J. Such a line would be however fatal for a "threshold" detector such as superconducting 

granules operated in a simple mode providing only a yes-no answer. For such detectors, the threshold 

will have to be varied in order to effectively measure the spectrum. This may be too time consuming 

for such experiments which are intrisically rate limited. 

4. Another important handle is the behavior as a function of the material'which 

effectively allows the measurement of the mass of the Ii particle. 

5. As emphasized above, an important discrimination against background is the spatial 

distribution of the energy in the detectors. 

6. Finally, an important signature would be to know that the interaction has occurred on 

a nucleus and not on an electron as would be the case for � or y interactions. This or the spectrum of 

the phonons generated in the interaction can deduced from a simultaneous measurement of the 

ionization and the total energy. 

In summary, three major signatures may have eventually to be used: if possible the 

directionality, the annual modulation which requires several thousand events to measure and the fact 

that the interaction occurs on a nucleus, which could be evidenced by a low ratio between the 

ionization and the total energy deposited. Although already encouraging, the current state-of-the-art 
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background (a fraction of an event per ke V kg day (see Fig. 4 ) has to be considerably improved for 

the detection of massive photinos, for instance. 

2.4 Proposed Strategy. 

How to attack this difficult challenge of detecting dark matter particles? We propose the 

following strategy. 

a) In the short term, we can only use existing detector technology: proportional 

chambers or solid state ionization detectors. In particular, low radioactive background systems have 

been developed for double � decay experiments and they can be modified to have lower thresholds. 

These detectors can already put limits on large cross section WIMP's (see section 3) and will be very 

important in understanding the background problems. 

b) However, it seems difficult for these detectors to provide the amount of redundancy 

which is, in the long run, necessary to decrease the background sufficiently for the detection of the 

lightest supersymmetry particle, for instance. A gain of a factor of 100 is necessary. 

For that purpose, it seems natural to attempt to use quanta of smaller energies than those 

involved in ionization processes: Cooper pairs in a superconductor have binding energies of the order 

of 10-3 eV and phonons in a crystal at 100 mK have energies of 10-5 eV. If efficient detection 

schemes using broken Cooper pairs ("quasiparticles") or phonons can be implemented, the small 

energy of quanta involved will lead to very low thresholds and have signals sufficiently high to be 

analyzed for redundancy. In order to prevent thermal excitation of the quanta to be detected, such 

detectors have to be maintained at very low temperature, typically much below one Kelvin, and are 

thus called cryogenic detectors. The potentialities of such methods for dark matter searches and other 

applications has been recognized for some time19J,21J,22J,23J. 

These detectors can be classified into two main categories: detectors of quasiparticle in a 

superconducting crystal and phonons detectors in an insulator. This field has recently been reviewed 

by Sadoulet24l with an extensive list of references. Superheated Superconducting Colloids are an 

example of the first category. They are discussed in this volume by L. Gonzales-Mestres and D. 

Perret Gallix. In section 4, we discuss phonon mediated detectors. The main idea is that when more 

than 90% of the energy is dissipated in phonons, they are the component which should be measured. 

They may provide some of the signatures (directionality, nucleus recoil signature) that are important to 

establish a potential signal. 

3. IONIZATION DETECTORS 

3.1 Present Results. 

Two double � decay groups, the PNL/USC collaboration16J and the LBL/UC/UCSB 

group 14J, are using their experiments to put limits on WIMPS. Figure 4 shows the most recent 

distribution of the equivalent electron energy observed by the LBL/UC/UCSB collaboration. The total 

integration is 6364 kg-hours. Above the sharp peak due to electronic noise and before the 
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background reaches the level of 0.3 events per ke V per kg and per day which is thought to come from 
a combination of 13 decays and unvetoed Compton scattering, we can identify a prominent 

contribution of tritium at the level of 25 events per kg and per day, which severely limits the sensitivity 

of the experiment. The peaks are Ga and Cu X ray peaks due to 68Ge and 65Zn decays. As explained 

above, both features are thought to be the result of exposure to cosmic rays while the detectors were at 

the earth surface. This distribution allows to exclude a Dirac neutrino of 1 1 .5 GeV/c2 mass for which 

the expected contribution is shown in Fig 4 as the dashed tine. More generally a large region in the 

mass/cross-section plane can be excluded (Fig 5). 

3.2 New Developments. 

The two groups are attempting to improve these results in two directions. 

a) On one hand, the Berkeley-Santa Barbara group is decreasing the detector threshold. 

In particular, four silicon detectors of 60 g total mass have been recently installed and provide a 

threshold of about 1 keV equivalent electron energy. The main motivation of this effon in which 

Saclay is also involved, is to be able to put limits on Cosmions25J. The Saclay group is currently 

measuring the ratio between the ionization produced by a Si recoil and that produced by an electron of 

the same kinetic energy26J. In addition, the Berkeley group is preparing a new germanium detector 

using a gradient of dopant concentration to increase the electric field in the drifting ion and allow thus 

to decrease the electrode capacitance27J. This should lead to a factor of three improvement on the 

current threshold (3 ke V) for a one kilogram detector. 

b) On the other hand, both the PNL/USC and LBL/UCB/UCSB groups are attempting 

to decrease the contamination by spallation products (68Ge and 3H). PNL/USC has recently installed 

in the Homestake mine an -1 kg germanium detector which has been processed as fast as possible. 

The low capacity germanium detector of the Berkeley has also been subjected to a minimum exposure 

to cosmic rays. Both groups should have results soon. 

4. PHONON MEDIATED DETECTORS 

4.1 Calorimetry. 

One of the oldest methods for detecting energy is calorimetry, where the absorbed energy 

� results in a measurable temperature rise �T 

�T =
�� (6) 

where C is the heat capacity. If this is done at low enough temperature for C to be very small, the 

method can be in principle very sensitive and able to detect individual particles22J,28129J. In practice a 

small thermistor is fixed to or implanted in a high quality crystal which acts as an absorber and its 

resistance gives the temperature. This is a detector of thermalized phonons and, because of their 

discrete nature, the detector will experience thermal energy fluctuation. Standard optimal filtering 



297 

methods30J taking into account, in addition,the Johnson noise in the thermistor give a statistical 

uncertainty on the energy 

(7) 

where s depends on the responsiveness dR/dT of the thermistor. At temperatures above 100 mK the 

best thermistors investigated so far are doped semiconductors leading to sz2. This thermal limit has 

nearly been achieved at 100 mK by Moseley et az.3 1] for a small crystal of 10-5 gram of Si and by 

Coron32J for a mass of 25 grams. 

The above formula indicates the route for extrapolation to larger devices22J. Since C is 

proportional to the mass, and for an insulator proportional to 

(8) 

where To is the Debye temperature, 

(9) 

and a large augmentation in mass can in principle be compensated by a modest decrease in 

temperature. Extrapolating from the results obtained by Moseley3 1J,  it should be possible if the 

thermistor responsiveness is maintained at low temperature, to get at 15 mK less than lOeV rms noise 

for crystals of 320g of boron, 200g of silicon, IOOg of germanium! 15mK are relatively easily 

obtained by modern dilution refrigerators and cooling down a few kilograms is technically feasible. 

However, while attempting to extrapolate down in temperature, serious difficulties are 

encountered with thermistors. As the Berkeley group have shown, with neutron transmutation doped 

germanium thermister, in the 20 - 30 mK region, the I-V characteristics become very non-linear (Fig. 

6a), limiting the bias current and therefore the sensitivity33J.  Moreover, the pulse response is 

extremely slow (Fig. 6b)34l. The main effect at these low temperatures seem to be the decoupling of 

the charge carriers in the thermistor from the thermal phonons in the lattice. With a very naive model 

describing a thermal impedence between the charge carriers and the phonons, the Berkeley group is 

able to explain semiquantatively both the I-V and AC behaviors (solid lines in Fig. 6). The reason for 

such a decoupling appears to be very fundamental, as the volume of phase space in the final state 

which appear in any transition probability, goes to zero at low temperature! 

4.2 Ballistic Phonons. 

It should be noted, however, that basically for the same reason, the picture outlined above is 

fundamentally incorrect. At low temperatures, the poor couplings and the low density of thermal 

phonons in the crystal will prevent phonons originating from the interaction from thermalizing 

efficiently and the energy of a significant number of them is expected to stay relatively high, around a 

few milli-electron-volts35J,36J. Such phonons will be ballistic, that is travel in straight lines and 
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bounce off surfaces, and the concepts of temperature and heat capacity that we used before are 

inadequate to describe such a system. These effects are well known to solid state physicists for large 

energy depositions, and have been recently unambiguously demonstrated in the context of particle 

detection37J. 

Instead of being a nuisance ballistic phonons may ease the detection job. Instead of the 

heat capacity of the global crystal, what counts now is the efficiency of the phonon energy collection. 

The crystal acts as a phonon guide. Because of this fast propagation, these phonons may allow a 

timing on several faces of the crystal. This requires a fast rise time of the sensor signal. In addition, 

the fact that energy propagates in preferred directions ("focussing") may allow the localization of the 

event by pulse division between several sensors36J. Accuracies of a millimeter may be within reach. 

These ideas are quite attractive, especially in the context of dark matter detector where 

large volume are necessary. Moreover, as mentioned before, it remains to be proven that such 

detectors can be implemented. Two kinds of sensor are being studied, highly <lopped semiconductor 

thermistors which, in addition to being able to measure the crystal temperature, should be sensitive to 

high energy phonons38] and superconducting film36J . 

Figure 7 shows results obtained by the Berkeley group with thermistors irradiated by 60 

keV and 18 keV X-rays. Contrary to what happens with thermal phonons, the rise time is fast 

(limited by the electronics at � 200 µs). A possible explanation is that X-rays create high energy 

phonons which couple very rapidly to the charge carriers since the phase space argument given above 

is no more valid. This interpretation is supported by the fact that another thermistor sharing the same 

lattice but not irradiated by the source, keeps a constant temperature. The estimated absorption length 

of these high energy phonons is a few hundred microns. Therefore thermistors appear as good high 
energy phonon detectors. However if thermistors have really to be 200 µ thick to absorb efficiently 

the phonons, they cannot be fabricated by implantation in the crystals. The problem is then to design 

an interface which transmit efficiently high energy phonons with the minimum of down conversion. 

The Berkeley group is currently testing a method based on a very thin Germanium-Gold eutectic layer 

(< 2000 A). 
Figure 8 shows the results obtained by the Stanford group who detect phonons generated 

in a silicon wafer 200 µ thick with a superconducting thin film of titanium (1.5 µ wide, 300 A thick), 

operated at 300 mK39J. Figure 8a shows the meander pattern they used. The experimental pulse 

height obtained for a mixture of 60 keV and 29 keV X-rays is shown in Fig. 8b. No definite line is 

obtained in the pulse height spectrum. The observed behavior is due to the fact that he area of the 

region which becomes normal is a strong function of the distance of the point of interaction, and is in 

excellent agreement with what is expected from a simple Monte Carlo calculation (Fig. 8c and d). 

When the interaction occurs closely, a small area becomes normal leading to a small pulse height. At 

the opposite for distant interactions the flux is insufficient to break superconductivity in more than a 

small area. In between an optimal pulse height is obtained. This interpretation is further supported by 

the correlation observed between the pulse height and the pulse width which is a function of the 

temperature reached by the film. The group is currently working with films deposited on the two 
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faces of the wafer. This should allow to obtain directly the position of the interaction point and 

therefore deconvolve the pulse height spectrum. 

4.3 Simultaneous Measurement of Ionization and Heat. 

The simultaneous detection of the ionization and phonon components allow in principle 

to give an unambiguous signature for an elastic scattering off a nucleus40],41J. In that case the ratio of 

the ionization energy to the total energy released will be 4 to 6 times smaller than for an electron 

interaction involving the same deposited energy, and only a rough measurement of the ionization yield 

may be necessary. This attractive method requires the combination of two difficult techniques at very 

low temperature. As P. Luke has noted in a very interesting paper42J, the drift of changes will usually 

create more heat that deposited in the initial interaction, an effect which has, in itself, the potentiality of 

greatly increasing the sensitivity of ionization detectors. Figure 9 shows his detection of alpha 

particles by the heat produced by the drifting charges carriers. Therefore the naive idea of applying a 

DC electric field to a calorimeter does not work as is and more complex schemes have to be imagined. 

P. Luke is currently working on this problem. 

5. CONCLUSION. 

In the hypothesis where dark matter is made of massive non-baryonic particles which 

have been in thermal equilibrium with the universe, the current density of dark matter leads 

unexpectedly to a wek interaction annihilation rate. Even if this is a numerical coincidence, the fact 

that the W and Z physics scale could be responsible for dark matter has to be checked. 

The most direct method to search for those particles is to attempt to detect them by elastic 

scattering on a target in the laboratory. This is a c�allenging experimental task since the expected rates 

are low and the energy deposition is small. 

In the short run, it is likely that the main physics results will be obtained through 

improvement in the threshold of "conventional" solid state detectors. 

In the long term, cryogenic detectors will become the instruments of choice, if they can 

be made to work for large masses, because of the low thresholds, the variety of materials they should 

allow and maybe, the signatures of a nuclear interaction and of direction. These detectors face 

however a long development because of the complexity of the solid state physics and materials 

technology which has to be mastered, and the inconvenience of ultra low temperature refrigerators. 
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b) Electrical pulses from X-rays of 24 1Am incident on thermistor b at 1 8  mK. We chose 

typical pulses. The vertical scale is JOO µV/div, and the horizontal scale is 1 ms/div. 
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a) The meander pattern. 

b) Pulse height spectrum caused by 60 keV 241Am photons incident on the backside of a 299-
line Ti transition edge sensor for Sn absorber. 

c) Calculated pulse height spectrum from hot spot model. 
d) Calculated phase space plot of even depth verses pulse height, for 30 and 60 keV photons 

incident on the backside of a Ti transition edge sensor. 
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Abstract 

We focus on dark matter candidates which do not exhibit the large event rates char­
acteristic of coherent scattering off nuclei or cosmion interactions. Theoretical motivation 
for particle dark matter candidates is briefly reviewed, and specific problems related to 
the detection of each kind of "new" particle are dealt with. Current experiments and pos­
sible new detection techniques are described, with particular emphasis on WIMP (weakly 
interacting massive particles) .  Particle identification with hybrid cryogenic detectors is 
discussed as a new way to reject radioactive background. 
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1 INTRODUCTION 
If dark matter is not baryonic, several types of candidates can be investigated. Apart from 
light neutrinos, all candidates presently envisioned are "new" particles whose existence has 
not yet been confirmed experimentally. Finding one of such candidates with a dark matter 
detector would therefore amount to the discovery of a new particle. Dedicated techniques 
that may eventually be used to detect these objetcs are presently being developed. 

A galactic halo of non-baryonic dark matter would have an approximate particle density 
n �� 0.3/mx GeV/cm3 , where mx is the dark matter candidate mass. With a speed 
v �� 10-3 c , such particles would present appreciable fluxes and lead to observable 
effects. However, their detection poses several problems concerning detector sensitivity 
and intrinsic radioactive background. This is the subject of the present talk. 

2 MONOP OLES 
In a Workshop entitled "The Quest for Fundamental Constants" , it seems well suited to 
start our review by magnetic monopoles. The elementary magnetic charge would certainly 
be a very basic constant in Physics. 

The monopole problem is a fundamental issue in modern physics, as the existence of 
magnetic charges would naturally complete the dual symmetry of Maxwell's equations. 
A dual transformation means exchanging (up to some phases): a) electric and magnetic 
charges; b) electric and magnetic currents; c) the electromagnetic strength tensor Fµv by 
its Hodge transform *Fµv = fµvpuppu , which implies exchanging E (electric field) and 
B (magnetic field) .  Already noticed by Maxwell, the idea was further pursued by Dirac 
[1] within the framework of quantum mechanics, leading to quantization of electric and 
magnetic charges through the relation: eg = h , where e and g are respectively the units 
of electric and magnetic charge, and h the Planck constant. 

Monopoles which are non-perturbative solutions (topological solitons) of grand-unified 
Yang-Mills theories appear at the classical level [2] and may have been formed in the early 
universe. The mass of such objects would be in the range 1016 - 1019 GeV, and their flux 
is hard to determine from standard inflationary cosmology. Any program to search for 
such monopoles deserves a few words of caution. First, they are not genuine ( n = 1 ) 
dark matter candidates if Parker's bound [3] is to be believed. This bound is obtained 
from the persistence of the galactic magnetic field, and leads to Fmon (monopole flux) � 
10-1• cm-2 sr-1 s-1 for m = 1016 GeV. Secondly, bounds on monopole flux from the 
persistence of neutron stars are even more stringent [4] if monopoles are assumed [5] to 
catalyze baryon decay. Nevertheless, the cosmological implications of a precise knowledge 
of the monopole flux (if any) would be very far-reaching and searches with large area 
detectors are being undertaken. 

1989 is an important date for monopole searches, as the first large surface detector, 
MACRO [6,7] has started running at GRAN SASSO Laboratory and will reach 10000 m2sr 
in 1990. MACRO uses several conventional techniques in coincidence: a) liquid scintillator 
(horizontal and vertical layers); b) streamer tubes (He , C5H10 again in horizontal and 
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vertical layers) ; c )  plastic track-etch detectors ( CR 39  in  horizontal layers). The detector 
will be 72 m long ( 6 x 12 m), 12 m wide across hall, and 10 m high. 3 modules 12 m long 
x 12 m wide are presently installed. At the Parker limit, � 4 events/yeai· are expected. 

MACRO will thus be able by 1 !)!)5; after five years of running, to reach a monopole flux 
sensitivity � 10% of the Parker limit, and set 90% confidence limit excluding nu > 0.03 
( QM = PM/Pc ,  PM = monopole density, Pc = critical density), for m = 1016 GeV . 

A delicate question is sensitivity to low beta (fJ = v/c) , as energy losses decrease at 
low speed and become smaller than ordinary ionization at fJ < 10-2• Liquid scintillators 
should perform better than fJ > 10-3 , whereas plastic detectors would be sensitive to at 
least fJ > 10-2 and gaseous detectors using Drell effect [SJ may be sensitive to fJ > 10-4 • 

However, the interaction of slow monopoles with matter is not fully understood, and cur­
rent estimates rely at some point on theoretical calculations or extrapolations not derived 
directly from first principles. The liquid scintillator used by MACRO was calibrated with 
slow recoil protons from exposure to neutrons [9]. Estimates of the response of several 
conventional detectors to a magnetic monopole are shown in Fig.1 . 

. . . .  
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Fig.1 - Theoretical predictions for monopole energy losses in several materials, from: 
1 )  S.P. Ahlen and K. Kinoshita, Phys. Rev. D26, 2347 ( 1982); 2) D. Ritson, 1983; 3) 
S.P. Ahlen and G .  Tarle, Phys. Rev. D27, 688 (1983); 4) ref. [8] . The figure is from P. 
Musset, in Underground Physics 85. 
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A complementary approach is  provided by "all beta" detectors, whose basic operat­
ing principle is independent of the monopole speed. Superconducting devices fulfill this 
property: a permanent current directly related to the monopole charge is generated by 
Faraday's law (a basic principle of electrodynamics) when a magnetic charge crosses the 
detector. Two superconducting monopole detectors have been proposed: 

a) Induction loops. In this case, a monopole of charge g crossing the surface surrounded 
by a superconducting loop creates a supercurrent i = 2¢0/ L , where ¢0 is the flux quantum 
( ¢0 � 2 10-7 G cm2 ) and L the loop inductance. The current i is very weak, 1 nA for 
a circular loop of 25 cm diameter, and must be read out by a SQUID (Superconducting 
Quantum Interference Device [10]). The main problem for such detectors is electromagnetic 
background. As an example, fluctuations in the earth's magnetic field are "::! 10-3 G and 
would provide a noise exceeding by several orders of magnitude the monopole signal. 

Several ingeneous techniques have been used to bypass electromagnetic background 
problems: expansion at low temperature of initially collapsed superconducting Pb shielding 
cylinders [ ll ] ,  gradiometric techniques [12] and coincidence between several loops. They 
have allowed to build operating detectors in the "'" 1 m2 sr range (Fig. 2), placing an overall 
bound "::! 2 10-13cm-2 sr-1 s-1 on the monopole flux. Development of new prototypes in the 
� 1 m diameter range is being carried on successfully, using more performant gradiometric 
techniques (Fig. 3) .  

TO 
SQUID 

MOUNTS 

1:� rn (_� _ _) / COIL PATTERN ) 
··�----·--< .,___/ 

Fig. 2 (left) - A scheme of the Stanford monopole detector, with a eight SQUID 1 .5 m2 
sensing area [13] . 

Fig. 3 (right) - Gradiometric loop studied by the CFM group to minimize electro­
magnetic noise [14]. Arrows indicate a possible direction for the induced current. The 
prototype was operated in a 125 mGauss magnetic field. 
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In spite of technical difficulties, induction experiments are the only way to  reach a 
direct measurement of the monopole charge. If only for that, any effort to pursue such a 
development appears to be justified. 

b) Superheated superconducting granules (SSG) .  A brief introduction to SSG detectors 
can be found elsewhere in these Proceeedings [16] . Their use for monopole detection [17] 
would imply comparatively large grains, in the 30 - 100 µm diameter range. A magnetic 
monopole of charge g crossing a type I superconductor would leave behind a flux tube 
¢> = 2¢0 injected into the sample. Inside this vortex, the order parameter is lowered 
and Cooper pairs broken. If the specimen is in a metastable state (superheating), the 
ends of the flux tube will originate nucleation centers of the normal state, leading to a 
phase transition of the whole sample. By this mechanism, the monopole is expected to 
flip a substantial amount of the grains it will cross, independently of their size and of the 
monopole speed. A large signal ("'=' 105 ¢0) would then be obtained, as well as very good 
background rejection since large grains are not sensitive to minimum ionization. 

A SSG monopole detector would be made of several planes parallel to each other, 
providing timing and tracking. The large signal expected should allow for a conventional 
electronic read out. Monopole speed and direction would then be determined with good 
accuracy. 

Finally, a more recent development ai·e Transient Response Induced Current Detectors 
[14]. The aim in such case would be to: a) work (if possible) with a high Tc superconducting 
coil; b) use conventional electronics or high Tc SQUIDs; c) escape low frequency magnetic 
field fluctuations, therefore avoiding expensive shields. The relevant frequency domain 
for the signal produced by a monopole with speed v in a coil of radius a is: w :S v /a . 
For an upper cutoff in frequency We , all monopoles of speed v > a w turn out to give 
the same signal in a coil of radius a . It is thus possible to set a lower cutoff in speed, 
Vmin = 3.8 10-5 c (the earth's escape velocity) and restrict the allowed size and shape 
of the monopole signal, improving background rejection. The required frequency cutoff 
would be We "'=' 105 Hz for a "'=' 10 cm . 

3 AXIONS 
Quantum Chromodynamics has a topological winding number: 

n = -g2 /32n:2 j d4x fµvpu Tr(F"" p•u) (1)  

where F"" is the colour octet strength tensor from the gluon field. For each (integer) value 
of n , there is a vacuum state I n > associated to the relevant topological sector. The 
ground state is then: I e > = r:n e-ine I n > , where e can take any value and is to be 
determined experimentally. The effect of topological vacua can be expressed in a simple 
modification of the effective lagrangian density: 

L = Lqcv + g2 /32n:2 (B + arg detM) Tr(F"" * Fµv) (2) 

where M is the quark mass matrix, and leads to a neutron electric dipole moment dn � 
10-15(8 + arg detM)  e cm (e = electron charge) .  Experimental bounds [18] then suggest 
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the miraculous cancellation: B + arg detM .:S 10-10 . 
To explain this situation, an additional symmetry U(l)PQ , the Peccei-Quinn symmetry 

[19] , was added to the lagrangian. After spontaneous breaking, a pseudoscalar Goldstone 
boson, the axion a , appears and acquires a small mass through the chiral anomaly: 

ma = A Vz/(1 + z) f�m�/fa (3) 

where: z = mu/md � 0.56 , m� = 135 MeV, f� = 93 MeV ; A is the colour anomaly of 
U(l)PQ ; fa is proportional to (B + arg detMJ-1 times < a > , the vacuum expectation 
value of the axion field. We therefore expect: fama ::::: f�m� ::::: 1016eV2 . 

Axion couplings to matter are of the type: 8µa (N -y"-ysN) for nucleons; 8,,a (e-yµ-y5e) 
for electrons and positrons; a E.B for photons. The effective coupling for the last term is: 

9a'l'I = 1/..J2; e2 ('hc)112 ma/m�f� (4) 

and, numerically: 9a'f'f ::::: 10-34 MeV1/2 cm3/2 (ma/10-5eV) . Laboratory limits on axions 
come from bounds on the processes: J(+ -> 71"+ + a (unseen axion) ,  J /1/J -> a + 'Y and 
Y -;. a + 'Y , leading to: fa � 103 GeV , ma .:S 6 keV [20]. 

Helium ignition in red giants precludes an axion with mass ma � 10-2eV [21] .  Even 
more stringent are bounds from the hot neutron star born as a result of SN1987 collapse, 
using the fact that too massive an axion would have accelerated the duration of the neutrino 
burst (less than 1 sec for ma ::::: 10-2eV). The bound thus emerging from several works 
[22] is ma :::, 10-3 e V . Finally, inflationary cosmology leads to and energy density of 
relic axions: 

(5) 

so that the universe may be closed by an axion of mass ma ::::: 10-5 eV [23,24]. These 
numbers illustrate the difficulty to detect a non-relativistic cosmic axion. 

The key mechanism for axion detection lies in the coupling a a-y-y coming from axion-
7l"o mixing. Sikivie [25] proposed to detect cosmic axions by a a -> 'Y conversion in 
the presence of a strongly inhomogeneous magnetic field. The energy of the produced 
'Y is then the total energy of the incoming axion. The main signature for cosmic axions 
would be a very narrow signal in frequency, where the finite width would be due to the 
axion kinetic energy ::::: 2 10-6 ma . Using a variable frequency electromagnetic cavity, 
with its resonant frequency tuned to a given value of the axion mass, and in the presence 
of a strong electromagnetic field, galactic axions of the relevant mass can convert into 
excitation quanta of an appropriate mode of the cavity. In this way, one may attempt 
to progressively explore the relevant domain of proposed axion masses. This amounts to 
covering the frequency range 1 - 103 GHz by successive narrow band experiments. The 
expected power for a cylindrical cavity in the best suited vibration mode (T110) is: 

P ::::: 10-20 Watt ( V/500/iter )(B0/8T)2(pa/0.5 10-24gcm-3)(ma/67l"GH z)Min( Q/106, 1 )  
(6) 

where V is the cavity volume, Pa the galactic halo density and Q the cavity quality factor. 
A search for cosmic axions along these lines has been carried out at BNL [26] , at 

::::: 1 GHz frequencies. The experiment (Rochester-BNL-FNAL Collaboration) used a 
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8 .7  T superconducting magnet with 15 .2  cm diameter and 40.6 cm long bore, and a copper 
cavity at liquid helium temperature. The resonant frequency of the cavity is in the range 
1 GHz < f < 4GHz , and can be tuned using a sapphire rod (Fig. 4) of electric 
constant € = 10 , leading to an operating Q of 9 104 and a bandwidth of 13 kHz . The 
axion mass for such frequencies varies in the range 4.5 µe V < m. < 18 µe V , and the 
intrinsic bandwidth of the axion signal would be � 130 Hz . No signature for axions was 
found, and the obtained bounds on the axion flux are shown in Fig. 5 , in terms of the 
energy spectral density < dp/dv >a and the coupling g • ..,.., [27]. 
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Fig. 4 (left) - A scheme of the Rochester - BNL - FNAL cosmic axion detector. 
Fig. 5 (right) - Bounds from the same experiment. The abscissa is the a11 coupling 

and dp/dv stands for energy density per unit frequency. The vertical and horizontal arrow 
indicate respectively the predicted values of both variables for which axions may close the 
universe (23]. 

Assuming 100% of the galactic dark matter to be made of such axions, this bound 
lies 50 times above the value predicted by inflationary cosmological models based on the 
Peccei-Quinn symmetry (23]. The BNL experiment provides an encouraging start point 
for more ambitious searches. Technical problems that would be posed by a more efficient 
search are presently been studied. A second group, in Florida [28], has started a similar 
experimental program, with a 7 liter cavity inside a 9 Tesla superconducting solenoid. By 
cooling the detector down to 2.2 J( , it is expected to lower the system noise temperature 
and to somehow improve the BNL bounds. A third detector is being built at KEK. 
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If axions are trapped in the solar system, and thermalized by its central core, they can 
reach earth with an energy of the order of the sun central temperature (E � 1 keV). 
It has indeed been shown [29] that axion-photon conversion in atoms yields acceptable 
cross-sections ( axioelectric effect ) :  

a axioelectric = (a:. axion/ O:fiectromagnetic) ( Ea/2me)  a photoelectric (7) 

where: 
(8) 

and in most models 2x� � 1 . The solar axion flux is in turn taken from bremstrahlung 
and gives: 

(9) 

leading to a few events/ J(g.day with most target materials. 
Based on this idea, double (3 germanium detectors [30,31] have been used to provide 

some interesting upper bounds on solar axions. The PNL-USC group [30] developed a 
135 cc intrinsic Ge detector with a very low background in the keV energy region and 
a threshold at E � 4 keV. Installed at a water equivalent depth of 4000 meters in 
the Homestake mine, the PNL- USC detector brought upper bounds allowing to exclude 
the range la < 0.5 107 GeV . According to the above discussion, theory favors the 
region: 1010 GeV < la < 1012 GeV . Subsequently, the UCSB-LBL-UCB collaboration 
reported slightly better bounds, la � 107 GeV . These results are shown in Fig. 6 , 
which also exhibits theoretical expectations for the solar axion spectrum. In order to reach 
cosmological bounds and cover the full spectrum of solar axions, two obvious requirements 
appear: a) background should still be lowered in order to reach full sensitivity to the 
expected solar axion flux; b) the energy threshold should be set an order of magnitude 
lower, which justifies the development of cryogenic devices. 

AXION RATE FOR GERMANIUM 

2 3 
AXION ENERGY (keVJ 

6 10 100 1000 
MASS (GeV/c2) 

Fig. 6 (left) - Recent results on solar axions, from D.0. Caldwell et al. in [15] . On 
the figure, F = la and theoretical predictions for the solar axion flux are also exhibited. 

Fig. 7 (right) - Excluded region for Dirac neutrinos, s-neutrinos and cosmions in terms 
of the mass and cross section with germanium. From D.O. Caldwell et al. in (15] . 
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4 NEUTRINOS AND MAGNINOS 
Light neutrinos are the only well established dark matter candidate, as the existence of 
three light flavours has been demonstrated experimentally and the role of neutrinos in the 
generation scheme of quarks and leptons is to some extent understood [32]. The electron 
neutrino is often thought to be the lightest one, with laboratory bounds on its mass: 
mv, < 18 - 32 eV [33]. From cosmological arguments, the average density of neutrinos 
and antineutrinos in the universe for a given light flavour is: 

nv � 100 cm-3 (10) 

so that, if light neutrinos close the Universe, the following bound is obtained [34] : 

E; mv, < 100 eV h-2 (11)  

where h i s  the Hubble constant in units of  100 Km/Mpc . For E; mv, > 5 eV , the 
neutrino contribution to the Universe mass density is found to exceed that of baryons. 
However, at galactic scale fermionic phase space limitations for free neutrinos would be 
consistent with f1v = 1 only if mv > 30 e V for large galaxies, and mv > 500 e V for the 
smallest ones. These figures may be a difficulty for models where the electron neutrino is 
the cold dark matter candidate, but it is possible to build models (e.g. singlet Majoron 
[35]) where f1v = 1 with Vµ or 1/, having masses in the range 1 keV - 35 MeV , still 
leading to an acceptable scenario for galaxy formation. 

Detection of non-relativistic light neutrinos is an extremely hard task. If they were 
clustered in the galactic halo, they would have a kinetic energy E < 10-4 e V for Ve , and 
E < 100 e V for other families. It then follows that any recoil energy from elastic scattering 
with such neutrinos would be very small: at best, En (recoil energy) < 10 e V for the 
heaviest possible neutrino. No detector is known that would be sensitive to such an energy 
deposition. Furthermore, at such energies elastic cross-sections would also be small and 
lead to hopeless event rates. If light neutrinos are Dirac fermions, their long wavelength 
would lead to comparatively large cross sections for coherent scattering and interaction 
with collective modes in matter (e.g. phonons) may be worth considering. In such case, 
rather than trying to detect neutrinos individually, the right strategy may be to look for 
some macroscopic effect (e.g., heat leaks in future very low temperature devices [36]) . 
Several laboratory experiments to detect cosmological light neutrinos have been proposed 
in the past, based on the motion of a macroscopic plate under radiation pressure [37], the 
torque of a ferromagnet under spin-spin interactions [38], coherent momentum transfer to 
superconducting electrons [39], . . .  But some of them have been refuted [40] and those 
which turned out to be correct lead to very small effects. Finally, a sea of cosmological 
light neutrinos may provide a target for very high energy cosmic rays [41], but again the 
feasibility of any experiment based on this phenomenon appears extremely difficult. 

If the dark matter neutrino is not the lightest one, it will most likely be ustable and 
decay by ultraviolet gamma emmission. But, again, the expected ultraviolet cosmic photon 
flux seems very difficult to observe [42] . 

Heavy neutrinos ( mv > 3 Ge V) arise from new families of fermions, SU(2)L 0 SU(2)n 
models or superstring theories. On general grounds, there is no obvious reason why they 
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should be stable, but they may eventually carry a new conserved quantum number. Heavy 
Dirac neutrinos, as well as s-neutrinos (the supersymmetric partners of the neutrinos), 
exhibit coherent scattering off nuclei and can therefore be detected through this process 
(see next section for more details). 

The magnino [43] is a Dirac neutrino carrying a conserved number (to prevent un­
wanted annihilation rates) and an anomalous magnetic moment (to bring a sufficiently 
large scattering cross-section a � 102 aweak ). Then, with a mass in the range of 4 to 10 
Ge V and a magnetic moment � 102 , the magnino can reproduce the requirements of the 
cosmion model [44] . The magnino is basically a new sequential neutrino associated to a 
heavy charged lepton. Therefore, its existence can in principle be checked by accel<'rator 
experiments. 

Heavy Dirac neutrinos, as well as magninos, are the most accessible dark matter can­
didates for present and forthcoming experiments,  due to the comparatively large cross 
sections involved. The basic detection principle would be elastic nucleus recoil, with en­
ergies in the range 50 eV < ER < 10 keV for magninos and possibly much larger 
for heavier neutrinos. Intrinsic germanium has been able to provide some bounds on the 
cosmion flux (Fig. 7), but more sensitive detectors are required. The use of intrinsic 
(semiconductor) silicon is presently being studied [45,46], and some new bounds on dark 
matter have recently been reported from such a detector [46]. However, the development 
of cryogenic devices will most likely be the only way to comfortably cover the full range 
of cosmion masses. Fig. 7 also presents bounds on Dirac neutrinos and s-neutrinos, again 
based on nucleus recoil, where a large mass domain has been ruled out. 

5 WEAKLY INTERACTING MASSIVE PARTICLES 
The problem addressed is: how to detect dark matter in the laboratory if it is made of 
WIMP (Weakly Interacting Masive Particles)? By weak interaction we mean not only 
W or zo exchange, but any other process leading to cross sections much smaller than 
electromagnetic. (e.g. the exchange of a scalar quark). 

Many WIMP dark matter candidates have been considered, but special attention has 
in the recent years been paid to new particles generated by supersymmetry. The lightest 
supersymmetric particle (LSP) is often considered to be stable by R-parity conservation, 
although the validity of such a hypothesis is not completely general. Gravitinos and scalar 
neutrinos are not the LSP in most models [47] , the main candidates being the photino 
6) and the higgsino (H). One often has m - > m- , which makes the photino the most H -r 
popular LSP. The photino mass is rather model dependent, and present studies concern 
mainly the range 5 GeV < m- < 100 GeV , for which !1- � 1 appears to come out 
quite naturally. 

" " 

Accelerator experiments provide bounds on the supersymmetric partners of quarks and 
gluons, to which the photino mass is related in a model dependent way. In general, s-quarks 
(q) and gluino (g) are an order of magnitude heavier than the photino. UAl data give 
m9 > 53 GeV , mq > 45 GeV. Results from CDF at FERMILAB, as well as next runs 
from UAl and UA2 at CERN, will push these lower bounds higher in mass. It must also be 
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realized that the photino mixes with higgsino and Zino (Z , the supersymmetric partner of 
the Z0) . The lightest particle resulting from this mixing is in general photino-dominated 
and is called the neutralino (x) .  

Note also that , within the framework of superstrings, some fashionable supersymmetric 
grand unified theories are based on flipped SU(5) Cl U(l) (another way of breaking the 
SO(lO) grand unified symmetry [48] ) .  A new dark matter candidate appears: the flatino 
[49], a neutral supersymmetric partner of the SU(5) breaking Higgs boson. This neutral 
fermion may close the universe and be totally undetectable, except for gravitational effects. 
However, neutralino dark matter is not excluded in flipped SU(5) Cl U(l) [50]. 

Laboratory detection of galactic WIMP was discussed by Goodman and Witten [51] ,  
mainly based on the recoil energy of scattered nuclei. For a WIMP of kinetic energy E 
(:::o 10-6 m) scattering a nucleus of mass M, the maximum recoil energy is: 

Tmax = 4 m M E  I (M + m)2 (12) 

For a reaction producing an excited nucleus of mass M' = M + b.M , relevant formulae 
can be found in [52] . WIMP weak cross-sections with nuclei can be cast in three categories: 

5.1 Coherent scattering 

Coherent scattering appears if a non-relativistic particle of well defined weak hypercharge 
interacts with a nucleus through the isoscalar components of the zo current. The condition 
for coherent scattering is that the wavelegth defined by momentum transfer be larger than 
the size of the nucleus. The relevant matrix element is: 

( 13) 

If the WIMP is a fermion, we get: 

(14) 

where YL ( YR) is the weak hypercharge of the left (right) chiral component of the WIMP. 
For a Majorana neutrino, J�IMP = 0 and there is no coherent scattering off nuclei. 
On the contrary, s-neutrinos and Dirac neutrinos are expected to interact coherently with 
nuclei and should exhibit reasonably large event rates in the case they would form the dark 
matter of our galaxy. 

5.2 Spin-dependent interactions 

This is the case for galactic photinos interacting with nuclei through the exchange of 
a scalar quark (Fig. Sa). The nonrelativistic limit of the relevant Feynman diagram 
is equivalent to the exchange of a space-like pseudovector current. Then, assuming that 
valence quarks carry most of the spin of the nucleon, the nucleon couplings are proportional 
to [51] : 

< P 1u7' 1su I P >= (1 + 9A) < P 1s1 P > ( 15) 



324 

< p ld::Y "(5d I p >= (1 - 9A) < p IS i p > 
< n lu::Y "fsU I n >= (1 - 9A) < n IS i  n > 
< n ld::Y "fsd I n  >= (1 + 9A) < n ISi n > 

(16) 

( 17) 

( 18) 

where experimentally 9A � 1.2 . Therefore, a u-quark in a proton or a d-quark in a 
neutron would have a larger matrix element than the converse case. F\irthermore, the 
complete diagrams carry twice the coupling qqg , which is proportional to the charge of 
the interacting quark. It would then follow [51,53] that photino searches should be made 
with even-odd nuclei carrying an odd number of protons. 

This conclusion has been reconsidered at the light of EMC data [54,55] which suggest 
that a sizeable part of the nucleon spin is carried by gluons or sea quarks. If this is the 
case for low values of Q (the momentum transfer),  the above estimates should be seriously 
modified and a wide range of target elements could be used for dark matter detection (but 
with lower event rates). EMC data were taken at Q2 > 3 Ge V2 , and there has been 
some controversy [56] on their interpretation and validity at Q2 � 0 . Recent theoretical 
work [57] based on the Skyrme model at large Ne (number of colors) seems to support 
the idea that valence quarks are not the basic ingredient to build the proton spin. A 
complementary experimental information comes from vp and ii p scattering [58], where 
data are not inconsistent with the EMC result and the new proton models. 

Significant corrections to pure photino cross-sections may in some cases come from 
photino-higgsino-Zino mixing [59], where both higgsino and Zino exhibit coherent scatter­
ing (e.g. Fig. Sb). 

( a )  ( b )  
iR qL HR qR 

\ qL 
H 

qL DR HL q L  

Fig. 8 - Feynman diagrams contributing to photino and higgsino scattering with matter. 

Results of a calculation of neutralino cross sections in a minimal supergravity model 
are shown in Table 1 . In any case, spin-dependent interactions of WIMP with nuclei are 
likely to lead to event rates of � 1 event/Kg.day , whereas the best background rate of 
germanium detectors at the relevant energies is of 1 event/keV.Kg.day, and it is far from 
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obvious that purity rates similar to that of germanium can be reached for other target 
materials. This is likely to be the main obstacle to the detection of galactic Majorana 
fermions, especially if purely calorimetric or ionization techniques are used. 

Finally, Fig. 9 a and b show low background achievements in UCSB-LBL and USC­
PNL double beta germanium detectors. 

� 4 8 15  20 
e [ GeV]  [GeV]  [ Ge VJ [ Ge V ]  

i H  
1 . 1  0 . 12 0 . 0 1 8 0 . 0065 3 . 6  0 . 39 0 . 059 0 . 02 1  Event rates 

IH 
0 . 022 0 . 0029 0 . 00050 0 . 00019  
2 . 8  0 .  3 3  0 . 0 5 1  0 . 025 in 

�He 
1 . 4  o .  1 8  0 . 032 o .  0 1 2  
0 . 0 1 7  0 . 0030 o .  0007 1  0 . 00033 

�Li 1 . 0  0 . 18 0 . 039 0 . 0 1 6  
3 .  1 0 . 55 0 . 1 2  0 . 048 

Kg
-l 

day-
I 

lse 0 . 66 0 . 14 0 . 030 0 . 0 1 3  
0 . 0086 0 . 002 1 0 . 00068 0 . 00035 

lgs 0 . 0 16 0 . 0035 0 . 00090 0 . 00039 
2 . 0  0 .40 0. 092 0 . 052 

Upper : according 

l �B 0 . 84 0 . 18 0 . 044 0 . 0 1 9  
2 . 6  0 . 54 0 . 1 3  0 . 055 

to EMC data 

l §F 1 .  2 0 . 29 0 . 083 0. 038 
3 . 5  0 . 8 7  0 . 2 5  0 . 1 2  

gAl 
0 . 42 o. 1 1  0 . 036 0 . 0 18 
1 .  3 0 . 33 0 .  1 1  0 . 0 5 1  

Lower : according 

Hv 0 . 2 3  0 . 068 0 . 026 0 . 0 14 
0 . 7 1  0. 2 1  0 . 076 0 . 040 

to naive quark 

�fGa•HGa 0 . 2 3  0 . 070 0 . 028 0 . 0 1 5  
0 . 70 0 . 2 1  0 . 082 0. 045 

model 

BAs 0 . 2 1  0 . 066 0 . 027 0 . 0 1 5  
0 . 66 0 . 20  0 . 079 0 . 043 

��Br+�5Br 0 . 20 0 . 063 0 . 026 0 . 0 14 
0 . 62 0. 1 9  0 . 075 0 . 041 

2gyti+2g�Tl 0 . 1 5  0 . 050 0 . 022 0 . 0 1 3  
0 .46 0 . 1 5  0 . 066 0 . 038 

Table 1 - Event rates predicted for elastic scattering of neutralino off nuclei, from [55] . 

5 . 3  Inelastic scattering 

For particles that do not scatter coherently off nuclei, Goodman and Witten proposed the 
use of special target nuclei, where the matrix elements for the transition to excited states: 

::Y +N _,;y +N* (19) 

the excited state N* decaying subsequently to the ground state: 

N* -> N + 1  (20) 

may be almost as important as those of elastic scattering. Then, besides the recoil energy, 
it would be possible to detect a / ray coming from the decay of the excited state. The 
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main drawback is our lack of knowledge of the actual nuclear wave functions and ma­
trix elements. An estimate of inelastic neutralino scattering cross-sections with the most 
interesting isotopes has recently been performed [60] . In spite of its not well known cross­
sections (a priori quite small), inelastic scattering may in some cases provide a specific 
signature (delayed time coincidence [52]) which appears potentially able to reject severe 
backgrounds.  This may turn out to be a crucial point even if very large detectors are likely 
to be required. For isotopes allowing for a delayed time coincidence, 10 ton detectors are 
needed to reach a rate of the order of 1 event/ day . Some well suited isotopes, after the 
theoretical calculation from [60] , would be (i.a. = isotopic abundance, r = excited state 
lifetime): 

169Tm , 100% i.a. , D.E = 8.4 keV , r = 4 ns , � 1 event/ton.day (21) 

57 Fe , 2.2% i .a .  , D.E = 14.4 keV , T = 98 ns , � 0.2 event/ton.day (22) 
119Sn , 8.6% i .a . , D.E = 23.9 keV , r = 18 ns , � 0.1 event/ton.day (23) 
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Fig. 9 - Background of double beta in­
trinsic germanium detectors. 

a (above): recent measurement from the 
UCSB-LBL-UCB collaboration, as reported 
by D.O. Caldwell in [15] . 
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b (right):  result of a 1000 hour run by 2 
the PNL-USC collaboration [30], using a low 
background 135 cm3 prototype. The ab­
scissa is energy deposition. 
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Because of its long excited state lifetime, 57 Fe would be particularly well suited for a 
delayed coincidence, whereas 119 Sn can be used in the form of superconducting granules 
and 119Tm may possibly be appropriate for very fast luminescent devices. 

Assuming that detectors incorporating these matrix elements can be built, with high 
sensitivity and low background, the delayed time coincidence should in principle allow for 
a clean identification of dark matter events. 

6 DETECTION TECHNIQUES FOR WIMP 
For a WIMP mass of 1 Ge V (100 Ge V), dark matter detectors sensitive to < 1 ke V (100 ke V) 
energy deposition are required, if a recoiling target nucleus of mass M = m is used. Since 
the last condition cannot be fulfilled a priori (the WIMP mass is unknown), a threshold at 
least an order of magnitude lower (below 100 e V) should be the requirement for a universal 
WIMP detector. This naturally hints to the development of low temperature devices. How­
ever, more conventional detectors have already provided some interesting bounds [61,62] 
and are still being considered for further experiments. Among the proposed detection 
techniques for WIMP are: 

6 . 1  Conventional techniques 

The pioneering role of germanium double beta detectors has already been mentioned pre­
viously. Semiconductor detectors have apparently not finished their role in the field, as 
intrinsic silicon is now being used [46,63]. The motivation for shifting to silicon is: a) 
higher energy deposition for light WIMPs; b) higher ionization yield for a given energy 
deposition; c) lower threshold, claimed to be in the 600 keV range in equivalent electron 
energy. 

Another idea would be WIMP detection tfrrough proton recoil in a low pressure time 
proportional chamber [64] in the presence of a magnetic field. This would be particularly 
well suited for light photinos, where the track of a recoiling proton from CH4 or CD4 gas 
may well be observable. 

The use of scintillators has equally been considered [52] for neutralino detection through 
inelastic scattering. Two preliminary steps appear to be necessary before going further in 
this development: a) find a very fast luminescent crystal with a high light yield, incorpo­
rating the target element under consideration; b) study in detail the scintillation yield (if 
any) from nucleus recoil at the expected WIMP kinetic energy scale. As will be seen later, 
luminescence may also in some cases be combined with cryogenic detection. 

6.2 Crystal phonon devices 

In a suitable insulating crystal cooled at very low temperature [65], a low energy particle 
will deposit most of its energy in the form of phonons. If the crystal is of very high 
quality, part of these phonons will be ballistic and can reach unscattered the walls of 
the crystal. Ballistic phonons propagate along the main cristallographic axis and can 
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travel a few mm without de-focusing. On the walls of the crystal, a phonon read-out of 
superconducting tunnel junctions (STJ) [66] or transition-edge superconducting strip, can 
detect the ballistic phonons in real time. In this way, it is possible to obtain position 
information on the event. 

The alternative is thermal detection. In this case, a resistive thermometer (thermistor) 
implanted on one of the walls is used. In the theoretical limit where the energy resolution 
of such a bolometer would be given by energy fluctuations, a commonly used expression 
[67] is: 

!:iE ;:::; 2.5 ( kT2C)1l2 (24) 

where C is the heat capacity of the bolometric system (crystal + sensor). Taking 

C ;:::; aMT3 (25) 

where Jv! is the mass of the crystal, the T512 M112 dependence of /':;.E from (24-25) suggests 
that it may be possible to obtain high sensitivity for comparatively large detectors if size 
is compensated by a decrease in working temperature. 

A hybrid read-out involving both thermistor and phonon detectors can equally be 
considered. Phonon detectors are expected to provide low threshold (especially in thermal 
detection) and high energy resolution. Furthermore, being made of high quality crystals, a 
low impurity content (necessary to avoid radioactive background) appears to be naturally 
implemented, even if much higher purity will be required for a dark matter detector. 

:Recent results on thermal bolometers and ballistic phonon devices are very encouraging, 
and are dealt with in two contributions to this Workshop [68,16]. 

6.3 Superheated superconducting granules (S S G) 
The idea originates from members of the Orsay Group on Superconductivity [69] , who 
proposed to use as particle detectors the colloids of metastable type I superconducting 
granules previously developed by J. Feder [70] . Very small spheres (</> , diameter, ex 
1 µm) are mixed with some dielectric at ex 10 - 30% filling factor in volume. In the 
presence of an applied magnetic field, they remain superconducting above the critical 
value and reach a metastable state called superheating, that can be disrupted by the 
energy deposition of incoming particles. The phase transition of one or several granules 
is detected in real time through Faraday's law by a transient read-out of current loops 
sensitive to the disappearence of the !vfeissner effect in the sourrounding grains. SSG 
may be used to detect dark matter in several different ways: a) nucleus recoil [71] with 
Al, Cd, Ga or Zn grains; b) proton recoil using hydrogen from the dielectric material as 
the target [52] ; c) inelastic scattering with a 1 19Sn target [72]. However, studies made in 
the last years [72] suggest that, at least in their conventional version, SSG fail to provide 
the required performances for dark matter detection (although recent progress in grain 
fabrication [73] may considerably improve the response of SSG devices) . 

We have recently proposed [72] a new way for SSG development based on a the concept 
of "amplification by thermal micro-avalanche" . \Vith a better handling of heat exchanges 
in the detector, and working at temperatures where the released latent heat is slightly 
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positive, the new scenario is particularly relevant for dark matter detection, since: a) 
the detector response to \i\TIMP interactions is no longer reduced to a single granule flip, 
therefore energy resolution can be obtained ; b) the dielectric material surrounding the 
granules becomes part of the active target. However, if experimental evidence for thermal 
avalanches seems to exist, implementing in practice the micro-avalanche scenario for the 
required target elements is less simple and more experimental studies on the new version of 
SSG are required. If the basic physics of the micro-avalanche scenario works as expected, 
superconducting granules are likely to provide the best suited cryogenic detector for large 
volume experiments. Recent results on SSG development are presented in [16]. 

6.4 Hybrid devices 

The backgound problems faced by \VIMP detection, especially if interaction with nucleus is 
not full strength coherent , hint to the necessity of finding new, unconventional approaches 
to dark matter detection. Cryogenic devices are a step in this direction, but it is not obvious 
that they will be able to solve the problem as long as they remain purely calorimetric. 

One possible way to improve background rejection may be the simultaneous detection 
of ionization and heat, as according to Lindhard et al. [74] and existing data with Ge and 
Si [75] , a low energy nucleus recoil is expected to ionize much less than a beta or gamma 
particle of the same energy. Two developments have been proposed along these lines: 

a) Cold semiconductors. Luke [76] has demonstrated that ionization can be measured 
in a germanium crystal at 1 .3  K by detecting the heat produced when electrons drift in an 
electric field. More recent results on the subject are described in the talk by B .  Sadoulet. 

b) Luminescent bolometers [77] . The basic idea is to use a scintillating crystal ex­
hibiting good luminescence properties at very low temperature, which seems indeed to be 
the case for EGO , CdW04 , CeF3 , intrinsic Csl and Lil , GSO : Ce , ... It would 
then be possible to simultaneously detect the optical and thermal signals separately, and 
even to use light as a timing strobe. We discuss this idea in some detail elsewhere in these 
Proceedings. 

The idea of developing such hybrid devices is rather new, so that many practical prob­
lems remain to be solved and nontrivial basic studies are still necessary. But, in case 
of succes, hybrid techniques would provide a significant step forward in the field of dark 
matter detectors. 

7 QUARK NUGGETS 
Witten [78] proposed that quarks may form dense stable states where u, d and s quarks fill 
a Fermi sea up to very high values of the baryon number. Then, the gain in Fermi energy 
may eventually make the s quark stable inside a heavy nugget.  

The interaction of cosmic quark nuggets (nuclearites) with matter has been discussed 
at length [79] and they turn out to be detectable in real time experiments [80] for masses 
and speeds in the range 10-13 g < m < 1 g , j3 > 10-4 . Assuming that nuclearites 
are gravitationally dominant, present real time experiments exclude at least the region 
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m < 10-1 g . The 104 m2 sr underground MACRO detector [7] will be sensitive to much 
smaller fluxes, allowing to exclude nuclearite masses up to m < 10-2 g . 

Nuclearites lighter than 10-10 g would be trapped in earth, and could be detected using 
heavy ion beams [81] , the crucial point being that strange quark matter is expected to 
form bound states with ordinary matter. Searches along this line [82] have not reported 
any positive result. 

Very heavy nuclearites ( m > 1 g) would leave macroscopic tracks on rock and geological 
searches are possible [83] . Again, no candidate has been found, but further searches are 
required to cover such small fluxes. 

Finally, it has been pointed out [84] that present day gravitational antennae are sensitive 
to nuclearites and can provide bounds in the region m > 10-9 g , fJ � 10-3 . 

8 CONCLUSION 
If dark matter is  made of non-relativistic particles, its  nature remains completely unknown 
and diversified laboratory searches would constitute a fundamental step forward. This, 
however, requires an important research and development effort in order to reach the 
necessary performance for dedicated detectors. Conventional techniques may still prove 
useful, but new tools (e.g. cryogenic detectors) are foreseen to completely handle the 
problem of particle dark matter. 

If light neutrinos (as hot, warm or cold dark matter) are the right answer, their detection 
in the laboratory will be the greatest technological challenge ever faced by particle physics 
and astrophysics. The success of such an experiment would in turn be one of the most 
fundamental results in the recent history of science. 

Detectors for axions, monopoles and some vVIMP candidates are being developed, and 
the research program along these lines is providing interesting results .  Experimental check 
of the cosmion hypothesis has already started and brought relevant bounds. On the other 
hand, the most prominent WIMP candidate, the photino-dominated "neutralino", poses 
rather severe backgound problems and requires quite sophisticated detection techniques, 
where cryogenic devices should play a crucial role if they indeed reach the theoretically 
expected sensitivity and energy resolution. 

For elusive WIMP, where event rates are expected to fall below the best possible de­
tector background, particle identification (allowing to distinguish between a nucleus recoil 
and a low energy ionizing particle) may be a surprisingly simple way out. It can possibly 
be achieved by looking simultaneously, in a well suited cryogenic device, at thermal and 
ionization signals. Then a recoiling nucleus would be seen to ionize much less than a low 
energy beta or gamma. We propose, in this perspective, the development of a luminescent 
bolometer based on some crystal scintillator cooled to very low temperature. 

To conclude, Table 2 (next page) shows a list of dark matter candidates in particle 
physics, including dynamical origin, fluxes on earth and proposed detection techniques. 

Table 2 - Dark matter candidates in Particle Physics. 



PRESENCE 
PARTICLE MASS 

NEAR EARTH 

m < 30 eV 
(Cosmology) COSMIC 

LIGHT 
< 1 8-32 eV m 

NEUTRINO 
(Experiment) GALACTIC 

( Supernova ? ) 

> 1 0-5 
eV m 

GALACTIC 
(Cosmo logy) 

AXION 
- 3  

m < 1 0  eV 
SOLAR 

(Stars) 

HEAVY 
NEUTRINOS m > 3 GeV GALACTIC 

LSP (Lighte s t  Model-

supersynnnetric -dependent GALACTIC 
particle) ( 1 - 1 00 GeV ?)  

4 GeV< m <  10  GeV 
SOLAR and 

COSMIONS 
GALACTIC 

'V 1 0 1 6  
GeV 

GALACTIC m 
MONOPOLES 

(GUTS) TRAPPED AROUND SUN 

QUARK NUGGETS HEAVY (UNKNOWN) GALACTIC 

ABUNDANCE 

n 'V I i f  

5 e V  < m < 30 eV 
v 

n 'V 1 if 

m 'V 1 0-5 
eV ? 

a 

f lux on earth: 

1 o5 
to 10 1 1  

cm 
-2 - 1  

s 

Eventual ly , 

n 'V 1 

Eventual ly , 

n 'V 1 

n 'V 1 
po s s ib l e  

• PARKER BOUND 
• BOUNDS FROM RUBA-

KOV EFFECT 

Eventually , SI 'V 1 

INTERACTION 
WITH 

MATTER 

COHERENT 
SCATTERING 
IF DIRAC MASS 

a +  y convers ion 
in a strong emf . 

a + y conversion 
in atoms . 

WEAK 
(COHERENT IF 

DIRAC MASS )  

SUPERSYMMETRIC 
(sp in-dependent 
in mo st mode l s )  

a "' 1 02 a 
weak 

ELECTROMAGNETIC 

ATOMIC COLLISIONS 

PROPOSED 
DETECTION 
TECHNIQUES 

? ?  

LOW TEMPERATURE 
ELECTROMAGNETIC 
CAVITIES 

. SILICIUM DIODES 

. LOW TEMPERATURE 
DETECTORS 

. IONIZATION 

DETECTORS FOR 
HEAVY PARTICLES 

. LOW TEMPERATURE 

DETECTORS FOR 
ENERGY DEPOSITS 
BELOW 1 keV: 

SSG 
PHONONS (Ba l l i s -
t i c  and therma l) 
HYBRID DEVICES 

. CONVENTIONAL 

. SUPERCONDUCTING 

ACCORDING TO MASS (,.) 
(,.) ...... 
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NEW RESULTS ON DETECTOR 

DEVELOPMENTS FOR LOW ENERGY 
NEUTRINO S  AND DARK MATTER 

L. Gonzalez-Mestres and D. Perret-Gallix 

L.A .P.P. Annecy 

Abstract 

The motivation and present status of detector developments for low energy neutrinos 
and dark matter are discussed. In particular, recently proposed cryogenic techniques are 
expected to reach unprecedented sensitivity and energy resolution. They may provide 
the next generation of low background, high sensitivity detectors. The critical overview 
of to-date results is completed by a sketch of new ideas and possible ways for further 
improvements. The possibility to develop hybrid detectors, measuring simultaneously 
ionization and heat, is given special attention. 
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1 INTRODUCTION 
Astro-particle physics has provided in the last decade significant motivation for the de­
velopment of a new generation of low backgound, highly sensitive detectors dedicated to: 
a) solar neutrino detection; b) neutrino mass measurements; c) double f3 experiments; d) 
dark matter searches, especially cosmions, axions or WIMP (weakly interacting massive 
particles) .  The basic technologies foreseen for most of the proposed experiments are closely 
linked among them, and are leading to the birth of a new cross-disciplinary field at the 
frontier between particle and nuclear physics, astronomy and material science. 

The interpenetration between low energy neutrino physics and dark matter searches is 
twofold: first, a massive light neutrino may well be a candidate to hot , warm or cold dark 
matter; secondly, the detectors foreseen for cosmions, WIMP or even solar axions are very 
close to those proposed for the next generation of low energy neutrino experiments. 

A nonvanishing electron neutrino mass may be observed by direct measurement of 
a f3 decay spectrum near the end point of maximum electron energy [1] , or indirectly 
through a double f3 decay event produced by one of the diagrams shown in Fig. 1 , where 
the electron neutrino is assumed to be a Majorana particle, with a small mass related 
to lepton number violation (neutrino-antineutrino oscillation) [2]. Similarly, the observed 
anomaly in the solar neutrino flux [3], if confirmed by the GALLEX experiment [4] , may 
be an evidence for a flavour-changing neutrino mass matrix [5]. But, in the case of solar 
neutrinos, other explanations are possible: a) a new weakly interacting neutral particle 
conveying energy from the central core of the sun to colder regions ( cosmion model [6] ) ;  
b) an anomalous magnetic moment, leading to helicity flip of the produced neutrinos by 
the solar magnetic field (the neutrino should then have a small Dirac mass); c) finally, 
new data from Davis et al. [7] may indicate a systematic error in previous measurements, 
leading to a flux compatible with the standard solar model, but may also be due to time 
evolution in the solar activity having an influence on effect b) [8]. A plot of the solar 
neutrino spectrum predicted by the standard solar model [9] is given in Fig. 2 . 
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Fig. 1 - Diagrams contributing to neutrinoless double beta decay. 
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Dark matter candidates (see [10]) , such as cosmions or the magnino [11] , play 
a significant role in possible explanations of the solar neutrino puzzle. In turn, light 
neutrinos may themselves be dark matter candidates if they have masses in the range 
5 eV < mv, < 100 eV or 1 keV < mvµ.r < 35 MeV [12]. 

1011 

1010 
x ::l � 
0 109 
c: 

·;: .... p+e+p ::l Cll c: 108 .... RI 
0 
VI 

107 7Be 7Be 

0.1 E (MeV) 10 
Fig. 2 - Solar neutrino spectrum (in cm-2 sec-1 Me v-1 ) ,  as predicted by the standard 

solar model. Narrow lines stand for integrated fluxes (in cm-2 seC1 ). See [13] . 

2 NEUTRINO EXPERIMENTS 
2.1 Neutrino mass 

The mass of the electron neutrino has until now been measured through the tritium Kurie 
plot, where a nonzero mass would manifest itself at the E � Eo end point of the distri­
bution: 

dn/dE = F(E) p E (E0 - E) [(E0 - E)2 - m�J112 (1) 

p being the electron momentum, E its energy and F(E) a smooth calculable Coulomb 
correction. Eo is the maximum value of E if mv, = 0 , Eo = 18.6 keV for tritium. 

There is at present consensus that the best result in this line of research has been 
provided by the Zurich axial spectrometer [14] , with 27 e V energy resolution on the 
electron energy, leading to the bound mv, < 18 e V . 

Although progress in axial spectrometry is still possible, new techniques are being 
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proposed based on low temperature phenomena: thermal detection with bolometers, or 
excitation of quasiparticles in superconductors detectable with superconductir,g tunnel 
junctions (STJ). Both techniques will be dealt with later on. 

2.2 Double beta experiments 

Double beta decay with two neutrinos has been observed in a 82Se experiment [15], leading 
to a lifetime � 1020 years . /3/3 decay with Majoron emission was claimed with a half life 
"°' ( 6  ± 1)  1020 years in a 16Ge experiment [16] , but has not been confirmed by other 
germanium experiments [17] ,  which give bounds better than T > 1021 years . Other 
double beta isotopes used in present experiments are: 48Ca , 100 Mo , 130Te , and 128Te. 

Germanium detectors have until now dominated the search for f3f3ov events, due to 
the excellent energy resolution of intrinsic semiconductor germanium (� 0.1% in the � 
2 - 3 Me V region), but various techniques are used in experiments with other targets. In 
the Irvine experiment [15] , a 7 mg / cm2 thick enriched foil of 82Se is used as the central 
electrode of a 80 cm x 80 cm x 20 cm Time Proportional Chamber (TPC) in a 700 G 
magnetic field. The LBL/Mt. Holyoke/New Haven experiment [18] uses 17 g of enriched 
100 Mo foils between layers of Si : Li detectors searching for coincidence events. 136 Xe is 
incorporated in a multiwire proportional counter by the Milan group [19] , and in a TPC 
by the Caltech/PSI/Neuchatel collaboration [20] . 

Again, cryogenic devices may well provide a next generation of double beta experiments, 
continuing the line started by semiconductor germanium detectors where energy resolution 
was the main tool to reject background. Thermal bolometers are in this respect the best 
suited technique, and can incorporate almost any specifc material in an active target 
detector. Finally, the use of enriched isotopes (already started with 82Se,100 M o,16 Ge, . . .  ) 
is likely to become a general practice. 

2.3 Solar neutrinos: 8 B sector 

Since the (unique, and radiochemical) Homestake experiment [21] brought data in con­
tradiction with the Standard Solar Model, a considerable effort has been devoted to the 
preparation of new solar neutrino experiments. KAMIOKANDE II , originally designed 
for proton decay, has been able to observe low energy events induced by 8 B solar neutrinos 
through Ve e- elastic scattering in a 3000 ton water Cherenkov detector [22]. A 8B v flux 
of 2.6 106 cm-2 s-1 within 30% 1 O" error may be inferred, possibly confirming a deficit 
with respect to the prediction of the Standard Solar Model, but obviously further experi­
ments are needed. Another Cherenkov detector, using 1000 tons of heavy water, is being 
proposed to be installed near Sudbury (Canada) [23] . 

ICARUS [24] is a project to build a large liquid argon imaging chamber, expected to 
be sensitive to 8 B solar neutrinos through v e- elastic scattering, or through the reaction 
40 Ar(ve , e- )40 J{* , where the excited nucleus 40 J{* decays to the 40 J{ ground state by 
emitting a '"Y of 4.38 Me V . Finally, 8 B solar neutrinos may also be detectable by a boron­
loaded liquid scintillator (BOREX experiment [25] ) where boron can be incorporated 
in some compounds up to 20% in weight. The relevant reactions are: 11B(v. , e-)11C 
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and 11 B( vx , vx )11 B* , where X stands for any arbitrary flavour. Feasibility studies of 
ICARUS and BOREX are presently in progress. 

2.4 S olar neutrinos: low energy sector 

Two experiments sensitive to low energy solar neutrinos will be radiochemical and based on 
the isotope 71Ga instead of 37Cl : one at GRAN SASSO (GALLEX) [4] , and the second one 
at BAKSAN[26]. The reaction 71 Ga(v, , e-)71 Ge has a threshold of 235 keV in incoming 
neutrino energy, and therefore will be sensitive to a part of the pp solar neutrino spectrum. 

Gallex uses 30 tons of gallium in the form of GaCb , in acqueous solution of HCZ . An 
event rate of � 1 71Ge atom/day is expected. GeCl4 will be extracted by a nitrogen purge 
with a small amount of Ge carrier, transformed into GeH4 after extraction, and finally the 
decay of 71Ge into 71 Ga by electronic capture ( r112 c:e 11 .4 days ) will be detected with a 
proportional counter. 

The BAKSAN experiment uses 60 tons of gallium in metallic form, where an extraction 
method from melted metal has been developed. 

The ultimate goal would, however, be a real time experiment sensitive to both the pp 

spectrum and the 7 Be ray, allowing for a clean event identification and with background 
rejection good enough to accurately measure the differential solar neutrino flux. This is 
possibly one of the most difficult challenges ever met by particle physics instrumentation. 
Until now, the main effort has been devoted to devices based on the reaction proposed 
by Raghavan [27]: 115In(v, , e- )115Sn** , with a threshold of 128 keV in the incoming 
neutrino energy. The excited state Sn** de-excites 3.2 µs later, giving two 'Y rays of 116 
and 490 keV , which are emitted simultaneously but can be detected in different cells 
of a segmented detector. In spite of its clean signature, the use of Raghavan's reaction 
presents the major drawback of 115 In radioactive background, with an event rate of c:e 
1 j3 decay cm-3sec-1(E < 490 keV) , leading to 2 j3 ,  3 j3 and (/3 - erratic "Y) coincidences 
that may fake solar neutrino events. Since the expected solar v event rate is very low 
( c:e 0.3 event ton-1day-1 ), such backgrounds can be rejected only by a detector having 
simultaneously very fine segmentation, fast response and good energy resolution. 

Aiming mainly at a measurement of the 7 Be ray, new indium loaded liquid scintillators 
have been developed [28] , incorporating 10% In in weight, still presenting reasonable 
optical properties. In such detectors, the 116 keV 'Y would not be detected separately, 
but rather with the first Compton scattering from the 490 keV 'Y· Detection efficiency for 
7Be solar neutrinos may be of � 30%. Along similar lines, In coated scintillating fibres 
are given some attention [29] , although the detection of the 116 keV 'Y becomes more 
problematic and efficiency may be less than 15% [30] . In both cases, very large detectors 
(200 ton or more for 1 event/ day) are needed and the practical possibility to reject all 
kinds of backgrounds remains to be demonstrated. 

Potentially able to detect pp solar neutrinos may be very high quality crystal scin­
tillators [31], semiconductor InP [32] , STJ [34] or superheated superconducting granules 
(SSG) [36]. The last two techniques will be discussed in the next section. 

Fig. 3a shows a recently grown transparent single crystal of InB03 : Tb3+ [37], and 
Fig. 3b its emmission spectrum when excited with 292.5 nm ultraviolet laser light. Lu-
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minescence is very intense, but unfortunately Tb3+ fluorescence is too slow for a particle 
detector. The chemical feasibility of Ce3+ doping of several indium compounds is presently 
under investigation. Ce3+ doping is actually a nontrivial chemical challenge not only for 
indium borates (38], but also for well known phosphor silicates such as Si2In207 (39] . 

InP is a very promising technique, as 1 cm3 prototypes have already been constructed 
and show sensitivity to low energy electrons and photons (32] . Further material studies 
are required in order to optimize the response of the detector. 

The main alternative to the indium program for low energy solar neutrinos would be 
nucleus recoil [40] , where coherent scattering allows for large cross sections and a significant 
number of events can be reached with smaller detectors. However, energy deposition would 
be very small ( � 10 e V for 7 Be neutrinos interacting with a 27 Al target) and the event 
a pure recoil without specific signature. Even if such a signal were made detectable, 
background problems appear at first sight practically hopeless and, in any case, have 
never been dealt with at such low energy deposition. 

INTENSITY (ARBITRARY UNITS) 
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(a 
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Fig. 3 - a (left) :  a transparent single crystal of I nB03 : Tb3+ grown by the flux method. 
b (right) :  its emission spectrum when excited by ultraviolet light. From [37]. 

3 CRYOGENIC DETECTORS 
Low temperature devices are possibly the most significant noveltry in recent detector 
technology. Small cryogenic detectors have already been used in astrophysics, a well-known 
application being the study of possible anisotropies of microwave background radiation 
(41). Particle physics applications [35,33) require: a) sensitivity to individual particles; b) 
comparatively large devices. 



343 

The use of low temperature detectors is expected to bring higher sensitivity and energy 
resolution, due to: a) the lower energy of elementary excitations (phonons, charge carriers, 
spin excitations . . .  ); b) the fast decrease of specific heats for dielectric crystals and super­
conductors; c) lower thermal noise for both detector and electronics. In addition, some low 
temperature effects provide specific signals (e.g. change in magnetization) or amplification 
effects (e.g. metastable phase transition in superconductors, latent heat release or quasi­
particle multiplication) .  The wide variety of superconducting materials and crystal heat 
absorbers makes low temperature techniques attractive when active targets are needed. 

Low temperature detectors are still at the stage of feasibility studies, but have al­
ready provided encouraging results. Current work concerns mainly the study of the basic 
properties of these new devices. 

3.1 CRYSTAL CALORIMETERS (BOLOMETERS) 

The specific heat of an insulating crystal at low temperature is dominated by lattice vibra­
tions. An energy deposition E converted into heat will lead to an increase in temperature 
that can be detected with a resistive thermometer (thermistor). In the ideal case of very 
low read-out noise, energy resolution is given by phonon thermal fluctuations [42] : 

b.Erms '.::'. ( ( C / k )1/2 kT <X T5/2 M1/2 (2) 

where C is the crystal heat capacity, k the Boltzmann constant and M the mass of the 
crystal. The heat capacity of the thermistor has been neglected, which may not always 
be justified, especially for small bolometers. The coefficient ( depends on the details of 
detector architecture, but is often estimated to be in the range 1 .5-2 . From (2), a sizeable 
increase in detector mass can be compensated by working at lower T. 

The measurement of the Ve mass from tl}e 3 H Kurie plot can be made with detectors 
smaller than 1 mm3 • Energy resolution of 10 e V FW HM or less on 18.6 ke V electrons 
is needed for such purposes. A diamond bolometer (0.25 mm3) at 1 .3 K reached FWHM 
energy resolutioJil of 36 ke V on 5.5 Me V a particles [43] , and at 100 ml< a composite Si 
micro-calorimeter brought 17 e V FW HM resolution on 6 ke V i's [44] . Fig. 4a shows the 
scheme of the Wisconsin-Goddard Si bolometer, whereas Fig. 4b exhibits spectra obtained 
with this device. 

More recently, the study of large bolometers has also been undertaken. Using a 0.7 g 
germanium absorber at 44 mI< , the Milano group [45] obtained 1 % energy resolution on 
a particles from a 228 Ra source in radioactive equilibrium with its daughters. Further­
more, a previous high flux irradiation allowed to implant daughter nuclei in the crystal 
producing a spectrum with satellite peaks shifted upwards by 100 keV (Fig. 5a). As the 
implanted nuclei decayed, satellite peaks disappeared and only single peaks from external 
a's remained (Fig. 5b ). The authors conclude that the bolometer was sensitive to nu­
cleus recoil, as expected from the 50 ke V energy resolution. Similar evidence had been 
previously reported from work with small bolometers [46] . More recent results on large 
bolometers are being presented by N. Coron at this Workshop. 

A new idea is the so-called "magnetic bolometer" [47] . Half of the deposited heat is 
converted into very low energy spin excitations (::::! 10-6 eV) and a small change in the 
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magnetization of the crystal can be detected by a SQUID read-out. The authors report 
30 keV noise level at 400 mK with 5.5 MeVa's on a 7.35 g sapphire absorber with a 
135 mg Y AG : Eb3+ magnetic bolometer implanted on the sapphire. 
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Fig. 4 - a (left):  The silicon micro-calorimeter developed by the Wisconsin-Goddard 
group. b (right) low energy 'Y spectrum from [44] , obtained with a 55 Fe source, exhibiting 
f:i.E ':::' 17 e V for the width of the Mn J«, peak. 

. ,1 

5 

COUNTS C OUNTS 

I '  I I 
I I I I I 1 i\ 1\ ! 11 J 11� 1j I 1 1 1 h I \ \ I f . ...J �� ' .JJ, '·lri1'1 • 

6 7 8 9 10 5 6 7 8 9 10 
ENERGY ENERGY 

(MeV) ( MeV) 
Fig. 5 : Energy spectra of the Milano bolometer [13] irradiated with a 228 Ra source. 

a) left : with daughter nuclei implanted in the crystal; b) right: two weeks later, after the 
implanted nuclei decayed. 



345 

Bolometer development must still undergo substantial progress before reaching theo­
retically expected performances. In particular, although in an ideal case one should have 
l::..E � noise level , in practice energy trapping by long lived electronic states, Frenkel pair 
formation, light emission, and other unwanted phenomena, imply substantial departures 
from the ideal behaviour of a purely thermal bolometer and degrade energy resolution. 
Turthermore, the specific heat of the sensor must also be taken into account and may limit 
the performance of small bolometers. To date, the main motivation for the development 
of large bolometers (100 g - 1 Kg) lies in neutrinoless double /3 decays [48] , where energy 
resolution is crucial for background rejection, and dark matter searches through nucleus 
recoil [49] , where sensitivity to energy deposition below 1 ke V is required. More difficult, 
because of background, would be a solar neutrino experiment based on v - e- scatter­
ing using several tons of bolometric detector [50]. Applications at reactors face similar 
feasibility problems. 

3.2 SUPERCONDUCTING TUNNELING JUNCTIONS (STJ) 

Superconductors provide the unique possibility of producing diodes with about 10-3 e V 
current carrier excitation energy. Then, a statistical N112 law (Poisson distribution) for 
energy resolution leads again to exceptional performances for the detection of low energy 
particles. In a STJ with a small bias voltage, quasiparticles and holes tunnel across a 
thin insulating layer separating two superconducting samples, and the current can be read 
with conventional low noise pre-amplifiers. Usually, STJ are made of two metallic films 
separated by the insulating layer (Fig. 6) , and are not expected to be massive detectors. 
However, new ideas have recently emerged (e.g. quasi particle trapping, which also provides 
multiplication [34]) to incorporate bulk superconducting specimens. 

Lower Sn-film 
d1 = O. l S µm 

Sn-oxide barrier (d� 1 0 )( )  
Fig. 6 - Scheme of a STJ prepared at PSI (Villigen) [51] . 

upper Sn- film 
d2 = 0.6 µm 

. I 
The bias voltage creates a thermal current Ith ex exp(-1::../kT) that can be lowered 

by working at low reduced temperature (t = T/Tc)· In order to prevent Cooper pair 
tunneling (DC-Josephson current), a magnetic field parallel to the oxide barrier is applied. 
An incoming particle will excite mainly electrons of energy much larger than the gap 1::.. , 
but these electrons will later relax emitting phonons. At t � 1 , phonons mainly excite 
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quasiparticles, which can then tunnel across the junction or recombine. 
The expected energy resolution in a STJ is: 

L:i.Erms � (/Ee)1/2 (3) 

where f is the Fano anti-correlation factor (0.1 < f < 1)  and € the effective quasiparticle 
excitation energy (e > ti.). Potentially, a Sn - SnO - Sn detector with f � 1 and 
e � L:i. � 0.6 meV , should reach 0.1% energy resolution on 6 keV i's. Experimental 
results are not that good, but the SIN group claims [51] 48 e V FW HM resolution on 
the 55Mn Ka peak at 5.89 keV, whereas the Garching (TMU) group [52] reports 88 eV 
resolution, determined from the energy difference between the K13 (6.49keV) and Ka peaks. 
A typical signal rise time from existing STJ is of the order of 15 µs . 

Using materials with higher Tc , good performances can also be obtaiend at higher 
temperatures. As an example, a 10 µm x lOµm Nb/Al/Al203/Al/Nb junction [53] recently 
brought 250 eV energy resolution at T 1 K . 
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Fig. 7 : Recent results yielded by superconducting tunneling junctions. a) left : energy 
spectra (full line) of E � 6 keV X rays obtained at PSI (Villigen) with a Sn STJ at 
400 mK , as compared to the best performance of Si : Li detectors at LN2 temperatures 
(dotted line); b) right: similar spectra obtained by the Garching group. 

Apart from the detection of low energy I rays, a possible use of small STJ would be 
neutrino mass measurements [54] , but if larger devices can be made, they could be used 
[34] to detect low energy solar neutrinos through the 115 In Raghavan's reaction [27] . A 
115 In detector may also be used for ii -+ v oscillation experiments at reactors. 

STJ provide an interesting read-out for crystal phonon detectors, where ballistic phonons 
would be converted into quasiparticles. Since ballistic phonons propagate along the main 
crystallographic axis, it should be possible to extract information on the position of the 
event inside the crystal [50,55]. This possibility has been recently demonstrated by the 
Garching (TMU) group [55] using three aluminum STJ implanted on one of the faces of 
a Si wafer, and deplacing the external a source on the other side of the crystal. Position 
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information is seen to emerge from correlations between the signals observed at two differ­
ent junctions. A parallel effort along similar lines is being pursued by the Stanford group 
[50] , using a superconducting strip read-out near the transition edge. Recent results from 
Garching are shown in Fig. 8 . 
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Fig. 8 - The Garching ballistic phonon experiment: a (left) schematic description of 
the set-up; b (right) two-junction signal scatter plot showing a clear separation between 
signals produced at the five different impact positions. 

3.3 SUPERHEATED SUPERCONDUCTING GRANULES (SSG) 

A type I superconductor with low enough K {the Ginzburg-Landau parameter) can exhibit 
metastable states, due to the positive normal-superconducting interface energy. In particu­
lar, a superconducting sample may remain in this state for values of the external magnetic 
field larger than the critical field He (superheating). The superheated state and has been 
obtained for pure metal microspheres of 1 - 400 µm diameter. It was proposed long ago 
[56] to use SSG as a particle detector in the form of a suspension of small rnicrospheres into 
some dielectric material, w�h a read-out of current loops oriented in the plane normal to 

the applied magnetic field H0 . The energy released by an incident particle would originate 
a fast transition of one or several granules, detectable through the disappearance of the 
Meissner effect. 

A major drawback of SSG detector is the dispersion in effective superheated critical field 
observed in a realistic colloid with many granules. As the magnetic field is increased, the 
number of counts per unit increase in H0 follows a rather wide distribution (the differential 
superheating curve) .  It is thus impossible to fix a value of the applied magnetic field in 
such a way that all the granules are set to a common small threshold in H0 , i.e. in energy 
deposition for a given size. Work in progress, however, seems to suggest [57] that new 
fabrication techniques may possibly circunvent such a difficulty and lead to very narrow 
superheating curves. This, in case of success, would be a major step forward. 

Recently, progress has been made in the SSG real time read-out [58] and tin granules of 
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sizes 10 - 400 µm have been shown to be sensitive to low energy sources down to 6 ke V 1''s 
[59] . The observed sensitivity can be theoretically understood and, when extrapolated to 
very small grains, gives encouraging figures: 1 µm diameter In grains at T = 200 mK 
would be sensitive to about 300 eV energy deposition with 80% efficiency, whereas good 
quality Al or Ga grains cooled to 100 mK would achieve a similar performance for 4 e V 
energy deposition. Such figures would be improved by narrower superheating. 

Industrial manufacturers are now able to produce at large scale rather small grains of 
reasonable quality (Fig. 9 - 11)  by conventional techniques. In the last months, recently 
produced Al and Zn grains were available and have been studied for the first time for 
detection purposes [60] , [61] . As an example, the Al grains of Fig. llb were irradiated 
in Annecy with a 109Cd source ((3's and 1''s of E < 88 keV) deposited on the grains 
before preparing the SSG colloid. The result obtained after 5 min irradiation time is 
shown in Fig. 12 . In Fig. 12a is exhibited the differential superheating curve, where 
dN / dH0 is the number of counts per unit increase in Ho . Fig. 12b shows the irradiated 
differential superheating curve, where the applied field stays at some fixed value (the point 
where the gap appears on the curve) for 5 min (irradiation period) before being further 
increased. The missing counts in Fig. 12b correspond to grains having changed state 
during the irradiation period, although contrary to previous tests with tin, not all of the 
flips under irradiation were detectable in real time with our electronics. The test was 
performed at T = 400 mK , and already indicates excellent sensitivity, which should still 
be considerably improved by working at T = 100 mK . 

Encouraging as they may look, the above results are not sufficient for realistic detection 
purposes. Two examples: 

1) It has been proposed [62] to use indium SSG as a detector for low energy solar neu­
trinos. A X-Y current loop read-out would allow to segment a 4 ton indium detector into 
107 elementary cells, with only 105 electronic channels. However, such an instrumentation 
would require 5 mm x 1 m current loops, which makes extremely difficult to detect the 
signal produced by 116 keV secondaries. 

2) Dark matter searches through nucleus recoil encounter an even more severe difficulty, 
since only single grain flips are usually expected. We therefore have only a threshold 
detector, without any energy resolution. 

To cure both diseases, we have proposed a new operating principle, based on the concept 
of "amplification by thermal micro-avalanche" [59). Metastability allows for a positive 
latent heat in the superconducting to normal phase transition. Then, the flip of a single 
granule can release heat which, together with the deposited energy, will be dispersed in 
the detector. If heat exchanges through the dielectric material are efficient enough (low 
Kapitza resistances), new flips will be produced which in turn will release more latent heat. 
In such a scenario, with sufficiently small grains (1 µm in diameter), a signal in magnetic 
flux �<I> oc �E is predicted even for a nucleus recoil. The appearance of extra flips is 
expected to lead an amplification effect (one or two orders of magnitude), which may solve 
the basic problems for a 115 In experiment. Calculations using the thermal conductivity 
of GE 7031 Varnish for heat propagation in the colloid yield time resolution in the range 
10 - 100 ns , and metallic spherical inclusions should not drastically change the result [63) . 



349 

Fig. 9 (left) - ¢ (diameter) < 25 µm Sn granules obtained by conventional sieving 
from a ¢  < 40 µm collection produced by EXTRAMET. The mark is 10 µm. 

Fig. 10 (right) - <Pmean � 4 µm superfine HEUBACH Zn powder. The mark is 10 µm. 

Fig. 11 - Aluminium samples obtained by centrifugation in air from a ¢ < 63 
ECKART-WERKE sample. a (left): ¢ < 5 µm , the mark is 10 µm ; b (right): 
12 µm < ¢ < 20 µm , the mark is 10 µm (a tail of smaller grains remains). 
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Fig. 13 - Similar test for 4 µm Zn grains. a (left) : the "avalanche" superheating curve; 
b (right) : irradiated "avalanche" superheating curve obtained after staying for 5 min at 
the value of H0 where the gap starts. The source used was 36C/ (E < 714 keV f3's). 
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In case of success of the "micro-avalanche" scenario, other applications of SSG would 
become possible: double beta decays [64], X-ray imaging [65] , dark matter searches through 
inelastic scattering with a 119 Sn target [59] . Furthermore, the dielectric material can pro­
vide an active target (hydrogen for dark matter searches [59]) . . .  However, if experimental 
evidence for global avalanches already exists [66] , further work is required to evaluate the 
real performance of the micro-avalanche effect. 

We performed tests at T = 400 mK with the Zn grains shown in Fig. 10 , and 
possible new evidence for thermal avalanches was obtained. Very large and long pulses 
(10-50 µs risetime) were seen, whereas single grain flips could not be detected individually 
and previous tests with larger granules of the same origin had exhibited normal single grain 
pulses. Due to the superposition of a continuous slow signal and rapidly oscillating noise, 
each long pulse produced several counts in our read-out system leading to the distribution 
shown in Fig. 13a . We may call this (non reproducible) distribution the "avalanche" 
superheating curve. It was even possible to obtain interesting irradiation results, where 
practically no signal was observed during the irradiation period but in turn a large gap 
appeared in the irradiated superheating curve (Fig. 13b ). Clearly, a careful study should 
be performed to really elucidate the nature of the phenomenon and further tests are in 
preparation down to 100 mK . 

Development of industrial grain production should also be pursued to reach smaller 
siz.es. ef>mean (average size) � 25 µm tin granules are produced [67] at a rate of 5 Kg/hour 
using a 40 KHz ultrasonic atomizer. A new development is underway in order to adapt 
the existing procedure to higher ultrasonic frequencies, up to 5 MHz according to the law 
[68] : ef>mean oc 1-2!3 (! = frequency). Other techniques seem also well suited to produce 
(possibly, after sieving by centrifugation) very small spheres in the � 1 µm range. For 
instance, direct atomization of molten metal with a nitrogen jet is currently being used for 
the production of Al and Zn powders [69] , [70] . 

An independent application, using large grains, would be the detection of magnetic 
monopoles [71] , where the flux tube injected by the monopole would destroy the supercon­
ductivity of many granules. The advantage of SSG would be a comfortable signal (several 
orders of magnitude larger than in induction experiments), a good background rejection 
due to the large grain size, as well as tracking and timing allowing for a measurement of 
speed and direction. 

3.4 OTHER CRYOGENIC DETECTORS 

Energy deposited in superfl.uid 4He at low temperature (100 mK) would create rotons 
l::./k = 8.65 K . A 200 keV electron from neutrino scattering is expected to originate 
� 108 elementary excitations, which will propagate ballistically in all directions. Some 
will hit the surface of the liquid and evaporate a sizeable number of helium atoms, that 
may be detected by bolometric techniques [72] . No experimental result exists yet on 
this technique, but a development is being carried on at Brown University. Even more 
ambitious is a proposal from the Lancaster group [73] , where superfluid 3 He (cooled 
below 1 mK) would produce � 107 quasiparticles per deposited eV . Unfortunately, such 
quasiparticles are neutral and their detection far from obvious. 
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Several ideas on the possible use of devices operating below 1 mK have been put forward 
by T.O. Niinikoski [74] , who was able to obtain bounds on dark matter from measured 
heat leaks in Cu adiabatic nuclear demagnetization refrigerators. On the other side, high 
Tc superconductors have already produced interesting devices, such as DC SQUIDs made 
of Y EaCuO ceramics [75] . More classical techniques, such as semiconductors (InSb , 
doped Ge ,. .. ) operating at 4 K [76] , or low temperature scintillators [77] , may also play 
a significant role in the next generation of particle detectors. 

4 HYBRID DEVICES 
Background problems are rather difficult to handle in rare event detectors, when only one 
kind of signal (current , thermal pulse, scintillation . . .  ) is used. Furthermore, the way energy 
is degraded into elementary excitations depends crucially on the way it has been deposited 
(therefore, on the nature and energy of the incident particle, the type of interaction with 
matter, etc.). Thus, the measurement of only one component of the deposited energy may 
not be the best approach, as it implies a substantial loss of information (although some 
scintillators yield a two-component fluorescence signal). At room or LN2 temperature, 
it is not possible to detect a single particle thermal pulse (iarge specific heat, high noise 
level. .. ). At very low temperature, the extremely good performance expected from ideal 
thermal measurements often pushes developments in the opposite sense: only a thermal 
signal is aimed at, other kinds of energy losses are potentially a source of trouble spoiling 
energy resolution. We would like to argue, here, in favour of a simultaneous detection of 
ionization and heat in a composite cryogenic scintillator or semiconductor. 

According to Lindhard et al. [78] , a nucleus recoil at ER < 1 M eV can be distin­
guished from an electron or photon by looking at the relative amount of energy converted 
into ionization (the nucleus ionizes 3 to 5 times less at ER = 10 keV) . The smaller the 
recoil energy, the smaller the relative amount of ionization losses as compared to direct 
production of phonons. Similarly, fluorescence radiation sets a neat distinction between a 
slow a particle and a j3 or 1 of the same energy, due to the dE/dx (ionization energy loss 
per unit length) dependence of the light yield [79]. It then follows that rare event experi­
ments, having to face severe backgrounds, may seriously benefit from particle identification 
through simultaneous measurement of ionization and heat. This would in particular be the 
case for the search of WIMP dark matter candidates through nucleus recoil, but may also 
be relevant to a calorimetric double beta experiment, as far as the main background would 
be given by a's. Two obvious possibilities arise when looking for ways to combine thermal 
and ionization measurements. One is the use of a semiconductor at very low temperature, 
and is discussed in the talk by B. Sadoulet . We would like here to discuss in detail the 
second possibility, based on suitably chosen scintillating crystals [80,37] . 

Several intrinsic scintillators are known to present a high light yield when cooled down 
to 4He temperatures. Undoped EGO produces 10 times more light than at room temper­
ature [81] , whereas CdW04 improves slightly and CeF3 fluorescence remains essentially 
unchanged [82] . Fluorescence decay time increases to about 200 µs for both EGO and 
CdW04 [81,37] but rl)mains very fast (� 40 ns) for CeF3 [82], as well as for cerium-doped 
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luminophores [83] . Although further studies, down to 50 mK, are needed, commonly used 
models predict a flattening of the T-dependence of the basic fluorescence parameters, which 
all tend to some constant as T -+ 0 . This has indeed been observed for the fluorescence 
decay time of CdW04 [37] , which remains unchanged between 4 K and 1.5 K . Fig. 
14a shows E GO emission spectra at several temperatures, as obtained from ultraviolet 
excitation. The increase in light output is explicit as the crystal is cooled down. Fig. 14b 
presents the T-dependence of EGO fluorescence decay time below 250 K . More recent 
results for BGO using radioactive sources (5.5 MeV 241Am a's) [84] appear to show the 
same trend, although further tests with sources below 200 K would be useful in order to 
carefully study BGO fluorescence under several kinds of irradiation. 

It may even happen that materials not exhibiting significant luminescence at room 
temperature become good luminophores at low T . Fig. 15 shows the T-dependence 
of MoPb04 light yield, where the 520 nm (green) component increases by four orders of 
magnitude when the crystal is cooled down to LN2 temperature. Other molybdates exhibit 
analogous behaviour [85]. The time evolution of MoPb04 green fluorescence splits at very 
low temperature in two components: one with a decay time T � 10 µs ; the slower one 
with T � 100 µs , similar to tungstates. 
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Fig. 14 - Temperature dependence of BGO fluorescence properties. a (left) :  emission 
spectrum under ultraviolet excitation (>. = 280 nm) at several temperatures; b (right): 
fluorescence decay time in terms of temperature. From [81]. 

The above conditions naturally suggest the development of a new hybrid device: the 
luminescent bolometer. A transparent scintillating crystal cooled to very low temperature 
would then carry a double read-out: a) a cryogenic photosensitive device; b) a thermistor. 
In this way, it would be possible to measure both light and heat and implement particle 
identification. A rough scheme (all faces painted but one, to prevent light from escaping) 
is shown in Fig. 16 . The main technical problem is possibly the choice or development 
of the best suited photosensitive device. Superconductive detectors and bolometers are 
possibly the best candidates, if light collection is to be made at bolometric temperature. 
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Fig. 15 (left) - Temperature dependence of the light yield of M 0Pb04 (lead molybdate) 

at two different wavelengths. The green component ( 520 nm) increases by four orders of 
magnitude between room and LN2 temperature. From (85]. 

Fig. 16 (right) - Rough scheme of the proposed luminescent bolometer. From (37]. 

5 CONCLUSION AND COMMENTS 
Detector developments for low energy neutrinos and dark matter have become a very 
active field in modern physics. The number of groups implied in such a program is quickly 
increasing, and unexpected breakthroughs in the near future should not be discounted. 
Cryogenic detectors are by now the most exciting subject, as unprecedented sensitivity 
and energy resolution may hopefully be reached. 

Low temperature devices are expected to provide, not only a better calorimetric per­
formance, but also a new approach to particle identification by looking simultaneously at 
thermal and ionization pulses. This kind of measurements would be impossible at room 
temperature, due to the comparatively high specific heats. Such a new window to event 
characterization would by itself justify the present effort in cryogenic detectors. 

It is also worth noticing that the discovery of high T0 superconductors allows for the 
preparation of hybrid superconductor-semiconductor electronic devices (86], working in the 
range 4 K < T < 70 K. In this way it may be possible to take advantage of the best 
qualities of both superconductive and semiconductor materials. 
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Abstract : Direct dark matter searches with conveptional techniques have yielded their first results. 
Experiments using Germanium detectors have already eliminated Dirac neutrinos of masses greater 
than 11 Gev/c2. Here, we describe a new experiment using Silicon, that is sensitive to lower masses 
particles like cosmions. Emphasis is placed on the energy calibration, an essential step to measure the 
rates as a function of energy. The results of this calibration, obtained for kinetic energies between 5 
and 14 keV, agree well with the LSS theory. We also describe the Saclay project to construct a low 
pressure Hydrogen TPC (Time Projection Chamber). This detector would be sensitive to cosmions 
with spin dependent interactions . 
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Introduction 
Current wisdom in astrophysics requires the presence of non radiating matter (dark matter) in 

the universe. Baryonic matter forming faint astronomical objects ("brown" dwarfs, black holes ... ) 

could probably account for most of the observational data (rotation curves of galaxies, velocity 

distributions in clusters and super clusters). However, the inflation scenario of the evolution of the 

primordial universe and galaxy formation models lead to the conclusion that baryonic matter is not 

enough. Other non baryonic particles, so called Weakly Interacting Massive Particles (WIMP's), 

with a mass above a few Ge V, and interaction cross section in the IQ-36-1Q-40 cm2 range, are needed 

to close the universe and to allow for galaxy formation. These particles could be directly detected in 

laboratory through their elastic scattering with nuclei [1].  However the expected recoil energies are 

small (keV range), the expected rates of interactions are low (few events/kg/keV/day, see details in 

section 1), so low energy threshold and low background detectors are needed. 

The detectors which are being currently developed for this purpose can be divided roughly 

into 2 categories: 

- conventional ionisation non-cryogenic detectors, 

- cryogenic detectors. 

While detectors of the first type detect energy quanta in the eV (electron-hole pairs in 

semiconductors) to 10 eV range (electron-ion pairs in gazeous detectors) those in the second one 

detect quanta of much lower energy ( l 0-5 eV for the phonons in a bolometer, for example). The 

second type has therefore a much higher potential energy resolution and lower threshold but, so far, 

the required resolution has not been achieved for massive detectors (i.e. higher than a few grams) . 

The present paper concentrates on 2 experiments involving the first type of detectors; one is 

based on Silicon and the other uses hydrogenous gas. 

Semi-conductors have been developed for many years and high purity Silicon and 

Germanium crystals can be easily obtained; Germanium detectors have already been used to search 

for dark matter particles [2,3]. In section 2, a new experiment with Silicon involving a collaboration 

between UC Santa Barbara, Lawrence Berkeley Laboratory , UC Berkeley and Saclay will be briefly 

described with emphasis on the energy calibration of the detectors. Preliminary results on silicon 

detector calibration achieved by the Saclay group will be presented. 

On the other hand, gazeous detectors could also be used as dark matter detectors, either in 

calorimetric mode at atmospheric or high pressure [ 4] or in tracking mode at low pressure [5,6]; low 

pressure is necessary in order that the recoiling nucleus have a sizeable range in the gas. This 

provides in principle the direction of the track, a beautiful signature of the galactic origin of the 

interacting particle. The Saclay project [5] of low pressure hydrogen Time Projection Chamber 

(TPC) will be briefly presented in section 3. 
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Expected kinematics and event rates 
The hypothesis that dark matter particles are gravitationally trapped in the galaxy leads to the 

conclusion that, like the earth, they have velocities of about 300 km/s. Then, the mean kinetic energy 

Er received by a nucleus of mass Mn in an elastic collision with a dark matter particle of mass Mx is: 

E,"' 2 keV Mn(M��J (1) 

The energy distribution is roughly exponential [7]. 

Expected event rate depend on the local density of dark matter particles, generally estimated to 

be of order 0.4 GeV/cm3 [8], on their mean velocity of 300 km/s and on their interaction cross 

section. Expected cross sections on the basis of astrophysical arguments are of the order of lQ-38 

cm2 [ l ] .  However, in the case of spin independent interactions (vector couplings), effective cross 

sections on nuclei may be enhanced by a factor of order z2 [ l ] ;  this is the case for heavy Dirac 

neutrinos for example. In the case of spin dependent interactions (axial-vector couplings), e.g. 

photinos, the cross section is proportional to J(J+ 1) where J is the spin of the nucleus, which is zero 

for most of the natural even Z even A nuclei, in particular for the abundant isotopes of Silicon and 

Germanium. 

Other candidates include the so called cosmions, particles invented to solve the solar neutrino 

puzzle [9]. The characteristics of these particles are strongly constrained in order for the mechanism 

of cooling of the solar core to work: their mass would fall in the 4-10 Ge V range and the effective 

cross section averaged over the various nuclei of the Sun of the order 10-36 cm2. Cosmions are 

obviously more readily accessible to observation/elimination as their cross sections are 2 orders of 

magnitude higher than previous candidates. 

However, what is important for laboratory detection is the actual cross section for a specific 

nucleus. Actual cross sections on various nuclei depend very much on the characteristics of the 

interaction which is considered: coherence effect, spin and isospin nature of the coupling, magnetic 

coupling ... So expected rates have to be evaluated in the framework of specific models and not just 

in terms of vector/axial-vector couplings (10]. For example, in the case of the Raby and West 

magnino model [ 12], expected rates with a Silicon target are of the order of 200 events /kg/day and 8 

events /kg/day on Hydrogen while they are respectively 0 and 200 events /kg/day in the case of a 

simple axial vector coupling. 

The experiments presented in the following are designed for the detection of cosmions. 

2 Semiconductors 
Semiconductor Germanium detectors as dark matter particles detectors have already put limits 

on cross sections and masses of WIMPs[2,3] . 

The original aim of the UCSB/LBL Germanium experiment was the search for double beta 

decay. The detector consisted of 8 crystals of 900 g each installed in the underground site of Oroville 

Dam (California); 2 of the 8 crystals were modified to measure energies down to a few keV, the 

expected energy deposited in dark matter particle interactions (see section 1). Passive shielding, 
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active N al anticoincidence counters and careful choice of low radioactivity materials reduced the 

background level to 3 counts/ke V /kg/day in the 4-20 ke V region. Most of this residual background is 

due to activity inside the Ge itself and comes from beta decay of tritium, a spallation product from 

cosmic ray interactions with the Ge nuclei. 

Fig. 1 shows the exclusion plot for the mass and interaction cross sections of WIMPs 

obtained by this experiment [3]. Dirac neutrinos with masses above 1 1  Ge V /c2 have been excluded, 

but !he cosmions are not eliminated because of their low mass. 

-34 
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1 10 1 00 1000 
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Figure I :  Exclusion plot for the mass and interaction cross section of WIMP's from the 
UCSBILBL!UCB Ge experiment [3] and Si Saclay experiment [15) . 

- UCSB/UCB/LBL/Saclay silicon experiment 

In order to investigate the 4- 10  Ge V /c2 cos mi on mass range, silicon has been found to be 

better adapted than Ge [ 11]. The 2 main reasons are that: 

- its lower mass is better matched to the expected cosmion mass range, which means 

higher recoil energies (see formula 1), 

- Si has a higher ionisation efficiency than Ge. 

Four Silicon crystals of 15 g each have already been installed in place of 2 Ge cristals. No 

special care has been taken in the choice of these crystals and the background level measured in a 
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recent engineering run is high : 20 counts/ke V /kg/day. Even so, the rate is lower than that expected 

from cosmions. Fig. 2 shows the rare as a function of measured energy in a typical cosmion model, 

the Raby West magnino model [ 1 1 , 12]. This model and probably others could be excluded soon, 

for all masses between 4 and IO Ge V /c2. 
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Figure 2: Expected event rate in a silicon detector from the Raby West model [12] for 3 masses of 
cosmions as a function of the equivalent electron energy, that is, the ionisation energy actually 
measured in a silicon detector calibrated with X rays. 

These conclusions depend crucially on the knowledge of the response of the detectors to 

nuclear recoils in the ke V range; semi conductors are commonly used as X ray detectors and can be 

easily calibrated with known X ray sources. In dark matter searches, the signal is provided by the 

recoil of the (Si,Ge) nucleus against the WIMP, which has been shown to be less efficient to 

produce electron hole pairs than a photo-electron of the same kinetic energy. Fig. 3 shows the 

relative ionisation (nucleus/electron) a as a function of the kinetic energy of the particle. Data [13] 

have been obtained down to 20 keV and agree reasonably well with the predictions from a statistical 

model by Linhard et al. (LSS theory [ 14]); under 20 keV, this ratio a is predicted to decrease even 

more with the energy; these predictions were used in Fig. 2 to convert the kinetic energy of the 

silicon recoil into the ionisation energy actually oberved in the Si detector (equivalent electron 

energy) down to 0.6 keV. However, no calibration data existed in the region of interest between 

around a few kev and 20 keV kinetic energy. 

Preliminary results concerning this measurement down to 5 keV kinetic energy will be 

described in the following. 
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Figure 3: Ratio between the ionisation produced by a Si recoil and the ionisation produced by an 
electron of the same kinetic energy as a/unction of the kinetic energy. The data arefrom Sattler [13], 
the LSS theory refers to predictions by Lindhard et al. [ 14} 

- Method of calibration 
To obtain the response of silicon detector to nuclear recoils below 20 keV, we have used the 

same method as Sattler [ 13], namely the elastic scattering of neutrons off a silicon nucleus. Among 
known particles, neutrons are indeed the closest to the WIMP's, by their mass and charge, but have 
strong cross sections, which is indeed an advantage for calibration. 

Neutrons were produced by the following (p,n) reaction: 
p + 7Li -+ 7Be + n 

The threshold of the reaction is at Ep= l . 850 MeV. Protons are provided by a Van de Graaf 

machine at Bruyeres Le Chatel (CEA, France) with a tunable energy up to 4 MeV and an energy 
resolution of a few keV. The 7Li target is made by evaporation on a Tantalum support. Neutrons are 

produced at all angles relative to the incident proton beam; at a given angle, the neutron energy is 

fixed by the kinematics of the production reaction. The machine can be operated in a continuous 

mode or in pulsed mode (frequency 2.5 Mhz). The advantage of the pulsed beam will appear in the 
following. 

Two methods can be used to perform the calibration: 

- measuring all the recoils occurring inside the crystal; the spectrum is expected to be a 
flat distribution with an end point corresponding to the maximum recoil energy given by: 
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Ms Mn 
Emax=4 2 En (2) 

(Ms rt Mn) 
where Msi is the mass of the Si nucleus, Mn is the mass of the neutron and En the energy 
the energy of the incident neutron. This method used by Sattler is not very accurate 

because the expected sharp drop at the end of the spectrum is washed out by the 
resolutions of the detector and of the incident neutron energy. 
- selecting only the recoils produced by neutrons scattered at a given angle; this requires 

the detection of the scattered neutron with reasonable efficiency. A big advantage of this 

method, in conjunction with the use of the pulsation of the beam, is that the requirement 
of a double time coincidence between the beam, the silicon signal and the scattered 
neutron counter allows a good background rejection. This is the method we have used. 

- Calibration results 

The incident proton energy was 1980 keV; the neutrons produced at angle 0 ° relative to the 

proton beam had a mean energy of 200 ke V with a dispersion of about 6 ke V. With a target thickness 
of 140 µg/cm2, and an incident proton beam intensity of 5 µamps, typical fluxes of 2 J 07 

neutrons/sec/sr have been obtained. 
The silicon crystal that we used for this calibration was provided by the LBL group; it is 6 

mm diameter, 3 mm thickness and mounted in a cryostat cooled to liquid nitrogen temperature. The 

mounting was done in such a way as to reduce as much as possible the amount of material 
surrounding the crystal in order to minimize the indirect component of neutrons scattering before 

reaching the silicon. The drawback of this mounting was a degraded energy resolution (380 ev 

FWHM) compared to the state of the art ( 100 e V FWHM). 

The scattered neutron counter (named S 1 afterwards) consisted of a block of NE 1 10 plastic 
scintillator viewed by 2 photomultiplier tubes XP 2020, operated in coincidence. A typical efficiency 
of 70 % was measured at 100 ke V. A parrafin collimator was used to shield the counter against direct 

neutrons from the target. 
Calibration of the silicon I peak sensing ADC chain was done with the 59.6 and 13.9 keV 

X-ray lines from a source of Americium. The energy resolution of the silicon diode was measured to 
be about 170 eV (sigma). 

The trigger requires a coincidence between the silicon signal and the S 1 counter; relative times 
of these signals to the beam pulsation (when available) were recorded together with the amplitude of 

the silicon detector signal and the data from a neutron monitoring counter. 
Three calibration points have been obtained; they correspond to silicon recoil energies of 

1 3.5, 6.9 and 5.0 keV obtained by measuring the scattered neutron at angles 90°, 60°, 50° 

respectively, relative to the incident proton direction. Unfortunately, due to problems with the Van de 

Graaf machine, the pulsed beam was not available for the 2 last calibration points at 6.9 and 5.0 keV. 
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For the first point ( 13.5 keV), Fig. 4 shows the distribution of the time difference between 

the beam pulsation and the S 1 signal; shown in shaded is the expected background contribution due 

to accidental coincidences between the Si and the S 1 counter. For the in-time neutron triggers, this 

time represents the total time of flight of the neutron from the target to the neutron counter after 

scattering on a silicon nucleus; the neutron peak at 160 ns corresponds to the expected time of flight 

of scattered neutrons. The thin first peak, a few ns after the beam pulse is due to gamma rays 

produced by the protons stopping in the Tantalum support of the target. 

Fig. 5 shows the pulse height distribution of the Silicon signal corresponding to the neutron 

peak of Fig. 4; the expected contribution from accidentals, shown in the shaded histogram is indeed 

low. After background substraction, the signal distribution has been fitted to a gaussian shape, from 

which we deduced a mean energy of 4.4 keV, and a width (sigma) of 0.9 keV. The mean recoil 

energy of the silicon nucleus has been deduced from the incident energy of the proton, the neutron 

production kinematics and the scattering angle of the neutron; corrections due to the dispersion of the 

incident proton energy and to the thickness of the target have been applied, and lead to a mean recoil 

energy of 13.5 keV. This estimation is confirmed by the neutron time of flight measured in Fig. 4. 

The same calculations have been done for the two other points. 

Previously cited corrections also contribute to the dispersion of the recoil energy of the Si 

nuclei and to the width of the measured signal. After taking into account these corrections and also 

the effect of the size of the detectors and the intrinsic detector resolution, we estimated the expected 

width of the signal to be around 0.5 ke V which is definitely lower than the observed one. Systematic 

effects like secondary scattering of neutrons in the various shieldings, and material in the path of the 

neutron (cryostat) have been investigated by computer simulation and found to be negligible. 

This preliminary analysis suggests that there may be large fluctuations in the way the energy 

is deposited by the recoiling Si nucleus inside the crystal. This needs further investigation in 

subsequent runs. The LSS theory does not provide any reliable calculation of this dispersion at such 

small recoil energies. 

As already mentioned above, the pulsed beam was not available in a later run where we 

studied the 6.9 and 5.0 keV points, so we could not apply the time of flight selection to the data. Fig. 

6 and 7 show the pulse height distributions for the two runs at angles 50° and 60°. Also shown are 

the expected background distributions due to accidentals, normalised to the signal distribution well 

above the expected signal energies. A clear peak can be observed in the 6.9 ke V run from which we 

deduced a mean ionisation energy of 1 .9 keV and a width again larger than expected. Data are of 

inferior quality for the last run because of the high accidental background and the proximity of the 

electronic noise which starts creeping up at 0.6 keV. Taking into account the expected width of the 

dis�ribution from the previous runs, we estimated a mean ionisation energy of 1.2 keV, with a 

systematic uncertainty of0.2 keV. 

The 3 calibration points shown on Fig. 3 agree well with the LSS predictions; this justifies 

the calculation shown on Fig. 2 down to an equivalent electron energy of 1 .2 ke V. 
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Figure 4;  Neutron scattering angle = 90 °, E,=J 3 .5 keV. Distribution of SJ neutron counter times 
relative to the beam pulse: the full histogram is for the good in-time neutron triggers; the shaded 
histogram shows the expected contribution from coincidences between uncorrelated counts in Si and 
SJ . Interpretation of the peaks is explained in the text. 
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Figure 5: Neutron scattering angle = 90 °, Er=l3.5 keV. Distribution of the pulse height of the 
signals seen in the Si cristal after selection of the neutron events inside the neutron time of flight 
window on Fig . 4. Shaded histogram shows the contribution from the background. 
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Figure 6: Neutron scattering angle = 60 °; Er=6.6 keV. Distribution of the pulse height of the signals 
seen in the Si cristal; no time of flight selection was made in this run as the beam pulsation was not 
available. 
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Figure 7 :  Neutron scattering angle = 50 °; Er=5.0 keV. Distribution of the pulse height of the signals 
seen in the Si cristal; no time of flight selection was made in this run as the beam pulsation was not 
available. 
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3 TPC project 
What is going to be sketched in the following is more extensively described in the 

reference 5. 

The use of protons rather than heavy nuclei as the target offers some theoretical advantages. 

This is especially the case for cosmions interacting on the nuclei of the Sun. An experiment using 

hydrogen that was sensitive to such particles could rule out the cosmion hypothesis independent of 

assumptions about their cross section on heavy nuclei. 

For cosmion scattering on hydrogen, the total rate is near 0.2 events/g/day. The density of H2 

at atmospheric pressure is 90 gtm3, but, for the background reasons discussed below, it may be 

advantageous to work at low pressure (0.02 atm) where the H2 density is 2 g!m3. Hence, cosmions 

can be studied with low-pressure counters [ 16] in the form of a time-projection-chamber (TPC) of a 

few m3. It would, however, require a considerable effort to construct a TPC sensitive to photinos, 

which have cross sections at least two orders of magnitude smaller. 

The background will come from Compton scatters of gamma rays due to the ambiant 

radioactivity. In the keV range, the lowest rate achieved for this process is of order IQ-3 counts 

/g/keV/day in the germanium diode detectors described in the previous section. For proportional 

chambers, the lowest rates are near 10 counts /g/keV/day in the 1 cm3 counters used in radiochemical 

solar neutrino experiments [ 17].  Fortunately, the use of a low pressure TPC placed in a 0.1 Tesla 

magnetic field might eliminate much of the Compton background since Compton electrons will spiral 

in tight orbits while recoil protons of the same energy will have a much straighter trajectory. The 

range for a 1 keV proton in 0.02 atm H2 is roughly !cm. 

In addition, the galactic origin of the recoil protons can be established because their direction 

is preferentially opposite the direction of the movement of the solar-system through the galaxy [18]. 
The recoil direction can be determined in a TPC from the ionization pattern since, in the keV range, 

specific ionization falls with decreasing energy [19]. 

Work now in progress at Saclay (and also at San Diego [6]) should determine if proton recoil 

with ke V energies can be seen in a low pressure TPC and if it is possible to achieve sufficiently low 

background. 

Conclusion 
The technique of calibration we have used for Silicon is very well adapted and provides clean 

results when the pulsed neutron beam is available. This technique can actually be used with the same 

efficency for the calibration of any dark matter detector using heavy nuclei. 

Experimental calibration points obtained between 5 kev and 14 keV recoil energies agree well 

with the LSS theory. The results at 5 keV will be checked in a future run in order to reduce the 

uncertainty, and lower energies will be investigated. 

When associated with these calibration result, the preliminary measurements of background 

levels in Silicon crystals at Oroville Dam tend to eliminate the cosmions of the Raby and West model 

for masses down to 4 GeV/c2. Final measurements will be done with very low activity crystals; to 
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reduce the tritium background, these crystals will be shielded from cosmic rays from their 

fabrication to their actual installation underground. 

Cosmions with only spin dependent interactions could be studied with a Time Projection 

Chamber filled with low pressure hydrogenous gas. Tests of feasibility are under way. 
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The neutrino burst from SN1987 A, that was dct.ectcd by the KAMIOKANDE 

II and the IMB underground water Cerenkov detectors on Feb. 23, 1987 also con-

ta.ined evidence for pulsed emission of n�utrinos aft.er Utf' first � 400 milliseconds 

with a period identical t.o Urnt. of thf' snb-millismind optical pulsar in SN1987 A 

that was discovered on .Tan.  18, 1989. Implica tions nf th(' 
.
optical and neutrino 

observa.ions for astrophysics, nuclear physics and p:Htide phrsics arc pointed nut. 

In particular, the opt.ical obsC'rvat.ions impliy a soft. nndcar equation of state at 

supernuclea.r densit.ics while the neutrino pulsation implies that. the mass of the 

electron neut.rino is less than 0.05 eV, its C'!Pctric charg<' is less than 3 x 1 0 - 20c and 

it ca.n have a. magnetic moment. bet.ween 1 0 - 1 2/I TJ and 10- 10/LTJ which can solve 

the solar neutrino problem. 

* Supported in part by the Tsrael-lJSA Binational Science Foundation and by The Technion 

Fund For Promotion Ot Research 
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A SUB-MILLISECOND OPTICAL PULSAR IN SN1987 A? 

On Feb. 10 ,  1989 llfidcllcditch et. al.
1 reported the discovery of an optical 

pulsar in SN1987 A with a period of P = 0.50796772 ms (barycentric) . Detection 

was made with the Cerro Tolulo 4-m telescope on .Jan. 18 using a. silicon photo­

diode with a sampling rate of 5 kHz. The frequency of the pulsar during the 7-hr 

observation bet.ween .Tan.  18 .1 -18 .3  UT was tracked by dividing the data. into 1 5  

incfopendcnt half honr runs. The st.at.ist.ical significance during these runs ra.nged 

from 1 1  to 37 standard devia tions .  The frequency f'xhibitecl a sinusoidal modula­

tion; the 15 frequency measurc•rnf'nts were within 5% (rms) of a sine function with 

a central value of f =  1968.629 Hz (harycent.ric), amplitude �f = 1 . 5  x 10-3 Hz 

and a period of 8-hr .  The optical pulsa t.ion has not been detected by subsequent 

observations of SN1987 A ncit.her by the same group nor by other groups. But the 

spectacular pulsa tiorn ( 1 1  to 37 s.d.  dfcct) in each of the 15 half-our runs and 

t.he fact that no pulsat.inn was nhsf'rvecl when the telescope was pointed at other 

objects strongly suggest tha t a half-millisecond pulsar is embeded inside SN1987 A 

and that the conditions near the• neutron star arc changing rapidly. What a.re the 

implications of these optical nhscrnitions ? 

ASTRONOMICAL AND ASTROPHYSICAL ll\IPLICATIONS 

1) THE RADIUS OF THE NEUTRON STAR : An upper bound on the radius 

H of the neutron star can he easily obt.ainccl as follows. The breakup angular 

velocity for a rotating neutron star  is the Kepleri11n 11ngular velocity OK at the 

equator, since a fast.er rota tion will produce a centrifugal force at the equator 

greater than the grnvHa t.ional binding force there and cause mass ejection from 

the equator. ConsPqnen t.ly 

HK = (Gllf/H3) 1 /2 :'.:: n = 27r/P = 1 .239 x 104 rad/sec , ( 1 )  
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and 

(2) 

The precise value of the radius (the shape) of I.he mcutrom star is dificult to 

deduce. It depends on the mass, I.he angular moment.um and the equation of 

state of the neutron star which arc not well known. Moreover, rapidly rota.ting 

configurations in general rrla t.i,·it.y arc technically difficult to construct. In ad­

dition, no simple stability criteria arc known. Published computa.t,ions (see e.g. 

Friedman et a.1.2) confined themselves t.o uniformly rota.ting neutron stars and nu­

clear equation of states tha t employ only hadrnnic degrees of freedom. Only the 

very soft nuclear equation of st.ates admit stable solutions with angular velocity 

n = 1 .239 x 104 rad/sec . The corresponding masses a.re a.round l .4M0 which 

are consistent with measurements of neutron star masses in binary systems 3 , and 

the radii a.re R. = 8 ± 1 km . It, will be very interesting to see whether lattice QCD 

and/or high energy heavy inn collisions will yield such soft nuclear equation of 

states a.t supernuclcar densities. 

2) THE MAGNETIC FIELD NEAR. THE NEUTRON STAR.: From the ob­

servation of the bolometric light. cnn-e (UV to IR.) of SN1987 A with the 111 .3-day 

exponential decline charad.eristic of the radioad.ive decay 56Ni ......,55 Co ......,55 Fe of 

"" 0.071\10 56Ni that has not slowed down yet '1 , one may conclude that the emission 

of magnetic dipole radial.ion hy the pulsar must, be smaller than 3 x 1037 ergs/sec . 

Consequently3 

(3) 

where B is the magnetic field at the surface of the neutron star, R is its radius, 
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and a is the angle between t,he dipole moment and the axis of rotation. Thus for 

R = 8 ± 1 km one obtains B S 6 x 109 /sin2a Gauss . 

:3) A NEUTRON STAR WITH A COl\IPANION?: If the sinusoidal fequency 

modulation of the pulsar with an amplitude of ilf :::; L5 x 10-3 Hz and an 8 hr 

period is a Doppler shift due to the orbital motion nf the pulsar (mass M) which is 

induced by a companion star (mass m) then Kepler laws for a circular orbit yield 

the simple relation 

m sini = (P orb/2irG) 1 13c(M/f) (M + m)213 . (4) 

where i is the inclination angle of U1c orbital plane to the line of sight A nearly 

circular orbit is suggested by the fact that the frequency modulation is sinu­

soidal within 5% accuracy, i.e. the eccentricity of the elliptical orbit satisfies 

E S  0.05/2 = 0.025 . Thus the companion mass is probably � 10-3M0 unless we 

are observing the system from very near the orbital axis. 

The distance between the pulsar and the companion can also be estimated 

from Kepler's law 

This distance is much smaller than the estimated radius of Sanduleak -69°202 

which is thought to be the progenitor nf SN1987 A. Furthermore, the fragmentation 

of a rapidly rotating core, which was invoked t,o explain the time gap in the neutrino 

events that were detected by KAMIOKANDE II5 , cannot produce a nearly circular 

orbit with a radius much larger than that of the rotating core. 

A SUB-MILLISECOND NEUTRINO PULSAR IN SN1987A? 
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Is there evidence for the format.ion of a half-millisecond pulsar in the supernova 

explosion SN1987 A from the neutrino observations of the explosiom on Feb. 23, 

1987 with the KAMIOKANDE II (Kil) detector and the IMB detector 6? 

Standard supernova (SN) theory3 does not lead to neutrino pulsa.tion follow­

ing gravitational collapse. Moreover, rotation is not stable neither during the 

hydrodynamical phase of core-collapse, which spins up the core, nor later when a 

significant gravitational mass is radiat.ed away by neutrino emission. However, it 

is not inconceiveable that after the fa.st hydrodynamical phase, which according 

to recent two-dimensional hydrodynamic calculations 7 of gravitational collapse of 

fastly rotating cores may la.st a.s much as 200-ms, accretion onto the protoneutron 

star which rotates with breakup velocity and radiates neutrinos, stabilizes the ro­

tation. Moreover, since neutrino emission by gravitational collapse is still a virgin 

field, both observationally and theoretically, it may be worthwhile to search for 

periodicity in the neutrino burst inspite of theoretical reservations. 

If neutrino emission from a. gravitational stellar collapse is pulsed, should we 

expect neutrino pulsation to have a period similiar to that of the optical pulsar 

two years later? This question is addressed next before we present our search for 

periodicity in the neutrino burst from SN1987A on Feb. 23, 1987. 

In all cases where timing observations have been carried out over intervals of 

a year or longer, it ha.s been found 8 that pulsar periods are gradually lengthening, 

with typical derivatives P a.round 10-1 5 . An upper limit on the secular change of 

the pulsar period in SN1987 A can be estimated from the 8-hr sinusoidal modulation 

of the optical period: The rms deviation from the sinusoidal modulation during 

8-hr was 5%. Consequently, 
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p = P2f :::; P2 x 0.05 x ( 1 . 5  x 10-3 /8) :::::: 6.7 x 10-15 . (6) 

\Vith such a secular change the rela tive change in the period between the neu­

trino detection by the Kii and Il\IB detectors and the optical detection of the 

pulsar 694 days (:::::: 6 x 107 sec) lat.er conld have been t::..P/P :::; 8 x 10-5 . How­

ever, if the magnetic dipole radia tion is the dominant spin-down mechanism then 

EEM = Erot = mn :-:::: 3 x 1037 erg/sec , where I �  1 .4  x 1045 erg/sec is the mo­

ment of inertia of the pulsar and !l = 2rr /P is its angular velocity. Hence 

(7) 

and t::..P /P :::; 8.4 x 10-9 . Snch a small change has no visible effect on our results 

below. 

The Doppler shift.s in P due to the rotation of Earth a.round the sun and the 

spining of Earth a.re significantly larger: On Feb. 23.316 UT, 1987 the projected ve­

locity of Earth in the direction to SN1987 A was Vp :::::: 0 .69 km/sec at KAMIOKA 

and Vp :::::: 0.91 km/sec at, the IMB clet.ect.or. The Doppler effect would have shift 

the barycentric period P of the pnlsa.r by C.P :::::: -(vp/c)P :::::: -2.3 x 10-6p at 

KAMIOKA, and by :::::: -3 x 10-6p at. IMB, rcspecl.ively, on Feb. 23.316 UT, 1987. 

General relativistic effects may produce a. significant. shift between the neutrino 

period and the optical period two years la.I.er. Even if the rotation of the neutron 

star has not practically changed since its birth the neutrinos and the photons 

two yea.rs later experience a cliff<'rent gravitational potential which produces the 

following gravitational shift: 

t::..P/P = t::..()/c2 , (8) 

where t::..() is the difference in the gravitational potential felt by them when they are 
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emitted. The difference in the grnvit.ational potential at the surface of the neutron 

star during the neutrino emission after core collapse a.nd two yea.rs later when the 

ejecta of the explosion have expanded to quite a. large distance can be estimated 

from published calculations of density profiles of the expanding shell following core 

collapse 9. It yields 10-5 < AP /P < 10-1 . (The exact value cannot be estimated 

reliably.) Note that the gravitational shift yields a longer neutrino period than the 

optical period two yea.rs later while energy losses lengthen the pulsar period. But, 

according to our estimates the energy losses of the pulsar a.re quite insignificant. 

Therefore, we expect a neutrino period which is slight.ly larger than the optical 

period that was found two years later. How to search for such neutrino period? 

Because only the relative arrival times of the neutrinos from SN1987 A that 

were detected by the KAMIOKANDE II detector (KII) on Feb. 23, 1987 were 

measured with sufficient accuracy, and because one does not expect the neutrino 

events during the first few hundreds milliseconds to have already the periodicity of 

the optical pulsar, I adopted the following strategy: I computed the arrival phases 

of the neutrinos which were detect.eel by Kii after the first 400-ms by folding their 

arrival times, relative to the last event with a periodicity P v , i.e., I divided the 

arrival times of the neutrinos in the detector relative to the last event, Ali = t1 - t; 

, by the period P v and subtracted the nearest integer: 

(9) 

From the phases r; I ca.lcula.ted their mean values r and the mean square deviation 

s = :E;(r; - r)2 /n ' (10) 

where the summa.tion extends from 1 to n. If the neutrinos arrived with a peri-
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odicity P., their phases peak around 0 (and around 1/2 if neutrinos are emitted 

from two opposing magnetic poles and they both intersect the line of sight during a 

singlle period). If they arrive randomly then their phases are uniformly distributed 

between -1/2 and +1/2, their m.s.d. for la.rge n tends to 1/12 and the probability 

that s � x for x << 1 is given to a very good approximation by 

Pn(s � x) � (un)"f2 /(n/2)! . (11 ) 

Fig.lpresents plots of s as function of P., around P., "' P .  Fig.1 shows that s 

has a deep minimum at P., = 0.50797653 ms , i.e. when (P., - P)/P � 1 .7 x 10-5 • 

In Table 1 I listed the times of the KAMIOKANDE and !MB events and their 

phases ri, for that period. These phases arr also plotted in Fig.2 Table 1 and Fig. 

2 show that for P., = 0.50797653 ms the KII and !MB events after the first 400 ms 

are peaked around r=O, while they are uniformly distributed for P., = P .  At the 

minimum s = 4.86 x 10-3 for KII and s = 1 .2  x 10-2 for !MB, respectfully. The 

chance probabilities that such values of s are produced by a uniform distribution 

are less than 10-5 and 2 x 10-3 , respectfully. The probability that such values of 

s will be found within �P/P � 2 x 10-5 is less than 10-3. Therefor we conclude 

that the neutrino events from SN1987 A that were detected by KAMIOKANDE II 

after the first 400-ms from the begining of the burst suggest I.hat neutrino emission 

was pulsed with a periodicity P., = 0.50797653 ms , similiar to that of the optical 

pulsar in SN1987A. 
We note that previous searches 10 of periodicity in the neutrino burst from 

SN1987A have not looked for sub-millisecond periods, employed neutrino arival 

times which were rounded to 0.1-ms, required that even the first events (in the 

first 400-ms) had the same periodicity and consequently failed to discover the 
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0.50797653-ms neutrino periodicity. If for instance, one uses in Eq. 4 the period P 

instead of P.,, one obtains a broad distribution which is not peaked around r=O, 

as shown for comparison in Fig. 2b. 

It is difficult to conceive mechanisms which yields pulsed emission of neutrinos 

from supernovae explosions but it is not inconccivcable. For instance, pulsars a.re 

believed to be rotating neutron sta.rs wit.h a. magnetic dipole moment oriented at 

a non zero angle a to the rotation a.xis'1 . If the elcct.ron neutrino has a. small 

anomalous magnetic moment in the range 10- 1 2  t"B ::; /t11 ::; 10- to /LB , where 

µ8 is the Bohr ma.gneton, which is below the laboratory and the astrophysical 

upper limits 11 , then it may account 1 2  for I.he suppressed counting rate in the solar 

neutrino experiment and il,s apparent anticorrelation with I.he sun spot number 13 . 

Such a ma.gnetic moment may result in the emission of neutrinos which arrive at 

Earth as left handed "detectable" neutrinos mainly from the magnetic poles (in 

a narrow cone along the magnetic lines) and to I.he arrival at Earth of ma.inly 

right handed neutrinos from a.II other directions of emission where the magnetic 

field of the neutron star has a large component prrpendicular to the direction of 

motion of the neutrino 1 4 • Thus, the emission of left. handed detectable neutrinos 

may have the same periodicit.y and the same phase as the optical light emission 

(synchrotron radiation from elect.rons accelerated along the magnetic lines a.t the 

ma.gnetic poles?) .  and most of the energy of a. supernova explosion may be carried 

away by "invisible" wrong-helicity neutrinos. 

Other mechanisms for pulsed emission of neutrinos are discussed in Ref. 9 

and references quoted therein. However, most of the proposed mechanisms do not 

produce stable periodicity right after the begining of neutrino emission, they do 

not predict that the neutrino emission cone and the light emission cone are along 
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the same axis (necessary if both are observed from Earth) and they require rather 

large magnetic fields (;::>: 1014 Ga.u.�s) whereas t.he magnetic field near the pulsar in 

SN1987 A is probably less than 109 gauss! 

Let me conclude with some interesting consequences suggested by the optical 

and neutrino observationsfor patricle physics: 

IMPLICATIONS FOR PARTICLE PHYSICS 

:L) REVISED BOUNDS ON PARTICLE PROPERTIES: Estimates of the grav­

itational binding energy released by neutrino emission in the SN1987 A explosion 

were based on the assumption that the neutrino emission was isotropic. But, the 

gravitational collapse and neutrino emission could have been highly nonisotropic 

due to angular momentum5 and magnetic field effects. For instance, the c.m. en­

ergy in neutrino-matter collisions is significantly smaller for neutrinos that move 

along the rotation axis then that. for neutrinos moving perpendicular to it due to 

the high rota.tional velocity of t.he neut.ron star, yielding a. smaller neutrino opacity 

a.long the rotation axis, i .e. , stronger emission along I.he rotation axis. Conse­

quently, estimates of the energy released by SN1987 A, which were based on the 

KII, IMB and Baksan measurements and assumed isotropic emissin, are unreliable 

and limits on particle properties which were based on those energy estimates must 

be revised. However, limits on part.ide propert.ies which were derived from the 

time length of the neutrino burst are valid. 

2) A NEW BOUND ON THE MASS OF THE ELECTRON NEUTRINO: 

The flight time of massive neutrinos from a supernova explosion at a distance D 

to Earth in the limit m.,c2 << E., is given by 

t = (D/c)(l + (m.,c2 / E.,)2 /2) . (12) 
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The resulting dispersion in arrival times of massive neutrinos of different energies 

can be used to measure the neutrino mass if one makes assumptions on the emission 

times 1 5 •  Various authors have assumed a smoothly varying function of time for 

the neutrino luminosity of SN1987 A and deduced 1 6 a conservative upper bound 

mv, < 15 eV. However, if the neutrinos that were detected in the Kil detector 

were emitted in short pulses and have arrived within ±.lP � ±50 µs, without 

an apparent energy-time correlation as can he seen from Fig. 1, then a similar 

analysis yields mv < 0.050 eV . 

3) A NEW BOUND ON THE ELECTRIC CHARGE OF THE ELECTRON 

NEUTRINO: If neutrinos have an electric charge q they are deflected by galac­

tic and intergalactic ma.gnet.ic fields and their pa th lengths and flight times from 

SN1987 A to Earth depend on their energy. If they have a Boltzma.n energy distri­

bution with temperature T(MeV) and if flt is t.he dispersion in their a.rriva.l times 

after a. flight in perpendicular magnetic fields B(11.G) along a path D (lO kpc) then 

q/e < 3 x 10-12(6t/t) 112T/BD . (13) 

Assuming ga.la.ctic magnetic fields B � l11G over �10 kpc pa.th, Ba.rbiellini and 

Cocconi 17 derived from the energy spread and the dispersion in arrival times of 

1 1  neutrinos from SN 1987A that q < 2 x 10- 1 7e . If their time dispersion is 

fJt � VsP � 34 µs then Eq. 1 1  yields the limit q < 3 x 10-20e . 

CONCLUSION 

Verification of the reported discovery of a sub-millisecond optical pulsar in 

SN1987 A by future optical observations is highly clesireable. Verification of neu­

trino pulsation from gravitational collapse require neutrino observations of future 

nearby supernovae explosions. But if " detectable" neutrinos from gravitational 
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stellar collapse are emitted primarily in narrow cones then, unfortunately, the 

chances of detecting neutrinos from stellar collapse a.re not very bright. 
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Py = 0 , 5 0797653 - ms 

Event t i ( s ec) I Ni l r .  1 

KAMIOKANDE 

l 0 
2 0 . 1 0679086 
3 0 , 30241038 
4 0 , 32325402 
5 0 , 50692330 23489 + 0 , 044 
6 0 . 68523072 23 138 + 0 , 029 
7 1 , 54018224 2 1 4 5 5  - 0 , 024 

P ::O l 0 -5 8 1 .  7275 7060 2 1 086 +0 , 084 
9 1 . 914 50924 2 0 7 1 8  + 0 , 078 

1 0  9 . 2 1 8 79824 6339 -0 , 1 08 
1 1  1 0 , 4 3 2 2 3 1 8  3 9 5 0  + 0 , 133 
1 2  1 2 , 4388068 0 0 , 000 

!MB 
-

l 0 
2 0 . 4 1 1 2  1 0 1 7 8  -0 . 168 
3 0 . 6496 9 7 09 -0 , 48 1  
4 1 . 1405 8 742 + 0 . 136 -3 5 1 . 5 6 1 6  7 9 1 3  +0 . 1 6 1  � P ::o 2 xl 0  
6 2 . 68 34 5 705 -0 , 209 
7 5 . 0099 1 1 25 -0 , 145 
8 5 . 5 8 1 3  0 0 . 000 � 

p = P K I IP IMB :; 2xl0 -8 

TABLE 1 :  The arrival times of the neutrinos from SN1987 that were detected 

by the KAMIOKANDE II and IMB detectors on February 2 3 ,  1987 and their phases 

relative to the last event in each detector as calcul ated with the Dopp ler shifted 

period of the optical pulsar had i t  been seen from Earth on that day . 
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Large magnetic moments or transition moments of the neutrino have been suggested 
as explanations for the solar neutrino puzzle. These scenarios have the attractive feature 
of incorporating an anticorrelation of the solar neutrino flux with sun spot activity. 
Recently it has been claimed that the 1987 supernova results put a severe bound on 
the neutrino magnetic moment, allowing only values that are too small to account for 
the solar flux depletion. Here we show that this bound does not apply to the magnetic 
transition moment of Majorana neutrinos. 
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The flux of solar neutrinos, measured in Davis's experiment, is about a quarter of the 

central value of the theoretical prediction. On the average, Davis and his collaborators 

saw 2.1 ± 0.3 SNU (1 SNU=l0-36 captures per atom per second) while Bahcall and 

Ulrich [1] predict 7.9 ± 2.6 SNU. This is the so called "solar neutrino puzzle" . In 

addition, there is an indication that the fluctuations in the flux are anticorrelated with 

sun spot activity (see figure 1) .  The sun spot number has an 1 1  year cycle and, during 

the period Davis ran his experiment, sun activity reached two minima, at which times 

the measured neutrino flux was above average, and one maximum, at which time the 

flux was below average. At the last period of minimal activity, Davis et al. observed 

4.2 ± 0. 7 SNU - about twice the average, or half of the theoretically predicted flux. 

This result was confirmed by Kamiokande which started to measure solar neutrinos 

at that time. The observed flux at Kamioka was also about half of the corresponding 

theoretical prediction. 

In the following I will concentrate on solutions to the solar neutrino puzzle that in­

corporate anticorrelation with sun spot activity. All these solutions predict a significant 

reduction of the flux in the next period of maximal activity, which will be in 1990-1992, 

in both Davis and Kamiokande experiments. 

The number of sun spots is related to the strength of the magnetic fields in the 

convective zone, which is the outer region of the sun, and occupies the last (1 - 2) · 
100, 000 km of the solar radius. The magnetic fields there could reach 1-10 kilogauss 

at times of maximal activity. Neutrinos are produced in the core of the sun and pass 

through the convective zone on their way to the detectors on earth. If neutrinos had 

some peculiar magnetic properties, their interactions with the strong magnetic fields 

present at time of maximal activity, could render them undetectable, but at times of 

minimal activity they would pass almost unscathed. (Note that if the theoretical and 

experimental errors are taken into account, then the fluxes measured at Homestake and 

at Kamioka in the 1987-88 period of minimal activity, are almost in the theoretically 

predicted regime). Voloshin, Vysotsky and Okun (WO) have suggested [2] a large 

magnetic moment for the neutrino. However, after the observation of the neutrino pulse 

from SN1987a [3] , it was pointed out by many authors [4] that the magnetic moment 

could not be as large as required by the VVO scenario. Here I wish to advertise another 
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solution to the solar neutrino puzzle, which also incorporates anticorrelation with sun 

spot activity. This solution, suggested by Lim and Marciano (5] and independently 

by Akhmedov [6] (LMA) assumes Majorana neutrinos with large magnetic transition 

moments. My purpose is to show that the observation of the supernova pulse does not 

put any bounds on the LMA magnetic transition moment [7]. In the following I will 

describe the VVO and LMA scenarios in more detail. Then I will discuss the supernova 

neutrino pulse and the implications of its observation to each of these two proposals for 

solving the solar neutrino puzzle. 

According to VVO, the neutrinos are of Dirac type. One should add to the standard 

model right-handed neutrinos and also assume the existence of some new interaction 

which induces, via radiative corrections, a large magnetic moment for the neutrino [8]: 

The left-handed neutrino, produced in the core of the sun, when passing through strong 

magnetic fields in the convective zone, will spin-precess and convert into a sterile, un­

detectable right-handed neutrino. Unfortunately, the precession of the neutrinos is 

somewhat suppressed by matter effects. When a neutrino passes through matter, it un­

dergoes coherent forward scattering via weak interactions which sum up to an effective 

potential [9] . In the case of the Dirac neutrino, only the left-handed component inter­

acts weakly and gains such an effective potential, and consequently the two neutrino 

states, which are degenerate in vacuum, split in matter. The hamiltonian describing 

the left and right handed neutrino states is: 

m2 ( V H(vL, vR) = k + 2E + 
µB 

where k, E and m are the momentum, energy and mass of the neutrino and B is 

the magnetic field. V = �(2N. - Nn) where N. and Nn are the number densities of 

electrons and neutrons respectively. The magnetic moment interaction µB produces the 

desirable precession of the left-handed to the right-handed neutrino, but V will quench 

the precession if I V l� I  µB j .  This disturbing effect of matter will however decay 

through the convective zone as the density of matter will drop with increasing radius, 

and spin precession will occur at times of maximal activity if the magnetic moment is 
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� 10-11µB (where µB is the Bohr magneton). Larger values for µ are not allowed by 

astrophysical [10] and cosmological [11 ]  considerations. 

According to the less known LMA scenario, the neutrinos are of Majorana type. No 

new, right-handed neutrinos are added to the standard model. It is assumed that the 

neutrinos have large magnetic transition moments (magnetic moments for Majorana 

neutrinos are forbidden by CPT), so that a left-handed electron neutrino produced in 

the core of the sun, when passing at times of maximal activity through the convective 

zone, flips to a right-handed muon (or tau) anti neutrino. Although (v,..)R is not sterile, 

it may not be detected in either Davis's experiment or in Kamiokande; hence the flux 

suppression at times of maximal activity. 

Matter effects are helpful in this case. The Hamiltonian is: 

2µB ) 
ti.m' - AV 2E 

where AV = Vv, - V,," = ?i2(Ne - Nn), and we assume that Am2 > 0 (namely, we 

assume that in vacuum the muon neutrino is heavier than the electron neutrino) .  AV 
gradually drops as the distance from the sun center grows, and it finally vanishes at the 

solar radius. Suppose that in the core of the sun AV > Am2 / (2E) and consider a time 

of minimum sun spot activity, when the magnetic moment interaction is practically 

turned off. The electron neutrino, which is produced in the core, is the heavier of the 

two eigenstates, but as it emerges out of the sun it is the lighter of the eigenstates. 

Level crossing has occured at the point were AV = Am2/(2E) . When the magnetic 

moment interaction is turned on, such level crossing will be avoided, as is the usual 

case in quantum mechanics for energy levels that are mixed by some perturbation. If 

the transition through the resonance point (where AV = Am2/(2E)) is adiabatic, the 

original neutrino will follow the development of the heavier eigenstate and will emerge 

from the star as a right-handed muon antineutrino. This resonance mechanism for 

converting the original Ve to the undetectable ii,, is similar to the MSW [12] mechanism 

(where Ve is converted to v,..) , except that in the case described here the mixing of the 

two eigenstates which avoids the level crossing and is responsible for the conversion of 

the neutrino is due to the magnetic moment interaction, while in the MSW case, mixing 
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is provided by the neutrino mass matrix. 

The magnetic moment interaction plays a role only when I 2µB 1 2':  I Ll V -Llm2 /(2E) I ;  

that is only around the resonance point. The resonance should therefore occur at the 

convective zone, since the flux is anticorrelated with the magnetic fields in this re­

gion. In addition, the resonance should be adiabatic (or partially adiabatic) at times 

of maximal activity. The condition on the location of the resonance fixes Llm2 and the 

adiabaticity fixes the magnetic transition moment µ. Taking into account astrophysical 

bounds on µ ,  one finds: Llm2 :::::; 10-8eV2 and µ :::::; 1 0-11µ8. 

The two solutions to the solar neutrino puzzle described above differ in their pre­

dictions for the Gallium experiment [6]. The first predicts the same time variation for 

the solar neutrino flux in the Ga detector as in the Cl detector - spin precession will 

occur in the convective zone independently of the energy of the neutrino and the eleven 

' year cycle of sun spot number will be seen in the Ga experiment as well. In the case 

of the LMA solution, however, the resonance point depends on the energy. Since the 

average energy of the detected neutrino in the Ga experiment is lower - the resonance 

will occur deeper in the sun. If Ve will be rotated into Dµ, it will be the effect of the 

magnetic fields in this deeper region. These fields do not change in time (on the time 

scale relevant to the experiment).  The only possible time dependence of the neutrino 

flux could be from our rotation around the sun. At different seasons of the year, the 

solar neutrinos that reach terrestrial detectors, traverse different regions of the sun and 

experience the effect of possibly different magnetic fields. Getting rid of such seasonal 

effects by integrating the flux over the year, we conclude that, according to LMA, the 

yearly flux in the Gallium experiment should be time independent. 

We now turn to the supernova neutrinos and their implications for the VVO and 

LMA models. We first describe the theoretical prediction for the supernova neutrino 

pulse in the standard model (where neutrinos are massless and have no magnetic mo­

ments or transition moments) [l3]. Neutrinos and antineutrinos are pair produced in 

the supernova core, where the temperature reaches 100 MeV or more, through the an­

nihilation processes e+ e- ---> v;v;, i = e, µ or T (electron neutrinos are also produced in 

the neutronization process p + e- ---> n + v.) .  The density in the core is so high that all 

six neutrinos and antineutrinos are trapped by weak scattering. The frequent scattering 
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with the surrounding material also forces the v's and v's into thermal equilibrium with 

their neighbourhood. Neutrinos will therefore slowly drift out of the core keeping all 

the while in thermal equilibrium with the material around them, until they reach the 

"neutrino sphere" . Beyond this sphere, the density is lower than � few-101 1  gr/cm3 

and neutrinos do not scatter anymore. The only matter effect from now on is the usual 

coherent forward scattering, amounting to an effective potential, depending on N. and 

Nn. Roughly, these thermal neutrinos will carry away about 90% of the collapse energy, 

and the energy flux is equally distributed [14] among the six neutrino and antineutrino 

species. The electron neutrinos and antineutrinos are trapped for a little longer than µ 

and T neutrinos due to their charged current interaction with electrons. Consequently, 

the v. sphere is at somewhat bigger radius and lower temperature than the Vµ and V7 

sphere. It is estimated that the average v. energy is half the average of vµ or v7 energy 

and that the number of emitted ve's is twice the number of emitted vµ's or v7's. Of the 

neutrinos emitted by SN1987a we, on earth, could only expect to see the v. pulse. Its 

predicted characteristics are its duration, spectrum and intensity. The duration should 

be about 10 seconds, reflecting the long time the neutrinos needed to drift out of the 

core. The spectrum is expected to be concentrated around a few MeV, reflecting the 

temperature of the electron neutrino sphere, where the neutrinos have last exchanged 

energy with matter. The intensity should correspond to about 15% of the collapse 

energy. Within the theoretical errors and statistical limitations, all these features were 

indeed seen. 

Suppose now that, in order to solve the solar neutrino problem, we assume that 

the electron neutrino is of Dirac type and has a magnetic moment. Then a new, 

quicker way for cooling opens up for the supernova [4] .  Left-handed neutrinos and 

right-handed antineutrinos will be pair produced in the core through electron-positron 

pair annihilation, as in the standard model. But instead of going through the slow 

drif�ing to the neutrino sphere, the (v.)L's and (v.)R's will scatter electromagnetically 

on an electron or a proton, (see figure 2),  flip their helicity, become sterile, and escape 

from the core as free noninteracting particles. Unless the magnetic moment is smaller 

than l0-12µB, the supernova core will be drained of its neutrinos within 2 seconds 

or less. As the observed neutrino pulse from SN1987a lasted about 10 seconds, one 

concludes that µ $ 10-12µB. The magnetic moment solution to the solar neutrino 
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puzzle requires µ �  10-11µB and is therefore excluded. 

A large magnetic moment of Dirac electron neutrino could also lead to distortions 

in the average energy and total intensity of the detectable (v.)R pulse. This, however, 

is still a controversial subject [15). We should also mention that ref. [16) discusses, in 

the framework of a specific model, a way around the above supernova bound on the 

neutrino magnetic moment. 

Consider now the case of LMA Majorana neutrinos with a flavour changing mag­

netic transition moment. In the supernova core all six neutrinos and antineutrinos are 

pair produced in the electron-positron annihilation process. The magnetic transition 

moment interaction will induce electromagnetic scattering of e.g. , (ve)L on charged par­

ticles (see figure 3). The left-handed electron neutrino will flip its helicity and flavour 

and become a right-handed muon antineutrino. However, in contrast to the VVO case, 

here the flipped neutrino is not sterile. (v,..)R interacts weakly and is trapped in the 

core. Moreover, (v,..)R is directly produced in the e+e- annihilation process and the 

magnetic transition moment may therefore be thought of as merely an additional in­

teraction that keeps (v.)L and (vµ)R in thermal equilibrium. We do not expect µ of 

the order of 10-11 µB to lead to any drastic changes in the neutrino pulses that emerge 

from the neutrino spheres. Out of the neutrino sphere, resonance flippings of neutrino 

flavours (similar to the process described above for the the solar neutrinos) may in­

terchange (v.)R's with (vµ)L 's. As these two pulses are expected to be very similar, 

only mild modification of the detectable (ve)R pulse could result. Such a modification 

could not be identified with present theoretical uncertainties and the low statistics of 

Kamiokande and IMB detectors. We conclude that the the solution to the solar neutrino 

puzzle suggested by Lim, Marciano and Akhmedov is consistent with the observation 

of the supernova neutrinos [17) . 

In summary, we described here two solutions to the solar neutrino puzzle which in­

corporate correlation with sun spot activity. The first, suggested by Voloshin, Vysotsky 

and Okun, assumes that the neutrinos are of Dirac type and have a large magnetic mo­

ment. The second solution, by Lim, Marciano and Akhmedov, proposes that neutrinos 

are of Majorana type and have a magnetic transition moment. A crucial test for the 

two solutions will be the neutrino flux in Davis and Kamiokande experiments in 1990-
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1992. Both models predict significant suppression of the flux in this period. The models 

differ however in their predictions for the Ga experiment. According to VVO, the flux 

measured in Gallium should exhibit anticorrelation with sun spot activity, while LMA 

predict that the yearly flux will not change in time. The observation of the neutrino 

pulse from SN1987a provides us with still another test for these models. The VVO 

solution seems to be in serious trouble while the LMA scenario is consistent with this 

observation. 
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and I thank him for an enjoyable collaboration. 
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Figure 1: Comparison of the measured solar neutrino flux with sun spot activity dur­

ing the last 18 years. The points of the flux correspond to averages over five Argon 

extractions. Note the number of sunspots (scale on the left) grows downwards. 
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Fig. 2. The VVO case. A left-handed electron neutrino scatters electromagnetically 

on an electron or a proton and flips its helicity. 
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Fig. 3. The LMA case. A left-handed electron neutrino scatters electromagnetically 

on a charged particle and flips its helicity and its flavour. 
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VI. GENERAL DISCUSSION 
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As a non-expert , I ask several questions about large-scale motions in 

the Universe . Most await definitive answers , in particular the scale and 

the sources of these motions . 
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I have been asked by Colin Norman to review large-scale motions . 

have chosen to discuss large-scale motions in cosmology rather than 

large-scale motions in skiing , not because I know more about the former 

than the latter,  but because ignorance of the former is probably easier to 

get away with in this company . 

So I propose in the space al lotted to ask five questions about 

large-scale motion in the Universe , and to supply approximate ly two 

answers . Al lons-y ! 

1 . )  How reliable is the dipole moment of the cosmic microwave 

background radiation? Very reliable , at T 1  = 3 . 3 1  ± 0 , 08 mK in the 

direction � = 1 1�2 ± 0�0 4 ,  6 = - 7' ± 0 . 5 '  ( for the data.  see my earlier 

remarks here ) . The conventional and widely-held view is that this dipole 

is produced by the motion of the observer (or ,  in this case , the solar 

system ) . In princip l e ,  the dipole moment could be due to anisotropic 

expansion , but in that case , the quadrupole moment would be far larger 

than the limits I discuss elsewhere in this volume . Nor is the dipole due 

to the radio emission of local radio sources ( Part ridge and Lahav , 1988 ) .  

The Doppler explanation survives . The solar motion with respect to matter 

at large distances is thus known very precisely.  

2 . )  How certain is the solar motion in the local group ? It is 

thought to be - 300 Km/ sec , but neither the amplitude nor the direction is 

known as well  as the corresponding figures for the microwave dipole ( see , 

for instance ,  Yahil et al , 1 9 7 7 ) .  Thus the uncertainty in the ve locity of 

the local group VLG arises almost entirely from uncertainty in the solar 

motion relative to the center of mass of the local group . This point must 

be borne in mind when comparing other measured dipole distributions to the 

micrnwave dipole ( as in papers by Meiksin and Davis . 1 986 ; Yahil et a l ,  

1986 ; Lahav e t  al , 1 988 ; Strauss and Davis , 1988 ) .  Clearly , i t  is best to 

omit the uncertain correction needed to obtain VLG • and to compare solar 

motions directly.  

3 . )  What causes VLG? Almost certainly gravity . 

4 . ) On what scale is the motion coherent ? The work of Rubin et al 

( 1 976 ) ,  Collins et al ( 1 986 ) and more recently the 7 Samuri ( e .g . , 

Lynden-Bell  et a l ,  1 988 ) among others , has shown that the scale is large , 

perhaps as large as 100 Mpc .  Given the limited range of our measurements , 

can we be sure there are not even large-scale motions? The resolution of 

this point is linked to the last of my five questions : --



405 

5 . )  What is the scale of the lump or lumps responsib le for the 

gravitational acc e l eration? Is VLG explained by the mass we can see and 

measure within our cata logs . be they o p t ic a l  or ir? Technic a l l y ,  one asks 

whe the r the dipo l e  amp l itude and direct ion have converged within a 

distance co rresponding to v = H0d " 4000 Km/ sec ( se e  C o l in Norman ' s  

contribution here ) .  Are known superclusters ( e . g . , Hydra-Cent aurus ) 

enough, or is an additional mass needed . the Great Attrac t o r ,  the " • . •  

point to which a l l  masses f rom a l l  parts are drawn;, , "  to quote from 

Dant e ' s  Divine Comedy? Time and , especia l l y ,  deeper and more systematic 

observations wi l l  te l l .  
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