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CHAPTER 1

PRELUDE



In the beginning of the twentieth century two fundamental discoveries in the-
oretical physics completely revolutionized our understanding of the physical world
around us. The first, Einstein’s theory of relativity, led to a deeper understanding of
the nature of space and time, the concept of mass and ultimately, the general the-
ory of relativity provided a beautiful geometrical description of gravity, generalizing
Newton’s theory. The second, quantum mechanics, provided an extremely success-
ful description of the subatomic world, explaining previously puzzling properties of
light and atoms. However, that could not be the end of the story. Theoretical physi-
cists have always sought to find the ultimate theory of nature describing all phenom-
ena, from the subatomic to the extra-galactic scale. This instinct had led Maxwell in
the late ninetienth century to unify electricity and magnetism in his mathematically
beautiful theory of electromagnetism. So theorists were soon trying to put relativity
and quantum mechanics into one packet, a quantum theory of gravity.

The quest for unification dominated most of twentieth century theoretical physics.
By the 1950s, Richard Feynman, Julian Schwinger and Tomonaga Shin’ichiro, based
on earlier work by Paul Dirac, Wolfgang Pauli and others, had successfully unified
the classical theory of electromagnetism - a theory which is inherently special rel-
ativistic - with quantum mechanics. The offspring of this merging was the theory
known as quantum electrodynamics (QED). It was the first example of a consis-
tent quantum field theory (QFT), a theory which forced us to replace the notion of
Newtonian particles with that of fields pervading spacetime. What we call particles,
became now the local excitations, or ripples, of fields which can propagate in space
and time.

By that time, however, two more fundamental forces of nature, namely the weak
and the strong nuclear forces, had been discovered and a plethora of new parti-
cles was being detected in cosmic ray experiments and later in accelerators. After
decades of intense experimental and theoretical work by many physicists, Sheldon
Glashow, Abdus Salam, and Steven Weinberg proposed in the late 1960s the elec-
troweak theory, a theory that unifies the weak interaction with quantum electrody-
namics. This was the first example of a new type of a quantum field theory, known
as Yang-Mills theory or non-abelian gauge theory. However, it was not until 1971,
when Gerard 't Hooft proved the renormalizability of Yang-Mills theory - an essen-
tial property of any meaningful QFT - that the theory of electroweak interactions
was accepted as a viable quantum field theory. This, together with further work
by Frank Wilczek, David Gross and David Politzer and by Gerard ’t Hooft, paved
the way for the formulation of quantum chromodynamics (QCD) a few years later,
another Yang-Mills theory that describes the strong nuclear force. The culmination
of all this theoretical work, and decades of brilliant experimental discoveries, was
what is known today as the ‘standard model of particle physics’, which effectively
describes the interactions between all known fundamental particles and forces in
nature - except gravity.



CHAPTER 1 - PRELUDE

Various attempts at quantizing the general theory of relativity ended in failure.
Unlike Maxwell’s classical theory of the electromagnetic field or classical Yang-Mills
theory, the perturbative quantization of general relativity leads to uncontrollable in-
finities which render the resulting quantum theory useless. Technically, one says that
Einstein’s gravity is not a ‘renormalizable’ field theory. Even when supergravity - a
generalized theory of gravity that possesses a powerful symmetry between bosons
and fermions known as ‘supersymmetry’ - was discovered in 1976 by Daniel Freed-
man, Peter van Nieuwenhuizen and Sergio Ferrara, the problem of infinities in the
perturbative quantization of gravity was not resolved. Nevertheless, Stephen Hawk-
ing succeeded in 1974 to combine general relativity and quantum field theory in a
semiclassical calculation and predicted that black holes are thermodynamic objects
and radiate as black bodies.

In the same way that quantum field theory, the successful merging of special
relativity and quantum mechanics, taught us that we should not think of particles as
tiny billiard balls but as localized excitations of fields, a quantum theory of gravity
would await an even more radical revision of the concept of a ‘particle’: there are no
particles as such - they are all different vibration modes of one-dimensional extended
objects, known as ‘strings’.! Even though this idea might sound crazy and arbitrary
at first, it is precisely what is needed in order to cure the undesirable infinities in the
perturbative quantization of general relativity. The fundamental reason why these
infinities arise in the first place is that ‘gravitons’, the quanta of the gravitational
force, interact at a single point in spacetime. This is no longer the case in string
theory, however. Gravitons arise as certain vibration modes of strings, which are
extended objects, and so they no longer interact at a single point. This is one of
the main reasons why string theory provides a consistent quantum theory of gravity.
Moreover, it turns out that replacing point particles by strings, and not by higher-
dimensional extended objects, is not arbitrary at all. The perturbative quantization
of higher-dimensional extended objects is simply not consistent - remarkably, for the
same reason that gravity cannot be quantized perturbatively. Higher-dimensional
extended objects, such as membranes and the so-called ‘D-branes’, do arise in string
theory however, but (at least so far) not as the fundamental degrees of freedom.

It is amusing that, historically, string theory did not first arise as a quantum the-
ory of gravity. Its roots in fact go back to the mid 1960s when physicists were trying
to develop a theory of the strong intercations. The so-called ‘dual string models’ were
put forward to explain the huge number of hadrons - strongly interacting particles -
that were being detected in particle accelerators. However, it was soon realized that
these string models were not the correct description of the strong interaction and
they were abandoned when QCD was discovered. In 1974, however, Joel Scherk

1In fact, these one dimensional extended objects can be thought of as the localized excitations of a
‘string field’, in the same way that point particles arise as the local excitations of fields in QFT, but there
is no complete formulation of string field theory yet.

3



and John Schwarz suggested that string theory could provide a theory of quantum
gravity. Although, this idea was not considered seriously for many years, it initi-
ated a tremendous effort in theoretical physics and mathematics, which has resulted
in the mathematically beautiful modern string theory and which is still continuing
undiminished.

In 1974, however, there was another important development that connected the
strong interaction with string theory in a completely new way. It was QCD itself
however that was being connected with string theory this time. Soon after its dis-
covery, it was realized that very little could be said about the low energy regime of
quantum chromodynamics. In this limit QCD is strongly coupled and the perturba-
tive calculations one most often relies on cannot be trusted. Since QCD is a highly
non-linear theory, however, there is hardly any alternative analytic method of cal-
culation besides perturbation theory. Gerard ’t Hooft then suggested an alternative
line of attack, relying on the fact that QCD is an SU(3) gauge theory - this means
that particles that interact via the strong interaction carry three types of ‘charge’, or
three ‘colors’. He observed that if one considers an SU (V) gauge theory instead and
allows the number of colors NV to become very large, even infinite, then the theory
simplifies significantly. If one can calculate the properties of the theory for N — oo,
then, instead of the standard perturbation expansion in the QCD coupling constant,
one can use a perturbative expansion in 1/N around the N — oo limit. Although,
admittedly, the hope of approximating N = 3 by N = oo in this fashion would
seem to defy any attempt at a logical justification, this approximation remarkably
does capture some of the features of QCD. What is even more remarkable though is
that the expansion in 1/N turns out to be a topological expansion in the genus of
compact Riemann surfaces. This is precisely the sort of expansion that appears in
perturbative string theory as well! Since the N — oo limit of QCD is still too difficult
to solve, the corresponding string theory is still missing.

For many years this bold idea of 't Hooft remained largely vague, mainly because,
even in the large N limit, gauge theories are still very complicated theories. Two
very different lines of research, however, merged when Juan Maldacena conjectured
in 1997 that a supersymmetric version of QCD, the N' = 4 SU(N) super Yang-
Mills theory in four dimensions is dual to Type IIB superstring theory. The latter
is the offspring of many years of research on string theory as a theory of quantum
gravity - such theories had been put forward precisely because conventional QFT
could not accommodate gravity. Suddenly, a consistent theory of quantum gravity
was conjectured to be equivalent to a QFT without gravity! This was then the first
concrete realization of the holographic principle, introduced by ’t Hooft in 1993 and
substantiated by Leonard Susskind in 1994. According to this principle, quantum
gravity requires that all dynamical degrees of freedom of a gravitational theory in
D-dimensions are localized in a (D —1)-dimensional space without gravity - in a way
analogous to the way a two-dimensional holographic image encodes information

4
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about a three-dimensional object.

The above conjectured duality between N' = 4 SU(N) super Yang-Mills theory
and Type IIB superstring theory, known as the AdS/CFT correspondence, if true, is
a very useful tool, both from the point of view of quantum gravity, but also from
the QFT perspective. First, although superstring theory as we know it is a consistent
theory of quantum gravity, at present we only have a perturbative definition of string
theory. The AdS/CFT correspondence, however, identifies a particular string theory
with a gauge theory, of which we have a full non-perturbative definition. In this
sense then the AdS/CFT conjecture provides a non-perturbative definition of string
theory, and hence, of quantum gravity.

On the other hand, strongly coupled gauge theories are very difficult to study.
Remarkably, the AdS/CFT correspondence relates the strongly coupled regime of the
gauge theory to the low energy limit of string theory, which is classical supergravity
- a much more tractable theory! This is precisely the point of view we adopt in this
thesis. We will study how information about the strongly coupled gauge theory is
encoded in classical gravity and we will develop techniques that allow one to extract
this information in the most efficient way.

ORGANIZATION OF THE THESIS

This thesis begins with an introduction to the basic ideas of superstring theory
and the AdS/CFT correspondence in Chapter 2. I have decided to include this ma-
terial in the hope that it will provide a reasonably self-contained but at the same
time succinct introduction to the subject of the gauge/gravity duality. Of course,
in no way do I claim to have succeeded in reaching this goal. Given the vast and
ever growing literature on the subject, however, and being strongly influenced by my
own frustration at trying to navigate through this volume of information, I could not
resist the temptation of taking some extra time to write this introductory material. I
feel my effort will be justified if one or two graduate - and why not undergraduate -
students find it useful.

Chapter 3 is a significantly revised and expanded version of the paper [1] with
Kostas Skenderis. After reviewing the concept of ‘asymptotically locally AdS spaces’
and their relevance for the AdS/CFT correspondence in Section 3.1, I present sys-
tematically the method of holographic renormalization for the computation of gen-
eral renormalized correlation functions of the gauge theory using classical super-
gravity, both in its original incarnation (Section 3.2) and in the Hamiltonian formal-
ism developed in [1] (Section 3.3). The method is then applied to some examples in
Section 3.4 and some general results valid in any dimension are derived. Moreover,
a section on AdSs has been included, where some results that were not published
elsewhere are presented.



Chapter 4 is based on the paper [2] with Kostas Skenderis and it concerns
the evaluation of correlation functions in holographic renormalization group flows.
First, Poincaré domain walls are considered in Section 4.1 and their field theory
interpretation in terms of deformations by marginal operators or vacuum expec-
tation values of scalar operators is substantiated. In the beginning of the section
on Poincaré domain walls I have included some unpublished results on a domain
wall solution that was discovered in [1]. AdS-sliced domain walls are then dis-
cussed in Section 4.2. The rest of the chapter is devoted to an extensive analysis
of the geometry and the holographic correlation functions of the Janus solution, a
non-supersymmetric but stable dilatonic AdS-sliced domain wall solution of gauge
supergravity.

Finally, in Chapter 5, I present results reported in [3] with Kostas Skenderis. This
chapter concerns certain properties of asymptotically AdS black holes. After some
preliminary considerations, the variational problem for AdS gravity with Dirichlet
boundary conditions is formulated in Section 5.1.3. General derivations of the con-
served charges of asymptotically locally AdS black holes are presented in Section
5.2, followed by a general proof of the first law of black hole mechanics for such
black holes in Section 5.3. The chapter concludes with some applications in Section
5.4.

OMISSIONS

Regretably, the time frame for writing this thesis, as well as, the distinct nature
of the content made me decide not to include here my work with Professor M. Cveti¢
on supersymmetric standard-like model building and Yukawa couplings calculations
in the context of orientifold compactifications of Type IIA string theory. However,
details of this work can be found in the three publications [4, 5, 6] with Professor
Cvetic.



CHAPTER 2

SUPERSTRING THEORY & THE
ADS/CFT CORRESPONDENCE



2.1. TYPE IIB SUPERSTRINGS

This chapter is intended as a pedagogical introduction to the subject of gauge/
gravity dualities. Of course, it is by no means an authoritative or thourough review
of this vast subject. My aim is to present, from my limited point of view, the basic
background necessary to understand the subject of the rest of this thesis. With this
in mind, I have tried to present the material in a self-contained manner, to the
extent this was possible. Inevitably, many important aspects of the story are not
even mentioned, and I often had to refer to other sources for material I decided not
to include. However, I have made no attempt to cite the original papers or even to
cite any of the relevant papers in this chapter, as this would be an almost impossible
task. Instead, I cite various reviews or textbooks, and occasionally some papers,
where I think this is useful.

I begin in Section 2.1 with a review of string theory, with emphasis on Type IIB
superstrings, which is the string theory relevant for the AdS/CFT duality. This sec-
tion ends with a discussion of the low energy limit of this string theory, namely Type
IIB supergravity, as well as, its various p-brane solutions and their modern under-
standing as D-branes. Some aspects of the maximally supersymmetric Yang-Mills
gauge theory in four dimensions are then presented in Section 2.2. The AdS/CFT
correspondence is discussed in Section 2.3, with particular emphasis on the super-
gravity approximation of the duality and on the calculation of correlation functions.
Various technical results are collected in the appendices.

2.1 TyYPE IIB SUPERSTRINGS

Strings are one-dimensional extended objects which move in a D-dimensional
ambient spacetime, M. As they move they span a two-dimensional surface, 3, which
is referred to as the ‘world-sheet’. This is the analogue of the ‘world-line’ that is
traversed by a zero-dimensional object, or a particle. The dynamics of such a particle
is equivalent to the statement that its world-line between any two fixed points has
minimum proper length. Analogously, the dynamics of a string follow from a ‘least
area principle’. If we take for now the ‘target’ spacetime M to be flat D-dimensional
Minkowski space, and

X: Y M (2.1)

is the embedding map of the world-sheet into M, then the proper area of ¥ is given
by

V/— et 9, X#0, X 5, (2.2)

where a,b = 0,1 run over the world-sheet coordinates {0°, o'}, with —0o < ¢ <
+00, 0 < ¢! < 27, and target space indices 4 = 0,...,D — 1 are lowered with
the flat Minkowski metric 7, = diag(—1,1,---,1). So, the world-sheet trajectory,

8
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X#(o%, 1), is required to be a local minimum of the Nambu-Goto action

Snc[X]=-T / d?o+/—det 0, X109, X . (2.3)
P

The constant 7' is the string tension and is related to the Regge slope! o/ by

_ 1
C 2mal”

2.4

We now want to describe the quantum dynamics of strings. One would ideally
want to have a second quantized formulation of string theory in terms of string fields,
analogous to the ordinary quantum field theoretic description of particles. A second
quantized description would allow for a deeper understanding of the off-shell and
non-perturbative properties of strings, such as dynamical symmetry breaking and
vacuum selection. However, it has proved particularly difficult to formulate such a
description of string theory. An extensive discussion of many efforts in this direction
can be found in [7]. Lacking a general second quantized formulation, we resort to a
first quantized formulation, where the embedding map X* (¢, o!) of a single string
is quantized.

The Nambu-Goto action (2.3) would be the natural starting point for such a
first quantized description of strings were it not for the non-polynomial dependence
on the embedding X* and its derivatives. Although some effort has been put into
quantizing the Nambu-Goto action, it is customary to use a classically equivalent
action which is polynomial in X*# as the starting point for a quantum description of
strings. The Polyakov action

T

SelXo] =~ [ EoV T 0.X19,X, 2.5)
by

is seen to be equivalent to (2.3) upon eliminating the world-sheet metric v,; using its

equation of motion. Nevertheless, there is no guarantee that the quantum theories

following from the Nambu-Goto and the Polyakov actions are equivalent, but it is

believed that this is the case, at least in certain special cases.

2.1.1 LOCAL SYMMETRIES

The action (2.5) has a number of local as well as global symmetries which play
a crucial role in the quantization of the system. Starting with the local symmetries,

IThis terminology originates in the early days of string theory, when it was put forward as an effective
description of certain aspects of hadronic physics. In particular, a multitude of hadronic resonances
were discovered and it was observed that the lightest particle with a given spin .J satisfied the relation
m? = J/c for some constant o. It later emerged that such behavior is characteristic of spinning strings
with tension given by (2.4).
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the Polyakov action is invariant under world-sheet diffeomorphisms
o — f%o), (2.6)

under which the world-sheet metric ~,; transforms as a second-rank tensor and the
embedding map X* as a scalar. Moreover, local Weyl rescalings of the world-sheet

metric
2w(

?Yab, 2.7)
are also a symmetry of (2.5). Although world-volume diffeomorphism invariance
is a symmetry of the generalization of the Polyakov action for higher-dimensional
extended objects such as membranes, local Weyl invariance is unique to strings. To
understand the consequences of this symmetry we start with the observation that the
Polyakov action contains no derivatives of the world-sheet metric, which is therefore
non-dynamical. In fact this remains true even if we add an Einstein-Hilbert term to
the Polyakov action, since such a term is topological, namely the Euler characteristic
of the world-sheet ¥. The integration over the world-sheet metric v,; in the path
integral then simply imposes the constraint

Yab —— €

=0, (2.8)

where )
Ty = aaXuaqu - irYab’YCdachapr, 2.9)

is the stress tensor of the embedding X*. It is traceless as a consequence of Weyl
invariance of the Polyakov action. Another special property of any two-dimensional
(pseudo)-Riemannian manifold ¥ is that it is conformally flat. In other words, the
space of metrics on X, Met(X), locally takes the form Met(X) ~ Diff (X) x Weyl(2).
Indeed, the world-sheet metric +,; has three independent components and so it is
always possible to transform it locally to the flat Minkowski metric 7., by means
of a diffeomorphism (two independent functions) and a Weyl transformation (one
independent function). It follows that we can gauge-fix the world-sheet metric, v,s,
to the flat metric 5, and then replace the path integral over ~,; by the volume of the
gauge (i.e. local symmetry) group, namely Diff (X) x Weyl(X), as long as we impose
the constraint (2.8) on the Hilbert space of X*. Of course Met(X) ~ Diff(X) x
Weyl(X) does not hold globally and the path integral contains a sum over world-
sheet topologies as well as an integral over the moduli space of Riemann surfaces

Ms = Met()/Diff(£) x Weyl(X). (2.10)

A careful analysis of the Jacobian resulting from the replacement of the path integral
over Met(X) with an integral over the moduli space My, leads to the covariant BRST

10



CHAPTER 2 - SUPERSTRING THEORY & THE ADS/CFT CORRESPONDENCE

quantization of the Polyakov string. A clear exposition of this procedure can be
found in D’Hoker’s lectures in [8].

From now on we will consider Euclidean world-sheets ¥ and we will gauge-fix
the metric to the flat metric d,;,. It will also be convenient to introduce complex
coordinates

_ 1,2 N
z=0 +1i0°, Z=o0 —i0°, (2.11D)

where 02 = io. The gauge-fixed Euclidean version of the action (2.5) is

2ma

1
S = / d?20,X"0:X,,. (2.12)
P

The reason why the perturbative quantization of string theory is tractable is pre-
cisely that this gauge-fixed action still possesses a large local symmetry group. The
conformal transformation

z— f(z), z— f(2), (2.13)

where f(z) is an arbitrary analytic function, leaves (2.12) invariant. The Hilbert
space of the Polyakov string is therefore described by a two-dimensional confor-
mal field theory (CFT). Since the conformal group in two dimensions is infinite-
dimensional, these are highly constrained quantum field theories which in many
cases can be solved exactly. We will not discuss the CFT description or the spectrum
of the bosonic string that we have studied so far, but instead we will later discuss the
CFT description and the spectrum of the superstring, which will be directly relevant
to the subject of this thesis.

2.1.2 GLOBAL SYMMETRIES

Having discussed the local symmetries of the Polyakov action, let us now examine
its global symmetries. Global symmetries are the ‘internal’ symmetries acting on the
embedding X* but not on the world-sheet coordinates or metric. The gauge-fixed
action (2.12) then has the same global symmetries as the Polyakov action (2.5),
namely translations and rotations in D-dimensional Minkowski spacetime, which
together make up the Poincaré group in D dimensions.

So far we have assumed that the target space manifold M is flat Minkowski
spacetime but this is not necessary. Indeed the field theory defined by (2.12) makes
sense in an arbitrary background M with a Lorentzian metric G, (X) or even with
an antisymmetric tensor field B, (X). As we shall see, such background fields arise
as coherent states of the low energy string spectrum. We therefore consider the
non-linear sigma model

1

2ma!

S / d?z (G (X) + B (X)) 0, X 0: X" (2.14)
b

11
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The fact that this action leads to a consistent quantum field theory is another mirac-
ulous property of the two-dimensional world-sheet. Such a non-linear sigma model
on the world-volume of a higher-dimensional object, such as a membrane, leads to
a non-renormalizable quantum field theory, which is therefore meaningless. The
global symmetry group of the action (2.14) is not necessarily the Poincaré group but
rather the isometry group of the background metric and antisymmetric B-field.

2.1.3 WORLD-SHEET VERSUS TARGET SPACE SUPERSYMMETRY

Bosonic string theory in flat Minkowski spacetime as described by the CFT de-
fined by the action (2.12) has a number of drawbacks. Most importantly, its spec-
trum contains a tachyon, i.e. a state of negative mass, which means that flat space is
an unstable vacuum of bosonic string theory. Although such an instability could be
addressed in the context of a second quantized formulation of string theory, it ren-
ders the perturbative first quantized theory completely meaningless. Moreover, the
perturbative spectrum of bosonic string theory contains no fermionic states. Even
though this is not an inconsistency of the bosonic theory in itself, it shows that
bosonic string theory cannot possibly provide a description of the fermions, such
as electrons and quarks, that we observe in the real world. Again, in the context
of a second quantized string theory, this would not necessarily rule out the bosonic
string which could possibly arise as a particular vacuum of the theory, while the the-
ory possesses other vacua too whose perturbative spectrum does contain fermions.

Since we are lacking a satisfactory second quantized formulation of string theory,
we will have to guess other possible vacua of the theory which do contain fermions.
In practice this means that we will try to modify the string action (2.14) in such a
way that the theory can still be quantized perturbatively, it is perturbatively stable
- i.e. no tachyons - and the spectrum contains fermions. There are two common
approaches to this problem. First, the so-called Green-Schwarz (GS) superstring
theory, introduces target space fermions on the world-sheet, which transform under
the spinor representation of the Lorentz group SO(1, D—1), in addition to the target
space vector X*. It turns out that the maximal number of independent spinors one
can add and still have a consistent theory is two. The corresponding theory then has
N = 2 target space supersymmetry. The Neveu-Schwarz-Ramond (RNS) formulation
of superstrings, on the other hand, introduces world-sheet fermions on the world-
sheet. The presence of fermions in the perturbative spectrum in this formulation
is less obvious, but it can be shown that the two formulations, at least within the
framework of the so-called ‘light-cone quantization’, are equivalent and indeed lead
to precisely the same theories. However, the GS superstring turns out to be very
difficult - or impossible - to quantize in a manifestly covariant way. We will therefore
follow the RNS formulation below to derive the essential features of superstrings
that we will need later.

12
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The first step is to generalize the bosonic action (2.14). Recall that a crucial
property of this action is that it is invariant under conformal transformations on the
plane. It is then only reasonable to require that we maintain this property while
introducing in addition world-sheet supersymmetry. It turns out that these symme-
tries combine to form a larger symmetry known as ‘superconformal’ symmetry. We
explain how this symmetry arises as a generalization of conformal symmetry in two
dimensions in Appendix 2.A.1. Roughly speaking, a superconformal transformation
is an analytic diffeomorphism on the super-complex plane, or superspace, parame-
terized by two commuting coordinates z, Z and two anticommuting coordinates 6, 6.
Demanding that the world-sheet action is invariant under superconformal transfor-
mations and its bosonic part is given by (2.14), determines its form completely.

To see this first note that superconformal invariance requires that the bosonic
fields X* and their supersymmetry partners we are about to introduce must trans-
form consistently under superconformal transformations, i.e. they must form a so-
called ‘superconformal multiplet’. This is ensured if we combine these fields into a
superconformal tensor, which is defined in Appendix 2.A.1. In particular, the most
general superconformal tensor which contains X* as its bosonic part takes the form

2 _ —
XH = \/;X“ + 0y + iyt + 00FH, (2.15)

where ¢/ (z, z) are anticommuting functions on the world-sheet and F*(z, %) is a
commuting auxiliary field. The fields D, X* and D_X* then transform as supercon-
formal tensors of weight (1,0) and (0, 1) respectively. It is then easy to show that

the action 1
S = 37 [P0 (Gpu(K) + By () XD (216)

is invariant under superconformal transformations. Moreover, carrying out the in-
tegrations over the anticommuting coordinates 6,6 we find (after eliminating the
auxiliary field using its equation of motion)

1 2
S = /E d?z {a, (G + Byu) 0:X"0: XY + G Doy,

i
1
- Guuwﬁpzwz + QRWpaWﬁﬂii/)pwU} 9 (217)
where
Dyt = i re 1H“ 2 0z X7
2¢+ - z¢+ + po =+ 5 po E z ¢+,
1 2
D" = 0" + <Fgg - Hﬂpg> V=8 X Py, (2.18)
2 o'
1 1 1 1 \
Ruupo’ = R},Ll/po' + iva;,LG'V - ivaHp,pV + EH)\MO'H vp ZH)‘NPH Vo) (219)
13
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and
Hyyp = 0,Byp + 0,Buy + 8, By, (2.20)

with I' and R,,,,, denoting respectively the Christoffel symbol and the Riemann
tensor of the metric G,,,.. Note that after the § and ¢ integrations, the background

metric and antisymmetric B-field, as well as their curvatures, are evaluated at , / %X .
The action (2.17) is the desired generalization of (2.14) since it has the same bosonic
part? and it possesses superconformal symmetry.

2.1.4 FREE SUPERSTRINGS

We will soon return to the supersymmetric non-linear sigma model action (2.17)
and its significance for the low energy effective description of the string dynam-
ics. However, let us now examine the superstring spectrum in flat Minkowski back-
ground with vanishing B-field. Although the superspace formulation is compact and
powerful, we will use the component formulation here to make the discussion more
transparent. The superstring action then takes the form

1

§— —
am Js

2
d*z (O/aZXMaZX# + POz, — Yt azw_u> . (2.21)
As we already know, it is invariant under conformal transformations as well as the
supersymmetry transformation

! 2 2
BXM = —iy[ T @t Sl =i ZO.X", St = —igy| S0X",
a o
(2.22)
where €(z) is an infinitesimal anticommuting analytic function. The conserved Noether

currents for these symmetries are respectively

1 1 2
T(z) = ——0.X10. Xy = g0h0tbi, Tr(z) =iy 000X, (2.23)

together with their antiholomorphic counterparts. These currents generate the full
N =1 superconformal algebra in two dimensions.

At this point we should recall that conformal symmetry appeared in the gauge-
fixed bosonic action (2.12) as a left-over symmetry from the bigger Diff (¥) x Weyl(X)
invariance of the Polyakov action (2.5). As a consequence, we concluded that one
should impose the constraint (2.8) on the Hilbert space. In complex coordinates,
z,Z, the tracelessness of the stress tensor implies 7, = 0, while the components

2In (2.12) we have omitted the factors y/2/a/ in the argument of the background fields to simplify
the notation.

14
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T.. and T.. are respectively the Noether currents, T(z) and 7T(Z), that generate
conformal transformations. Therefore, we must impose the constraints

T(z)=0, T(2)=0 (2.24)

on the Hilbert space of the superstring. As we will see, these constraints ensure
that the negative-norm states in the Hilbert space of the bosonic fields X* decouple.
Although this would be sufficient for the bosonic string, in the superstring there are
more negative-norm states in the Hilbert space of the fermionic fields . In order
for these negative-norm states to decouple it turns out that one should impose the
constraints

Tp(z) =0, Tp(z)=0 (2.25)

on the Hilbert space of the superstring. However, constraints cannot be imposed
at one’s will. They must be imposed by a path integral over an auxiliary field such
as the world-sheet metric ~,;, in the case of the Virasoro constraint (2.8). Indeed,
the superconformal invariant action (2.21) turns out to be the gauge-fixed version
of an action with sDiff (¥) x sWeyl(X) invariance, i.e. with local world-sheet super-
symmetry, or supergravity. The fermionic constraints (2.25) are then imposed by the
path integral over the supersymmetric partner of the world-sheet metric, namely the
world-sheet gravitino, x&, where « is an index in the Dirac spinor representation of
the world-sheet SO(2) local frame group, while « is the usual world-sheet index.
However, we will not need the explicit form of the world-sheet supergravity action
here. It is sufficient to know that such an action exists and hence, the constraint
(2.25) can be imposed consistently.

OPEs

Let us now return to the gauge-fixed action. The equations of motion are
0.0:X0 =0, O =0, 0" =0, (2.26)

so that ¢! (z) is holomorphic, " (%) is antiholomorphic and X* is the sum of a
holomorphic and antiholomorphic part, namely X*(z,z) = X% (z) + X" (2). Since
the action is quadratic in the world-sheet fields we can immediately obtain the two-
point functions

(XEEXL () = =S logle ), (WhEWLw) =) @227)

and analogously for the antiholomorphic parts, while all other two-point functions
vanish. This implies that the superstring Hilbert space will take the form

Hsuperstring ~ ,}'[XJr & H1/;+ & ’F(X, ® wa. (228)
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Since the antiholomorphic part Hx_ ® H,,_ is essentially a copy of the holomorphic
part Hx, ® Hy,, we will focus for the time being on the holomorphic part alone.
Moreover, the X, and ), Hilbert spaces can be discussed separately.

The above two-point functions can be encoded in the so-called ‘Operator Product
Expansions’ (OPEs)

/

nv
X1 (2) XY (w) ~ —%nw log(z — w), () (w) ~ Z”_ -, (2.29)

where X/ and ¢/} are now treated as quantum operators. The OPEs reflect the

singularity structure of the product of two operators when they approach each other,

i.e. as z — w. In order to make sense of composite operators, such as the Noether

currents (2.23), at the quantum level we must introduce a procedure for removing

these singularities. Such a procedure is called ‘normal ordering’ and is denoted by
.. For example,

1 .

1 ’
T(2) = = — : 0:X1(2)0:X4u(2) - —5

5 h(2)0:040(2) 1 (2.30)

where
1 0. XK (2)0. X1 ,(2) = 1})1_}mz {0, X1 (w)0. X4 () — (0w XK (0)0. X 1,(2)) }
V(0 (2) 1= i (U ()00 (2) — (W00 ()} 23D)

From the OPEs (2.29) of the fundamental fields and the explicit form of the
superconformal Noether currents one can derive the following OPEs:

1 1
) e Xh () + X (w) £
T () ~ L2 () + —

(z —w)

T(2)0. X! (w) ~

H 2.32

1 o
i | —apt
—w' 21/J+(w)+ ’

1 /2
i) =
z—w o

TF(Z)Xjf (w) ~ —

Tr(2)Yh (w) ~ D X! (w) + - -+, (2.33)

/2 2 1

(z—w)4+(z—w)2 z—wawT(w)—F“.’

T(w)+---, (2.34)
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where ¢ = 3D/2.

The first two OPEs simply reflect the fact that 9, X% (z) and ¢/} (z) are conformal
tensors (see (2.197)), or conformal primary fields, of conformal weight 1 and 1/2
respectively. The second two OPEs are precisely the supersymmetry transformations
(2.22) since, for example,

St (2) ={Qp, Vi (2)} = %%e(w}Tp(wﬁﬁi(z) = ie(z)\/zain(z), (2.35)

where the last equality results from the contour integral around the simple pole in
the Ty OPE. Together these OPEs are equivalent to the statement that the super-
field D, X* = i/ (z) + 9\/gain(z) is a superconformal tensor (see (2.198)), or
superconformal primary field, of weight 1/2 (of course this refers to the holomorphic
weight. We are supressing the antiholomorphic weight, which is zero in this case.)

The last three OPEs, however, contain crucial new information on the string
dynamics. Since T'(z) and Tr(z) are the Noether currents of the superconformal
symmetry, we expect that their OPEs are equivalent to the A/ = 1 superconformal
algebra in two dimensions. This is indeed the case as we will see soon, with one
caveat though. The algebra one would obtain at the classical level by extending
the super-Euclidean algebra of Appendix 2.A.1 to include arbitrary conformal trans-
formations corresponds the OPEs (2.34) but with the parameter ¢ equal to zero.
Such OPEs would imply that the Noether currents 7'(z) and Tr(z) are conformal
primary fields of weight 2 and 3/2 respectively, or equivalently, that the supercur-
rent T(z,0) = —3Tr(z) + 07(z) is a superconformal primary field of weight 3/2.
However, a non-zero ¢ means that the conformal transformation of the stress ten-
sor T'(z) and the supersymmetry transformation of the fermionic current Tr(z) are
anomalous. In particular, integrating the infinitesimal conformal transformation of
the stress tensor

0T (2) = — 7{ %e(w)T(w)T(z) = —1—02836(27) —2T(2)0.¢(2) — €(2)0.T(2), (2.36)

one finds that under a finite conformal transformation z — 2/(z)

T'(2) = (8.2) 2 (T(z) - TCQ{Z'; z}) , (2.37)
where , -
oy 022 3(977)

{z';2} = 0.2 2(0.7)? (2.38)

is known as the ‘Schwarzian derivative’ of 2’ with respect to z. This transformation
rule is precisely the transformation of a conformal primary field of weight (2,0)
except for the term involving ¢, which is therefore anomalous.
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THE CONFORMAL ANOMALY

To understand the significance of this anomalous term in the two-point function
of the stress tensor we must revisit the gauge-fixing of the Polyakov action (2.5).
Namely, we argued that one can use the world-sheet diffeomorphism and Weyl in-
variance of the classical action to make the world-sheet metric flat. However, it is
not guaranteed that we will be able to maintain these symmetries at the quantum
level since a regulator that preserves both these symmetries may not exist. Indeed,
in order to be able to consistently integrate over all world-sheet metrics, the sigma
model must still make sense as a quantum theory for any fixed world-sheet metric,
~Yap. Consider then the correlation function

(- )y = /[dX] oSl (2.39)

where S[X,~] is the Euclidean version of the Polyakov action (2.5) and «v is an
arbitrary but fixed world-sheet metric. By the definition of the stress tensor we have

1
)y = g [ BV o) Tunfo) -+ ) (2.40)
Using this identity we can expand the partition function
Zh) = / [dX]e~ 5] (2.41)

to second order around the flat metric d,,. The result is (see Polchinski [9], eq.
(3.4.22))

Z[0 + 0] N

log 716

1
- / 02 / 26722 2)072 (7 PN (To ()T ()5, (2.42)
T
where only terms quadratic in §v:; have been kept. Inserting the anomalous two-
point function of the stress tensor and integrating this expression one obtains, in
covariant form,

Zly] = Z[8] exp (ggﬂ / dQJWRWleRv) , (2.43)

where ¢ = D for the X* action alone. However this result is general and holds for
any covariant world-sheet action that defines a (free) CFT. However, the value of the
parameter ¢ does depend on the particular theory. The exponent on the right hand
side is known as the ‘Polyakov non-local action’, not to be confused with the Polyakov
string action (2.5). It is a direct manifestation of the fact that Weyl invariance (and
hence conformal invariance) is broken at the quantum level. To see this we first
evaluate

§ (VAR O;'R,) = 267as T, (2.44)
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where 7 is the so-called Liouville stress tensor and is given by

1 — —_ —
Tp = §Va(|:|7 1R7)vb(m'\/ 1R’Y) - Vavb(D’leV)
1 1 _ pae
— 5ab [ZVC(Dlew)v (O0;'Ry) — 2R, | . (2.45)

Since 7* = R,, it follows that under an infinitesimal Weyl transformation, ., =
20w (0 ) 5ab 5

_ 2
0,2Z[0) = Y d“oéw(o)(Ry)s. (2.46)
Comparing with (2.40), we conclude
a c
<Ta >“/ = _E<R’Y>’Y' (2.47)

This now tells us directly that conformal invariance is broken at the quantum level
and the parameter ¢, which is known as the central charge for reasons we will dis-
cuss shortly, measures this breaking. Although we have derived this result in two
dimensions, it is actually quite universal. Throughout this thesis we will see many
aspects of the conformal anomaly in various dimensions.

Although this would not be disastrous if we were just interested in the CFT on a
curved world-sheet, it is unacceptable if we want to integrate over arbitrary world-
sheet metrics. Since we have shown above that for the superstring ¢ = 3D/2, we
seem to be in trouble. What saves the day is the way the gauge-fixing is implemented
at the quantum level via the covariant BRST quantization procedure. Namely, the
gauge fixing introduces Faddeev-Popov ghosts for both the X# and ¢/ CFTs. These
unphysical degrees of freedom define a superconformal field theory themselves with
central charge cgnosts = —15. We will not need the explicit structure of these sCFTs
for our discussion. The only piece of information we need is the fact that the total
central charge of the superstring CFT is

3D 3
Ctotal = 7 + Cghosts = g(D — 10) (2.48)

Hence, the superstring makes sense only in ten spacetime dimensions! Even though
this result may not be very encouraging for someone who wants to see superstring
theory as a theory describing our four-dimensional physical world, let us accept it at
this point and see how far we can get.

MODE EXPANSIONS & MODE ALGEBRAS

Let us now construct explicitly the string Hilbert space. To this end we first need
to impose suitable boundary conditions on the dynamical fields. Here we only discuss
the closed string, that is we consider world-sheets that are topologically a cylinder,
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which is conformally equivalent to the complex plane with the origin removed. The
bosonic fields, X*, then must be single-valued on the complex plane, which implies
that we should impose the periodic boundary condition

XH(e*™z, e 2™ 7)) = XH(2, 2). (2.49)

However, the fermionic fields ¢/} (z) and ¢ (z) are only required to be doubly peri-
odic. This allows for two possible boundary conditions, namely

Ph(e2™2) = £k (2). (2.50)

Each of these boundary conditions leads to a different sector of the ¢/} Hilbert space.
The sector with periodic boundary conditions on the plane is known as the Neveu-
Schwarz or NS sector, while antiperiodic fermions on the plane lead to the Ramond
or R sector. The fermion Hilbert space is then the direct sum of these two sectors

Hy, =H)S o HE, . (2.51)

Since 9, X* and ¢/ are holomorphic functions on the annulus C — {0} by the
equations of motion, they admit Laurent expansions in the vicinity of the origin.
Taking into account the possible boundary conditions we arrive at the mode expan-

sions
1 e e 1ak
Xjf(z):§x‘fr—”/5a510gz+u/5 Z e
neZ—{0}
» v=1=1, for NS
M — T 27 2' 2
+3) Te;_u s { v=0, for R (2.52)
where
2 dz . dz ,._1
ol = ajq§§znale+(z), P = f{ 57 2k (2). (2.53)

Note that X//(z) is not single-valued due to the logarithmic term, but the sum
X#(z,2) = X! (2) + X" () is single-valued provided of = &', where &g' is the

zero mode of the antiholomorphic field X* (z). In fact

L, "
p= gk ) =

2o’ % (dZ@ZX” o di@gX“) ) (2.54)

where p/ =/ 2al and p" = /2 al, is the total momentum carried by the closed
+ e} 0 o 0

string. Similarly, 2 = % (' + 2" ) is the center of mass position of the string. Using

the OPEs (2.29) one can now determine the mode algebra, which is
[‘r#7p'u‘] = iUWa [O[f;“ Oé;] = mé'm+'n,077uu7 {¢¢L7 ¢f} = 5T+S,077#V- (2~55)
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The Noether currents (2.23) also admit Laurent expansions of the form

L .
()= Y S Te()= Y (2.56)

meZ reZ+v

(M)

where v is the same v that appears in the mode expansion of ¢/} in (2.52), i.e.
v = 1/2 for the NS sector and v = 0 for the R sector. From the current OPEs (2.34)
we now derive the mode algebra

C
[Lons L] = (M —n) Ly + Em(m2 — 1D)émtn.0,
1
[Lin, Gr] = §(m —21)Gnprs
(G, Gy} =20,y + %(4702 — )6y 4s.0- (2.57)

This algebra is the infinite dimensional A/ = 1 superconformal (or super-Virasoro)
algebra in two dimensions. It is a so-called ‘central extension’ of the classical super-
conformal algebra corresponding to ¢ = 0. Thus the name ‘central charge’ for the
parameter c.

NAIVE SPECTRUM & SUPER-VIRASORO CONSTRAINTS

NS sector

We are now in a position to define the Hilbert space Hx ®Hﬁ f . The vacuum of
Hx. is labeled by the eigenvalue of the zero mode of X/ which is the momentum
operator p*. Since there are no fermionic zero modes in the NS sector we define the
vacuum by

P10, k) g = K110, k) Ng s 0 10,K) vg =0, P |0,k)yg =0, for m,r>0.
(2.58)
The full Fock space is now constructed by acting with the negative modes on the
vacuum in all possible ways.

R sector

Consider next Hx, ® Hf;i. Of course Hx, remains the same but now there are
fermionic zero modes satisfying the SO(1, D — 1) Clifford algebra

{re 7} =291, (2.59)

where T* = \@1/)6‘. The Ramond sector vacuum then carries a representation of this
Clifford algebra, namely

1
V10,00 k) = E(F“)% 0,8, k) & , (2.60)
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where (I'*)?,, belong to the usual 2”/2-dimensional matrix representation of the
Clifford algebra. It follows that the Ramond vacuum is a Dirac spinor of SO(1, D—1),
for it transforms under the Lorentz generators, J}” = —4[I'*, '], as

JEV10,0,k) = ()0 [0, B, k) p - (2.61)
Otherwise, the Ramond vacuum is defined as usual by

P 0,0, k) p = k" |0,0,k) ., ob |0,a,k)p =0, ¢F|0,0,k), =0, for m,r >0,

(2.62)
and the Fock space is built by acting on the vacuum by the negative modes in all
possible ways.

Physical states

In order to construct the physical Hilbert space we need to impose the super-
Virasoro constraints

T(z) =0, Tr(z) =0 (2.63)

on the Hilbert space. However, It is not possible to impose these as operator equa-
tions and still get a non-trivial theory. Instead we will require that

@IT()Ix) =0,  (o[Tr(2)[x) =0 (2.64)

hold for any physical states |¢),|x). We need to keep in mind though that 7'(z)
transforms anomalously under conformal transformations and so the first condition
does not have an invariant meaning. So we should specify whether we impose this
on the cylinder or the annulus, the two being conformally related. It turns out that
in order for all negative norm states to decouple we need to impose this condition
on the cylinder.

To impose the physical state conditions on the Hilbert space we first express
the superconformal current modes in terms of the modes of the fundamental fields.
Using the definitions (2.23) we easily find

1 1
Lin =5 2 G0 nna + 3 2 (2 = m)SUl G + a(v)omo,
nez rel+v

Gr=> Yy, (2.65)

mEZ

where ¢ J denotes ‘mode normal ordering’ (i.e. negative modes to the left) and
the ordering constant a(1/2) = 0, a(0) = D/16 is simply the vacuum energy

a(v) = 22(T(2)), = (Lo),. (2.66)
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The physical state conditions (2.64) now translate into
Lovlinder gy — 0, G,.|¢) =0,  for n,r>0. (2.67)

From the anomalous transformation (2.37) of the stress tensor one can derive the
relation

L = Ly = =G, (2.68)
between the Virasoro modes on the cylinder and on the annulus, where ¢ = 3D /2.
However, it turns out that in order for all negative-norm states to decouple we need
to use ¢ = 3(D — 2)/2 in this relation. This can be understood by going to the
lightcone gauge which shows that only D — 2 spacetime dimensions contribute to

the ‘physical’ degrees of freedom. Since D = 10,® we have

Leytinder — %5,%0. (2.69)

For the NS vacuum these conditions reduce to
(Lo — %) 0,k) yg = (CikQ - ;) 0,k) yg =0, (2.70)
which means that it has a negative mass squared M? = —k? = —2/o/. Since the NS

vacuum is also a scalar under the spacetime Lorentz group, this is a tachyon! The
existence of a tachyon in the bosonic string spectrum was one of the major moti-
vations for studying the superstring, but it seems this has not solved the problem.
However, we will see soon that it is possible to consistently project out the tachyon
of the superstring spectrum, which was not possible for the bosonic string.

For the R vacuum the physical state conditions reduce to

Gol0,0,k)p =0 == k"0, 0, k) = k., (T")?,|0,8,k) 5 = 0, (2.71)

which is precisely the massless Dirac equation. The Ramond ground state is there-
fore a massless Dirac spinor.

If we include the antiholomorphic sectors then we can summarize the low energy
spectrum as follows:

o Hx, ® H)Y? @ Hx ®@H})®
The ground state, |0,k) v g @ |0, k) g, is a tachyon with mass M? = —2/a/.
The first excited states are massless and take the form e, (k)" /2 0,k) yg ®
Y, /2 |0, k) yg- These can be decomposed into states that transform irreducibly
under SO(1,9), namely the graviton corresponding to the symmetric traceless
part of ¢, the antisymmetric B-field corresponding to the antisymmetric part
of €, and the dilaton corresponding to the trace of the polarization tensor.

3We know this from our previous discussion of the ghost sCFT, but it can also be derived it the present
context by the requirement that all negative-norm states decouple.
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o Hx, @Hf @Hx @HY or Hx, @HY ®Hx ©H]
These sectors contain spacetime fermions. The ground state takes the form
0,0, k) p ® Cu(k)z/?ﬁl/2|0, k) v is massless, and can be decomposed into an
irreducible spinor, the dilatino, and an irreducible vector-spinor, the gravitino.
Analogously for the NS-R ground state.

o Hx, @MY, @ Hx ®@H}
This sector contains again spacetime bosons. The ground state |0, , k), ®

|0, B, k) 5, is massless and decomposes into a direct sum of antisymmetric tensor
representations of SO(1,9).

This spectrum has many of the desirable features, namely it contains a graviton,
an antisymmetric B-field and a dilaton, which in fact also appear in the spectrum
of the bosonic string, but also spacetime fermions and various antisymmetric tensor
fields. However, there is still a tachyon and also, a theory which contains a massless
gravitino and is not supersymmetric is ill-defined (see e.g. D’Hoker’s lectures in
[8]). Since there is a massless gravitino in the spectrum, the only way to make
the theory consistent is to project out certain states so that the spectrum becomes
supersymmetric. This will automatically project out the tachyon since it obviously
has no supersymmetric partner. The Gliozzi-Scherk-Olive (GSO) projection of the
RNS superstring spectrum does exactly this!

GSO PROJECTION

To implement the GSO projection we define the world-sheet fermion number
operator, F, by the property

{(—DF,pty=0, Vr (2.72)

in both NS and R sectors. This determines F' uniquely up to an overall sign corre-
sponding to the F-assignment of the vacuum in each sector. Making such a choice
for the NS and R vacua, the world-sheet fermion number operator takes the form

(Vs ¥ e
(—1)F:{ (=)= , for N5, (2.73)

F(—1)2r>0 e , for R,

where I' = I'°T'! ... T'? is the chirality matrix in ten dimensions. The GSO projection
then amounts to the projections

1 1
Hyl = 5 L+ (D) T, My — 5 (= (D) HE, (2.74)

and similarly for the antiholomorphic sectors. For the Ramond sector there is a free-
dom to choose the chirality of the ground state and this can be done independently
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in the holomorphic and antiholomorphic sectors. It is important that this projection
is compatible with the physical state conditions since

(-1)F, L) =0, {(-1F,G.}=0, Ym,r (2.75)

which follows trivially from the explicit form of (—1)¥.

In the NS sector, the GSO projection removes the tachyon while it keeps all
massless states. In the R sector, it reduces the R vacuum from a Dirac spinor to
a Weyl spinor. In ten dimensions it is possible to impose the Majorana condition
together with the Weyl condition, in which case the Ramond ground state becomes
a Majorana-Weyl spinor, i.e. a Weyl spinor with real components. Such a spinor
has eight real degrees of freedom after imposing the massless Dirac equation, which
precisely matches the eight real degrees of freedom of a massless SO(1,9) vector in
the NS sector! This, together with the fact that we have removed the tachyon form
the NS sector, suggests that we have succeeded in constructing a supersymmetric
spectrum. Indeed, choosing the same chirality for the vacuum of the holomorphic
and antiholomorphic Ramond sectors, we obtain the massless spectrum of Type IIB
superstring theory, which is shown in Table 2.1 and is manifestly supersymmetric. It
is nothing more than the Clebsch-Gordan decomposition of the tensor product V&V
of the SO(1,9) representations V of the holomorphic and V' of the antiholomorphic
sectors. In the NS-NS sector this involves the tensor product of two vector represen-
tations, in the R-NS and NS-R sectors it involves the tensor product of a vector and
a Majorana-Weyl spinor representation, while in the R-R sector one needs to evalu-
ate the tensor product of two Majorana-Weyl spinors of the same chirality. The fact
that the gravitinos and the dilatinos have opposite chirality and that the four-form
C,(ﬁ),ff, has a self-dual field strength can be easily seen from the Clebsch-Gordan de-
composition. However, we should point out that it is not the forms C(*) that appear
directly in this decomposition, but rather their field strengths F(**1). Through the
Clebsch-Gordan decomposition, the Dirac equation satisfied by the Majorana-Weyl
spinors translates into the equations

B FPT) =00 REEED, =0, (2.76)
for the antisymmetric tensor fields F(*+1)| which are precisely the Fourier-transformed
field equations for an abelian higher spin gauge field, namely

dFPH) =0, «dF®Pt) = 0. (2.77)

The Bianchi identity dF(®*+?) = 0 is then solved by putting F(*+1) = dC®) locally,
which results in the form fields appearing in table 2.1. As we will discuss in the
next section, the fact that only the field strengths F(»*1)  and not the forms C(?),
appear in the perturbative superstring spectrum has physical significance and led to
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sector field chirality | degrees of freedom
graviton | G, - 35
NS-NS | B-field B, - 28
dilaton o - 1
R-NS | gravitino Xy + 56
dilatino A — 8
NS-R | gravitino | x;» + 56
dilatino e -
axion Cc©) - 1
RR | 2form | C) - 28
4-form C,S?,j; - 35

Table 2.1: The massless spectrum of Type IIB superstring theory.

the discovery of D-branes.*

Finally, although we have only seen that the massless spectrum of the Type IIB
superstring is supersymmetric, it can be shown that this actually holds at each mass
level. Indeed, a simple counting of the bosonic and fermionic states at each mass
level confirms this.

2.1.5 IIB SUPERGRAVITY

In the previous section we obtained the massless spectrum of the Type IIB su-
perstring and we connected the various states with target space fields, such as the
target space metric G, the gravitino xj; etc. However, it seems a rather non-trivial
statement to say that, for example, the symmetric traceless tensor we obtained in
the NS-NS sector is somehow related to the metric G, appearing in the non-linear
sigma model (2.17)! We will now try to justify why this is in fact true. The re-
quirement that this non-linear sigma model (or a generalization thereof) can be
consistently coupled to quantum gravity in two dimensions, i.e. that superconfor-
mal invariance survives at the quantum level, will then determine the dynamics of
these background fields! In fact we got a glimpse of this dynamics in the previous
section when we argued that the Dirac equation for the Ramond ground states im-
plies that the RR fields satisfy the field equations (2.77) in flat space. It will turn
out that the low energy dynamics of the massless degrees of freedom of Type IIB
superstring theory is described by Type IIB supergravity.

41 am grateful to Professor Massimo Bianchi for bringing to my attention the reference [10], where
a R-R ‘vertex operator’ that couples directly to the scalar potential C'(?) of Type IIB string theory was
proposed.
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So let us first motivate the connection between the superstring spectrum and the
background fields in the non-linear sigma model. We will be rather sketchy here
since a careful analysis of this connection requires some rather technical tools that
we have not explained so far and which we will not need later, such as the ghost
sCFT that as we mentioned above arises from the covariant BRST quantization of the
superstring, ‘vertex operators’, ‘picture changing’ etc. Details about these concepts
can be found in standard texts such as Polchinski [9]. For our purposes it suffices
to know that states in a CFT are in one-to-one correspondence with operators. An
operator ¢(z, z), inserted at the origin of the complex plane, ‘creates’ an asymptotic
state |¢) on the cylinder via

[¢) = lim_¢(z,2)[0), (2.78)

z,z—0

where |0) is the vacuum. An important special case of this operator-state correspon-
dence is the correspondence between conformal primary fields and the so-called
‘highest weight states’. In this sense then, the massless states of the superstring
spectrum correspond to insertions of certain operators on the world-sheet. These
operators, which are known as ‘physical vertex operators’, can have various dif-
ferent representations in terms of the fundamental world-sheet fields (including the
ghosts), each representation corresponding to a so-called different ‘picture’. In a cer-
tain picture then, the vertex operator that corresponds to the graviton takes roughly
the form

V(k,€) ~ €. (k) / d?2d?0D_XFD X"k %, (2.79)
b

where X* is the world-sheet superfield® (2.15) and €, (k) is symmetric and trace-
less.

Ignoring the B-field in the non-linear sigma model (2.16), take the metric to be
infinitesimally close to the flat Minkowski metric

G (X) = nuw + €, (X), (2.80)

and Fourier-transform the linear perturbation so that
e (X) = / d*ke,, (k)e* . (2.81)
We can now expand the sigma model action (2.16) as

1 .

e = e % (1 - /dlokew(k)/ d?2d?0D_XFD XYk E 4. ) . (2.82)
0 b)

where Sj is the world-sheet action corresponding to the flat metric 7,,. But this

shows that fluctuations of the background metric G, couple to the graviton ver-

tex operator (2.79)! In other words, the background metric can be viewed as a

SWe have set o = 2 temporarily to avoid combersome notation.
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coherent state of gravitons. Moreover, it can be shown that the physical state condi-
tions that must be imposed on the polarization tensor ¢,, (k), namely tracelessness,
transversality k*e,,, = 0, and masslessness k? = 0, imply Einstein’s equations for the
background metric G,,,! A similar connection between states and background fields
can be established for the rest of the massless states in the Type IIB string spectrum.

Now that we have seen some evidence for the relation between the massless su-
perstring spectrum and the background fields in the non-linear sigma model, let us
try to understand how the string dynamics determines the dynamics of the back-
ground fields. However, there are more background fields coming from the super-
string spectrum than just the metric and B-field that appear in the sigma-model
action (2.16). Indeed, one can relatively easily generalize the sigma model action to
incorporate the dilaton, ®, but this involves a term proportional to the world-sheet
curvature, R, which vanishes for the flat metric we use in (2.16). To write this term
properly we would need to develop an A/ = 1 world-sheet local superspace as op-
posed to the rigid superspace we developed in Appendix 2.A.1, which would take
us too far astray. We will therefore content ourselves with the statement that the
dilaton coupling is roughly of the form

Sdilaton ~ / d*2d?0R®(X), (2.83)
b

while its bosonic part is (exactly)

1
Sdilaton = E/ECFU\/’VRW(I)(X) (2.84)

Nevertheless, to include the background fields coming from the R-NS, NS-R and R-R
sectors in the sigma model action turns out to be even harder due to subtleties relat-
ing to the vertex operator that creates the Ramond vacuum. A relatively easier way
to approach this problem is to use the Green-Schwarz formulation of the superstring
which we will not describe in this thesis. In fact, even if we could write down the
full non-linear sigma model action involving all background fields, it would not help
our discussion significantly since to determine the dynamics of the background fields
one must do a two-loop calculation using this action! This calculation, first done in
[11], is far too technical to be included even in most textbooks, but a significant part
of the analogous calculation for the bosonic string can be found in D’Hoker’s lectures
[8].

Let us then just describe the basic idea of such a calculation and state the result.
We start with the observation that o’ has units of (length)?. For backgrounds that
have a typical radius of curvature . >> v/o/, the parameter v/a//r, is then small
and can be used in a perturbation expansion. This is analogous to the % (or loop)
expansion in standard quantum field theory. Since r. essentially sets the ‘unit of
length’ in spacetime, a spacetime derivative is of order 1/r. and so the perturbation
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expansion is actually a derivative expansion, i.e. an expansion in \/Ja,t, which is
dimensionless. The non-linear sigma model can then be quantized perturbatively.
Such a quantization involves as usual a regularization scheme, which will break
the Weyl invariance of the classical action (since we insist on a Diff(3)-invariant
scheme). As we know this leads to a non-zero trace for the world-sheet stress ten-
sor. On general grounds, the trace of the stress tensor will be proportional to the
vacuum expectation values of the relevant and marginal operators.® Since there is
no tachyon, we are left only with the marginal operators which correspond precisely
to the massless spectrum. That is

(TS) = %,;840;), (2.85)

where O; are the graviton, B-field, dilaton and other massless vertex operators. The
‘beta functions’ 3 can now be computed perturbatively in the o’-expansion. For the
NS-NS fields the resultis [11]

!
EV =d'Ry, +2d'V,V,® — %HHPUHVPU +0(a”),

/
B a 2
= 73VPHPIW +a'VPOH,,, ++0(a),

/

!/ /
8% — _%ch + o' VIOVH D + %Huwﬂ“”” - %R +0(a?). (2.86)

The condition that the sigma model is Weyl-invariant at the quantum level is then

G = 51’ = ﬁ‘b = 0 (2.87)

nv

The equation 3% = 0 follows from the other two, which can be viewed as the dy-
namical equations for the background fields! They can be derived from the action

1 1
SNS = N / dYr/~Ge 2 (R + 40,901 — = H H'" + O(O/)> , (2.88)
10

where x%, = 87G1 and Gy it Newton’s constant in ten dimensions. Inclusion of
the other massless fields leads to the full Type IIB supergravity which we will now
summarize.

IIB SUPERGRAVITY AND ITS SYMMETRIES

There is a unique supergravity in ten dimensions with the spectrum given in table
2.1, namely Type IIB supergravity with N' = 2 supersymmetry, which is described in

6There is also a pure anomaly term which arises even when the vevs of these operators vanish, as is the
case for a flat target-space background. As we saw above, this is a constant multiple of the world-sheet
Ricci scalar which can be absorbed as a constant shift in the coefficient of the dilaton vev. However, if we
include the contribution of the ghosts such a term does not arise in the critical dimension.
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chapter 12 of Polchinski [9]. For completeness and since IIB supergravity will play
an important role in the rest of this thesis, we repeat its main features here.

We will only consider the bosonic fields, setting the gravitinos and the dilatinos
to zero. The dynamics of the NS-NS fields is given by the action (2.88) above, so it
remains to describe the dynamics of the R-R forms C(©), C(?), ¥+, Quite naturally
this is described by a Maxwell-type kinetic term and a Chern-Simons coupling:

1 N 1
Stip = P /dwxm (F(zl) + F(23) + QF(Jg)2>
Ko
1
/ COY NHAFy,  (2.89)
4/110
where
Fg) - d0(2) - C(O) /\H7
1 1
F(-g)z —dCc@W+ _ 5C(Q) AH + §B A F3), (2.90)

and F(,)* = ﬁmeup

self-duality condition

Fra--te - However, this action must be supplemented by the
*F(Jg) = F(Jg), (2.91)
which cannot be deduced from a covariant action. The self-duality condition must
be imposed on the solutions though and not at the level of the action since this would
result in incorrect equations of motion.
The above action of Type IIB supergravity has an important SL(2,R) symmetry.
Using the field redefinitions

Gpuw =€ %G, 1=00 +ie®

1 7> —Rer ; H
R _ Ft. = 2.92
My ImT7 ( —Rert 1 )’ ®) ( F (3 )’ (2.92)

the action becomes

0, TO!T
Sip = d%z\/~Gp (RE )2 Mwa) Fly 4F ) )
1 . :
~ gz i / CWT A Flgy A Fly). (2.93)
SL(2,R) now acts as
at +b i i i d c

ity RO S IOF Aj:(b a)’
F(Jr) — F( 5) GE/“, = GE,“,, (294)

where a, b, ¢, d € R with ad—bc = 1, and leaves the action (2.93) invariant. Although
SL(2,R) is a symmetry of the low energy effective theory, only the discrete subgroup
SL(2,7) is a symmetry of the full Type IIB string theory, known as S-duality.
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2.1.6 P-BRANES VERSUS D-BRANES

The supergravity description of the low energy string dynamics is a powerful tool
which can be used in order to extract new information about the structure of the
theory. An obvious question is what are the classical solutions of the supergravity
field equations and what is their significance in the full string theory? However,
given the complexity of the supergravity equations and the variety of solutions one
expects for such a system of non-linear partial differential equations, it might be
useful to sit back for a moment and look at the symmetries of the supergravity action.

We already pointed out in the last section that Type IIB supergravity possesses
an SL(2,R) symmetry under which the dilaton mixes with the axion and the NS-NS
B-field mixes with the R-R two-form C'(?). Let us specifically consider the special
SL(2,R) transformation

1 H F
L1 (3)
! o < Fs) ) ( —H )’ (2.95)

which interchanges the NS-NS B-field with the R-R two-form C(?). This result
should come as a complete surprise on the basis of our perturbative treatment of
the superstring! Somehow the low energy effective description of the theory does
not distinguish between B and C'®, although we know that these two fields have
completely different origin in perturbative string theory. In particular, we know that
the B-field couples minimally to the string world-sheet ¥, i.e. its world-sheet action
is (cf. (2.14))

SBN/B, (2.96)
b

where B is the pull-back of the form B, dX* AdX" onto ¥, whereas the R-R vertex
operators only involve the field strength F3) = dC®). Borrowing the terminology
from classical electromagnetism, we say that the string world-sheet is electrically
charged under the B-field, while it is neutral under the R-R two-form since only
the field strength Fi3) = dC® couples to it. In fact we have found no object in
perturbative string theory that is ‘electrically charged’ under any of the R-R forms.
The fact that the low energy effective action does not differentiate between B and
C®, however, strongly suggests that there must exist objects which are electrically
charged under C® and indeed under all R-R potentials!

So how do we go about finding these objects? The supergravity action comes to
the rescue again. We will look for solutions of the supergravity equations of motion
which are electrically charged under a single of the R-R potentials C**1). Such
solutions should describe p + 1-dimensional extended objects and will be singular in
the sense that they will be solutions of the equations of motion with a delta function
source at the location of the extended object.
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Indeed, making an ansatz that possesses an SO(9 — p) x Poincaré(1, p) isome-
try and preserves half of the original 32 supersymmetries (recall that in Type IIB
string theory there are two Majorana-Weyl supercharges of the same chirality com-
ing from the holomorphic and antiholomorphic Ramond vacua, each with 2* real
components), it is possible to find such solutions. The role of supersymmetry here is
crucial. On the practical side, restricting to purely bosonic backgrounds, supersym-
metry requires that we put the gravitino and dilatino variations to zero. This leads
to first order equations in contrast to the second order supergravity equations of mo-
tion. Moreover, in most cases a solution to the first order supersymmetry equations
is also a solution of the supergravity equations. Although this is not automatic, it
is a very powerful tool for simplifying the second order supergravity equations. On
the physical side, the fact that these solutions preserve half of the supersymmetries
means that they are so-called BPS solutions (after Bogomol'nyi, Prasad and Som-
merfeld). We will discuss the significance of this property below, but let us first see
how these solutions look like.

Since we are looking for purely bosonic solutions which are charged under a
single R-R potential C**1), we consider the action

Sstring = 7 / Ve [ 2 (R + 40,904 ®) — F(p +2J : 2.97)
or in the Einstein frame defined by the Weyl transformation in (2.92)
1 I
T/ —Gg (RE — 58“@61‘(1) _ 56 5(p 3)¢F(2,1)+2)> . (298)

The elementary (electric) p-brane solution to the equations of motion that follow
from this action takes the form

1
2K3,

Sk =

d,g% — Hp*(7*10)/8d52 +Hz()p+1)/8dg2
+1) _
C(gzl) .p Hp T 1,

e =H, P/ (2.99)
where z, i = 0,...,p, and y™, m = p + 1,...,9, parameterize respectively the
directions along and perpendicular to the brane, and

kp
Hp =14+ 7“77_1”’ p < 7, (2100)

where r = /42, is a harmonic function in the transverse directions, i.e.
O.H, =0. (2.101)

k, is a constant related to the ‘electric’ charge and ADM mass of the p-brane and we
will come back to it shortly.
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In writing the p-brane solution we have assumed that the asymptotic value of
the dilaton vanishes. However, this need not be the case and indeed the asymptotic
value of the dilaton plays a very important role in string theory. From the way
the dilaton couples to the world-sheet (see (2.84)) we see that a constant dilaton
multiplies the Euler characteristic of the world-sheet”

X = i/ d*o\/yR, =2 — 2h, (2.102)
47 b))

where h is the genus of the compact Riemann surface . So it leads to a factor e~ X®o
in the string partition function which involves a sum over world-sheet topologies.
This sum then becomes an expansion in

gs = e, (2.103)

which therefore has an interpretation as the string coupling constant. If we now
include the string coupling in Newton’s constant in front of the supergravity action
(so that k19 ~ gs), then the p-brane solution we presented above remains valid. k,
can then be shown to depend linearly on g, while the ADM mass (or tension) and
R-R charge of the p-brane, which are equal, turn out to be inversely proportional to
the string coupling

T, ~1/gs. (2.104)

This is indicative of non-perturbative or soliton-like behavior and implies that a
p-brane becomes very massive at weak string coupling. Indeed, we already know
from the form of the Polyakov action that the tension of the fundamental string is
independent of the string coupling. This can also be confirmed by looking for a
supergravity solution which is charged under the NS-NS B-field instead of the R-R
two-form. Such a solution can in fact be obtained from the p = 1 brane solution in
(2.99) by replacing C®) — B and ® — —& and one can easily verify that its ADM
mass is independent of the string coupling. p-branes therefore become arbitrarily
massive compared to the fundamental strings at weak coupling and one expects that
they completely decouple from the perturbative sector. This is in agreement with the
fact that we did not find any object carrying RR charge in string perturbation.

As we mentioned above, p-branes are also BPS objects, i.e. they preserve half
supersymmetries. BPS objects correspond to very special massive representations of
the supersymmetry algebra, called ‘short’ or BPS multiplets, that have only half of
the expected number of states. The reason is that such multiplets satisfy the so-called
‘BPS bound’, which means that the mass is equal to some central charge (e.g. the
R-R charge for the p-brane) in the supersymmetry algebra. This in turn implies that
half of the supercharges can be consistently set to zero as operators, which leaves
us with only half creation operators and hence half of the states. Since relaxing

7For unoriented world-sheets or world-sheets with boundaries this formula should be modified.
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the BPS mass/charge equality would lead automatically to an abrupt doubling of
the states in the supermultiplet, it follows that the BPS condition is robust under
adiabatic changes of any continuous parameters in the theory. In particular, the
mass/charge equality does not receive any quantum corrections - an example of a
‘non-renormalization theorem’.

Another consequence of the BPS property of p-branes, is that they can be super-
imposed. Indeed, replacing the harmonic function (2.100) in the p-brane solution
(2.99) by the multi-center harmonic function

kz’
H(7) :1+Z%, (2.105)

=

leads to an equally good solution of the supergravity equations. Such a solution
represents a number of parallel p-branes, each located at position 7; in the transverse
space. One can even put a number N; of p-branes on top of each other at each
location 7; simply by multiplying &, by N;.

D-BRANES

A major breakthrough in our understanding of these extended objects came with
the discovery of Polchinski [12] that, although p-branes decouple from the pertur-
bative sector of closed strings, they do appear in perturbation theory as boundary
conditions for open strings. We have not discussed open strings so far and we will not
go into the details of their rich physics since we will not need it directly in this the-
sis. Nevertheless, it is easy to generalize our discussion of closed strings to include
open strings. The main difference is that open strings have ‘open’ ends and therefore
they span a world-sheet ¥ that has a boundary 90X. The classical string equations of
motion must then be supplemented by appropriate boundary conditions. There are
two types of possible boundary conditions, namely Neumann boundary conditions
allowing the open string end to move freely, or Dirichlet boundary conditions, which
correspond to fixing the end of the string.

Imagine now that we impose Neumann boundary conditions on the coordinates
X* i =0,...,p (which include time), and Dirichlet boundary conditions on the rest
of the coordinates X™, m = p+1,...,9. This defines a p+ 1-dimensional hyperplane
which preserves an SO(9 — p) x Poincaré(1,p) subgroup of the full Poincaré(1,9)
isometry group of ten-dimensional Minkowski spacetime. Moreover, it can be shown
to preserve half supersymmetries, exactly as the p-brane solution did. In fact these
hyperplanes are dynamical objects: open string excitations correspond to deforma-
tions of the hyperplane in exactly the same way that closed string excitations cor-
respond to deformations of the background geometry. The dynamics of the low
energy excitations and the way these couple to the closed string fields is encoded in
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the effective action (see Chapter 13 of Polchinski [9] and the lectures [13])

Spp = —,up/dp"'lf’ﬁ {e_@ [— det (Gap + Bap + 27T0/Fab)]1/2

exp (B + 2ma'F) A Z c® | . (2.106)

+OX XD} +iy [T
g

p+1

Here F; is the field-strength of the gauge field that comes from the open string
sector. When N such ‘planes’, or D-branes, are placed on top of each other this
gauge field becomes non-abelian (i.e. matrix-valued) and transforms according to
the adjoint representation of U(N) (or a subgroup thereof). The trace in the D-
brane action refers to the trace of these N x N matrices. Besides the gauge field,
the embedding fields X* become non-abelian as well and the action will receive
corrections involving their commutator, as indicated. The rest of the fields are the
closed string fields pulled-back onto the world-volume of the D-brane. Finally, the
exponential in the last term should be understood as a power series using the wedge
product of forms. The integral over the world-volume of the D-brane then picks the
appropriate power, n, such that 2n + k = p + 1. This low energy effective action of
the D-brane dynamics, which is a generalization of the so-called ‘Dirac-Born-Infeld
action’, is the analog of the Nambu-Goto action (2.3) for the fundamental string.
Using the low energy string dynamics it is now possible to evaluate the D-brane
tension, which, quite remarkably, turns out to be inversely proportional to the string
coupling, exactly as the p-brane tension in (2.104). Isometries, supersymmetry and
tension then all suggest that p-branes and D-branes look very similar. In fact they are
just different manifestations of one and the same extended object, the ‘Dp-brane’!
D-branes are therefore a fundamental constituent of the theory. They are the
elementary carriers of the R-R charge. (See, however, footnote 4.) Although we
started with a theory of closed strings, we see that the theory must contain open
strings as well, which are confined on the world-volume of D-branes. Type IIB string
theory contains D(—1), D1, and D3-branes, as well as D5 and D7-branes, which are
the duals® of the D1 and D(—1)-branes respectively. In the next section we will focus
on the special properties of the D3-brane and its low energy world-volume theory.

2.2 N =4 SUPER YANG-MILLS

The D3-brane of Type IIB string theory is a very special object which is at the core
of the AdS/CFT correspondence to be discussed in the next section. To set the scene,

8These couple minimally to the R-R potentials C(6) and C(®), whose field strengths are the Hodge
duals of the field strengths of C(2) and C(?) respectively. These are singular (i.e. electric) solutions of the
supergravity equations with a delta function source. There also exist ‘magnetic dual’ solutions, such as
the NS5 brane which is the magnetic dual of the fundamental string, but these solutions are non-singular.
We will not discuss these solitonic solutions here.
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we will now take a closer look at the D3-brane, both as a supergravity solution and
its world-volume theory.

Starting with the supergravity description, we see that the D3-brane solution has
a constant dilaton and, although we did not include it in our general discussion of
p-branes above, it admits a constant axion as well. As we have seen, the constant
dilaton defines the dimensionless string coupling, g, = ¢®. Similarly, the constant
axion defines a second dimensionless coupling constant, § = 2rC(?), whose physical
significance will emerge below. Using the convention that the string coupling is
absorbed in Newton’s constant, the D3-brane metric is the same in the string and
Einstein frames. The full solution is

ds® = Hy "Pdatde, + Hy (dr? + r2dQ32),

Ciths = Hy' =1, with «F} =F},

D, C©  constant (2.107)

where we have written the transverse metric in radial coordinates and z#, p =
0,...,3, are coordinates along the brane. For a general multicenter solution the
harmonic function H3(7) takes the form

Hs(7) = 1+27|F—ﬁ|4’ (2.108)

where L} = 4mg,N;a/?.
On the other hand, the low energy effective action on a stack of N D3-branes in
a flat gravitational background is the N' = 4 SU(N) super Yang-Mills action
1

S=-—— / d*xTr {FWF’“’ +2D, X" DF X" — [X*, XI]? — 4ix*P_DXa
29y

+20% XX, Pox7] — 20934 (X, P+X5]} + % / d*zTr (F,, F*). (2.109)
To understand the structure of this action let us start by pointing out the isomor-
phism SO(6) =~ SU(4). In particular, the 6 of SO(6) is identified with the antisym-
metric tensor representation of SU(4), while the two Weyl spinor representations
of SO(6) are identified respectively with the 4 and 4 of SU(4). The six scalars X,
i =1,...,6, transform under the 6 of SO(6) and the four SO(1, 3) Dirac fermions
X%, a = 1,...,4, transform under the 4 of SU(4). Moreover, Y® = —CyY., where
Cy is the SO(1,3) (antisymmetric) charge conjugation matrix and I'? are the 8 x 8
SO(6) gamma matrices with components

= ( (I?i_)ﬂ“ (ﬁ)ﬂa ) (2.110)
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Finally, P, = (1 +£+°)/2 are the SO(1,3) chirality projection operators, D,, is the
covariant derivative with respect to the SU(N) gauge field 4,,, and the trace is over
the SU(N) indices.

The bosonic part of this action can be deduced by expanding the low energy
effective action (2.106) around a flat close string background, although one would
first need to specify the O([X, X]) terms in (2.106). The last term in (2.109) arises
then from the Chern-Simons term in (2.106) with the constant axion becoming the
instanton angle # = 27C(?) = ¢;. The Yang-Mills coupling can also be related to the
string coupling this way with the result [9] g% ,, = 47gs. However, a more practical
way to deduce the action (2.109) is to use the symmetries that the low energy world-
volume field theory must possess to conclude that it can be no other than the unique
super Yang-Mills SU(N) gauge theory with A/ = 4 supersymmetry. The full action
can then be obtained by so-called dimensional reduction of the N’ = 1 super Yang-
Mills theory in ten dimensions on a six-torus. This is the way the action (2.109) was
derived, but we need not go into the details of this derivation here.

The fact that N/ = 4 super Yang-Mills in four dimensions can be obtained by
dimensional reduction of A = 1 super Yang-Mills in ten dimensions, however, helps
identify its symmetries. First of all we have seen that the action (2.109) has an
SO(6) global symmetry under which the scalars transform in the 6 and the fermions
in the 4. Obviously it is also Poincaré(1,3)-invariant. Perhaps more surprising is the
fact that it is scale invariant as well. This enhances the Poincaré symmetry group to
the full conformal group SO(2,4) ~ SU(2,2). But we know that the action (2.109)
possesses N = 4 supersymmetry. Indeed, one can verify directly that the supersym-
metry transformations

(5(14” = ZEQP_’}/MX“ + ié:(]P-‘rf}/M)Zd?
X" = (1) 5o (" P-X" = ()" Py xs, (2.11D)

1 .y i »
0¢(PiXa) = 5 Euw" Pria + (DuXi) (L") gar" P-¢ + §[Xi7Xj](FU)ﬁaP+Cﬁa

~a 1 v & i\ Ba i Mij\ & *3
6c(P-X%) = 5 Fun™ P-C* = (DuXi) (0759 Py Gy + 5 [Xi, X1 (1) 57 PP,

leave the action invariant. The conformal group combined with these supersymme-
tries form the maximal superconformal group PSU(2,2|4) in four dimensions.® A
detailed construction of this superalgebra can be found in Appendix 2.A.2.

The superconformal global symmetry of N' = 4 super Yang-Mills is in fact an
exact symmetry even at the quantum level! It has been shown that there are no
ultraviolet divergences in the correlation functions of the fundamental fields and
therefore the perturbative renormalization group (-function vanishes. There are no

91 am grateful to Professor Massimo Bianchi for pointing out to me that the superconformal group is
PSU(2,2|4) and not SU(2, 2|4).
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instanton corrections to this result and it is believed that the S-function vanishes
identically, which ensures scale invariance, and hence superconformal invariance, in
the full quantum theory.

There is also another discrete global symmetry of this theory which is in fact
analogous to S-duality in Type IIB string theory. Recall that S-duality acts on the
dilaton and the axion as the Mdbius transformation

ar +b

_— 2.112
cr+d’ ( )

T =

where 7 = C(® 4+ je~® and ad — bc = 1, a,b,c,d € Z. From the low energy world-
volume theory of the D3-brane we have identified the dilaton (or string coupling)
with the Yang-Mills coupling and the axion with the instanton angle, namely

0 4

= . (2.113)
2r g3,

Although there is no proof, this SL(2,Z) ‘duality’ acting on the couplings of N' = 4
super Yang-Mills is believed to be an exact symmetry of the full quantum theory,
known as Montonen-Olive duality. The AdS/CFT correspondence maps this duality
to the S-duality of Type IIB string theory.

2.2.1 SUPERCONFORMAL MULTIPLETS

Any local, gauge-invariant operator in d = 4, N' = 4 super Yang-Mills of def-
inite scaling dimension is a polynomial in the gauge-invariant fundamental fields
X, x* and F,,, whose scaling dimensions are respectively 1, 3/2 and 2, as well as
their covariant derivatives. In particular, all gauge-invariant operators have positive
dimension. As in two-dimensional superconformal field theory, all such operators
can be grouped into superconformal multiplets which are derived from a set of su-
perconformal primary operators. In two dimensions these would be the operators
we introduced in (2.198). In the present context, superconformal primary operators
are defined as the local gauge-invariant operators O which (anti)commute with the
superconformal generators 57 ;

[S14, 0} =0. (2.114)

Since S{r 5 has dimension —1/2, successive application of these supercharges on a
state created by an operator of definite dimension must eventually annihilate the
state, or else states of negative dimension would be created, which violates unitarity.
This shows that there must exist operators that satisfy (2.114). All local gauge-
invariant operators which are not conformal primaries can be derived from one of
the conformal primaries by successive (anti)commutation with era, i.e.

0 =[0,1Q,....[Q,0}.. 1. (2.115)
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Such operators are said to be superconformal descendants of the superconformal pri-
mary operator ). Note that there are also conformal primary operators which also
have a definite conformal dimension and are defined as gauge-invariant operators
that commute with the special conformal generators K ,. Since {5, S} ~ K, a super-
conformal primary operator is also a conformal primary operator but the converse
is not true.

It turns out that in A/ = 4 super Yang-Mills all superconformal primary operators
(also known as chiral primary operators) can be built out of symmetrized traces of
the scalar operators X*. We will not go into the details of the construction and
classification of these operators here since we will not need them in this thesis.
More details can be found, for example, in the review [14]. There is a special class
of operators, however, that we will focus on in our subsequent discussion of the
AdS/CFT correspondence. These are the single-trace 1/2-BPS operators'?

Op ~ sTr Xt X} (2.116)

where sTr stands for the symmetrized trace and {} stands for the traceless (with re-
spect to the SO(6) indices) part. The BPS property means that their dimension does
not renormalize and is therefore equal to k. Moreover, these operators transform un-
der the (k+1)(k+2)?(k+3)/12-dimensional representation of the R-symmetry group
SU (4) with Dynkin labels (0, k,0). Of those, the most relevant to our discussion is
the scalar operator with k& = 2, which is the lowest weight state of the so-called ‘su-
pergraviton’ multiplet. This multiplet contains only relevant and marginal operators
(i.e. with conformal dimension A < 4), while all multiplets built on the k£ > 2 chiral
primary operators contain irrelevant operators. In particular, the supergraviton mul-
tiplet contains the 15 currents of the SO(6) R-symmetry group (these are conformal
primaries of dimension 3) as well as the stress tensor (dimension 4).

2.2.2 SUPERSYMMETRIC VACUA

In order to find supersymmetric vacua we look for zeros of the potential
Tr ([X*, X7]?), (2.117)

which is positive definite. Any such vacuum is in fact a solution of the stronger
condition
(X', X7] =0. (2.118)

There are two classes of solutions to this equation, corresponding to the two types of
possible supersymmetric vacua. The first is the superconformal phase, where (X?) =
0 for all i = 1,...,6 and the full SU(N) gauge group, as well as superconformal

10There are also multi-trace 1/2-BPS operators, but we will not consider them here.
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invariance remain unbroken. The second is the Coulomb phase, where at least one
of the vevs (X*) is non-zero. In this case the gauge group is spontaneously broken
to a subgroup, corresponding to a number of the N D3-branes moving away from
the rest, and superconformal symmetry is also broken spontaneously by the scale
introduced by the vev (X*).

2.2.3 IMPLICATIONS OF CONFORMAL INVARIANCE

Finally let us consider the implications of (super)conformal invariance for the
field theory correlation functions. An extensive analysis of this problem can be found
in [15, 16]. It is a standard result in quantum field theory that the classical conser-
vation equations for the Noether currents associated with a given global symmetry
give rise to the so-called Ward identities for the correlation functions. In the case
of the (super)conformal group the Ward identities impose very strong restrictions
on the form of the correlation functions of (super)conformal primary operators. In
fact, conformal invariance alone determines completely the form of the one, two,
and three-point functions of conformal primary operators. Namely, if Ox,(z) are
conformal primary operators of dimension A;, conformal invariance determines

<0Ai ($)> = 5Ai,07

(Oa, (2)On, (z)) = m(SAIAz, (2.119)
(Oa, ()0, (2)On,(2)) c(A1, Az, Az)

= |1 — 20| A 285 |3y — 25|A 280 g5 — 3|3 2507

where ¢(A1, Ag) and ¢(Aq, Ay, As) are constants (possibly depending on the cou-
plings of the theory) and A = A; + A + Az. We will see more examples of the
constraints imposed on correlation functions by conformal invariance in Chapter 4.

2.3 THE ADS/CFT CORRESPONDENCE

Now that we have some idea of the basics of both Type IIB string theory and d = 4
N = 4 super Yang-Mills theory, we turn to the celebrated ‘AdS/CFT correspondence’
which relates these two theories in a very non-trivial and constructive way. Let us
start by reviewing the argument of Maldacena [17] motivating this correspondence.
See also [18, 19] and the reviews [20, 14].

Consider N parallel D3-branes placed on top of (or very close to) each other in
flat ten-dimensional Minkowski spacetime. The degrees of freedom of this system
are the closed strings in the bulk as well as the open strings attached to the D3-
branes. In general these are highly interacting, but as we have seen, at low energy
only the massless modes survive and their dynamics can be described by an effective
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action. This action contains two pieces, namely the low energy Type IIB supergravity
action describing the dynamics of the massless closed string modes and the Dirac-
Born-Infeld-type action (2.106) describing the low energy dynamics of open string
modes on the branes and their interactions with the closed string modes. Expanding
this effective action around a flat background (e.g. for the metric we write G, =
Nuv + K10k, Where K19 ~ gsa’?) and taking the low energy limit (which can be
made more explicit by taking o/ — 0, while keeping g, and N fixed), one sees
that the closed string modes completely decouple from the open string modes on
the branes. Moreover, the closed string interactions describe free supergravity away
from the brane, while the dynamics of the open strings on the flat branes reduces
exactly to N' = 4 super Yang-Mills gauge theory.

Let us now look at exactly the same system from a different perspective. We have
seen that a stack on N D3-branes can be described in supergravity by the solution
(2.107) whose metric reads

2 A L\"? 2, 2102
ds® = <1 + 7n4> N dztda” + (1 + 7"4) (dre +r=dQ), (2.120)

where L* = 4ng,No/?. Far away from the D3-branes, i.e. r — oo, this metric
reduces to the flat ten-dimensional Minkowski metric. On the other hand, if we
introduce the new radial coordinate u = L?/r, the D3-brane metric takes the form

4\ —1/2 72 4\ 1/2 du?
ds® = (1 + u4> ?nuydx“dx” + (1 + u4) L? (u2 + dQ§> . (212D
Taking the limit v — oo, this metric becomes

ds? = (du2 + nwdx“dx”) + L2dQ§, (2.122)

2
u2
which we recognize as the metric on AdSs x S5 (see Appendix 2.A.3), where AdSs
and S° have the same radius L.

Consider then perturbative string theory around the D3-brane background. Clearly,
away from the branes we have free Type IIB string theory in flat target space. To
see what happens in the second limit, which is known as the ‘near horizon limit’, we
look at the Polyakov action (2.5) with the background metric (2.121) (we ignore
the other background fields). The overall factor L? of the metric combines with the
factor in front of the string action to an overall factor

L? A
o =V (2.123)
where we have introduced the dimensionless coupling A = ¢,V and the relation
L* = 4wg,Na'? was used. After removing the factor L? from the background metric,

41



2.3. THE ADS/CFT CORRESPONDENCE

it admits a smooth non-trivial limit as L — 0. In fact it reduces to the AdSs x S°
metric (2.122) where both factors now have unit radius. We now take the limit
o' — 0 in such a way that L?/a’, and hence ), remain fixed. This is precisely the
decoupling limit we considered before and it leads to string theory on AdS5 x S°
with the string tension replaced by / /4.

Therefore, from both points of view, the limit o’ — 0, while keeping all dimen-
sionless couplings fixed, leads to two decoupled systems, one of which is Type IIB
string theory (supergravity) in flat Minkowski spacetime. Identifying the second
component in the two different approaches leads to the AdS/CFT conjecture:

Type IIB superstring theory on AdSs x S°, both factors having radius L* = 4wg,Na'?,
where N = [ F(Jg) is the integer flux of the self-dual five-form through S° and g
is the string coupling, is equivalent (dual) to N' = 4 super Yang-Mills theory in four
dimensions in its superconformal phase, with gauge group SU(N), Yang-Mills coupling
g3, = 4mgs and instanton angle, 0 = 2rC), given by the expectation value of the
Type IIB axion.

This duality relates two theories we can say very little about. On one hand
quantizing string theory on a curved background has proven very difficult. Indeed
this is an area of intense current research. On the other hand, very little is known
about non-abelian gauge theories like N' = 4 super Yang-Mills, even though one
would hope that this particular theory is more tractable due to its high symmetry.
Nevertheless, at present we can only get a glimpse of each of these theories in certain
limits. What makes the AdS/CFT conjecture so remarkable, useful and difficult to
prove is that the limits we can access in each of the two sides are (almost) mutually
exclusive! In other words, the limit of Type IIB string theory that we can handle
corresponds to a completely inaccessible limit of the gauge theory and vice versa.
In that sense then, the correspondence, if true, provides a handle to the previously
inaccessible regions of each of these theories.

One limit that is well-defined on both sides of the theory is the ’t Hooft limit. This
consists in keeping the ’t Hooft coupling A\ = ¢%.,, N = 4mgsN constant while taking
N — oo. On the gauge theory side only certain Feynman diagrams, the so-called
‘planar diagrams’, survive in this limit. The 1/N expansion then corresponds to an
expansion where the Feynman diagrams are rearranged according to their topology.
Even though, the 't Hooft limit simplifies the gauge theory dynamics to some extent,
it is still very difficult to solve the theory in this limit. On the string theory side, the
1/N expansion corresponds to the string perturbation expansion since g5 = \/4r N
and ) is kept fixed.

The ’t Hooft limit alone is not sufficient to render either of the two sides of the
correspondence tractable. However, after taking the ’t Hooft limit we are left with a
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free parameter, namely the 't Hooft coupling A\, which we can tune at our will. An
obvious limit is A — 0 which corresponds to weakly coupled gauge theory. String
theory, however, in this limit is strongly coupled. On the other hand, we have seen
that 1/v/) has taken the role of o in the string non-linear sigma model action. The
supergravity approximation, which was equivalent to the o/ — 0 limit in the original
string action, therefore corresponds to the A\ — oo limit. This is a strong coupling
limit on the gauge theory side and hence very little, if anything, can be said about it
directly. If the correspondence holds, then supergravity on AdSs x S can be used to
study the properties of the strongly coupled gauge theory! In the rest of this thesis
we will investigate various aspects of this ‘gauge/gravity’ duality, thus justifying the
title of the thesis.

2.3.1 THE ADS/CFT DICTIONARY

To convince ourselves of the plausibility of the AdS/CFT conjecture, let us check
that the global symmetries of the two theories are the same. We saw earlier that
N = 4 super Yang-Mills theory in four dimensions has an PSU(2,2|4) global sym-
metry, whose maximal bosonic subgroup is SU(2,2) x SU(4) =~ SO(2,4) x SO(6).
String theory on AdSs x S° must therefore have this global symmetry as well. In-
deed, SO(2,4) x SO(6) is precisely the isometry group of AdSs x S° (see Appendix
2.A.3 for a discussion of the isometries of AdS). Moreover, it can be shown that
this background preserves exactly the same number of supersymmetries as ten-
dimensional flat space, that is 32. Hence, the full symmetry group of AdSs x S°
is the full superconformal group PSU(2,2[4) as well.

We also saw above that A/ = 4 super Yang-Mills has another global symmetry,
namely the Montonen-Olive duality. The AdS/CFT conjecture maps the Yang-Mills
coupling and the instanton angle respectively to the vacuum expectation values of
the dilaton and the axion of Type IIB string theory. The Montonen-Olive duality is
therefore directly mapped to the S-duality of Type IIB.

A less trivial task is to match the PSU(2,2|4) multiplets on the two sides of
the correspondence. A large number of operators in the gauge theory have indeed
been identified with various states on the string theory side. (For a discussion of
this matching we refer to the review [14] and references therein.) Since the full
spectrum of Type IIB string theory on AdS5 x S° is not known, however, the only
states we know on the string theory side are those obtained by the Kaluza-Klein
reduction of Type IIB supergravity on S°. This procedure consists in expanding the
ten dimensional (massless) supergravity fields in S® spherical harmonics as

0= orYu(Qs), (2.124)
k

where ¢}, is a field on AdSs which transforms under the (0, k,0) representation
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of the SU(4) R-symmetry group. These fields are generically massive. For scalar
fields, for example, the Kaluza-Klein reduction determines the mass of ¢, to be
m3i = L~?k(k — 4), where L is the common radius of AdS; and S°. The AdS/CFT
correspondence relates the 1/2-BPS operators (2.116) with (a linear combination of)
the fields ;, on AdSs. In particular, the operators in the supergraviton multiplet,
which is built on the k£ = 2 chiral primary operator, are in one-to-one correspondence
with the field content of D = 5, V' = 8 gauged supergravity. This includes 15 gauge
fields and the five-dimensional metric, which are respectively the duals of the 15 R-
symmetry currents and of the stress tensor in the supergraviton multiplet. Although
there is no proof so far, N' = 8 gauged supergravity in five dimensions is believed
to be a consistent truncation of Type IIB supergravity in ten dimensions. This means
that any solution of N' = 8 gauged supergravity in five dimensions can be lifted to a
solution of the full Type IIB supergravity in ten dimensions. Since the supergraviton
multiplet contains only relevant or marginal operators, the D = 5, N' = 8 gauged
supergravity fields are all dual to such operators. In the rest of this thesis we work
within the framework of D = 5, N' = 8 gauged supergravity and its dual relevant
and marginal operators.

2.3.2 CORRELATION FUNCTIONS

We have seen that the AdS/CFT conjecture relates the large N, large 't Hooft
coupling limit of ' = 4 super Yang-Mills to Type IIB supergravity on AdSs x S°.
Moreover, as we discussed in the previous section, the Kaluza-Klein reduction of
Type IIB supergravity on S° gives rise to a set of five-dimensional fields which are in
one-to-one correspondence with certain operators in A/ = 4 super Yang-Mills gauge
theory. We now wish to understand in more detail how this correspondence arises
and how it can be used in order to extract information about the strongly coupled
gauge theory.

To this end we restrict ourselves to the field content of D = 5, N' = 8 gauged
supergravity and the dual relevant or marginal operators. To be concrete, consider
a scalar gauge-invariant operator O of dimension A. The dynamics of such an
operator is encoded in the generating functional

Zepr[p] = eWerrldl = <e*f d4r@(x>@A<$>> . (2.125)

By taking successive functional derivatives of the generating functional Wepr[@]
with respect to the source ¢(z) one can compute (connected) correlation functions
with arbitrary number of Oa (x) insertions

<0A($1)0A($2) cee OA(mn»c = (_1)n

0p(x1) 0@(x2) 66 (wn
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For every such operator there exists a dual bulk scalar field  in AdS5 (this would
be the field ¢, with ¥ = A in the notation of the previous section, but here we drop
the subscript.) However, since a similar operator/bulk field correspondence exists in
the context of other AdS/CFT-type dualities as well, we will not restrict ourselves
to AdSs here. Instead we will consider (d + 1)-dimensional AdS space which has
a d-dimensional conformal boundary (see Appendix 2.A.3), where the field theory
and the operator Op live. It will also be convenient to work with the Euclidean
version of AdS,41, i.e. the hyperbolic space H, .

Ignoring for the moment any possible interactions with other fields, including
the bulk metric, the dynamics of the scalar field ¢ is described by an action of the
form

1
S — §/dd+1x\/§ (g””8,4<p(91,<,0+m2<,02+"') ; (2.127)

where the dots stand for non-linear terms which we are going to ignore initially. ¢
then satisfies the linearized equation of motion

(=04 +m?) ¢ = 0. (2.128)
In the upper half plane coordinates (2.220) this equation reads
(—2502, 4+ (d — 1)200, — 260+ m?) ¢ =0, (2.129)

where O is the Laplacian on the boundary, which is located at zy = 0. We will solve
this equation later, but for now we are just interested in the asymptotic behavior of
its solutions as zy — 0. It is not difficult to see that there are two possible asymptotic
behaviors, namely

o d
o(20,2) ~ 25 %, ax =3 +1/(d/2)* + m2. (2.130)
Assuming «_ < «, the linearly independent solutions behaving asymptotically as
25" and 2z, are known respectively as the normalizable and the non-normalizable
modes. The general solution then will be a linear combination of these two modes
and hence, the leading asymptotic behavior of the solution will generically be

©(20,2) ~ 2~ @(0)(2), (2.131)

where ¢ (Z) is some arbitrary function on the boundary.

A statement of the AdS/CFT correspondence, in the supergravity approximation,
is that the generating functional of connected correlators of the gauge-invariant
operator O is given by the on-shell action S, —shen [0(0], With the arbitrary function
©(0)(#) that multiplies the leading asymptotic behavior of the bulk field ¢ being
identified with the source of the dual operator:

Werr[ ()] = —Son—shell [P(0)]- (2.132)
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On dimensional grounds then a— = d — A, which implies m? = A(A — d) and
a4 = A. Infact, a similar statement can be made for the strong form of the AdS/CFT
conjecture relating the full Type IIB string theory on AdSs x S° with SU(N) N = 4
super Yang-Mills at finite NV and any value of the 't Hooft coupling A = ¢%.,,N. The
statement is that the string partition function Z. is identified with the partition
function Zg g1 of N = 4 super Yang-Mills living on the conformal boundary of AdSs:

ZcFT = Zstring~ (2133)

In the saddle-point approximation, the string partition function is replaced by the
exponential of the on-shell supergravity action, Zsing ~ e~ °SUSRA_ In general there
will be many saddle points, corresponding to various backgrounds with the same
conformal boundary, and so the CFT partition function will involve a sum over these
saddle points.

This is a very useful formulation of the AdS/CFT correspondence since it allows
one to compute correlation functions of the strongly coupled gauge theory using
classical supergravity calculations! As it stands, however, the identification (2.132)
is not well-defined. The reason is that the on-shell action diverges because H,,
(and AdS,4y1) is non-compact and hence it has an infinite volume. This divergence
can also be understood from the field theory point of view as well. Being a confor-
mal field theory, the correlation functions of the fundamental fields of N' = 4 super
Yang-Mills are ultraviolet finite. Indeed, this is necessary for the renormalization
group (-function to vanish. The correlation functions of composite operators such as
On, however, will generically contain ultraviolet divergences. The AdS/CFT corre-
spondence relates these divergences to the divergences of the on-shell supergravity
action. Since these are long distance, or infrared, divergences from the supergravity
point of view, the relation between the divergences of the two theories is a UV/IR
relation.

To make sense of the identification (2.132) then we must find a consistent way of
removing these divergences, i.e. we should determine the correct renormalized ver-
sion of (2.132). On the field theory side this can be achieved by the usual renormal-
ization procedure. On the supergravity side, renormalization corresponds to adding
suitable boundary covariant counterterms to the on-shell supergravity action. In the
next chapter we will describe in detail how these covariant counterterms can be de-
termined systematically in a very general setting, a procedure known as holographic
renormalization. Before we delve into the technicalities of the general case, however,
it is instructive to illustrate the general idea in the simple example we considered
above. In fact, many of the important ideas will be present already in this simple
example.
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CFT CALCULATION

The quantity that we want to evaluate is the renormalized two-point function
(OA(2)OA(Y))ren- Let us start with the field theory calculation since it is rather
standard. We have seen that conformal invariance completely determines the form
of the two-point function at separated points, namely

(Oa(@)0ay)) = <2

= b 2.1
|z —y[?2 (2134

where ¢(g, A) is a constant that depends on the coupling constant of the theory g
and the conformal dimension A of the operator. One may set it to one by a choice of
normalization of O but we shall not do so. Depending on the conformal dimension,
A, this correlator may suffer from short distance singularities. Consider the case
A = d/2 + k + ¢, where ¢ is an infinitesimal parameter and % is a non-negative
integer. Iterating the identity

1 1 1

oS T A N@EA @ ogpse  PTUAe (248
where O = §9,0;, k + 1 times, we find
1 1 T(14r(d/2+e) 1 b1
|z — y[22 2¢ 22Tk +1+€e)T(d/2+ k +€)d—2+ 2¢ |x — y|d—2+2e
—1_ wandlWd2) s,y (2.136)

2¢ 22kT(k + 1)0(d/2 + k)

where wy_; = 27%?/T'(d/2) is the volume of the unit (d — 1)-sphere and we have
used the identity O(z?)~%/?*! = —(d — 2)wg_16(Y (x). We thus find that there is
a pole at A = d/2 + k, or ¢ = 0. To produce a well-defined distribution we use
differential regularization [21] to subtract the pole and define [22, 23]

1 T(1+eT(d/2+¢)
{2e 26T (k+1+ e)[(d/2 + k +€)

1 1 1
DkJrl _,,2¢
d—2+2¢ |x]d=2 \ |z|2 a
c

- 2(;—k2) O+ mi_g {log (4%2?) + a(k)}, (2.137)

<OA(x)OA(O)>rcn = C(g, A) EE,%

where
I'(d/2)

22k0(k+ 1)T(d/2 + k)
The constant a(k) reflects the scheme dependence in the subtraction of the pole.
Here we have defined the subtraction in such a way so that a« = 0, but other subtrac-
tion schemes, such as minimal subtraction, lead to a non-zero a [23]. The renor-
malized correlator agrees with the bare one away from coincident points but is also

cr =c(g,A) (2.138)
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well-defined at 22 = 0. To allow a direct comparison of the renormalized two-point
function with the result we will obtain below from the bulk calculation, it is useful
to write down its Fourier transform. Using the identity [21]

nt? 1
/ddxe |d 210g( 2 2) — W (p //’(‘) (2.139)

where 1 = 2/ and v = 1.781072.. .. is the Euler constant, we obtain

(_1)k+1 47Td/2

(Oa@)Oa(=P)ren = ey 35y Figrm 1)

p*F log(p®/i?). (2.140)

BULK CALCULATION

Next, we calculate the same two-point function using the AdS/CFT prescription
that we described above. By the change of coordinates zy = e~", z* = z¢, the upper
half plane metric (2.220) takes the form (we set the radius I = 1 here)

ds® = dr® + v da'ds?, ;= €6y (2.141)

Fourier-transforming in the transverse coordinates, the equation of motion (2.128)
becomes

(82 + do, — p*e™*" —m?) ¢ =0. (2.142)

As we saw above, there are two linearly independent solutions to this equation, say
p+, which behave asymptotically as ¢+ ~ e~ *+", with a_ = d — A and a, = A.
Shifting the radial coordinate as 7 = r — log |p|, the general solution then takes the
form

¢ =a_(p)p- () + ar(p)p+(7), (2.143)

where a4 (p) are arbitrary functions. To completely specify the solution we need
to provide two boundary conditions, one at the boundary # — oo and one at the
interior 7 — —o0. As ¥ — o0, ¢ ~ a_(p)p—_(7), and hence specifying a_(p) corre-
sponds to specifying the source ¢ () of the dual operator and imposes a Dirichlet
boundary condition on ¢. Since we want to keep the source arbitrary, we will keep
a_(p) arbitrary. As is well-known from the Laplace problem, there is no freedom of
specifying another function in the interior. However, the solution is required to be
smooth in the interior. At fixed p, there is a unique linear combination of ¢_ and
4 that is non-singular as 7 — —oo. But in order for the solution to be smooth for
arbitrary p, a4 (p) must be proportional to a_(p). This means that a necessary, but
not sufficient, condition for the solution to be smooth in the interior is that it takes
the form

¢ =a_(p){p-(7) + &+ (7)}, (2.144)
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where £ is an arbitrary constant independent of p. It follows that for smooth solutions
¢ = (M, (2.145)

where f(7) is an arbitrary function. Note in particular that even though (2.145)
holds up to a normalizable mode for any solution, that is even for singular solutions,
imposing (2.145) exactly is equivalent to restricting to a subspace of the solution
space that contains all non-singular solutions. Unless £ is fixed though, this space
will still contain singular solutions as well.

This observation is at the very center of the Hamiltonian version of holographic
renormalization that we will discuss in the next chapter. In the Hamiltonian lan-
guage, with the radial coordinate r as the ‘time’ coordinate, the above expression is
equivalent to the following statement:

In the space of smooth solutions, the radial momentum ¢ of the field  is proportional
to the field o itself.

This statement survives even when the full non-linear equations are considered, but
in that case the radial momentum becomes an arbitrary functional of the dynam-
ical field, instead of just being proportional to it. As long as we are interested in
smooth solutions then, solving the equations of motion is equivalent to solving for
the momenta as functionals of the dynamical fields.

Inserting (2.145) into the equation of motion (2.142) we obtain a first order
equation for f(7). This reflects the fact that we have eliminated the function a (p)
by restricting to non-singular solutions. The resulting equation reads

fHfPrdf —e™ —m?=0. (2.146)
Changing variables to xy = ™", y(x) = exp [¥dlog x’ (d/2 — f(—log X)), this equa-
tion becomes a standard Bessel equation, namely

Py | dy
xRy = 2.1
i’ +xdx (X*+k7)y =0, (2.147)

where k = A — d/2 as above, and we have used m? = A(A — d). Fixing the single
integration constant by requiring that the solution is not singular in the interior and
a sign ambiguity by imposing the asymptotic behavior f ~ —(d — A), we obtain the
unique solution

d B dlog Ki(x)

~1 _ ¢
f(—=logx) 5 dTog x
2 4
X X
~ —(d—=A —
=M+ GAsd— @A—d—22b—d—1)
i 2k 2 2k
+22k—11—‘(k,)2>< log x* + a(k)x™" + (2.148)
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where a(k) is a constant whose explicit value we will not need.
Evaluating the action (2.127) on-shell, we get

1
Sreg = 5/ ddm\f’ytpcp, (2.149)
since only the boundary term from the integration by parts contributes. Here we
have introduced a radial cut-off r, to regulate the action. This can be evaluated di-
rectly by Fourier-transforming (2.145) using the above solution for f. The resulting
regulated action is

— 7DW (*D7)2
Sreg = 3 J,,, dx /70 (_(d —A)+ Ga—in — @a—aorka—aen T

_1)k

oo (-0 log(<0,) +a(k) (-0,)F + -+ ), (2150)

where the dots stand for terms that do not survive as the regulator is removed.
Since the volume element contains a factor of e?"> and the scalar field behaves as
¢ ~ e~ (d=2)ro asymptotically, this regulated action contains a number of boundary
covariant local power-law singular terms which can therefore be removed by local
boundary covariant counterterms. The fact that the divergences are organized in
boundary covariant terms is very important here. It guarantees that the regular-
ization and renormalization scheme preserves the Ward identities of the boundary
field theory. We will return to this point below. However, the action contains a
logarithmic term as well, which can be written as

(~0,)F log(~00,) = (-0, log(e %) + (~0,)* log(~ /%), (2.151)

where O = §%9;0; and we have introduced a scale ;i on dimensional grounds. The
first of these two terms gives a local logarithmically divergent term, while the second
is a non-local but non-divergent term. The logarithmic divergent term can again be
removed by a local boundary counterterm. This counterterm however breaks partly
covariance on the regulating surface since it depends on the cut-off explicitly and not
merely through the cut-off dependence of covariant quantities, such as the induced
metric v;; and the field ¢, on the regulating surface. We will see below that this
will lead to a violation of the Ward identity associated with scale invariance of the
boundary field theory, which is known as the conformal anomaly. Finally, the term
proportional to the constant a(k) in the action is covariant, local and finite and so
we have the freedom to remove it or not by adding the corresponding finite local
boundary counterterm. This freedom is precisely the scheme dependence we met in
the CFT calculation above.
The renormalized action now is defined as

Sren = hm (Sreg + Sct) 3 (2152)

To—00
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where the counterterm action is defined as the negative of the divergent local part
of the regulated action. In this case then, ignoring the scheme dependent contact
terms, we have

_1\k
Srcni ( 1)

2% (k)2 / o0y (=0)* log(~0/E)¢ o), (2.153)

which leads, via the AdS/CFT prescription (2.132) to the two-point function

(71)k+1
507 log(p?/ii?), (2.154)

(Oa(P)OA(=P))ren = m

which is exactly of the form (2.140) as calculated from the CFT. Comparing the
coefficients, we determine

2kT(d/2 + k)

c(g,A) = A2 (2.155)

which is precisely the correct coefficient consistent with the Ward identities [24].

We have now seen concretely how the identification (2.132) can be understood
in a precise sense and how it can be employed in order to compute renormalized
CFT correlation functions from supergravity. However, we discovered that such cor-
relation functions will generically depend explicitly on some energy scale u. For
example, in the case we considered above

1 X
S0 (2 — ). (2.156)

2 (OA @0 W) = g5z

M%
As we will now discuss, this violation of scale invariance in the correlation functions
leads to a non-vanishing trace for the stress tensor of the boundary field theory.
WARD IDENTITIES AND THE CONFORMAL ANOMALY

In a general Lagrangian field theory, symmetries of the classical action!! lead via
Noether’s theorem to conserved currents. For example, Poincaré invariance of the
classical action implies that the stress-energy tensor, T;;, is conserved, i.e.

0'T;; = 0. (2.157)
Similarly, global internal symmetries lead to conserved currents J¢,
9;J" = 0. (2.158)

At the quantum level these currents become quantum operators and their classical
conservation laws imply relations among certain correlation functions that involve

HHere, of course, we refer to the classical action of the Lagrangian field theory, not to be confused with
the supergravity action.
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these currents. These identities relating various correlation functions as a result of
the classical Noether theorem are known as Ward identities.

It is often the case, however, that some of the classical symmetries are broken at
the quantum level. This happens because in a quantum field theory various quan-
tities contain ultraviolet divergences which must be regulated and renormalized to
yield a well-defined quantity. However, there may not exist a regulator that pre-
serves all of the classical symmetries of the theory, which leads to the breaking of
some symmetries at the quantum level. We have already seen this effect in the CFT
two-point function calculation above. There, the two-point function of certain com-
posite operators was singular at short distances and required renormalization. This
in turn introduced a scale p in the renormalized correlation function. Thus even
though the two-point function is scale invariant at long distances, short distance
effects break this scale invariance. This breaking of the classical symmetries at the
quantum level leads to the so-called quantum anomalies in the Ward identities.

An elegant way to write down the Ward identities of a quantum field theory is
in terms of the generating functional of correlation functions of certain operators.
For concreteness, we will consider the generating functional for correlators of the
stress tensor, 7;;, a symmetry current, J%, and a scalar composite operator O. The
generating functional then takes the form

Z[90), A0y, p0)] = /[d¢A] eXP{ — Scrrlé™; 900y, Aw) (2.159)

—/ddl\/% (At (o) + ¢(0>O(¢A))} ,

where ¢4 represents collectively all fundamental fields of the theory, the background
metric g(g);; serves as a source for the stress-energy tensor, the background gauge
field Ag); is the source for the current J* and () is a source for the scalar oper-
ator 0. Connected correlation functions can now be computed by differentiating
Wlg(0), Ay, ] = log Z[g(0), A0y, ¥(0)] successively with respect to the sources
and then setting A g; and (g to zero and g(g),; to the flat metric d;;. The same in-
formation is contained in the one-point functions in the presence of sources, namely

2 ow
Ty(@))s = ——— —
i =) 900) 895 ()
X 1 oW
Ji(@))y = =,
(@) VI9(0) 0Ayi()
1 %4
O(z))s = ——— 22 2.160
(O@), G(0) 9(0) () ( )

where the subscript s in the correlation functions indicates that the sources are non-
zero. Correlation functions are then computed by further differentiating with respect
to the sources and setting the sources to zero.
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In general, however, such correlation functions will contain ultraviolet diver-
gences. To obtain well-defined correlation functions then, we need to renormalize
the generating functional W g, A(0), ©(0)]- We have already seen how this can be
done in the context of the AdS/CFT correspondence in a simple example and we will
consider the general case in the next chapter. So we will take here W{g oy, 4(0), ¥ (0)]
to be the renormalized generating functional of connected correlation functions.

The Ward identities can be compactly expressed in terms of the one-point func-
tions in the presence of sources. Let us first consider U(1) gauge transformations
which, when the sources are set to their flat values, correspond to the global in-
ternal symmetry transformation generated by the current J¢. Under such a gauge
transformation the sources transform as

69(0)1’3’ = 0, (5A(0)Z- = Dia(x), (5(,0(0) =0. (2.161)
Invariance under this gauge transformation means that

Sgoy W + 60y W + 60 W =0, (2.162)

g(0)

which, using the one-point functions (2.160), leads to the Ward identity

| Di{Ji (). = 0. | (2.163)

Next we consider diffeomorphisms under which the sources transform as

0y = —(D'¢ + D), 4wy = A); Dig’ + &' DiAwyi, S =& Digo)-
(2.164)
Invariance under diffeomorphisms (which becomes Poincaré invariance in flat space)
then implies the Ward identity

D (Tij(x))s = (J'(2))s F(0)ij + (O(2))sDjep (0 (x) = 0, (2.165)

where F )i = 0;A(0); — 0;A(0): is the field strength of the gauge field A ; and we
have used the one-point functions (2.160) as well as the Ward identity (2.163).

Finally, let us consider Weyl transformations under which the sources transform
as [25]

(59(0)@' = 26U($)g(o)ij, 5A(0)1 = 0, 5(,0(()) = —(d - A)(SU(:L’)QO(O) (2166)

However, the generating functional of renormalized correlation functions will not
be in general invariant under such a Weyl transformation. Indeed, we have seen
this already in the quantization of the superstring. The variation of the generating
functional with respect to Weyl transformations defines the conformal anomaly

SW=A= / d*x\/g(0)00(x) A, (2.167)
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where the anomaly density, A is a local function of the sources. Using the above
transformation of the sources, this then leads to the trace Ward identity

(Ti(x))s = —(d — A)p(o)(O(x))s + A. (2.168)

In fact, the renormalized generating functional is not invariant even under con-
stant Weyl rescalings, since the renormalization procedure introduces an explicit
scale dependence. The fact that the theory is conformal, however, means that we
can still write down an equation that must be satisfied by constant Weyl rescalings
[26, 22], namely

0 / " ( ) ) )
ZwW = | d (29— + (A —d W, (2.169)
i 9(0)ij F— ( )%(0) 5

#(0)
where the energy scale logu = o, corresponds to a constant Weyl factor o. This
is precisely the Callan-Symanzik equation for the generating functional of renor-
malized connected correlation functions of the conformal field theory. In a non-
conformal renormalizable field theory, this equation would involve additional terms
proportional to the beta functions of the various couplings in the theory, as well as
terms proportional to the anomalous dimensions of the operators. In a conformal
field theory, the beta functions vanish, while the BPS property of the operators we
are considering means that their anomalous dimensions vanish too.
From the definition (2.167) of the conformal anomaly we also find

“aauw = / d*z\/g(0)A. (2.170)

This relation allows us to evaluate the conformal anomaly, once we know the scale
dependence of the renormalized correlation functions. To see this, recall that the
generating functional can be written in terms of all correlation functions as

W = g (—nl!)” Z ﬁ (/ ddxm\/%ﬁm(a?m)) (Or,(z1) -+ Or, (z0)),

{1, T} m=1

(2.171)
where I,,, runs over all operators in the theory, in this case 7;;, J* and O, and jy,,
denotes the corresponding sources. Note that at each level n, one should sum over
all possible n-tuples of operator insertions. Combining these two identities then we
arrive at

/ A’z /g0 A = (2.172)
> (7711!)71 > I </dd$m\/9(70)jlm(=’”m)) u%<0h<x1)-~01n(xn)>.

{Ila-nln} m=1
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As an example, consider the scalar operator O, in a flat background metric and
gauge field, which we considered earlier. Inserting (2.156) into this identity, we

obtain
1

A= smmapgz P00 9o + O (2.173)

If a non-trivial background metric g(q);; is turned on, this result generalizes to

1 .
A (k)2 @(O)Pk@(o) + O((p?o)) + <a5 + Z C(XWQ> +D;J°, (2.174)

= 92k—2T

where P, is a covariant differential operator that reduces to ([ for a flat metric and
transforms covariantly under Weyl transforms g,y — e 9(0)

Py, — e~ (d/24k)o p, o(d/2=k)o (2.175)
For instance, for k = 1,
d—2
Py =0, — mR[Q(o)], (2.176)

which is known as the conformal Laplacian. The two terms inside the parenthesis
in (2.174) are purely gravitational and are present only when d is even. £ is the
Euler density, W is a basis of Weyl invariants of dimension d and « and ¢, are
numerical constants that depend on the field content of the theory. For instance, in
d = 4 there is one Weyl invariant (the square of the Weyl tensor), in d = 6 there are
three such tensors, etc. The last term in (2.174) is scheme dependent, i.e. it can be
modified by local finite counterterm terms in the action. The structure of (2.174)
is dictated by the fact that the integrated conformal anomaly is itself conformally
invariant [27, 28], which follows from the Wess-Zumino type consistency condition

(85, 8y — By, )W = 0. (2.177)

In the next chapter we explain how, in the context of the AdS/CFT duality, all
this information about a quantum field theory is encoded in classical supergravity
and we develop a systematic approach for extracting this information.

2.A APPENDIX

2.A.1 D =2 N =1 SUPERSPACE
SUPER-EUCLIDEAN ALGEBRA

The isometry group of two-dimensional Euclidean space R? is the Euclidean
group Eo ~ SO(2) x R?, which is the semidirect product of rotations and trans-
lations in the plane. It is generated by the two momenta P;, P,, and the angular
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momentum J = My, which satisfy the algebra
[P, Pj] =0, [J, Pi]| = —iDPs, [J, P] =iP;. (2.178)

We want to describe the A/ = 1 superalgebra which has this algebra as a bosonic
subalgebra. To this end, recall that so(2) has two one-dimensional irreducible Weyl
spinor representations, D and D. The Dirac spinor representation Dp = D @ D is
then two-dimensional and can be built as usual from a representation of the Clifford
algebra

A representation of this algebra is provided by the Pauli o-matrices

I,=0', i=1,2, (2.180)

1 _ 0 1 2 0 —2
U—(10>, O’—(i O>' (2.181)

The generator of SO(2) in the Dirac spinor representation can now be written as
usual as

where

i 1
2ij = _Z[Fi,rj] = 5%‘03, (2.182)

or )
J =39 = —503, (2.183)

where ¢;; is the totally antisymmetric symbol and

s (1 0
o—_<0 _1>, (2.184)

is the third Pauli matrix. We now introduce a two-component fermionic generator
Q.. transforming under the Dirac representation of SO(2), namely

[J,Qal = J%aQp. (2.185)
Writing
Qn = ( Q- ) (2.186)
Q+
and
P=P +P_, Py=i(P.—P.), (2.187)
we then have )
[ Pe]= %Py, [].Qs] = +5Qx. (2.188)
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The graded Jacobi identity, or equivalently the Clebsch-Gordan decomposition of the
tensor product of the two Weyl spinor representations, determine

{Qi7 Qi} = :!:27'Pi7 {Qi7 Q:F} = Oa (2~189)

up to an overall normalization of the fermionic generators. These commutators/
anticommutators define the superalgebra ses, the complexification of the super-
Euclidean algebra ses.

N =1 SUPERSPACE REPRESENTATION

This algebra admits an elegant representation on the space of functions on N' = 1
superspace, sC, which can be defined as the quotient

sC ~ sE,/50(2). (2.190)

This space can be parametrized by the usual complex coordinates, z and z, on C
together with two anticommuting coordinates 6, §. By considering the left action of
sE5 on sC we find that the super-Euclidean group generators take the form

1. 1
P+:i82, P_ :iag, J:285728z+§98§*§989,
Q. =i0y — i00., Q_ = —idy — i00;. (2.191)
By considering the right action of sE, on sC we also find the covariant derivatives

v+ = aza Vo= 327
Dy = 0y + 00., D_ = —0;+ 00, (2.192)
which satisfy

D} =0,  D?=-0. (2.193)

SUPERCONFORMAL TRANSFORMATIONS

The superspace representation of the super-Euclidean algebra is particularly use-
ful because it allows us to define the notion of superconformal transformations as
super-analytic diffeomorphisms on sC in the same way that conformal transforma-
tions are defined as analytic diffeomorphisms on C. In particular, a diffeomorphism

2z 2'(2,2,0,0), 0 0(2,20,0), (2.194)
is said to be a superconformal transformation if
Dy = (D40")D),. (2.195)
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It follows that

2= f+0g\/0.f +9d.g, 0 =g+0/0.f +gd.g, (2.196)

where f(z), g(z) are respectively commuting and anticommuting analytic functions.
We can now generalize the notion of conformal tensors to superconformal ten-
sors. Under a conformal transformation, a conformal tensor ¢(z, Z) of weight (h, h)
transforms as )
(2, 7)) = (0.2/)0:2) " ¢(2, 7). (2.197)
It is natural then to define a superconformal tensor ¢(z, 2, 6, 0) of weight (h, h) by
the transformation rule

¢, 2,0,0) = (Dy0) 2" (D_0')2¢(2,2,0,0) (2.198)

under superconformal transformations.

2.A.2 SUPERCONFORMAL ALGEBRA IN FOUR DIMENSIONS

The conformal group of R4, p+ ¢ = d > 2, is defined as the group of diffeomor-
phisms dz# = £# that leave the flat metric » = diag (— ... —, + ... +) invariant up to
N——

p q
a local factor, namely
2
0uéy + 0.€, = Enm,apf”. (2.199)

The solutions to these equations are the conformal transformations:

Infinitesimal Finite

ozt = at, ot — xt + a¥, translations

dat =why o, wyy = —wyy, ot — A av, A*, € SO(p,q) rotations

ozt = Azt TH — Az, dilatations

_ 2 zH —bH > :
dxt = —bHax® + 2zHb - x, e s, special conformal

On the space of functions on R+ the generators of these transformations admit
respectively the representation

P,=i0,, L, =—i(r,0,—,0,), D=iz"9,, K,=—i(z’0,—2x,z-0).

(2.200)
One can now deduce the conformal algebra
(Lyws Lpo| = =i(upLpo + MuoLvp — MupLve — Mo Lyp),
(Lyw, Pol = =i(nvp P — MupPo)
(L, Kp] = —i(mup Ky — nup Ko),
[D, P,] = —iP,,
[D,K,| =1iK,,
[P, K, =2i(L,, +nuD), (2.201)
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with all other commutators vanishing. Regrouping the generators into an antisym-
metric tensor Jgp, a,b =—1,0,1,...,d, u=0,...,d—1, as

1 1
Juv = Ly, o = §(PM—KM), Jap = §(PN+KM)? Jo1a=D,

(2.202)

this algebra becomes
[Jabs Jed] = —i(Mbedad + Nadoe = NacTod — MbdJac) (2.203)
where n_1, = n-1,0 = Nap = 0 and ngq = —n—1,—1 = 1. The conformal algebra of

RP-? is therefore identified as the Lie algebra so(p + 1,4 + 1).

We can now extend this algebra by introducing fermionic generators transform-
ing under the Dirac spinor representation of so(p, ¢).'? To construct this supercon-
formal algebra we start by embedding the spinor representation of so(p, ¢) into the
spinor representation of so(p+1, g+1). Given a representation of the Clifford algebra

{v", 7"} = 20", (2.204)
we construct a representation of the Clifford algebra
{re, 1% =29, (2.205)
by defining
0 1 0 -1 d 0 1
H = = — — fr pry
r <0_7H),F r_, (1 0 , =Ty 10 )
(2.206)
For even d there is also a chirality matrix v which leads to the chirality matrix
p:(V 0 ) (2.207)
0 —v

The Lorentz generators in the spinor representation of so(p + 1,¢ + 1) take the

form )

(3
4
Using the relation (2.202) of the generators of the conformal algebra to the so(p +
1,¢q + 1) generators, we obtain the following matrix representation of the conformal

algebra:
—L 0 i1 0
- (0 Y i (10
" < 0 — 5] 2 0 -1

0 v . 0 O
P,= K K, =- . 2.2
g Z<O 0)’ g l(% O) (2209

12Since the properties of the spinor representation depend crucially on the signature of the metric, our
results here strictly apply only to the physically relevant case p = 1.

»® — [T 1. (2.208)
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A Dirac spinor of so(p + 1, g + 1) then takes the form

o(otn)=() e

Sa
where ) and S are Dirac spinors of so(p, ¢) and C is the charge conjugation matrix.
It follows that C—'ST also transforms as a Dirac spinor under so(p,q). The N-
extended superconformal algebra is now obtained by introducing N such so(p +
1,q + 1) spinor generators, which must transform under the superconformal group
as

Vab, VI = (Sa)’aVE,  I=1,... N (2.211)

Using the above form of the superconformal generators these commutation relations
translate to

[ ] = 71‘[%“,%]/3&@5’ (o goﬂ [’YW’YV] ”géa

PuQl =0, (P 8] = i(3) a2, Vot
X, a1=—z<w>ﬁa‘;§, (K, 1] =0, @212
D, Q’] [D, 5% = 55¢.

It remains to determine the anticommutators of the fermionic generators. Since
this depends on the spacetime dimension d, we focus on d = 4 below. The Dirac
spinor of so(1, 3) is the direct sum of two complex conjugate Weyl spinors. We can
then take as independent irreducible generators the spinors Q* ,, Q% ,, S1; and
St 5, where the + subscript indicates that they are the non-trivial eigenvectors of the
chirality projection operator Py = (1 + «)/2. The Clebsch-Gordan decomposition
of the product of two Weyl spinors, together with the super-Jacobi identity then

determine
{Q{i-om Q—{-IH} = 5IJP (CP+7N)0453 {S+a7 _{_B} = 5IJK#(CP+’YM)&B7
{Qia’Qiﬁ} {S+ou ié} = {Qiav +5} =0,
{QLa: 515} = (16" D + axT)(CPL) o g + a30" T (CPiAM) 5, (2:213)

and the automorphism - or R-symmetry - group is U(N). For the ' = 4 extended
superalgebra then the automorphism group is U(4) but the superconformal group
involves only the SU(4) part. The constants a1, as, a3 and the matrix 777/ can be
determined by further use of the Jacobi identity involving the generators of the
automorphism group.

2.A.3 ADS GEOMETRY
(d + 1)-dimensional anti de Sitter space, AdSy1, is the homogeneous space

AdSgs1 = SO(d,2)/SO(d, 1), (2.214)
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and can be represented as the hyperboloid

d
“YZ YR+ Y VP =13, (2.215)
=1
embedded in R>¢, where I, ; is the AdSy,; radius of curvature. The flat metric
d
ds? = —dY?| —dY7 + > dY2. (2.216)
i=1

on R?% induces a Lorentzian metric on the hyperboloid which solves Einstein’s equa-
tions in d + 1 dimensions with a negative cosmological constant
d(d—1)

24

This can be easily deduced from the fact that the flat metric (2.216) solves the
vacuum Einstein equations in d + 2 dimensions.

The hyperboloid (2.215) can be parametrized in various ways. In Table 2.2 we
give the three parameterizations that will be most relevant for our discussion. The
Poincaré coordinates cover only half of the hyperboloid, while the global coordinates
cover the entire space. For the AdSy slicing parametrization this question depends
on the coordinates chosen for the slice. In global coordinates the AdS;,1 metric is
conformal to (half of) the Einstein static universe

Agi1 = — (2.217)

ds* = df? — dt? + sin® 0dQ? . (2.218)

The boundary is located at # = 7/2 and has the topology S* x S9!, since 0 < t < 2.
However, a compact time coordinate leads to closed time-like curves. To avoid these,
one considers instead the universal cover of AdS,;; with —co < t < oo, whose
boundary has the topology R! x S¢~1,
For the greater part of this thesis, however, we work instead with the hyperbolic
space
Hg4q &2 SO(d+1,1)/S0(d + 1), (2.219)

which is obtained from (2.215) by analytically continuing Y, — Y, and whose
boundary is topologically the sphere S¢. The analogue of the Poincaré parametriza-
tion of AdS leads to the upper half plane metric

2
ds* = ldz—;l(dzg +dz?), i=1,...,d. (2.220)
0

In this coordinate system the conformal boundary corresponds to the one-point com-
pactification of the hyperplane z, = 0, S¢ = R? U {oo}. Since this is the most conve-
nient coordinate system for the calculation of correlation functions of the boundary
CFT, it is appropriate to discuss the isometries and the geodesics of Hy; in this
parametrization.
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Poincaré patch

Yo+ Y=t

20
l .
Y —-Y;= '12721(28 —t? + zizl)
_ laya
Y() = Tt

_ lapa :
Yri— ZOZi’ 1=1

d—1

yoeeey

l2
ds? = dz—fgl(dzg — dt? + dz?)

zp > 0, t,ZiER

Global coordinates

Y_1 =l4418ecBcost
Yo = lgy1secsint
Y; = lgy1 tandn’, >0 nin' =

ds? = 5 (4p? — d? + sin® 0dQ3_,)

cos? 0

0<0<7/2

AdSy slicing of AdSg.1

Yo =lay1tanp

ds?(AdSys,) = List (a2 + £ ds?(4ds,)

cos?

—m/2<pu<7/2

Table 2.2: AdS coordinate systems.
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ISOMETRIES

If we let z# = (29, 2%), withi = 1,. .., d, then the Killing vectors of the upper half
plane metric (2.220) take the form

(0,a?) translations
(0,w®;29), w;; = —wj; rotations
(Az0, A2%) dilatations

(2¢- Z29,2¢- Z2' — ¢'7%)  special conformal

and hence the isometry group of hyperbolic space is identified with the conformal
group SO(1,d + 1) in one dimension less. However, there are also the following
conformal Killing vectors

(a,0), (¥-z,—vY, (e(22 — %), 2e202"), (2.221)

which together with the above Killing vectors make up the conformal isometry group
SO(1,d+ 2).
The upper half plane metric has in addition an important discrete isometry,
namely the inversion
2H s 2H )22, (2.222)

where 2% = 22 + 72, In fact, special conformal transformations can be written as a
translation preceded and followed by an inversion. This discrete isometry imposes
very strong constraints on the form of the boundary CFT correlation functions.

GEODESICS

The geodesics of the upper half plane metric are semicircles of radius R, centered
at a point ¢ on the boundary z, = 0:

24 (- &)? = R (2.223)
They can be parametrized as

{ z0(7) = Rsechr, (2.224)

2%(1) = Rn'tanh T + ¢, 2 = 1.

The geodesic distance between two points z and w is
1 1-—¢2
d(z,w) = log <+ V§§> : (2.225)

where ¢ is the SO(1,d + 1)-invariant length

22071]0
2 +wi + (Z—w)?

§= (2.226)
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Finally, the geodesic through two given points =z and w has parameters

:\/1—§ ZoWo 7= Z—
€ Foal -l
2 _ 2 2 _ .2
o= 14+ 27W0 )2y (14 P20 ) 5 (2.227)
(2 — w)? (2 — w)?
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We have seen that the AdS/CFT correspondence relates string theory on AdS5 x
S5 with N' = 4 SU(N) super Yang-Mills theory ‘residing’ on the boundary of AdSs.
In particular, the supergravity approximation of string theory corresponds to the
large N, large ’t Hooft coupling limit of the gauge theory. Although this is the most
studied and best understood example of an AdS/CFT-type duality, a plethora of other
examples exists where, generically, string theory (M-theory) on an asymptotically lo-
cally AdS4.1 space times a compact manifold Xg_4 (X19_g) is related to a quantum
field theory on the boundary of the asymptotically locally AdS space. However, not
always does a well-defined supergravity approximation exist.

Moreover, even in the context of the original correspondence between AdSs x S°
and NV = 4 SU(N) super Yang-Mills, one can break the conformal invariance of
the boundary theory either by a deformation by a relevant operator or by giving
a vacuum expectation value (vev) to a scalar operator. In either case, the non-
conformal theory will be dual to string theory on an asymptotically locally AdSs
space and not exactly AdSs.

Finally, in order to calculate correlation functions of the boundary quantum field
theory via the AdS/CFT prescription, we are forced to consider solutions of the
supergravity equations with arbitrary Dirichlet boundary conditions, since these play
the role of sources for the dual gauge-invariant operators. In particular, one should
consider arbitrary boundary metrics gg)i;-

If we want to have a general method for calculating correlation functions in the
context of a generalized AdS/CFT duality, all the aforementioned reasons lead us to
consider supergravity in asymptotically locally AdS space of arbitrary dimension. We
therefore start in this chapter, which is an expanded version of the paper [1], with
a precise definition of what we mean by an asymptotically locally AdS space. The
method of holographic renormalization [29, 30, 31, 32] (for a review see [33]; for
related work see [34, 35] — a more complete list of references can be found in the
review) for calculating renormalized correlation functions of the boundary quantum
field theory is then presented. This formalism automatically incorporates the ‘kine-
matic’ constraints, i.e. the Ward identities and their anomalies, and identifies the
part of the geometry where the ‘dynamical’ information, i.e. the correlation func-
tions, is encoded. A key ingredient of this method is the asymptotic expansion of
all bulk fields in the radial distance from the boundary of AdS [36] (for relevant
math reviews see [37, 38]). As we have seen, this radial distance corresponds to the
energy scale of the dual field theory and hence, from the point of view of the dual
field theory we expand around a UV fixed point of the boundary field theory. Corre-
lation functions are encoded in specific coefficients in the asymptotic expansion of
the bulk fields and Ward identities and anomalies originate in certain relations that
these coefficients satisfy.

Subsequently we explain why it is much more efficient to replace the asymptotic
expansions of the bulk fields with covariant expansions in the eigenvalue of the di-

66



CHAPTER 3 - HOLOGRAPHIC RENORMALIZATION

latation operator. This allows us to develop an elegant ‘Hamiltonian’ version of the
method of holographic renormalization, where the radial coordinate plays the role
of time. Our Hamiltonian method builds on earlier Hamiltonian approaches to the
holographic renormalization group using the Hamilton-Jacobi equation [39, 40, 41]
or the Gauss-Codazzi equations [35]. In the new method the focus is shifted from
the on-shell supergravity action to the canonical momenta of the bulk fields. The
latter are associated with the (regularized) one-point functions of gauge-invariant
operators in the presence of sources [39]. This leads to a faster algorithm for deter-
mining the covariant counterterms and the correlation functions. Moreover, since
the method involves covariant expansions in the dilatation weight, the Ward identi-
ties are manifest throughout the analysis.

We conclude this chapter with some applications. First, we consider pure AdS
gravity and we obtain universal recursion relations for the asymptotic solutions and
the counterterms that are valid in all dimensions. Special attention is paid to the
case of AdSs3, where the radial equations can be solved exactly. We then further
demonstrate the method by considering gravity coupled to two active scalar fields
in five dimensions with an arbitrary potential.

Throughout this chapter we work with Euclidean signature, but we give the
Lorentzian version of some important formulas in Appendix 3.A.3 since they will
be relevant for the last chapter of this thesis.

3.1 ASYMPTOTICALLY LOCALLY ADS SPACETIMES

As we discuss in Appendix 2.A.3, AdSy4 1 is the maximally symmetric solution of
Einstein’s equations with negative cosmological constant, A = —d(d — 1)/2I?, where
[ is the radius of AdS,1 (we set ! = 1 in this chapter; one can easily reinstate this
factor in all equations by dimensional analysis). Being maximally symmetric, its
Riemann and Ricci curvature tensors are given respectively by

R;Wpo = (guogvp - gupgua) 5 R;w = _dg;w- (31)

AdS4,1 has a conformal boundary with topology R x S¢~!, where R corresponds to
the time direction. A precise definition of what one means by ‘conformal boundary’
will be given below.

We will define asymptotically locally AdS (AIAdS) spacetimes as solutions of Ein-
stein’s equations with a negative cosmological constant whose Riemann tensor ap-
proaches (3.1) asymptotically, in a sense that we will specify shortly. We warn the
reader, however, that there is no consensus in the literature as to what is meant
by ‘asymptotically locally AdS’ or ‘asymptotically AdS’ spacetimes. Various authors,
by ‘asymptotically AdS’, refer to spacetimes that asymptotically become exactly AdS
spacetime (e.g. [42, 43]). Moreover, many authors use the term ‘asymptotically
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locally AdS’ for spacetimes that are, or asymptotically become, exactly quotients
of AdS by a discrete subgroup of its isometry group. We emphasize that all these
spaces are special cases of our definition. To add to the confusion, what we call
here ‘asymptotically locally AdS’ spaces, were referred to as ‘asymptotically AdS’ in
[33]. Given the lack of a ubiquitous name in the physics terminology, we resort to
the mathematics literature and call the manifolds we are interested in conformally
compact Einstein manifolds [33].

Let us first define conformally compact manifolds following [44] (see also [37,
38]). Let M be the interior of a compact (d + 1)-dimensional manifold M with
boundary oM. A (pseudo)Riemannian metric g on M is conformally compact if
there is a defining function z on M, that is a smooth, non-negative function on M
with z(OM) = 0 and dz(9M) # 0, such that the conformally related metric

§g=2% (3.2)

extends smoothly to a non-degenerate metric on M. The boundary metric g =
Jlom is uniquely specified by the conformal compactification §. However, there are
many defining functions and hence many conformal compactifications of the metric
g. This means that the pair (M, g) determines only the conformal class [9(0)] of the
boundary metric, which is known as the conformal infinity of (M, g). A particular
conformal compactification g then determines a representative g(g) of the conformal
class [g(o)]-

Given a conformal compactification g, one easily sees that the Riemann tensor of
the bulk metric g takes asymptotically the form

Ryuvpo = 14212 (9uoGup — Gupdvo) + O(27), (3.3)

where \dz|§ = g" 9,20,z and hence the first term is O(z~*) as z — 0. Requiring that
g satisfies Einstein’s equations with a negative cosmological constant A = —d(d —
1)/2 determines

jdz|2 = 1. (3.4)

Therefore, the Riemann curvature tensor of a conformally compact manifold that is
also Einstein approaches asymptotically that of exact AdS space (3.1). This is why
we refer to such manifolds as ‘asymptotically locally AdS’ spacetimes.

The most general asymptotics of such spacetimes was determined in [45] for
pure gravity and their analysis extends straightforwardly to include matter with soft
enough behavior at infinity, see for instance [30, 46, 32, 1]. Near the boundary, one
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can always choose coordinates in which the metric takes the form,!

dz2 1 o
2
ds® = guydz“dxl’ = 2 + ;gij(z,x)dx’dxj,

9(z,2) = go) + 2901y - + 29y + hayz?log 2% + - - (3.5)

In these coordinates the conformal boundary is located at z = 0 and g(q) is a repre-
sentative of the conformal structure. The asymptotic analysis reveals that all coef-
ficients shown above except the traceless and divergenceless part of g4 are locally
determined in terms of the boundary data g(. The logarithmic term appears only
in even (boundary) dimensions (for pure gravity; if matter fields are included, then
a logarithmic term can appear in odd dimensions as well [30]) and is proportional
[30] to the metric variation of the integrated holographic conformal anomaly [29].
Since (3.5) is a conformally compact Einstein metric, its Riemann tensor takes the
form (3.1) up to a correction of order z. This continues to be true in the presence of
matter if the cosmological constant remains asymptotically the dominant term in the
stress-energy tensor. This is true for matter that corresponds to marginal or relevant
operators of the dual theory in the AdS/CFT duality.

Exact AdSqy1 space is conformally flat and this implies [47] that gy is con-
formally flat as well. The asymptotic expansion (3.5) then terminates at order z*
with

1 1 1 )
9(2)ij = _E(Rij - mRQ(O)ij)a g4y = 1(9(2)) ) (3.6)

where R;; is the Ricci tensor of g (d = 2 is a special case, see [47] for the ex-
pression of g(»)) and g, may be chosen to be the standard metric on R x S4~1,
As we mentioned earlier, many authors refer to ‘asymptotically AdS’ spacetimes as
spacetimes whose metric becomes asymptotically exactly that of AdS. In our lan-
guage this means that they take the conformal representative g to be exactly that
of AdS. With an appropriate choice of a defining function then, an ‘asymptotically
AdS’ metric differs from the metric of exact AdS,,; at most at order O(z%) since
all lower order coefficients in the expansion (3.5) depend locally on the boundary
metric g(o). In particular, as for exact AdS, the logarithmic term vanishes for such
spacetimes.

AlAdS spacetimes have an arbitrary conformal structure [g(] and a general g(q),
the logarithmic term is in general non-vanishing, and there is no a priori restriction
on the topology of the conformal boundary. The mathematical structure of these
spacetimes (or their Euclidean counterparts) is under current investigation in the
mathematics community, see [38] and references therein. For instance, it is has
not yet been established how many, if any, global solutions exist given a conformal

1In most examples in the literature the odd coefficients 9(2k+1) vanish (except when 2k + 1 = 4,
the boundary dimension). In such cases, it is more convenient [29] to use instead of z a new radial

coordinate p = z2.
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structure, although given (sufficiently regular) gy and g(4), a unique solution exists
in a thickening OM x [0, ¢€) of the boundary M. On the other hand, interesting
examples of such spacetimes exist, see [38] for a collection of examples.

There is an important difference between even and odd dimensions. When the
spacetime is odd dimensional, there is a conformally invariant quantity A[g(] one
can construct using the boundary conformal structure [g(y)], namely the integral of
the holographic conformal anomaly [29] (called renormalized volume in the math
literature [37]).2 The holographic conformal anomaly was found in [29] by consid-
ering the response of the renormalized on-shell supergravity action to Weyl transfor-
mations. As we saw in the example in the previous chapter, in order to render finite
the on-shell gravitational action (which diverges due to the infinite volume of the
AlAdS spacetime) one is forced to add a certain number of boundary covariant coun-
terterms and the latter induce an anomalous Weyl transformation. It was shown in
[29] that this anomaly precisely matches the conformal anomaly in the boundary
field theory.

In the last chapter we will argue that the covariant counterterms are also a direct
consequence of the requirement that the variational problem for the supergravity
action with arbitrary Dirichlet boundary conditions in a general AIAdS spacetime is
well-posed. Hence the conformal anomaly is shown to be a genuine property of the
variational problem for AdS gravity.

3.2 HOLOGRAPHIC RENORMALIZATION

We devote this section to an exposition of the original method of holographic
renormalization [29, 30, 31, 32] (see [33] for a review). The new Hamiltonian
version of the method will be then presented in the next section.

To illustrate the method we consider a single massive scalar field coupled to
gravity. More fields can be easily included, but the analysis becomes considerably
more elaborate. The general form of the bulk action is then?

1 1
S = /dd+1$\/§ <_2’€2R + aglwaﬂﬁpau%@ + V(SD) + o ) 3 (3-7)

where k? = 87G 441 is proportional to Newton’s constant G4, 1, and the dots indicate
potential contributions from additional fields such as gauge fields, fermions, and
antisymmetric tensors. Restricting to the gravity-scalar sector means that we only

2When certain matter fields are present one has additional conformal invariants in all dimensions
which can contribute to the matter conformal anomalies [23]. We have already seen an example of such
an anomaly earlier when we discussed the scalar field in AdS space.

30ne should include a Gibbons-Hawking boundary term [48] to ensure that the variational problem
leads to the equations of motion (3.9). We assume here that such a term has been included and we
postpone a more careful treatment until the next section.
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study correlation functions of the stress-energy tensor and a scalar operator. The
potential has the form,

A1

Vip)=— + —m2p? + b+ (3.8)
K 2

where A is the cosmological constant, b is a constant and the mass m? of the scalar

field is related to the dimension A of the dual operator by m? = (A — d)A. The bulk

field equations are given by

G = KT (), Oy = 0V/ 0, (3.9)

where G,,, = R,,, — g, R/2 is the Einstein tensor, the covariant Laplacian is given
by Oy = ﬁa,t(\/ggwawp) and 7),, () is the stress-energy tensor associated with
the scalar field ¢ (see (3.20) below).

The method of holographic renormalization now consists in the following steps:

Asymptotic solutions

In the first step one works out the most general asymptotic solutions with given
Dirichlet data

dz?
22

p(z,2) = 219N g(2, 1), (3.10)

1 o
ds* = + ;gij(z, x)dz'dz’

where*

d

9i5(2,2) = g(0yij + 2°9@2yi5 + -+ + 2 (9ayij +108 2 hiayis) + -

d(z,2) = o) + 22b@) ++ + 222N daa—a) +log 22 Paa—ay) + -+ . (3.11)

In this expansion, g(g);; and ¢ are identified with the QFT sources that couple to
the dual operators, as discussed in the previous chapter.

Inserting these expansions in the bulk field equations (3.9) one obtains a set of
algebraic equations for the coefficients g(,) and ¢(,). These equations determine
recursively all coefficients, except for ¢oa_q) and the traceless transverse part of
9(a)ij»> as local functionals of the sources g(g);; and ¢y [36, 29, 30]. The precise
form of the coefficients depends on the spacetime dimension d and on the scaling

4As we will see explicitly in the examples considered at the end of this chapter, depending on the
dimension d and the scaling dimension A of the scalar operator, these expansions may contain odd
powers of the radial coordinate z as well. This does not affect our qualitative discussion here. See
footnote 14.
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dimension A of the scalar operator. For example, if the scalar field is turned-off, one
finds for d > 2 [30]

92)ijlgo)] = ﬁ (Rij [9(0)] — Q(dl_l)R[g(O)]g(O)ij) , (3.12)
but in general g(,) and all other coefficients will be functions of both sources g();;
and ¢(y). As we will see below, the undetermined coefficients g(q);; and ¢ia—a),
which we call the response functions, correspond to the one-point functions of the
dual operators in the presence of sources. The parts of g(4);; that are determined,
that is D'g(q);; and Trg(q), encode respectively the Ward identities (2.165) and
(2.168). The logarithmic terms appear only in special cases: h(4) only in even dimen-
sions and ;s _q) only when A —d/2 is an integer. Both of them are directly related
to the conformal anomalies discussed at the end of the previous chapter. Namely,
h(ay is the metric variation of the gravitational part of the conformal anomaly and
Y(2a—a) is the variation with respect to ¢ of the matter part of the conformal
anomaly [30].

Divergences of the on-shell action

Having obtained the asymptotic solutions, one introduces a radial cut-off z > ¢
with € > 0, and evaluates the supergravity action (3.7) on the regulating surface
z = e. The resulting regulated action contains generically a number of power law
divergent terms as well as a logarithmically divergent term. Its general form is then

Sregl9(0)> D(0); €] = % d%z 900) (% + ji(i)l + -+ a log e+ (9(60)) .

' (3.13)
It turns out all coefficients a(,) depend locally only on g, and ¢ but not on the
undetermined coefficients g4 and ¢a—q). The coefficient a4 of the logarithmic
divergence is the conformal anomaly of the dual CFT [29]. For illustrative purposes,
let us give the values of the coefficients in (3.13) for pure gravity in d = 4 [30]:

1 _ _
a(o) = —6, a(Z) = 07 a(4) = 5 Tr (g(O;g(Q))Q — (TI‘ (g(oig(g)))2:| 5 (314)
where g,y is given in terms of g in (3.12) and all odd coefficients vanish.
Counterterms and renormalized action

To obtain a well-defined on-shell action we should subtract the infinities and
then remove the regulator. However this does not mean that one should simply
subtract the divergent terms shown in (3.13) since this would generically break dif-
feomorphism covariance on the regulating surface and, as a result, the correlation
functions calculated with such a renormalization scheme would violate the Ward
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identities. To ensure that the Ward identities are satisfied we must remove the di-
vergences of (3.13) by adding covariant counterterms. To do this we first express the
divergent terms in (3.13) in terms of induced fields at the hypersurface z = e. This
entails inverting the asymptotic series (3.11) in order to express the sources gy and
¢ (0 in terms of the induced metric ;;(e, #) = g;; (e, z) /€* and the scalar field ¢ (e, z)
on the regulating surface. Inserting then these inverted series in the divergent terms
(3.13), one obtains the divergences of the regulated action in covariant form. For
pure gravity in d = 4 one finds

Sus =~ [ oy |1+ RA) - g (REMRAD - gRAP ) loge -
(3.15)
Inverting the asymptotic expansions in order to write the regulated action in this
covariant form is one of the most laborious steps of the procedure. As we show in the
next section, however, it is completely redundant. We will see that it is possible to
replace the asymptotic expansions with covariant expansions in terms of the induced
fields on the regulating surface, which will lead immediately to the covariant form
of the regulated action, bypassing (3.13) and the tedious inversion of the asymptotic
expansions.
Once we have the regulated action in covariant form, we can define the covariant
counterterm action, S, as the negative of the divergent part of the regulated action.
The renormalized action is then obtained by

Sren = lg% Ssuba Ssub = Sreg + Sct- (316)
One-point functions in the presence of sources

We can now differentiate the renormalized action to obtain the 1-point functions
in the presence of sources [30],

(Tij(x))s = 2 6§ren — lim d1_2 2 (iSsub
V90 (@) 095, () 0\ €172 \/r(e, ) 07V (6, @)
d
= 5.29wii T Xijl90), 90 (3.17)
(O(a))s = —— . O5ren N S B S
s — = 1 .
Vio@ (@) =0\ e ) delea)

= (d—=2A)dea—a)+ Y9(0), D0,

where X{g(o), ¢(0)] and Y [g(0), ¢(0)] are certain computable local functionals of the
sources. Their form depends on the dimension and the field content, however. In
the next section, we derive a general expression for the one-point functions valid
in any dimension and for arbitrary field content. The first equality in the above
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expressions for the one-point functions is a definition. In the second equality we
expressed the renormalized one-point function as a limit of the regulated one-point
function. The regulated one-point function can be computed in all generality (in a
given dimension and field content) and the limit can be taken explicitly. This is a
straightforward but rather tedious computation. The result is the one shown above.

This computation shows that the renormalized one-point functions are related to
the coefficients that the asymptotic analysis left undetermined. As discussed above
however, the near boundary analysis does determine the divergence and trace of
9(a)ij> and hence the divergence and trace of (Tj;(z))s can be determined. This
yields the Ward identities (2.165) and (2.168), including the conformal anomaly.
However, since one cannot write in this formalism an explicit expression for the
one-point functions which is valid in general, one has to show that the trace and
divergence of g(4);; lead to the Ward identities for every case individually. In the
next section, however, we will derive the Ward identities in full generality using the
Hamiltonian version of holographic renormalization.

Correlation functions

To obtain higher-point functions one further differentiates (3.17) with respect to
the sources. The expressions X [g(o), ¢(0)] and Y[g(0), ¢(0)] lead to contact terms. The
(non-local) n-point function is thus encoded in the dependence of g(4) and ¢aa_q)
on the sources. Hence,

The theory is solved if we determine the response functions in terms of the sources.

To obtain such a relation we need a regular exact, as opposed to merely asymptotic,
solution of the bulk equations with boundary conditions specified by the (arbitrary)
sources. Such a solution effectively requires solving a set of coupled first order func-
tional differential equations for the response functions as functionals of the sources,
a problem which is rarely amenable to present techniques. One then proceeds by
linearizing the bulk equations around a background solution [31, 32]. As we will see
in the next chapter, the background solution specifies the vacuum of the dual QFT
(see also section 6.1 of [33]). Higher-point functions can be computed by solving
the bulk equations perturbatively around the particular background. We will discuss
extensively the calculation of correlation functions in the next chapter.

3.3 HAMILTONIAN HOLOGRAPHIC RENORMALIZATION

Having summarized the main steps involved in the original method of holo-
graphic renormalization, we now develop a new Hamiltonian version of the method
which involves an elegant and more efficient algorithm. See [34, 35, 39, 40, 41] for
related work.
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Let M be a conformally compact, Riemannian (d+1)-manifold, M its interior
and OM its boundary. We will consider the following action for the Riemannian
metric g,,, on M

Serlg] = —# {/M dd+1x\/§R—|— /8/\/( ddx\ﬁZK] , (3.18)

where k? = 87G4y1, 7 is the induced metric on OM and K is the trace of the
extrinsic curvature of the boundary. This is the standard Einstein-Hilbert action with
the Gibbons-Hawking boundary term which ensures that the variational problem is
well-defined.”> The overall sign is chosen so that the action is positive definite when
evaluated on a classical solution in the vicinity of (Euclidean) AdS.

The supergravity action will also include a contribution from matter fields whose
action takes the form

S, = / A L, (3.19)
M

where £,, is a generic matter field Lagrangian density. The variation of this action
with respect to the bulk metric defines the stress tensor

1

= / d e /T, 09" . (3.20)
M

0gSm = 5

The Euler-Lagrange equations of the total action S = S,; + Si, are Einstein’s equa-
tions
G;Lu = HQ]?LV, (321)

together with the matter field equations, whose explicit form depends of course on
the field content.

3.3.1 ADM FORMALISM AND THE GAUSS-CODAZZI EQUATIONS

In order to formulate a Hamiltonian version of holographic renormalization we
will need the so-called ADM formalism (after R. Arnowitt, S. Deser and C.W. Misner)
for gravity as well as the Gauss-Codazzi equations. We will now briefly review these
standard results so that we can concentrate on the new method in the next subsec-
tion. The ADM formalism (see, for instance, [49] for a more extensive discussion) is
a Hamiltonian formulation of Einstein gravity in a pseudo-Riemannian manifold. It
relies on the existence of a global time function ¢ which is used to foliate spacetime
into diffeomorphic hypersurfaces of constant ¢ (Cauchy surfaces). The existence
of such a function requires the manifold to be ‘globally hyperbolic’ (see [49] for a
definition of global hyperbolicity), which is a condition on the global structure of
spacetime.

5We will show in the last chapter, however, that the variational problem is not completely well-defined
unless all covariant counterterms are included too.
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We will be interested, however, in the foliation of an AIAdS manifold in slices of
constant ‘radial distance from the boundary’. Close to the boundary, it is always pos-
sible to define a radial coordinate r that is ‘normal’ to a small patch of the boundary
and we can take constant values of this radial distance to define locally our hyper-
surface. For AIAdS manifolds there always exists a radial function normal to the
boundary which can be used to foliate the space in radial slices diffeomorphic to the
boundary, at least in a neighborhood of the boundary® [36] (see also the review [38]
and references therein). The question of if and where this radial coordinate emanat-
ing from the boundary ceases to be well-defined depends on the global properties
of the manifold and does not affect the asymptotic analysis, which only requires the
radial foliation of the manifold in a thickening of the boundary. It is vital, however,
for the correct evaluation of correlation functions, which will be addressed in the
next chapter.

Let r be the radial coordinate emanating from the boundary of the Riemannian
manifold (M, g) in the way described above and consider the hypersurfaces ¥, de-
fined by r(z) = constant. The unit normal to ¥,., pointing in the direction of increas-

ing r, is given by n# = ﬁ ghv 8‘9;; |- The induced metric on the hypersurfaces can
g

now be expressed in a coordinate independent fashion as” 4, = g, — n,n,. The
tensor 4/ = g"”4,, acts as a projection operator onto the tangent space 7%, of the
hypersurface ¥,.. Let us now define the radial flow vector field r#(z) by the relation
r#0,r = 1. The components of r* tangent and normal to ¥, define respectively the
shift and and lapse functions

rﬂL = JhrY = N#, rl = (r,n)ynt = Nn*, (3.22)

where (-,-), denotes the inner product with respect to the metric g,,. We will
see later that these correspond to non-dynamical degrees of freedom which will
be ‘gauge-fixed’. Geometrically they measure how ‘normal’ the coordinate r is to the
hypersurfaces: the choice N = 1, N* = 0 makes r a Gaussian normal coordinate, in
which case n* becomes tangent to geodesics normal to the hypersurfaces X,.. We can
now construct a basis of one-forms on X, without having to introduce a particular
coordinate system on the hypersurfaces. Indeed, it can be easily checked that

dit = dat — r#dr = dz¥ — (N* 4+ Nn*)dr, (3.23)
is a basis for the cotangent space 7*Y.,.. The metric on M is then decomposed as

ds? = g, datde” = (N? + N, N*)dr® + 2N, da"dr + 4, d2" di” . (3.24)

6If the boundary consists of multiple disconnected components, then a radial function exists in the
vicinity of each boundary. We assume, however, that the boundary is connected here.

7We use a hat to denote tensors that are purely transverse to the unit normal, i.e. quantities which
vanish when contracted with n#.
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A quantity that will be of central importance in our analysis is the extrinsic cur-
vature of the hypersurfaces

N . 1 .
K/u/ = ’Yﬁvpnv = §£71,7/L1/7 (325)

where £,, denotes the Lie derivative with respect to the unit normal n*. Thus, the
extrinsic curvature measures the radial evolution of the induced metric and hence
encapsulates all dynamical information of the geometry of the hypersurfaces. In
fact, the Riemann tensor of the (d+1)-dimensional manifold M can be expressed
entirely in terms of the intrinsic (i.e. Riemannian) and extrinsic curvatures of the
hypersurfaces 3, via the so-called Gauss-Codazzi equations

ﬁs’?g&g&gRaﬁ'yé = R;wpa + Kpakup - KﬂpKuaa
A6n° Rpe = D, Kl — D, KY,
171 Rypro = —1°V Ky — Ky KP,. (3.26)

Here D, is the covariant derivative with respect to the induced metric 4,,, on %,
and is defined by [49]

DuTPv P o gy = AL AT AT AT L (3.27)

for any tensor 771 Pk, . . In particular ﬁ,ﬁpa =0.
A little manipulation of the Gauss-Codazzi equations brings them in the following
form, which will be particularly useful for our purposes:

K? - IA('WK"“’ =R+ 2G ' n”,
D,K! — D, K" = G o407,
LKy + KKy — 2K,P Ky = Ry — 4045 Rpo, (3.28)

where G, is the Einstein tensor of the bulk metric g,,,. We emphasize that these
equations are purely geometrical. They simply relate the geometry of the manifold
M to the geometry of the hypersurfaces X,.. If one inserts Einstein’s equations (3.21)
in these equations however, they become, after gauge-fixing the shift and lapse func-
tions, completely equivalent to Einstein’s equations. The difference of course is that
they are dynamical equations for the induced metric 4,,, on X, instead of the metric
9uv> which is an advantage for the asymptotic analysis of AIAdS manifolds.

In order to provide a Hamiltonian description of the dynamics, we use the first
equation in (3.28) in order to express the supergravity action purely in terms of
quantities on ¥,8

1

S=——
2K2

/ A e /AN(R + K? — K, K" — 2k%L,y,). (3.29)
M

8Inserting the first equation in (3.28) in the Einstein-Hilbert action (3.18) one gets a boundary term
which cancels the Gibbons-Hawking term.

77



3.3. HAMILTONIAN HOLOGRAPHIC RENORMALIZATION

Moreover, a small calculation shows that the extrinsic curvature (3.25) can be ex-

pressed as

. 1 /. N .

Ko = 53 ( o — DuN,, — DVNH) , (3.30)
and hence, the action is expressed in terms of the fields 4,,,, N* and N, as well
as the matter fields collectively denoted by f, and their derivatives. The canonical

momenta conjugate to these fields are then given by

oL 1 . . oL
= 7= ~55V3 (K&“” _ KW) ComEg (3.31)
where the Lagrangian L is defined as usual by S = [ drL and the momenta conju-
gate to the lapse and shift functions vanish identically. This means that the corre-
sponding equations of motion in the canonical formalism become constraints. These
constraints are precisely the equations obtained by inserting Einstein’s equations
(3.21) in the first two equations in (3.28) and are known respectively as the Hamil-
ton and momentum constraints. The Hamilton equations for the induced metric 4,
are (3.30) and the equation obtained by varying (3.29) with respect to the induced
metric. We will not need this last equation, since it is equivalent to the third equation
in (3.28) after inserting Einstein’s equations.

Consider now the regulated manifold M,  defined as the submanifold of M
bounded by the hypersurface 3, . The values of the induced fields 4,, and f on %,
then become boundary conditions for the action (3.29). As is well-known from the
Hamilton-Jacobi formalism of classical mechanics, this means that the momenta on
the regulating surface can be obtained as the variations of the on-shell action with
respect to the boundary values of the induced fields, namely

_ 6301’1—5}1'311
~ 0f(re,x)

It is not difficult to check by direct calculation that these identities hold (see (5.25)).
In fact, since r, is arbitrary, the same relations hold for any r, as long as this coordi-
nate is well-defined.

Finally, the regulated on-shell action can be evaluated by inserting Einstein’s
equations (3.21) in the first of the Gauss-Codazzi equations in (3.28). One finds

65011—she11

=, (3.32)
57#1/ (7'0» {,C)

T (re, ) T (To, )

Son—shell = —% /Mr Az /AN [R + K2 (nunu:fw - cm)} . (3.33)

The derivative of the on-shell action with respect to r,, namely
. 1 . -
Son—shell = - ddx\ﬁN {R + K2 (n“n”Tw — Em)} , (3.349)
Sy

will play an important role in the formulation of the new Hamiltonian method.
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GAUGE-FIXING

Before we turn to the exposition of the method, let us fix the gauge freedom
associated with the shift and lapse functions by setting N# = 0 and N = 1. In this
gauge the bulk metric (3.24) takes the form®

ds® = dr? + ij(r, x)dx'da? (3.35)

where i, j = 1,...,d are indices along the hypersurface ¥, and we take 24! = r,
The extrinsic curvature (3.30) now becomes
1,

K;; = 5> (3.36)

where the dot denotes differentiation with respect to r. The non-vanishing compo-
nents of the Christoffel symbol of the metric g, are

F;‘ijJrl = — Ky, fi+1j = K;, ;k[g] = ék[v] (3.37)

As we discussed above, the dynamical equations for the induced metric are ob-
tained by inserting Einstein’s equations (3.21) into the Gauss-Codazzi identities
(3.28). The resulting equations in this gauge take the form

K2 — Kinij =R+ 252Td+1d+17
D;K! — D;K = k*Tjqs1, (3.38)
e i _ i 2 (i 1 o si
K+ KK = R - x* (T} = 75726)).
where K stands for 9, (v* K;).
The radial derivative of the on-shell action (3.34) now becomes

. 1 -
Son—shell = 7?/2 d*z\/y {R + k3 (Tug1d41 — ﬁm)} . (3.39)

This allows us to write the regulated on-shell action, which will be denoted by I,.,
from now on, in a very useful form. Namely, we can introduce a covariant variable
A and write the action as'®

I = =% [y dlo 7K - N), (3.40)

9All tensors are transverse and so we drop the hats form now on.

10We have explicitly included the Gibbons-Hawking boundary term so that A corresponds to the on-
shell value of the bulk integral in the supergravity action. Moreover, since the regulator r, is arbitrary,
we can evaluate the action on an arbitrary hepresurface 3,.. Its functional derivatives will then give the
momenta on X, and not just on the regulating surface %,.,.
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provided ) satisfies the equation

Ak K = 12 (L + 7575 ) =0, (3.41)

which can be derived by taking the trace of the third equation in (3.38). Note that
since ¥, is compact, (3.40) defines A up to a total divergence. This ambiguity can be
utilized by making a judicious choice that will simplify the analysis below. Namely,
since the canonical momenta are given by

g 1 - g oI, oI,
i K~ - KY) = = 42
= =55V (K7 ) =5 T (3.42)
it follows that
T8 + Yo pmedf = — 56 [VA(K = N)], (3.43)

up to a total divergence. Therefore, the total divergence ambiguity in A can be used
to ensure that (3.43) holds without the integral over ¥,.. This can always be achieved
by the following procedure.!! Take first any \ satisfying the definition (3.41). The
variation § [,/7(K — A)] will then generically produce terms with derivatives acting
on the variations of the induced fields dv;;, 6 f. These derivatives can be moved to
the coefficients of the field variations by integration by parts. When all derivatives
acting on the field variations are removed, (3.42) guarantees that the coefficients of
the field variations are precisely the radial momenta. Now, the total derivative terms
which are produced by this procedure can be absorbed into \. In writing (3.43), we
assume that such a procedure has been performed.

3.3.2 THE METHOD

We have now the necessary material in order to formulate a Hamiltonian method
of holographic renormalization. For concreteness, we will consider a massless!?
abelian gauge field A,, and a number of scalar fields ! with the action

1 1
Sulas Apl = [ @105 (JU@FLP + JGrr(0)0,'00 4 V(i) ).
(3.44)

1 This argument assumes that X is local. As we will see below, the divergent part of A which is deter-
mined by the asymptotic analysis is local. As it is expected though, the finite part of A will be non-local
in the sources and hence, only the integrated version of (3.43) holds for this part. We will return to this
point below.

12The method is easily generalized to include massive gauge fields using the Stiickelberg formalism.
See e.g. [32].
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The function U (y), the metric G ;(¢) on the scalar manifold and the potential V' (y)
are completely arbitrary, subject to the requirement that the action admits AdS space
as a critical point. The equations of motion following from this action are given in
gauge-fixed form in Appendix 3.A.2 (and in covariant form in 5.4) , but we will not
need them explicitly here.

Gauge-fixing the metric as in (3.35) and choosing the gauge A, = 0 for the
vector field, the canonical momenta are given by

m =~ VA = KY), = AUAL 1= /iGL(e)e,  (3.45)

where A? = 4% A;. Since the regulated on-shell action I, is a functional of the
induced fields on the hypersurface ¥,., so are the momenta which are related to the
on-shell action by (3.42). We have seen this before. In Section 2.3.2 of the previous
chapter, we found that requiring the scalar field ¢ to be regular in the interior of AdS
forced the momentum ¢ to be proportional to the scalar field itself (see (2.145). In
the present case, regularity of the solution in the interior is assumed implicitly since
it is necessary for the evaluation of the regulated on-shell action.!® Therefore, for
regular solutions, the on-shell momenta are functionals of the induced fields:

Ty, A, T A, w4 el (3.46)

In the Hamiltonian version of holographic renormalization then, one uses the
equations of motion in order to determine the asymptotic form of the momenta as
functionals of the induced fields. Since both the momenta and the induced fields
transform covariantly under diffeomorphisms on the slice 3., the method is man-
ifestly covariant at all stages, which ensures that the Ward identities are manifest
as well. This is in contrast with the original method of holographic renormalization
where one solves asymptotically for the bulk fields as functions of the sources, a
procedure that is not manifestly covariant with respect to diffeomorphisms on the
hypersurface X,..

Asymptotic analysis

In the original method of holographic renormalization, the asymptotic analysis
starts by expanding the bulk fields in the radial distance z = e¢~" from the con-
formal boundary. However, we have now formulated the problem in a manifestly
covariant language and so we would like to have a covariant way of carrying out the
asymptotic analysis.

13To be more precise, one must impose some condition in the interior such that the on-shell action is
well-defined. It is not known in general if this requires the solution itself to be regular in the interior,
although this is assumed in most examples in the literature.
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To this end, we observe that the non-normalizable modes of the induced fields
behave asymptotically as

Yij ~ €7 g(0yij (), Ai ~ Agyi(z), p! ~ 6_(d_AI)T¢(0)I($)- (3.47)
These asymptotic relations can be written in covariant form as
Yij ~ 205, Ai=0(e™), ¢l ~—(d=App'. (3.48)

Moreover, the fact that the momenta are functionals of the induced fields means
that the radial derivative can be represented on the solution space by the functional
differential operator

5 5 5
= [ d% (2K [y, A, o] — + Aily, A, o] —— + ¢ [y, A, o] — ) .
Or /dw< 102 ,w](;%jJr il M](;Ai‘f'@[% ’30}5901)

(3.49)

It follows that the radial derivative is identified asymptotically with the dilatation
operator, ¢p, namely

5 b . .
Ay = /ddx (2%]-57” +) (Ar— d)¢IW> +0(e)=6p+0(e"). (3.50)
1] 7

Since we have identified the radial coordinate with the energy scale of the dual
field theory, this relation provides a holographic derivation of the Callan-Symanzik
equation (2.169).

This observation is exactly what we need in order to formulate the asymptotics
in a covariant manner. Namely, since the momenta and the on-shell action are func-
tionals of the induced fields, one expects that they admit asymptotic expansions in
eigenfunctions of the dilatation operator ép, namely'#

T =V (M) T 7@+ @)+ Fajloge ™ 410 ),
7t = \Fy(ﬂ(;;)i-i-ﬂ'(zl)i+"'+7T(d)i+7~T(d)i10ge_2r+"'), (3.51)
WI:\ﬁ( Z 7r(5)1+7r(AI)+7?(AI)Iloge_2T+...),

d—A1<s<Ar

/\:)\(0)+/\(2)+~--+)\(d)+/~\(d)loge’2’"+--- ,

l4provided the scaling dimensions of the scalar fields are rational numbers, such expansions always
exist. Note that the dilatation weight of the leading and logarithmic terms in these expansions is universal
- i.e. independent of the value of the scalar dimensions. The ‘step’ however of the expansions is not
universal and it depends crucially on the dimensions A;. We consider here the most common case,
but in general additional terms with odd or even fractional dilatation weight can appear in all these
expansions. We emphasize that the method applies with no difficulty to the general case where such
terms are present. An example where this is the case will be discussed in the next section.
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where all terms, except for w(d);'-, F(d)i, Tr(a;) and A(gy, are assumed to transform
homogeneously under the dilatation operator (i.e. under constant Weyl transforma-
tions) according to their scaling dimension:

5D7T(n)§' = 7n7l'(n);-, n <d, 5D7~T(d); = 7dﬁ'(d)§-,

5D7T(n)i = 7’17,7'((”)1, 3<n<d, 5D7~T(d)l = —dﬁ(d)’, (3.52)
ODpTI(s) = —5T1(s), d—Ar<s <A, opTra,) =—Arrra,

5D)‘(n) = _n)\(n)» 0<n<d, 5[)/\((1) = —d)\(d).

As is expected, these terms are related to the local coefficients in the asymptotic
expansions of the original method of holographic renormalization. We will work
out the precise relation for a particular example in the next section.

Requiring the tilded terms that multiply the logarithms to transform homoge-
neously under the dilatation operator and identifying the dilatation operator with
the radial derivative as above leads to the transformation law of ﬂ'(d);, ﬂ'(d)i, TI(AD)
and A (4. Namely, we find

Spmay; = —dm(a); — 27 @)},
(SDTr(d)i’ = —dﬂ(d)i — Qﬁ(d)i,
OpTr(A;) = —AITr(a;) — 271(AL)s (3.53)

SpAa) = —dNg) — 2\(a)-

These transformations contain the expected homogeneous term, but they also con-
tain an inhomogeneous term, which indicates that these terms depend non-locally
on the induced fields. Indeed, we will soon identify these terms with the renormal-
ized one-point functions and on-shell action, which are non-local functionals of the
sources. As we will see below, the inhomogeneous terms, which are precisely the
coefficients of the logarithms in the above expansions, correspond to the conformal
anomalies.

Counterterms

There are now two possible ways to evaluate the local terms in the expansions
(3.51), both of which are useful, although, depending on the case at hand, one
might be more efficient than the other. We therefore discuss both here.

I. The first algorithm is very similar in spirit to the algorithm that determines the
coefficients in the asymptotic expansions of the original method of holographic
renormalization. The difference, however, is that the on-shell action is now
treated on the same footing as the momenta, which, combined with the fact
that all the expansions are covariant, leads to a much faster determination of
the counterterm action.

83



3.3. HAMILTONIAN HOLOGRAPHIC RENORMALIZATION

The algorithm relies on the observation that by inserting the expansions (3.51)
in the expression (3.49) for the radial derivative, one obtains a covariant ex-
pansion for the radial derivative in the form

Oy =0p+ 060y + - +loge X o+, (3.54)

where J(,,) are covariant functional operators of successively higher dilatation
weight.

Now, the dynamical equations for the induced fields, namely equations (3.38)
together with the equations for the matter fields, are second order in the radial
derivative. Writing these equations in terms of the momenta, one of the radial
derivatives is absorbed in the momenta (see for example the third equation in
(3.38)). Similarly, the equation (3.41) for the on-shell action A\ contains one
radial derivative. One then inserts the expansions (3.54) for the radial deriva-
tive and (3.51) for the momenta and the on-shell action into the equations of
motion. Matching terms of equal dilatation weight leads to a set of (coupled)
algebraic equations for the local coefficients. These equations are then solved
iteratively for the coefficients. As in the previous method of holographic renor-
malization, the non-local terms in the expansions are not determined by the
recursion relations, although the trace and divergence of W(d)j- is determined,
as was the trace and divergence of g(4;;. However, the recursion relations now
determine directly the coefficients A, as covariant functionals of the induced
fields, which as we will see, is equivalent to determining the counterterm ac-
tion in the covariant form (see e.g. (3.15)).

Although this algorithm is often the fastest for relatively simple examples, it is
not suited for proving general statements that are independent of the partic-
ular theory at hand, such as the Ward identities. Such general properties, are
very nicely revealed by the second algorithm that we will now describe.

II. The second algorithm relies heavily on the Hamilton-Jacobi relations (3.42)
for the momenta as derivatives of the regulated on-shell action. In particular,
at the first stage, one uses the identity (3.43) to express all local coefficients in
the expansion of A in terms of the momenta. This is easily done by inserting the
expansions (3.51) and collecting terms of equal dilatation weight. Inserting
then these expressions for \(,,) into (3.40) and using the Hamilton constraint
(first equation in (3.38)), all local terms in the expansions of the momenta are
determined recursively from the Hamilton-Jacobi relations (3.42).

Either algorithm determines directly the covariant counterterm action, which is
given by

d—1

1 o
Iy = ?/z dz/y (Z(K(n) = Am) + (K@) = A@)log 6‘2“’) - (355

n=0
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Through the Hamilton-Jacobi relations (3.42), this leads to the covariant countert-
erms of the momenta, which are precisely the local terms in the expansions (3.51)
and have already been determined as part of the algorithm leading to the countert-
erm action. There is therefore no need to differentiate this local action to obtain the
momentum counterterms.

Renormalized action and one-point functions

The renormalized action is now defined as

. 1
Lienlg(0), A0y, b0yl = lim (I, + Iet) = ) /8/\/1 A"z V(K@) — Nay)-  (3.56)

To—00

The AdS/CFT prescription identifies this with the generating functional of renormal-
ized connected correlation functions in the dual quantum field theory. In particular,
the first derivatives of the renormalized action with respect to the sources corre-
spond to the one-point functions of the dual operators. But the Hamilton-Jacobi
relations (3.42) identify the first derivatives of the renormalized action with the
non-local terms in the expansions of the momenta (3.51). Hence, we obtain the
very general result!®

1 i i
(Tij)ren = == (K@yis = K@viz)» (Ihren = 7@’y (Ol)ren = T1(ap)-

K

(3.57)
These expressions should be compared with the corresponding expressions (3.17)
that were obtained from the original method of holographic renormalization. In
(3.17) the one-point functions are expressed in terms of the non-local coefficients
g(ay and ¢2a_q) of the asymptotic expansions, but also in terms of some local func-
tionals, X;; and Y, of the sources, which do not admit an obvious geometric inter-
pretation and whose particular form depends on the case under consideration. In
(3.57), however, we have determined the exact one-point functions completely in
terms of geometric quantities. Moreover, these expressions are valid for any dimen-
sion and for any field content. One of the advantages of this formulation is that we
can now prove in full generality that the holographic one-point functions satisfy the
Ward identities (2.163), (2.165) and (2.168).

Ward identities

The Ward identities (2.163) and (2.165) follow immediately from the equations
of motion for the induced fields. More precisely, they are a consequence of the

I5Strictly speaking, the one-point functions are obtained after evaluating the limit r, — oco. However,
provided there is no risk of confusion, we will often use the quantities before and after the limit is taken
interchangeably.
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contsraint equations that follow by gauge-fixing part of the U(1) gauge freedom and
part of the bulk diffeomorphisms.

Let us consider first the first of the two equations (3.121) for the gauge field A;.
It can be written compactly as

D;(7'/\/7) =0, (3.58)

where 7' = /U (¢)F"" is the canonical momentum conjugate to A;. Expanding
this momentum in eigenfunctions of the dilatation operator as above, we conclude
that this identity must hold for each term separately, since they all have different
dilatation weight. In particular,

Dima)’ =0, (3.59)

which leads, via the identification (3.57) to the Ward identity (2.163).
The Ward identity (2.165) follows in a similar way from the second equation in
(3.38), which takes the form
1

K2

D; (K} — K6)) = —=G5(9)¢" 0,07 + U(p)F"'F;. (3.60)

Writing this in terms of the momenta (3.45) and inserting the expansions (3.51),

leads to )
—?Di (K(d); — K(d)(S;) = —W[(Al)ajgal + ﬂ'(d)ZFij, (3.61)
which, via (3.57), is equivalent to the Ward identity (2.165).
Finally, let us derive the trace Ward identity and the conformal anomaly. To
this end, consider an infinitesimal Weyl transformation of the renormalized action

(3.56):

2 _ -
50’-[1‘61’1 = 72/ W(K(d) — )\(d))(SU (362)
K= Joam
But from the renormalized version of (3.42) we also have:
0o lren = Az 21yt + (A — d)ma19'] 00 (3.63)
oM

Since oo is arbitrary, we can equate the integrands to obtain

) 2 . -
27T(d)§+(A] 7d)7T(AI)IQDI = ?(K(d) 7>‘(d))~ (3.64)
Note that this result, at least formally, follows also from the identity (3.43) once it
is restricted to constant Weyl transformations, despite the fact that in general only
the integrated form of (3.43) holds for the non-local term A (). The identifications
(3.57) then lead to the anomalous trace Ward identity (2.168), with the conformal

anomaly given by

A= —Z (K@ — M\ay)- (3.65)
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Therefore, as expected, the conformal anomaly is given by the coefficient of the log-
arithm in the covariant expansion (3.51) for A. In particular, it is a local functional
of the sources, as required by the Wess-Zumino consistency condition.

3.4 EXAMPLES

In order to illustrate the formal discussion of our Hamiltonian method of holo-
graphic renormalization, we now consider two examples. We discuss first the special
but important case of pure AdS gravity in arbitrary dimension. We show in this case
explicitly that the two methods of holographic renormalization are equivalent by
deriving a one-to-one map between the coefficients of the asymptotic expansion of
the metric and the coefficients in the covariant expansion of the extrinsic curvature.
Moreover, the new method allows us to derive general recursion relations for the
extrinsic curvature coefficients, valid in any dimension. We conclude the section on
pure gravity with a few results for the spacial case of AdSs. As a second example,
we consider two scalar fields coupled to gravity in five dimensions with an arbitrary
potential.

3.4.1 ADS GRAVITY

For pure gravity with a negative cosmological constant A = d(1 — d)/2, the
equations of motion (3.38) reduce to

K? - K ;K% = R+d(d - 1),
D;K; — D;K =0, (3.66)
K + KK; = R} + do;,
and the on-shell action is determined from the equation
A+ KX =d. (3.67)

The first step is to expand the extrinsic curvature, which is related to the mo-
mentum conjugate to the induced metric via (3.45), as well as the on-shell action A
in eigenfunctions of the dilatation operator, which now takes the form

op = / d%zwi. (3.68)
5%‘;‘
We then have the expansions (see (3.51)),

K] = K@) + K@)+ + K+ Kajloge ™ + -,

AT = Xo) + M)+ + Ay + Ay loge ™ + - (3.69)
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EQUIVALENCE OF ASYMPTOTIC EXPANSIONS

Before we proceed with the algorithm to determine the local terms in these co-
variant expansions, let us demonstrate the equivalence of this covariant expansion in
eigenfunctions of the dilatation operator to the asymptotic expansion of the induced
metric in the standard holographic renormalization method.

Recall that in the original method of holographic renormalization, one expands
the induced metric in an asymptotic expansion in the radial coordinate z = exp(—r)
as

1
= (9015 + 229(2)1',j +- ng(d)ij + z%log Z2h(d)ij o). (3.70)

Yij =
J zQ

Differentiating this expansion with respect to r, gives

. 1 -
Kij= 3% = 390~ 29w+ + 2172 ((1 = d/2)g(ayij — hiayis)
+2972log 22 (1 — d/2)h(ayij + - - (3.71)
However, each term in the covariant expansion of the extrinsic curvature is a func-

tional of the induced metric ;;. Using the expansion (3.70) of the metric we can
then functionally expand the eigenfunctions of the dilatation operator as

1
K)i;] =5 = = (90yi5 + 2°9(2)ij + -~ + 2%gayi; + 27 log 22 hiayij + -+ ),
0K (2)ij
09 (0)kl

K(2)ij[7] = K(2)ij9(0)] + 2 /ddmg(z)kl

(3.72)
K@il = 2" Kyijlgo) +-- .
K ()i = 272K @)il90)) + - -
Inserting these expressions in the covariant expansion for K,; and comparing with
(3.71) we determine
K0)ijl90)] = 9(0yis>» (3.73)
K 2)ijl90)] = ~9il90);

n

5 9(n)ij [9(0)] + lower,

Knyijlgo)l =

d
Kayijlgo] = =59iil9)] = hwaijlg o] +lower,

~ d
K@iiloo] = —5h@islao];
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where ‘lower’ stands for terms involving functional derivatives with respect to g(g);
of lower order coefficients g(x)i;[g(0)]. For d=4, for example,

K (4yijl90)] = —29)ij19(0)] — Payijlg o)) /d g2 69;)” [g(o)]- (3.74)
9(0)kl

We therefore conclude that there is a one-to-one correspondence between the terms
in the asymptotic expansion of the metric and the covariant expansion of the extrin-
sic curvature in eigenfunctions of the dilatation operator. In particular, the non-local
terms, K (q);; and g(q)i;, are proportional to each other up to local terms, whereas
the coefficients of the logarithms, which are related to the conformal anomaly in
both formalisms, are just proportional to each other. The two methods are therefore
equivalent. Indeed, as we will see below, they lead precisely to the same covari-
ant counterterms. The new formulation, however, is more efficient and leads to a
general expression for the counterterm action in terms of the extrinsic curvature
coefficients, for arbitrary dimension. Furthermore, as we have seen, the one-point
function of the stress tensor in the presence of sources is also expressed simply in
terms of the non-local term in the expansion of the extrinsic curvature. In particular,
the asymptotic analysis for pure gravity is done once, for all d, resulting in generic
recursion relations for the extrinsic curvature coefficients.

In order to derive these dimension-independent results for pure gravity, we will
follow the second algorithm (II) above which makes use of the Hamilton-Jacobi re-
lations (3.42). In the present context, these lead to the following functional relation
between the extrinsic curvature and the on-shell action:

K’yij KW = 2
\f 0%ij

Inserting the covariant expansions for K and A we can relate the coefficients of the
on-shell action to those of the extrinsic curvature as

/ da (K — N). (3.75)

d
2

)

i ; 2 0
Ky = Aan)d; — NG /ddl‘ﬁ%jm (K@2n) —Aen) » 0<n<
% % 3 ] 2 d 4 % 3

Moreover, applying the identity (3.43) to dilatations (in which case it also applies to
the non-local term )4y as we have discussed), one obtains
d -
(14+6p) K@2n) = (d+3p) A2n), 0<n< 2 (146p) K(gy = (d+6p) Ma)
(3.77)
Since we know how the coefficients transform under the dilatation operator, these
relations completely determine A in terms of the trace of the extrinsic curvature.
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Namely we obtain the significant result

(2n

1)
7@[((%); 0<n<

d - d—1
A2n) = =
@n) = (2n 2

(3.78)
The coefficients K (Qnﬁ are only determined for n < d/2. If one does the computa-
tion for general d then the corresponding expression has a first order pole at d = 2n.
A short computation using (3.76) shows that the residue of the pole is exactly K (d);ﬂ,
i.e. the coefficient of the logarithmic term in d dimensions,

_ d ,
Kt = lim n— =Kok ). 3.79
(@; = lim <( 5) (zn)j> (3.79)
In practice one can also use this result in order to compute K (d_Q)j- in d dimensions
from K (4_)} in d — 2 dimensions.

This result leads to a general closed form expression for the covariant countert-
erm action that renders the on-shell action finite:

d
41

Ict:(l_zd)/ LENADY

K
To m=0

1 —2r,
m}((gnl) + iK(d) log e . (3.80)

Therefore, the problem is now reduced to determining the coefficients in the
covariant expansion of the extrinsic curvature. To determine these coefficients, we
substitute the expansion of the extrinsic curvature into the Hamilton constraint (first
equation in (3.66)). This leads to a recursive relation for the traces of the extrinsic
curvature coefficients, namely

(3.81)

-1

Z (K(Qm)é‘K(27L—277L)g - K(2m)K(2n—2m)) , 2<n<

m=1

3

1 d

Koy=—— —.

@n) = 2d—1) 2
Using these expressions for the trace of the extrinsic curvature coefficients, to-
gether with the expressions (3.78) for ) (2, in terms of these traces, in the functional
relation (3.76) one can now evaluate all local coefficients K (277,);‘ recursively. Some
useful identities required for evaluating the functional derivatives in (3.76) are pre-
sented in Appendix 3.A.1). Note that the second equation in (3.66) implies that

these terms satisfy the relations

DiK(20): = DjK(3,y =0, 0<n<_, DiK@i—DjKgu =0 (3.82)
In particulary, the first of these equations for n = d/2 leads to the diffeomorphism
Ward identity as we discussed above. Moreover, observe that although K (d);- is
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non-local in general, (3.81) ensures that its trace is local since it is expressed in
terms of the lower order coefficients, which are local. This is in agreement with the
requirement that the conformal anomaly be local in the sources.

Carrying out the above procedure is straightforward but, due to the functional
derivatives involved in evaluating the coefficients of the extrinsic curvature, it be-
comes of forbidding complexity as one goes up in dimension. The algorithm, how-
ever, could be implemented in a computer code which would in principle calculate
the counterterms and the holographic Weyl anomaly for any dimension.

For illustrative purposes we give here the results for up to four boundary dimen-
sions. As claimed, they are in perfect agreement with the results obtained by the
original method of holographic renormalization (see e.g. [30]).

d=2 K] =0+Kgi+-,
Kh]=d+P+---,
(d—1) [ 5 1 2
I = e /da:\f’y I—ZRloge ,

% T % 1 1 kl 2 7

j ki ; ; ; 5 ,
=2 (2R"wji P — PR, +0P; —DZDjP)) log e + K g5+,

Kly]=d+P+ (PHPy—P?) +---, (3.83)

2(d— 1)

d—1 4 1 2 2
zct:( — )/d xﬁ<1+(d_2)P—4(d1_1) (P¥ Py —P )1oge>.

Here, e = e~ and the tensor P;; is defined in (3.116) in Appendix 3.A.1.

THE SPECIAL CASE OF AdSs

For any three-dimensional Riemannian manifold the Weyl tensor (3.115) van-
ishes identically. This fact, combined with the vacuum Einstein equations with a
negative cosmological constant, implies that the Riemann tensor takes the form

Ryvpo = (guagup - gupguo) ) (3.84)
which is precisely the curvature tensor (3.1) of AdS space.
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The Gauss-Codazzi equations (3.26) then imply that the extrinsic curvature sat-
isfies the equation
Ki+ KiKF -6t =0, (3.85)

which, in contrast to the equations of motion (3.66), involves only the extrinsic
curvature and hence, it can be solved exactly.
To this end, let us write this equation in matrix notation as

K=1-K2 (3.86)
Assuming that the matrix on the right hand side is invertible, we can write
20 -KH ' =1 -K)t+1+K)7 (3.87)

Equation (3.86) can now be immediately integrated to give

1—e27C(x)
= 3.

K 1+e2C(z)’ (3.88)
where C(x) is an arbitrary matrix that depends only on the transverse coordinates.
Expanding this in e 2" we get

K=1+2 Z(—l)”e‘Q""C". (3.89)
n=1

However, the Cayley-Hamilton theorem
C? —trCC + det C1 =0, (3.90)
implies that the extrinsic curvature can in fact be written in the form
K =a(r)l +b(r)C, (3.91)

for some coefficients a and b that depend on C. Inserting this in (3.86) and solving
the resulting equations for a and b gives the extrinsic curvature in the closed form

K=1+e?trC+e 4 detC)™! [(1+ e trC — e " detC)1 — 2e~%7C].

(3.92)
Recall now that the extrinsic curvature is related to the induced metric by
i 1 1 i
We can therefore integrate (3.89) to obtain
v =eB(z)(1+e7C)?, (3.94)
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where B(z) is another integration function. This is then the most general AlAdS
metric in three dimensions! This is precisely what it was found in [47], where it was
shown that the Fefferman-Graham expansion terminates at quadratic order. Writing

Yij = € (g0yij + € 2 9@)ij + € T gwyij) » (3.95)
we identify goyi; = Bij, g@2yij = 2(BC)ij and 9dyi; = (862)ij, or 9dyi; =
(92)9(0) " *9(2))ij /4, in complete agreement with [47].

As expected, the metric involves two arbitrary matrices, which are functions of
the transverse coordinates. These can be interpreted respectively as the normaliz-
able and non-normalizable modes of the full non-linear equations. However, the
Hamilton and the momentum constraints (respectively the first and second equa-
tions in (3.66)) do relate these matrices in a non-local and non-linear way.

First, the Hamilton constraint together with the expression (3.92) for the extrin-
sic curvature allows us to evaluate the Ricci scalar of the induced metric in terms of

C, namely ey
—4de™“"tr

=2(det K —1) = . 3.96
R (det K —1) 1+e2rtrC +e 4 detC (3.96)

Taking the limit » — oo gives the constraint
’ Rlg()) = —4trC, (3.97)

where R|[g ()] is the Ricci scalar of the boundary metric.
Moreover, a short calculation shows that the vector {; = D, K] — D, K satisfies
the differential equation
L+ K& =0, (3.98)

or, equivalently, 9,.(,/7§;) = 0. The solution of this equation is

_ —2e~2r
T 14 e 2trC+e 4 detC

13 (Pt - pPc), (3.99)

where D;O) denotes the covariant derivative with respect to the boundary metric g (o)
and C = trC. Hence, the momentum constraint in (3.66) is equivalent to

p"ci - p”c =o. (3.100)

These constraints impose a non-local relation between C’; and the boundary met-
ric and they are solved by identifying the tensor

T = 4(Ci - CdY), (3.101)

with the Liouville stress tensor (2.45). This non-local tensor then becomes the exact
one-point function of the stress tensor of the dual CFT in a curved background. Suc-
cessive derivatives with respect to the boundary metric then compute all correlation
functions of the CFT stress tensor.
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3.4.2 GRAVITY COUPLED TO SCALARS

Having carried out in detail the near boundary analysis for pure AdS gravity in
our formalism, we will now briefly describe how the analysis can be generalized to
include scalars. In this case the matter action takes the form'6

1
Sy = / d /g <29~”aﬂ¢13y<p1 + V(gpl)) . (3.102)
M
The the gravitational field equations (3.38) now become
K? - Kij K7 = R+ 5 (¢'oT =17 8ip" 050" =2V () ,
DK} — D;K = r*¢' 0,0,

K!+ KK! = R. — r? (ahpfaj@’ + o

V(ga)agi) , (3.103)

while equation (3.41) for the on-shell action now reads

2

: 2K
A+ KA
+ er—l

V(g) =0. (3.104)

Moreover, we now have the equations of motion for the scalar fields, namely

0
¢+ Ko + Op! — aTDIV(Lp) =0. (3.105)
Again, the asymptotic analysis starts by expanding the canonical momenta and
A in eigenfunctions of the dilatation operator

5D = /ddl'Q’yij

as in (3.51). Note however that, depending on the scaling dimension A; of the
scalar operators, the eigenvalues of the dilatation operator for the momenta of the
scalar fields may not be integers anymore.

We then proceed exactly as for the pure gravity case, using the identity (3.43) in
order to eliminate the coefficients A, in favor of the coefficients of the momenta.
Namely, inserting the expansions (3.51) into

)
d%z(A; — d)p! — 3.106
5%j+/ wAr = d)y dpl’ ( )

(1+0p) K + x*(Ar —d)p ! = (d+p) A, (3.107)

and matching terms of equal dilatation weight determines all local terms in the
expansion of )\ in terms of the local terms in the expansions of the momenta.

At the next step, one uses the Hamilton contsraint (first equation in (3.103)) to
derive a recursion relation for the traces of the extrinsic curvature. This relation is

16We consider a flat metric G ;(¢) = 87 on the scalar manifold here.
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the analogue of (3.81) for pure gravity, but it will now involve the coefficients of
the scalar momenta as well. The precise form of such a recursion relation depends
crucially on the dimension d as well as the scaling dimensions A; of the scalar
operators.

Finally, inserting the coefficients \(,,y as well as the trace of the extrinsic cur-
vature coefficients into the Hamilton-Jacobi identities (3.42), all momenta can be
determined iteratively.

As an illustration, let us quote the results of this procedure for the case of two
scalar fields, ¢ and o, both of scaling dimension A = 3 in d = 4 and with a potential
that has a critical point at ¢ = 0 = 0. The most general potential compatible with
these requirements is

Z Zm Vimn—me o™, (3.108)

n=0m=0

where V(g ) = A/k? is the cosmological constant, Vo) = V1,00 = 0, i.e. there are
no linear couplings, V(;,1) = 0 and V5 gy = V(o,2) = —3, i.e. the quadratic terms are
diagonal in ¢ and o and both have mass m? = A(A — d) = —3. All other couplings
Vim,m—n) are arbitrary.

The iterative approach determines the following on-shell action:

1 d—
L, = —= d%ﬁ{d b [BjPU - P*—r’(0+P)p  (3.109)
K= Js

To

—k*c(0+ P)o|loge " + K@) — Ay + -+ } - / d'z AW (p,0),

where the ‘superpotential’ W (¢, o) is given by

%(d—l) ;(g& +U)

(Va0¢® + Veneio+ Vagyes® + Viso?)

W(p,0) =
d 3
V 1 S0+ Van?) + T P
(4,0) — ) (3,0) (1,2) 16(d — 1) ¥
1
< Vi — =3 sBViEoVen+VanyVio, 3))>
1

1
+ <2V<2,2> ~ =3 ®eoVar +VeyVey

d
+2V(2’1)2 + 2V(172)2) + 8(d1)) S020'2+
(3.110)
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1 1 2 2 d 4
+ <2V(0’4) 4(d — 3)2 Vs +Ven)+ 16(d — 1)) 7

2
Wy 4 (3.111)

1 1 Y
+ (V(Lg) - m(?ﬂ/(o,g)vu,z) + V(2,1)V(3,0))> @US} log e~ %"

A direct computation shows that W satisfies the differential equation

1 /ow\®  dr?
Vig) =3 [(8@1) —dflw2]. (3.112)

We emphasize, however, that the above algorithm determines W without making
use of this equation, which arises as consequence of our formalism.!” In particular,
our algorithm determines the overall sign of W as well, in contrast to (3.112).

Equation (3.112) motivates the term ‘superpotential’ for W, by analogy to the
superpotential obtained from the gauged supergravity action and which obeys a
BPS equation similar to (3.112). We emphasize, however that (3.112) does not
arise from any BPS condition. However, (3.112) and the fact that the AdS critical
point of V is also a critical point of W guarantee the gravitational stability of the
AdS critical point [50, 51].

Given a potential V, one may view (3.112) as a differential equation that can
be solved to determine the ‘superpotential’. This is potentially interesting because,
as we will see in the next chapter, such a ‘superpotential’ W automatically provides
a non-trivial (but non necessarily supersymmetric) domain wall solution to the su-
pergravity equations, which, via the AdS/CFT dictionary, provides a holographic de-
scription of certain renormalization group flows of the dual quantum field theory. In
the next chapter we study extensively these interesting solutions and describe how
the Hamiltonian method of holographic renormalization can be used to efficiently
compute correlation functions of the dual quantum field theory.

3.A APPENDIX

3.A.1 CONVENTIONS AND USEFUL FORMULAS
RIEMANN TENSOR

We define the Riemann tensor as

RF e = 0,Th, +TX T, — (v < o). (3.113)

17(3.112) can indeed be derived in general in this formalism, i.e. for arbitrary dimension and scalar
fields [39].
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Then, for any vector v*,
Vi, Voo = Ry’ 00°. (3.114)

This differs by an overall sign from the conventions used in [29, 30].

WEYL TENSOR
The Weyl tensor is defined for D > 2 by
Cuwvpo = Ryuvpo + GuoPop + 9vpPus — GupPre — gvoPup, (3.115)
where

1 1
Py, = )ng> : (3.116)

5 |\ B — 57—
D—2 ( "D -1
Under a Weyl transformation the Weyl tensor transforms homogeneously

Chuvpo (€2 9] = €2 Crvpolg). (3.117)

A Riemannian manifold (M, g) of dimension D > 4 is conformally flat if and only if
its Weyl tensor vanishes. However, the Weyl tensor vanishes identically for any three-
dimensional Riemannian manifold. Instead, for D = 3, a Riemannian manifold is
conformally flat if and only if the Weyl-Schouten tensor

VVuup = VVPMp - vpljuua (3118)
vanishes. The Weyl-Schouten tensor is invariant under Weyl transformations

Wiwp [e*g] = Wiwplg]- (3.119)

METRIC VARIATIONS

1
591_‘?0 = §guy(vp59cw + vadgpu - vu(sgpa)v

dg R ypo = V041 — V5,1, (3.120)
1
OgRuw = R(u"09p0) — RuPv709p0 +V (VP 0gp0) — 5(559111/ + 9"V Viég,0),

where the indices inside the parentheses are symmetrized with weight one.

3.A.2 GAUGE-FIXED MATTER FIELD EQUATIONS

Vector :
Dy(U(p)F™") =0,
O-(U(@)F™) + KU (p)F™ + D;(U(p)F) = 0. (3.121)
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Scalar :
0 (Gr1(9)¢”) + KGry(9)¢” + D' (Grs()0ip”)

190Gk, ., .« 1%
— R 0’ '™y — =
5 ol (¢ 9" + 0" 0'p™) T
_iggon@F"iF” + FyF7) =0.

(3.122)

Here, K is the trace of the extrinsic curvature of the radial slices ., F"; = A;
and the gauge A, = 0 has been used.

3.A.3 LORENTZIAN SIGNATURE

Thoughout this chapter we have used exclusively Euclidean signature for the
metric g,, on M and the induced metric v;; on the hypersurfaces ¥,. In this ap-
pendix we provide the Lorentzian version of some of the important formulas that
appear in the Hamiltonian version of holographic renormalization and which will
be needed in the last chapter.

The Lorentzian supergravity action differs by an overall sign from its Euclidean
version, namely

Serlgl = 5= [/M d™tz\/gR + /8M ddasﬁﬂ(} , (3.123)

and

1 1
Sm[ga Aa (P] = /M dd+1m\/§ (4U(W)FMVFHV + iGIJ(SD)BM(pIaH(pJ + V(@)) .

(3.124)
The gauge-fixed canonical momenta are then given by
™ = —ﬁ\/jY(K” —K47), 7w =—/AU@A, 7 = —VAG(e)d,

(3.125)
while the regulated on-shell action is expressed as

1 - 1
/ Lon—shell = / derlx\/ -9 (Em - Tg) =7 ddI\/ *’Y)\v
M M d—1

To To

where )\ now satisfies the differential equation

. 1 -
A+ KX+ k2 (cm - leg) =0. (3.127)
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The regulated on-shell action (with the Gibbons-Hawking term included) is then
given by

I, = i? da/ (K — )\), (3.128)
K Sry
and the momenta are again obtained by
0 . 0] o1,
iy To T To — To
T 57 s A Tr bl (3.129)
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HOLOGRAPHIC RG FLOWS
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One of the great successes of the gauge/gravity duality is that it allows one to
compute correlation functions of a strongly coupled quantum field theory using clas-
sical supergravity. This statement was made concrete in the previous chapter, where
we saw that the gauge/gravity correspondence identifies the generating functional
of connected correlation functions of gauge-invariant operators with the on-shell su-
pergravity action, with the arbitrary Dirichlet data of the supergravity fields acting
as sources for the dual operators. We also saw that this identification is plundered
by the infinities that appear in the on-shell supergravity action and we described
how the method of holographic renormalization can be used to efficiently remove
these infinities and consistently ‘renormalize’ the supergravity action. Finally, we
discussed how the ‘kinematics’ of the correlation functions, such as Ward identities
and anomalies, can be derived holographically.

What has not been discussed in detail so far though is the actual holographic
computation of correlation functions. Contrary to the renormalization procedure
and the kinematics, the evaluation of correlation functions requires exact solutions of
the supergravity equations with arbitrary Dirichlet data instead of merely asymptotic
solutions. Indeed, as we discussed in the previous chapter, the asymptotic analysis,
either in the original or the covariant Hamiltonian formalism, does not determine
the ‘response’ functions of the bulk fields, which are identified with the one-point
functions of the dual operators in the presence of sources.

Solving the non-linear supergravity equations with arbitrary Dirichlet boundary
conditions is too difficult a problem to be tackled with the present techniques, how-
ever. Instead, one linearizes the supergravity equations around some background
and considers fluctuations around this background. The generating functional for
correlation functions can then be computed perturbatively in the sources. In par-
ticular, the leading order approximation corresponding to the linearized equations
is sufficient for the calculation of the two-point functions. Higher-point functions
require a higher order calculation, however.

Let us first recall the computation of two-point functions as developed in the
early period of the AdS/CFT correspondence [18, 24]. We will call this method the
‘old approach’. To regulate the theory one imposes a cut-off at large radius and
solves the linearized fluctuation equations with Dirichlet boundary conditions at the
cut-off. The second variation of the regulated action is then computed in momentum
space yielding an expression containing singular powers of the cut-off times integer
powers of the momentum p plus non-singular terms in the cut-off which are non-
analytic in p. The two-point function is then defined as the leading non-analytic
term. The polynomial terms in p which are dropped are contact d-function terms
in the position space correlator, which are scheme dependent in field theory and
largely unphysical. The non-analytic term has an absorptive part in p which correctly
gives the two-point function for separated points in xz-space. This method is quite
efficient, but it is not fully satisfactory since it is not correct in general to simply drop
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the divergent contact terms in correlation functions. Since the correlation functions
are related by Ward identities, one should make sure that contact terms are dropped
in a way consistent with the Ward identities.

In holographic renormalization one replaces the above computation by a two-
step procedure. Given a bulk action, the first step is to carry out the asymptotic anal-
ysis in order to construct a set of universal local covariant boundary counterterms
that render the on-shell action finite on an arbitrary solution of the bulk equations
of motion. This step was discussed in detail in the previous chapter using both the
original and the Hamiltonian formalisms for holographic renormalization. With the
general boundary counterterms at hand, one then solves the linearized supergravity
equations with arbitrary Dirichlet boundary conditions and a radial cut-off. Evaluat-
ing then the regulated on-shell action and adding the covariant counterterms leads
to the renormalized action. The two-point function is now obtained as the second
variation of the renormalized action.

It is conceptually satisfying that the procedure of renormalization can be car-
ried out in full generality without reference to a particular solution, i.e. that the
counterterms are associated with a bulk action and not a particular solution. How-
ever, the above algorithm for calculating correlation functions in holographic renor-
malization means that every time one wants to compute, for example, a two-point
function around some background field configuration, one must first carry out the
general asymptotic analysis in order to construct the covariant boundary countert-
erms that render the particular action finite on any solution. Most often this requires
a rather elaborate computation compared to solving the linearized equations which
is required for the two-point function. Moreover, there are rarely more than one
interesting exact solutions of a given action with a given field content, and so, in
order to compute correlation functions in different RG-flows one would need to first
complete the near-boundary analysis for each different action.

There is no reason, however, why the asymptotic analysis cannot be carried out
at the linearized level. In other words, instead of solving the full non-linear su-
pergravity equations asymptotically in order to determine the covariant boundary
counterterms and then linearize the counterterms around the given background,
one should be able to determine these linearized counterterms directly by solving
asymptotically the linearized bulk equations. If this is possible, it is clearly a much
more efficient route for computing correlation functions in holographic renormaliza-
tion since one need only analyze the linearized equations. In this chapter, which is
an expanded version of [2], we demonstrate that the Hamiltonian version of holo-
graphic renormalization indeed allows one to determine the linearized covariant
boundary counterterms directly by solving asymptotically the linearized bulk equa-
tions.

The backgrounds we will be interested in are domain wall solutions of the bulk
supergravity theory with a single active scalar field turned on. We consider first
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Poincaré domain walls, which preserve Poincaré invariance in the transverse space.
Such solutions correspond to either a deformation of the Lagrangian of the bound-
ary CFT by a relevant operator, or to a vacuum of the dual CFT where conformal
invariance is broken spontaneously by the vacuum expectation value of a scalar op-
erator. We discuss how to distinguish between these two cases by computing the
exact one-point functions for these backgrounds. Two-point functions are then cal-
culated and we show explicitly how they can be renormalized without the need for
a general near boundary analysis.

As a second class of interesting backgrounds, we study AdS-sliced domain walls
and in particular the Janus solution [52], which is a particular non-supersymmetric
but stable AdS domain wall [53]. The main difficulty in this example is that the
boundary has a corner. However, we show that there exists a suitable Fefferman-
Graham coordinate system which is well-defined everywhere in the neighborhood
of the boundary except on the corner. This allows us to calculate the vevs of the
background as well as some two-point functions. In particular, we show that the
Ward identities associated with the symmetries of the background are satisfied.

We discuss here only two-point functions. Higher-point functions have been dis-
cussed in the context of holographic renormalization in [33, 54]. The procedure
we describe for two-point functions here can be applied in such cases as well, sig-
nificantly simplifying the process of renormalization. An effort to reproduce known
results for higher-point functions using this procedure is presently under way.

4.1 POINCARE DOMAIN WALLS

In this section we will consider linear fluctuations around Poincaré domain wall
solutions of the supergravity equations of motion. These take the generic form

dsQB =dr? + eQA(T)dxidxi, © = ¢p(r). “4.1)

Inserting this ansatz into the equations of motion (3.103) and (3.105) we find that
A(r) and ¢pg(r) satisfy

A s (B - 2vom) =0

2

. . 2
A+ dA? + dflva) =0,

b5 +dAds — V'(65) = 0. (4.2)

Moreover, (3.41) becomes

2

: . 2K
A dAX
B+ B+d_1

V(¢s) =0, (4.3)
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which immediately implies

i - 1 §(x)
Ap=A4A da =-K ) 4.4
B +&(z)e PR 5 (4.4)
where ¢ is an arbitrary integration function of the transverse coordinates. Therefore,
B d—1 d 1 d
Son—shell = a2 d*z\/vpKp + — d®zé(x). (4.5)
k= Js, K% Js,

The last term corresponds to finite local counterterms. As expected, there is an
ambiguity in the on-shell value of the action corresponding to the renormalization
scheme dependence of the dual field theory.

It is well known that the second order flat domain wall equations are solved by
any solution of the first order flow equations

K2

d . IW(¢B)7
b =W'(¢5), (4.6)

A=

provided the potential can be written in the form

dr?

_1 12
V(¢B)—2[W i1

Wz} : 4.7)
The motivation for considering theories with such potentials stems from the fact
that they guarantee gravitational stability of the AdS critical point and of associ-
ated domain-wall spacetimes, provided the AdS critical point is also a critical point
of W [50, 51, 53]. This means, by the AdS/CFT duality, that the dual theory is
unitary. Notice that (4.7) is identical to equation (3.112) which was deduced as a
consequence of the Hamilton-Jacobi formulation of the asymptotic dynamics.

In general, the set of solutions of the second order equations (4.2) may include
solutions which cannot be obtained from the first order flow equations. In this
section we will restrict attention to solutions which can be derived from the flow
equations. For this class of solutions we have

1
Sa shell :/z: Az EW (65) + ?/z d*z(z). (4.8)

In principle it is always possible to write the potential in the form (4.7) if one
views (4.7) as a differential equation for W (¢g). The resulting W however may not
have the original AdS spacetime as a critical point. Furthermore, in practice it is
considerably difficult to solve (4.7). However, for certain potentials it is possible to
find interesting solutions as we now demonstrate by the following example.
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A TOY DOMAIN WALL SOLUTION

It was observed in [1] that (4.7) can be transformed to the form of Abel’s equa-
tion [55]:

v’ 4.9

v = (SoF1) 621, 49
where ¢ = %(p, y = coth(u), W = vcosh(u), and v is related to the potential by
2(5;21) V = —v%. The general solution to this equation is not known, but it can be

solved in special cases.
In [1] we solved (4.9) in arbitrary dimension for the potential
d(d—1)

V() =—- 52 cosh (2¢/3) . (4.10)

This potential was later considered also in [56], where a black hole solution with
a non-trivial scalar field in four dimensions was found. The authors of [56] also
observed that, in four dimensions, this potential has a natural interpretation in the
conformal frame defined by

/3= tanh(¢/3), G = cosh®(¥/3)gu, (4.11)
where again i) = jﬁi . The bulk action then takes the form
S = / d*z+\/g L as 1gWa G0,p + ifz@? + V() (4.12)
™ 252" 27 TRTTVE T g ’
where
_ d(d—1 -
7@ = -2V ey (413)

In this frame the scalar field is conformally coupled to gravity and the $* poten-
tial ensures that the scalar field equations are conformally invariant. This property
however is special to four dimensions.

Let us now review the solution of (4.9) obtained in [1]. Note that the two signs
in (4.9) are related by a sign flip in y or v and so we will only consider the negative
sign. Defining the new variables

s=1/y, 0 = tanh(2¢/3), (4.14)
(4.9) takes the form
2ds do 0 _
1—-52  1-—p? (5_3)_0’ (4.15)
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whose general solution is

Y

T + (1 — 02)(1 + 2ptanh v + g2)~1/2’

(4.16)

where ~ is an integration constant. It terms of the original variables, this means that
the ‘superpotential’ takes the form [1]

W) = (d — 1) cosh!/? (2¢) (cosh (2¢) + cosh'/?(~)sech!/? (3¢ + 7))

K2 \/1 + cosh(7)sech (%w + ’y) + 2 cosh (%7,[1) coshl/Q(’y)sechl/2 (%1/) + ’y)
4.17)
The full domain wall solution can in fact be expressed in closed form in terms of
0. Namely,

do?

, 3\ 2 (1+gtanh'y+\/1+2gtanh7+92>
ds* = | -

(d> 20%/1 — 0%(1 + 2ptanh~y + ¢?)
VA

202

3 [d-1 _
o5 = 5\ ~g tanh Lo. (4.18)

Note that the solution simplifies considerably in four dimensions (i.e. d = 3), which
is precisely the case where the scalar field action is conformally invariant in the
conformal frame.

Expanding the potential (4.10) around the AdS critical point, we find that the
mass of the scalar field is

3/d
dzids® 3 |

+ (1+gtanh’y—|—\/1+29tanh’y+g2)

m? = —2(d/3)?. (4.19)

This satisfies the Breitenlohner-Freedman bound [57] m? > —(d/2)? for all dimen-
sions, which guarantees the stability of the above domain wall solution. The two
solutions of the equation m? = A(A — d), relating the mass of the scalar field with
the dimension of the dual operator are

A, =2d/3,  A_=d/3. (4.20)

It was shown in [58] that while only the choice A = A is possible for the dimension
of the dual operator when m? > —(d/2)? + 1, when —(d/2)? < m? < —(d/2)? + 1
both A, and A_ are allowed dimensions for the dual operator, leading to two differ-
ent CFTs on the boundary. The corresponding generating functionals for connected
correlation functions are then the Legendre transform of each other. In the present
case, the above condition for both A to be admissible as scaling dimensions of the
dual operator translates into the condition d < 6.
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As we will explain in the next section, the expansion

W () = fd;g 1 (1 + %1/)2 + 2% tanh(y)y3 + - > (4.21)

of the ‘superpotential’ around the AdS critical point then implies that for d > 6
this domain wall solution describes the renormalization group flow of the dual field
theory due to a deformation of the CFT Lagrangian by an operator of dimension
A4 = 2d/3. For d < 6, however, further analysis, such as the computation of certain
two-point functions in this background, is necessary in order to determine whether
this domain wall describes a deformation of the CFT Lagrangian by an operator of
dimension A} = 2d/3 or a vacuum expectation value of an operator of dimension
A_ = d/3. The case d = 6 is special as A_ = 2 saturates the unitarity bound
A > d/2 — 1 and further analysis is required in this case too. Finally, the evaluation
of the two-point functions in this background is also likely to reveal the physical
significance of the parameter v which does not enter in the vev of the stress tensor
or of the scalar operator, at least for d > 6. We will not evaluate these two-point
functions here, however.

4.1.1 DEFORMATIONS VS VEVs

The domain wall solutions we have described correspond via the AdS/CFT du-
ality to deformations of the boundary CFT by relevant operators, in which case the
conformal invariance of the boundary theory is explicitly broken, or to a vacuum
expectation value of a scalar operator which spontaneously breaks the conformal
symmetry. Marginal deformations are also similarly described.

Locally asymptotically AdS metrics satisfy the asymptotic condition ~;;(r, z) ~
e*"g(0yij(x) as r — oo, which requires A(r) ~ r. Moreover, a scalar field dual to
an operator of dimension A behaves asymptotically as ¢(r, x) ~ e_(d_A)%(O) (z).
These asymptotic conditions, together with the equations of motion, require that
the scalar potential takes the form

V(e) = —% + %m%z e (4.22)
where the mass is related to the dimension A of the dual operator by m? = A(A—d).
Solving the equation of motion for the scalar field with such a potential leads to a
generic solution of the form

o(r,z) = e R [y (@) 4+ | + e [pa—a (@) + -] (4.23)

We will consider operators for which d — A > A, or A > d/2. Moreover, we are
interested in relevant or marginal operators and so A < d. In total then d/2 < A <
d. In this range the first term in the solution for ¢ is dominant asymptotically and
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corresponds to the source, while the second term is related to the one-point function
of the dual operator. In the special case A = d/2, which saturates the BF bound, the
scalar field takes the form®

‘P(ﬁ x) _ e—dr/2 [—27” (¢(O) (:,C) + .. ) + ¢~)(0) (x) + .- } . (4.24)

Again, the first term is the source for the dual operator, while the second is related
to its expectation value.

Depending on the form of the ‘superpotential’ W (¢g) the domain wall solution
can describe either a deformation of the dual CFT or a phase with spontaneously
broken conformal symmetry as we now explain. A similar analysis can be found in
[40]. Assuming the potential has a critical point at ¢ 5 = 0, equation (4.7) together
with the flow equations (4.6) and the requirement that ¢ = 0 is also a critical point
of W, imply that W has an expansion around ¢5 = 0 of two possible forms:

d—1 1
Wi(¢B) = — 2 _§<d_A)¢2B+"'
W_(¢p) = —dl;l — %A(bQB +e (4.25)

Which of these cases is realized is purely a property of the background solution and
we need to examine each case separately. Moreover, the extremal values d/2 and d
of the scaling dimension A require special attention. We will now compute the vev
for the stress energy tensor and dual scalar operator for all cases.

As we saw in the previous chapter, the part of the divergent part of the on-shell
action involving only the scalar field is a function U (), satisfying the equation for
the ‘superpotential’ W (4.7), and having an expansion around ¢ = 0

d—1
2

Uy = —94=1 %(d AP+ (4.26)

K

Let us consider first the case W, is realized in the background. In this case
we can choose a scheme where the counterterm action is W,. To see this notice
that any two solutions of (4.7) with identical expansions around ¢ = 0 up to order
©? can only differ at order %/ (4=2) ~ ¢~ This is easily proved by looking for
the most general power series? solution of (4.7) with this particular form up to
quadratic order in . One finds that all terms are uniquely determined up to order
d/(d — A) where the recursion relations break down. This is precisely where an
arbitrary integration constant appears and the two solutions could be potentially
different. However, this is irrelevant for the purpose of removing the divergences
of the on-shell action and so we can choose the renormalization scheme U(p) =

INote that the radial coordinate we use here is related to the Fefferman-Graham radial coordinate by
p = e~ 2", The factor —2r = log p is chosen to match with the corresponding formulae in [31, 32].
2As usual one must include a logarithmic term at order d/(d — A) in the general case.
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Wi (p), and set the integration function ¢ to zero. This choice of counterterms
corresponds to a supersymmetric renormalization scheme since it ensures SZ, = 0
[31]. It follows that the background vevs of both the operator dual to ¢ and the
stress tensor vanish identically and so this background describes a deformation of
the boundary CFT by a relevant operator.

Let us now consider the case W_ is realized in the background. In this case we
cannot choose W_ as the counterterm since it differs from U(y) at the quadratic
order. In this case, however, ¢z ~ e 2" and so the on-shell action evaluated on
the background contains only the volume divergence since, by the hypothesis, 2A >
d. Hence, again, setting & = 0 corresponds to a supersymmetric renormalization
scheme with SZ = 0. Accordingly, the background expectation value of the stress

tensor vanishes, but not that of the scalar operator. In this case W’ (¢p) —U'(¢p) =
—(2A —d)¢p + - - -, and hence,

<O>rB;n = (d - 2A)¢B7 (427)

which spontaneously breaks the conformal symmetry of the dual CFT. Here we used
the fact that the regularized one-point function (=canonical momentum) is related
to the superpotential via the first order equation (4.6). The renormalized one-point
function is obtained by subtracting the contribution U’ of the counterterm.

It remains to examine the two extremal cases A = d/2 and A = d. When A =
d/2 there is no distinction between W, and W_ as they are equal and ¢ ~ e~%/2,
i.e. it behaves asymptotically as the vev term in (4.24). However, the on-shell
action function U(p) includes divergences coming from the source term in (4.24)
and therefore it cannot be identified with W (). It is straightforward to find the
covariant counterterms for this case using the Hamiltonian method of holographic
renormalization, but the singularity structure for the terms involving the scalar field
are not the standard ones, as we now explain. This can be traced back to the fact
that the source term for the scalar contains a logarithm, in contrast to the generic
case. A simple calculation using the asymptotic form of the solution shows that the
canonical momentum of the scalar field takes the form

1 d
S LN P .
r 2
Hence, the on-shell action is
r 1/1 d
Son—shell = ch);nfshell + / ddl‘\/’?* ( - ) <P2 + - (429)
>, 2 T 2

where S5 ., is the on-shell action for pure gravity. We have therefore shown that

U(¢):_d—1+1(i_d)@2+... (4.30)
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which is the divergent part of the on-shell action and must be removed (of course
there is another part coming from pure gravity). The same counterterms (for d = 4)
were derived in [31, 32]. We now see that the scalar operator gets a vev since

W(é) - U'ép) = —Lop + -, ie.
(O)E, =2¢5. (4.31)

This also agrees with the results in [31, 32]. Again the difference between W (¢5)
and U(¢p) is subleading and the stress tensor gets no vev since Sy, = 0.
Finally we consider the case A = d, for which

o(r,x) = [qb(o)(x) + - ] +e [(ﬁ(d) (z) +-- ] . (4.32)
The equations of motion require V'(¢) = 0 and so the potential is just the cosmo-
logical constant V(p) = —d(;;l). It follows that the on-shell function U(y) is also

a constant, i.e. the first term of W.. In this case, however, the general solution
to (4.7) can be easily obtained. There are two distinct solutions (cf. eq. (2.10) in
[53]),

d—1 d—1 drk?
Wi =-— poRE W_ =- > cosh( I-1

(¢ - ¢o)> B (433)

in agreement with our general analysis. Notice that in this case the supergravity
action and hence the second order field equations are invariant under constant shifts
of the scalar field. Such a constant corresponds to the source term of the solution.
One may use this symmetry to set ¢ to zero in W_. Then, exactly as for the case
d/2 < A < d, if W, is realized in the background, then neither the scalar operator
nor the stress tensor acquire a vev, and if W_ is realized, the scalar operator gets a
vev —d¢pg, while the vev of the stress-energy tensor vanishes.

So finally we can summarize all possibilities for flat domain wall backgrounds in
the following table:

A W Oy | (THis
d2<A<d]| + 0 0
— | (d—2A)¢p 0
il e | 0]

4.1.2 LINEARIZED EQUATIONS

Now let us consider fluctuations around the backgrounds we have described so
far. We will only keep terms up to linear order in fluctuations, which suffices for the
calculation of the two-point functions. The metric fluctuations take the form

Yij = ’)/5 (’I“) + hij (’I"7 1‘) = €2A(T)(Sij + hL] (7", JC), (4.34)
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and the scalar field is
v =o¢p(r)+ ¢(r,x). (4.35)

The extrinsic curvature then becomes

= A%} + 3 1gi (4.36)

where SZ = i hy;. S} can be decomposed into irreducible components as

19, (4.37)

d_ (s 00, 29
d 4" " Op

St =e!+ ' + 0;€ —|—<5Z— O

where d;ej = e} = 0;¢’ = 0 and indices are raised with the inverse background
metric e~ 24§%. Conversely, each of the irreducible components can be expressed
uniquely in terms of S} as

e =TS, e =ml==SF, f=m.S’ S=04,5, (4.38)
B
where we have introduced the projection operators
Hzl_l i, 1 il . 2 i1 (439)
KiT g TR+ T ij—ﬁﬂ'jﬂ’k , .

and _
i i 0'9;

With this nomenclature we can now go on and derive the equations of motion for
the linear fluctuations. The result is®

(83 + dAd, + 672AD> eé- =0,

/N

02 + [dA + 232 log W)0, + e*“D) w=0,

= _2‘% ¢B¢7
1

(d—1)A

U .

[*6*2Aljf + 2k? (gi.)BQ.s - V/(gZ)B)qS)} ; (4.41)

where )
w= —gﬁ + o7 5o/ (4.42)

and we have used the diffeomorphism invariance in the transverse space to set ¢; =
0. The last two equations give immediately the momenta dual to f and S and
hence the corresponding one-point functions with linear sources. Moreover, since

SNote Op = e 240 = 6_2A5ijaiaj.
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the canonical momenta are functionals of the bulk fields [1], to linear order in the
fluctuations we must have

¢, = E(A, ép)e), W =Q(A, ¢p)w. (4.43)
The first two equations then become first order equations for £ and :
E+ E? +dAE — e 24p? =0,
Q+ Q% + [dA 4+ 2W 03 log W]Q — e 24p* = 0, (4.44)

where we have performed a Fourier transform in the transverse space. Given the
solutions for F and ) we can immediately write down all momenta, namely

&5 = Eel,

f=-26p0,

: 1 W

o=W"+Q)o+ @WQJC,

. 1 /wn\? e24 W’ dr?

$=-= (W> Q- —-0 f2W(Q+d_1W>¢. (4.45)

To completely determine the one-point functions with linear sources we first need to
obtain exact solutions for F and 2 and secondly, to determine the covariant coun-
terterms for the momenta, but only to linear order in the fluctuations. Since e~24
and W (¢p) are already covariant functions of the background fields, it suffices to
find covariant expansions for £ and {2 in the background fields. These can be orga-
nized according to the dilatation operator for the background

0p =04+ (A — d)¢38¢3. (4.46)

More generally, the radial derivative is expanded in functional derivatives w.r.t. the
background fields as

2

K
d—1

Or = Ady + B0y, = — W (¢B)0a + W' (¢5)py ~ 6p + - -- (4.47)

Inserting the following expansions* for E and (2 in the first order equations (4.44),

E=FEy+-+ E(d) 10g(672r) +Eq@+-,
Q=Q) + -+ Qoa_alogle ™) + Qoa_ay + - (4.48)

one determines all covariant counterterms which render all momenta finite to linear
order in the sources. This procedure is substantially simpler than the general holo-
graphic renormalization required to determine the full non-linear counterterms and
is a significant improvement over previous methods.

4These expansions are strictly correct for d/2 < A < d, but we will deal with the special case A = d/2
in the examples below.
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A final simplification can be made for the case of backgrounds corresponding to
deformations of the dual CFT. As we saw in the previous section, the ‘superpotential’
W of the background can be included in the counterterm action, corresponding to a
supersymmetric renormalization scheme. After this counterterm is added to the on-
shell action (we still have to determine the counterterms for £ and ), the momenta
take the simpler form

é;- :Ee;,

f=0

: 1w
P00t s

. 1 W/ 2 €—2A W/
§=— [(W> Q- 0| f — 23700, (4.49)

4.1.3 EXAMPLES

We will treat the two examples that have been the main testing ground for holo-
graphic computation of correlation functions, namely the GPPZ flow [59] and the
Coulomb branch flow [60, 61]. The computation of certain two-point functions for
the CB flow was first discussed in [60] and for the GPPZ flow in [62]. Two-point
functions for both flows were systematically studied in [63, 31], see also [64, 65, 66]
for earlier work. Since the results are known, the emphasis here will be in method
rather than the correlators themselves. For a discussion of the physical properties of
the correlators and comparison with the dual field theories we refer to [31].

GPPZ FLOW

The GPPZ flow describes a deformation by a supersymmetric mass term of A = 4
SYM. The bulk theory is that of a scalar field dual to an operator of dimension A = 3
coupled to gravity in five dimensions. The background ‘superpotential’ is

2 3 1
1 + cosh (\/;/igzﬁg)} Z—?—?ZQB""“ (4.50)

which is of the form W, and corresponds to a deformation of the boundary CFT by
a relevant operator. The background solution takes the form

W(bp) = — o

2K2

1 /3 1+vV1—-u 9A U 9
— 71 - = — 1_ == 'I". .51
=3 2Og(1m)’ C Tiow e >
It is also useful to note the relations
31 61— 252
_ 5 W/:_£ Cooowr =W (4.52)
K2 u K U 3
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Changing variable from r to u in (4.44) we obtain

4 1-
21 —w)E'(u) + B>+ —E— — U2,

1 _
Y2 . (4.53)

2(1 — u)Q (u) + Q% + (i - 2) Q-

The solutions which are regular at u = 0 are

1 F(1—-21+2:3u)
E(w)=-p*(1—u 27 20 (4.54)
W)= =) = s
and (3 - )
1 S5& 2a 3y
Qu) = -p*(1 — 2 27 7 4.55
T (g ) e
where a = /1 — p2.
Next we need to find covariant counterterms for £ and (2. Inserting
K2 4 2
8T:5D+F¢B aA— gd)Baqu + (4.56)
and the expansions (4.48) in (4.44) one very easily determines
2 2 2 2
P p* oa (P _ K _or
E= e 2A+Z€ 24 (26 2A+3¢2B> loge ™ + By + -+,
— P —24 —2r
Q= —Ee loge + Q@)+ (4.57)

Expanding the exact solution in 1 — » and removing the covariant terms we have
just determined allows for the evaluation of E 4y and €2(,), which are precisely the
terms required to calculate the renormalized one-point functions. Putting everything
together we find the following two-point functions:

OWO(-) =57, (TR0 = L2,

)T -p) =~ (T+ 1), PpT]) =0,

T Ta(—p)rr = ST r?0? + 9F + 21 458)
where

T=2901) (5 + 53/ T=17) — (5 — 5v/T- 7).

K= () +4(3) - 02+ D) -y - ). (459
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COULOMB BRANCH FLOW

The Coulomb branch flow is a solution of five dimensional AdS gravity coupled to

a scalar field of mass m? = —4, which therefore saturates the BF bound. The solution

describes the case where an operator of dimension 2 gets a vev. The superpotential
is

Wi(pp) = 7% e RoB/V3 | %e%«bs/\/ﬁ ) (4.60)

The solution can be parametrized by v = eV3%¢5 as
1
v = 20231 —v), e 724 =231 —v), W = 7?1}71/3(11 +2). (4.61)

The boundary is located at v = 1. In terms of v the first order equations (4.44)
become

4 2
2(1 —v)E' (v) + v 23E? + 3 (1 + U) E—p2v ™31 —wv) =0, (4.62)
and
2(1 — ) (v) + v~ 23Q% + 2ie2) - 2 a —p?0 ™31 —v) =0. (4.63)
3 v v+ 2 ' )

The solution for E which is regular at v = 0 is

av  Fla+1,a+1;2a+ 3;)

2(a+1) F(a,a;2a 4+ 2;v) ’ (4.64)

E(v) = 2a(1 —v)v~/? {1 +

where a = —1 + 1,/1+ p2. We will not give here explicitly the exact solution for
Q since it is rather complicated. To obtain such a closed form solution one must
transform the above equation for  into a soluble form and then obtain Q2 implicitly
through the solution of the transformed equation. After obtaining covariant coun-
terterms for E and 2 by the method we described above, we can write these in the
desired form, namely

2 4 2 2
E:%6—2A+%e—4A10g6—2r+%e—4A {_;+1’2(¢(a+1)_¢(1)) e
(4.65)
o=yl (C Ll ey v+ (4.66)
oo 2\ 3p? ' '

Inserting these expansions into the expressions for the momenta, after taking into
account the effect of the counterterm

U(¢):_3+1(1_d)¢2zw<@)+1

2 ...
~ 735 o ¥ +- (4.67)
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we obtain the two-point functions

©OWOCp) = (1)~ 1w+ )+ 3% ), TETH ) =0

PP TR0 =~ = (), (TRIO() = ——= =20)s,
_ P’ [1_p 6

(Lo ()T (=p))rr = Wijhi 5 5 {3 -5 (Wla+1) - 1/1(1))] : (4.68)

4.2 ADS-SLICED DOMAIN WALLS

AdS-sliced domain walls have also been studied in the literature [67, 68, 69, 52,
53]. In this case the background is of the form

dspy = dr® + 24 g;;(2)da'da’, ¢ = ¢p(r), (4.69)

where g;;(x) is the metric of Euclidean AdS; with radius I and we have set the
radius of the bulk AdS,; equal to 1°. Inserting this ansatz into the bulk equations
of motion leads to the following equations for A(r) and ¢5(r)

2
Ao (q52B — 2V(¢B)) + %e—“ =0,

dd—1) I
R e d—1
2 24 _
At dd? + ZV(gn) + e <0,
op +dAgp —V'(6p) = 0. (4.70)

Note that as I — oo these reduce to the equations for flat domain walls, as they
should. From now on we set [ = 1.

4.2.1 JANUS SOLUTION

A particularly interesting AdS-sliced domain wall solution is the dilaton domain
wall solution of type IIB supergravity of [52]°. This is a non-supersymmetric regular
solution. When reduced to five dimensions, it solves the field equations of AdS
gravity coupled to a massless scalar with a constant potential. Similar solutions
exist in all dimensions [53]. These solutions are of particular interest because they
enjoy non-perturbative stability for a broad class of deformations [53]. This strongly
suggests that they should have a well-defined QFT dual.

5In [53] a different convention was used: the radius of bulk AdS;; and of the AdS,-slice were set
equal to each other.
6Additional dilatonic deformations have been presented in [70].
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Setting V = — d(g,;l) , the equation for the scalar field can be trivially integrated

to give

éB = ce 4, “4.71)

where ¢ is an arbitrary constant of integration. The remaining equations imply,

A? =1 724 4 pem 244 (4.72)
where b = %. The geometry is non-singular provided the parameter b is within
the range,

1/d—1\""
< =—- | — . .
0<b<by d( 7 ) (4.73)
One can obtain an implicit solution of (4.72) as
A
dA
r= 4.74)

Ay VI — e 24 | pe—2dA

where Aj is the smallest zero of P(u) = bu® — u + 1, where u = e~24. This defines
half of the geometry, i.e. the region with 0 < r < co. The other half is obtained by
extending A(r) to negative values of r as an even function, A(—r) = A(r).

We can obtain an explicit expression for the bulk metric by changing variables

from r to u. Using

A2 =1 —u+ b, (4.75)
we obtain’

du?

4u2(1 — u + bu)
Note that if b = 0 this is precisely the metric for AdSy. 1 in the AdSy-slicing param-
eterization. The range of the u-coordinate depends on the value of the parameter b,
namely 0 < u < w,, where u, > 1 with equality iff b = 0. We give the explicit form
of u, as a function of b in Appendix 4.A.1. In this parameterization the two halves
of the space, i.e. »r > 0 and r < 0, are not distinguished since u is an even function
of r. In particular, the regions at » — +oco are mapped to u = 0.

We discuss in Appendix 4.A.1 the conformal compactification of the solution.
The conformal boundary consists of two half-spheres with angular excess joined
along their equator [52, 53]. We will refer to the joining equator as ‘corner’. In
order to calculate correlation functions of the dual field theory we need to write the
Janus metric in the Fefferman-Graham (FG) form. Provided the boundary metric is
smooth, this is always possible in a neighborhood of the boundary but the FG radial
coordinate may in general not be valid far away from the boundary. In the present
case, the boundary metric is smooth except for the presence of corners. We therefore

1 o
dSQB = + Egij(x)dxlda:z. (4.76)

7An equivalent form of this metric with A instead of u as a variable was found by C. Nufiez (unpub-
lished notes, July 2003).
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except to be able to find a FG coordinates that are well defined in the neighborhood
of the boundary except perhaps at the corner.

In Appendix 4.A.2 we construct the FG metric to all orders in b for the Janus
geometry and determine the range of validity of the radial coordinate. We find that
the FG coordinates are well-defined everywhere in a neighborhood of the boundary
except on the corner where the two half-spheres of the boundary meet. In particular,
the FG metric takes the form

1
ds% = = [dz?, + (1 + beg(x) + Ob?))d23 + (1 + beg(x) + O(bQ))dzg] ., (4.77)
where z = z4/2, and z,, a = 1,--- ,d — 1 are the standard transverse coordinates in

the upper half plane parameterization of the AdS; slice. The location of the corner
is at zg = 0. The functions c3(x) and c4(x) as well as the form of the FG metric to all
orders in b are given in Appendix 4.A.2. As discussed there this coordinate system
covers the region |z| > x, = b/v/2 + O(b?), so z4 = 0 only when z, = 0. In other
words, this coordinate system does not cover a (radially extended) neighborhood of
Zd = 0.

In this coordinate system the background scalar takes the form

¢p(r) = ¢o + ces(x) + O(c?), (4.78)

where again c5(z) is given in the appendix. It is significant to point out here that on
the boundary, i.e. z, = 0, the value of the scalar field is a step function in z,4, namely

¢5(24) = ¢o + sgn(zq)c, (4.79)

which implies that the coupling of the dual operator is different on the two sides of
the corner, or ‘wall’, at z; = 0. These results are sufficient for calculating correlation
functions, which we do in the next section.

4.2.2 VEVs

Now that we have determined the appropriate FG coordinate system we can
carry out the algorithm we described in Chapter 3 and evaluate the vevs of the stress
tensor and the scalar operator dual to the dilaton, as well as, all two-point functions
using perturbation theory in c. The first step is to define the radial coordinate® r =
— log z, which is used as the ‘time’ coordinate in the Hamiltonian formalism. Due to
the fact that the background depends also on the transverse space coordinates, a full
asymptotic analysis is required to determine the covariant counterterms. We will not
give these here but they are easily determined following the procedure described in

8This radial coordinate is different from the original radial coordinate in (4.74) but we hope this
causes no confusion.
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the previous chapter. Evaluating these counterterms on the background using the
following expressions for the non-vanishing components of the Christoffel symbol
and Ricci tensor:

T4, = berey(a) + O(?), Tgy = Serey(z)dg + O(b?),
Raa = 15222 ¢ (2) + O(0?),  Raa = Rap = O(0?), (4.80)

R =~ () + O(?),

and adding them to the canonical momenta obtained directly by differentiating the
background fields w.r.t. » one obtains the following expressions for the vevs of the
scalar operator and the stress tensor:

= C4|Zd|d+1 )

(O)p (T} =0. (4.81)
Although the calculation has been done to leading order in ¢, it is not difficult to
show that these results are in fact exact. The reason is that the coordinate transfor-
mation (4.110) ensures that for every power of b there is a factor of zg(d_l) which
means that higher order in b terms are subleading and do not survive when the regu-
lator is removed. This can also be seen from the exact expressions for the Fefferman-
Graham metric and scalar background given in Appendix 4.A.2, which can be used
to obtain the exact canonical momenta. Namely,

bud

1—u

1/2
K%d = <1+ ) , K%, = <u+ \/(1u)(1u+bud)> oy, (4.82)
and

dp(z) = sgn(z)cu??v1 — u. (4.83)

One immediately sees that the vevs given above are in fact exact, as claimed.

The form of the vacuum expectation values is the one required by the symmetries
of the problem. As shown in [71], the one-point functions for a conformal field
theory on a flat space with a boundary at z; = 0 (which breaks the conformal group
from O(1,d + 1) to O(1,d)) are precisely of the form (4.81). In the present case we
consider the theory on both sides of the wall z; = 0. The McAvity-Osborn result
applies separately to the two regions, z4 > 0 and z4 < 0, and it gives

(O)B =

zq >0, <O>B = — zq < 0. (4.84)

24|’

In the present case ¢; = —co = c.
These considerations suggest [52] that the dual field theory for d = 4is N' = 4
SYM possibly coupled to non-supersymmetric conformal matter localized at z4 = 0
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and with gy »; being different on the two sides of the wall (similar suggestions can be
formulated in all dimensions). This is consistent with the symmetries of the model:
the presence of the defect breaks the symmetries to O(1,4) (i.e. the (Euclidean)
conformal group in three dimensions). It would be interesting to investigate whether
there is a classical solution of N' = 4 SYM coupled to such defect that can reproduce
(4.81), but we will not pursue this here.’

4.2.3 TWwWO-POINT FUNCTIONS

Since the leading correction to the AdS, 1 metric is order ¢, while the leading
corrections to the (off diagonal) two-point functions are order ¢, we can take the
background to be exactly AdS and consider linear fluctuations driven by a source T}
which is of order ¢. Decomposing the metric fluctuations as was done for flat domain
walls above we derive the following equations for the irreducible components:

—Ogel = 26T T,
k
T ~
. 2
€ = 2K E]de-i-h

o 237k~
f=-2k DdeH’

. 1 ~ o
S = ﬁ (252Td+1d+1 —€ 2 Df) 9

—Dg¢ = §¢BS —e (558187@9 + (915;6](1)3 - 28j56]¢3) . (4.85)

Only the first and the last equations need further analysis as the rest give immedi-
ately the momenta as functions of the linear sources. The responses for both the
transverse traceless metric fluctuation and the scalar field fluctuation can be ob-
tained using the massless scalar bulk-to-bulk propagator

G(§) = %f‘lF <d7 %; g + 1;52) (4.86)
which satisfies ]
—0,G(€) = 8(z,w) = %6(,2 —w). (4.87)
Here cq = I'(d) /(T'(d/2)7%?) and ¢ = 2z,w, /(22 + w? + (£ — @)?). As z, — 0
G(&) ~ %Kd(w, 2) (4.88)

9A precise proposal for the dual theory was made in [72]: they consider N' = 4 SYM theory on
two half-spaces separated by a planar interface that contains no matter and with a different coupling
constant coupled to specific operator closely related to the N' = 4 Lagrangian density. The field theory
computations in [72] exactly agree (to the extend that they can be compared) with the holographic
computations described in this and next subsection.
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where
w d
K 7) = S — .8
09 = o (e ) (489)
is the well-known bulk-to-boundary propagator. To complete the calculation then
we need the source 7, which is
T,W = Oupldyp —

1 g
59#1/9’7 ap@arf‘ﬁ

—27'
0, bB0vS + 0y dpdud — gt b <¢+ qus) O(b). (4.90)

Here we have used the fact that the background scalar is a function of © = 24/2,
which implies z40.,¢5 = ¢p. With a little more algebra the source can be cast in
the form

~ . . 72”1
Tyy1d+1 = ¢B <¢ - ezdazﬂﬁ) + O(b),
1 .
Tjas1 = ¢B (5'j¢ - zd%dfb) + O(b),

3 T )
Tij = ¢B |:Zd (57(18](25 + §jd8i¢ — 5,;jazd¢) — 672T¢5Z‘j + O(b) 4.91)

Using these sources and the above bulk-to-bulk propagator we can now evaluate
the canonical momenta which give the one-point functions with linear sources. It
is not difficult to show that no counterterms contribute to the order ¢ terms of the
momenta. It turns out to be easier to obtain the two-point functions from the canon-
ical momentum of the graviton by differentiating w.r.t. the scalar source rather than
from the scalar momentum and so we only consider the graviton momentum here.
Of course both calculations should give identical results and we show this explic-
itly in Appendix 4.A.3, where we calculate the two-point functions from the scalar
momentum.

To obtain the canonical momentum of the transverse traceless component of the
graviton we note that the inhomogeneous solution to its equation of motion is

el = 257 /dd“w\/ VGO LT (w), (4.92)

so that asymptotically
& ~ 2% _dr/dd“ws/g(w)Kd(w,Z)Hikljflk(w). (4.93)
Substituting the above expressions for the source into the canonical momenta and
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differentiating w.r.t. the scalar source we arrive at the two-point functions

I (TF(2)O(w)) = —2(d + 1)cIl 4% 1(Z, W), (4.94)
o B @owm) = T (0@ G- 1), @99
HmﬂWaomm>:—%%(mxahﬁwwxz—wﬂ, (4.96)
(T} ()0(@)) =0, 4.97)

where the projection operators are acting on Z and

T4 1 1

(@2 + a2 @2 + (@ - 2P a3+ @ )
(4.98)

The last three correlators can be easily seen as a consequence of the Ward identities

(2.165) and (2.168), which is a non-trivial consistency check of our calculation. In

fact, since the vevs are exact, these two-point functions must also be exact in c,

although our calculation of the two-point functions was done only to leading order

in c.

The computation of the remaining of the two-point functions (7;;(x)T5(y)) and
(O(x)O(y)) requires an analysis to order ¢?. This computation is rather complex
since the background metric receives a correction at this order. This means that we
need to linearize the bulk field equations around the corrected solution (4.118). The
latter, however, is inhomogeneous and this complicates the analysis. Nevertheless,
the conformal invariance of the boundary theory completely determines the two-
point function of the scalar operator, while the two-point function of the stress tensor
is determined up to a scalar function (except for d = 2 where it is fully determined)
[71]. It would be interesting to check that the holographic calculation reproduces
these two-point functions as well.

I(Z,%) = 3 / dxdr a2t

4.2.4 JANUS TWO-POINT FUNCTIONS VS BOUNDARY CFT

Let us now take a closer look at the structure of the Janus two-point functions.
We would like to show that the two-point functions are of the form required by
conformal invariance for a CFT on a space with a wall at z; = 0.1° The subgroup
of the conformal group O(1,d + 1) that leaves z; = 0 invariant is O(1,d). This is
precisely the isometry group of the Janus metric. McAvity and Osborn [71] have

1OWe are grateful to the authors of [72] for pointing us to the work of McAvity and Osborn and for
prompting us to check that our calculation is consistent with their results.
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given explicitly the form of this two-point function in such a CFT. It is given by

o . 2d—1 21 (¢ v\d ; 1 ;
<Tj(z)(’)(w)) = —sgn(zd)c(d_l)ﬂs/z) <?> (X X;— ddj) , (4.99)
where!!
. _ & §=7— 0 100
VS e 5_42410,1,’ §=Z—, (4.100)
and

with n; = §;4. The normalization of the two-point function is fixed by the nor-
malization of the vev of the scalar operator [71]. It is clear from (4.84) that this
normalization has opposite signs for z; > 0 and z; < 0, which is the origin of the
sgn(z4) factor. This expression applies for zywy > 0, i.e. both points on the same
side of the wall, but not for z4wy < 0. The holographic expression (4.153) applies
to both cases, however. Under conformal transformations that leave the hyperplane
zq = 0 invariant we have

w,
wy — —L (4.102)
Q(w)
It follows that ¢ is a conformal invariant while X; transforms as a vector. In particu-
lar, under inversion z — Z/7%, w0 — /4?2,

where I;;(2) = 6;; — 2% It is easy then to see that the two-point function given
above transforms correctly under inversion, namely

(THZ)O(W")) = 24 I (2) IL(2)(TF (2) O (w)). (4.104)
One can show in general, using the fact that the background has the correct isome-
tries, that the holographic two-point functions transform as they should. Since the
results of [71] follow from the same symmetries, this argument shows that our re-
sults are consistent with that of [71]. It is, however, a rather non-trivial exercise
to explicitly demonstrate that the correlator is of the form given in [71], mainly
because of the integral representation of the transverse-traceless part of the corre-
lator. The integral that appears in the transverse traceless part of the holographic
two-point function is not easy to evaluate in general, and evaluating the projection
operator acting on it is not straightforward either. This makes a direct comparison

e use ¢ here to conform with the notation of [71]. This should not be confused with the argument
of the bulk-to-bulk propagator used earlier.

124



CHAPTER 4 - CORRELATION FUNCTIONS IN HOLOGRAPHIC RG FLOWS

of the two results rather non-trivial. Instead, we will expand both results in a short
distance expansion and compare them term by term. We do this for the first three
orders in the expansion and we find complete agreement.

To facilitate the comparison we first expand the above result of McAvity and
Osborn. Of course, this expansion is valid only when z4wy > 0, which is also the
condition for the validity of the McAvity-Osborn expression. After some algebra we
get

_ 2971 (4) 2wy 1 s's; 1,
TZ 7 0 = — 2 7‘7 - 3 l
< j (Z)O(w)> & (d — 1)7Td/2 |2wd|d+1 (gz)d/g { 5‘2 d J
1 i i = i L s's;
~Fun (n sj+ns' — - 505+ (d—2)ii - 5 §QJ> (4.105)
1 J1 5's; ;
- —9 = 2 ) 2 J 2.1
g |5 (=205 — (44 23) T P,

, 1 ,
+2d(7 - E‘)n(zsj) ~5 (d+2)(7i-5)*— 5% 5;} + (9(53)} .
The holographic result can be easily evaluated to this order too. First, using

r(3) 1
2d— a7 () (4.106)

5(d)(§) - _

we find that the longitudinal part of the holographic two-point function reproduces
precisely the first two orders of the short distance expansion of the McAvity and
Osborn result. The transverse traceless part is then evaluated by acting with the
projection operator on

d_ 2
F(5 -1 d  wq 1H (14 0(s)), (4.107)

I Za0) =
(Z,'LU) 8(d+ 1)71.(1/2 ‘wd|d+3 (5»2)T

and it reproduces exactly the third order term. Some details of this calculation are
presented in Appendix 4.A.4. Therefore, at least to this order in the short distance
expansion, we have shown that the holographic two-point function is exactly what
one expects for a CFT with a wall at z; = 0.

4.A APPENDIX

4.A.1 CONFORMAL COMPACTIFICATION OF THE JANUS SOLUTION

In order to determine the conformal compactification of the Janus geometry we
introduce a new radial coordinate

2=A=4V1—u+bud. (4.108)
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This coordinate has the range —1 < z < 1 for any value of b and the « = 0 region is
mapped to z = +1. u can be determined as a function of z by solving the algebraic
equation

u—but=1-2° (4.109)
as a power series in b. The relevant solution is the smallest real positive root which
is given for arbitrary d and to all orders in b by

= ['(nd+1) _
. — _ 2 n1 _ ,2\n(d—1)
u(zb,d) (1-2 )”Z::O T rmd-n 2. t=%)
B I 12 d—1 2 3 d—2 d
= (d-1)I'(d-2) d'd’ " d Nd—1'd-1’ "d—1'd—1)"
didb(l — 2%yt (4.110)
(d—1)a-1 ’

where ,F; is the generalized hypergeometric function. Note that the bound of the u
coordinate mentioned above is just u, = u(0; b, d). It is not possible to express u(z)
in terms of elementary functions except for the cases d = 2 and d = 3. We have
respectively,

u(z;b,?):i (1*\/@)7

2b
u(z;b,3) = \/% sin [; arcsin (2\/@(1 - 2’2)):| : (4.111)

If we now write the (Euclidean) AdS,-slice metric in global coordinates and set
z = sin #, the metric (4.76) becomes

1
dsh = —————
°5 u(sin 0) cos? A %

[dA? + cos® A (1 + (2d — 1)b(cos® )1 + O(b?)) dO? + dr? + sin® \dQ3_, ],

(4.112)

where 0 < A < 7/2 and —7/2 < 0 < 7/2. A few comments are in order here. First,
the transformation (4.110) implies that every power of b in the coefficient of d6?
comes with a factor of (cos? §)?~! and hence the metric inside the square brackets
is non-singular for any 6. Second, note that the (A,#) part of the metric can be
transformed into the standard metric on S? by introducing the angular coordinate

sin 6 d

z
T V) (= bdu(z)* )
0+ (d — ;) bsin O F (1 3 d; §;Sin2 9) +0(b?). (4.113)

22 2
This is precisely the angular coordinate introduced in [52, 53] and it takes values in

[— o, o), Where 1, > /2 is given in equation (B.8) of [53]. Because of the excess
angle the compact metric has a corner at A = 7/2, as is discussed in [53].
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4.A.2 FEFFERMAN-GRAHAM COORDINATES FOR JANUS METRIC

To construct the Fefferman-Graham metric we start with (4.76) and the coordi-
nate transformation (4.110) and write the AdS;-slice metric in the upper-half plane
coordinates. Then

dz?

dsy = oy [1+42(d — 1)b(1 — 22)~ + O(b%)]
1 2\d—1 N 2
t 3 [1—b(1—2%)""+ 0] %(dzo +dz;), (4.114)
wherea = 1,--- ,d — 1. For b = 0 the coordinate transformation

2227(1, Zo = \/zg—&—zg, (4.115)
22+ 2

brings this metric into the upper half plane metric with radial coordinate z,. To
determine the Fefferman-Graham form of the Janus metric we need to obtain ap-
propriate b-dependent corrections to this transformation. We can determine these
as a Taylor series in b by introducing two arbitrary functions at each order in b and
solving the differential equations that result by requiring that the transformed met-
ric is of the Fefferman-Graham form. The unique transformation which ensures that
the metric remains asymptotically AdS independent of b is to linear order in b

Zd

2= —=——=+bf1(z) + O(b?), Zp = \/22 + 22 + bz, fo(z) + O(b?), (4.116)

2
25+ 25

where z = z4/2, and

x 1 1 1
filz) = 012 [(1_2d> deF<d,d,d+1,—xQ>
ot plavnddyz- L) 4L
2(d + 1)a2(d+1) T Tox2? (1 + 22)d-1]"
1 1+ 2dx? 1
- Flddd+1,——
Pe) = sy | P ()
1 1 1
—F 1,d; - | = - 11
For et (1 2 ) ] @)

The metric then takes the from
1
ds% = 2 [d22 + (1 + beg(z) + O(b%))dzg + (1 + bea(z) + O(b%))d22],  (4.118)
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where
_ (2d-1) . 1 1 . !
cs(r) = WF(dvdvd‘FL_ﬁ)‘*‘WF(d-FLd,d—kZ—ﬁ)
o
22(1 4 z2)d-1’
1 1

Note that the derivatives of these functions have a much simpler form:

, B 1 5 1+ (d+2)2?
c3(x) = 23(1 + a2)d 1—(2d—1)z" +2 (1+22)2 )
1
J/ — —
cy(x) (0T (4.120)

The metric in (4.118) is manifestly invariant under translations and rotations of
the 2, coordinates and scale transformations (the x coordinate is invariant under
scale transformations). The original metric (4.76) however was invariant under
the larger group O(1,d) associated with the AdS slice metric. We now show that
the metric (4.118) is also invariant under a discrete inversion isometry to order b
which enhances the isometry group to the full O(1, d). Actually, we will see that the
inversion symmetry can be used to obtain the Fefferman-Graham form of the metric
to all orders in b.

Let us write the AdS slice metric in (4.76) in the upper half plane coordinates so
that

du” + L (a2 + dzrda) (4.121)
(1 —u+bud)  wz2™ ° ' '

This form is invariant under the discrete isometry

2 _
dsp =

Zo Zq
—_ Z2q — ———=.
=2 2 b a ) 2
25+ 25 25+ 24

5, — (4.122)
We now bring this metric into the Fefferman-Graham form by means of a coordinate
transformation'?

z = s(x;b), Zo = Zot(x;b), (4.123)

where © = z4/z,. We point out that this is precisely the form of the coordinate
transformation (4.116), but we now treat the b-dependence non-perturbatively. This
allows us to express the above discrete isometry in terms of the Fefferman-Graham
coordinates z* = (z,, 24, 24). We find

le/

12Note that u = u(z;b) is given in eq. (4.110).
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Now, the Fefferman-Graham metric (4.118) takes the form

1

ds% = = [d22 + Ma; b)dz] + p(x;b)dz?] . (4.125)
o

The requirement that this is invariant under inversion uniquely determines the func-

tions A(z;b) and p(z;b) in terms of ¢(x; b). Namely we find the exact FG metric

1
ds?, = — |d2? +
B Zg o T

Oyt
(t — 20,t)

G 1a 5 d2| . (4.126)
— 20,

dz,%—!—t

Requiring further that this is equal to the Janus metric above uniquely fixes the
transformation functions s(z;b) and ¢(x;b). In particular we obtain the system of
coupled equations

u=1- z%, (045)* = %uQ(l —u)(1 = bdu®1)? (4.127)
x

where u = u(s(z)) is given by (4.110).
In order to solve these equations we use (4.108) to trade s(z) for u(z) in the
second equation, which gives

u(x) du’
/ = —loga?. (4.128)
/(1 =) (1 —u + bu'd)

The sign and the integration constant are chosen so that u(z) ~ 1/2% as * — oo,
independent of b. Unfortunately it seems rather difficult to do this integral explicitly
for arbitrary dimension d. Instead, one can expand the integrand in b and integrate
term by term. This gives

1 b x?

1
= 4+ ——"_F(d,2; 1, ——— b?). 12
u(z) 1+$2+2d(1+$2)d+2 (d,2;d + ,1+x2)+0( ) (4.129)

The transformation functions s(z; b) and ¢(«; b) are now determined from

s(z) =1 — u(z) + bu(z)?

1/ 11— 1/2
—expls | W T® . 1
e l?/u@ (i) (4130

Inserting the above expansion for u(z) we reproduce (after some manipulation of
the hypergeometric functions) precisely the coordinate transformation (4.116).
Moreover, inserting (4.129) in

op(r) = P + c/m gci/u(x’)d/2 1 —u(z), (4.131)
0
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gives
bp(x) = ¢o + ccs(x) + O(c?), (4.132)

where ¢, is a constant and

T 1 d 3 2°
= —F(=-,1—=;=; . .133
C5(:17) m <2a 2a271+$2) (4 )

Again, this has a simple derivative:

1
i) —
cs(z) = TG (4.134)
Notice that as z, — 0 with all other coordinates fixed (i.e. as we approach the
conformal boundary) c5(z) = sgn(z4) while higher order terms do not contribute.
So at the boundary

¢B(24) = ¢o + sgn(zq)c. (4.135)

This implies that the coupling of the dual operator is different on the two sides of
the wall.

Finally, let us examine the range of validity of the coordinate transformation
(4.123). The Jacobian of the transformation is equal to J = td,s. Now J = 0
implies d,,s = 0 since t(x) is positive definite, as can be seen from (4.130). It follows
that the coordinate transformation breaks down at v = 1. Note that the zero of
(1 — bdu?~') occurs at u = 1/(bd)*/=1) > 1, where the inequality follows from
(4.73). We conclude that the Fefferman-Graham coordinates are valid in the range
0 < u < 1 although, in general 0 < u < u, with u, > 1. Recall that in general the
Fefferman-Graham coordinate system is only guaranteed to exist in a neighborhood
of the boundary, and here we see an explicit illustration of this.

Recall that the Fefferman-Graham coordinate system [45] is obtained as follows
(see Section 3 of [33] for a review). One considers Gaussian normal coordinates
centered at the boundary and the radial coordinate is identified with the affine pa-
rameter of the geodesics emanating perpendicularly from the boundary. Clearly the
region of validity of this coordinate system depends on the behavior of the radial
geodesics. We therefore need to analyze such geodesics, and we will do this in the
(u, 2o, 2,) coordinate system which is well-defined everywhere.

One easily shows that there are geodesics with z, constant. The geodesic equa-
tions for the remaining coordinates lead to the following two equations

dlog Z,
dr
. (1 —1+bdut?
U— | —+

u  2(1 —u+ bud)

=au,
) w? + 2020 (1 —u+bu?) =0, (4.136)
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where «, is an integration constant. If a; # 0 the second equation can be integrated
once to get

U= :tQalu\/(aQ —u)(1—u+ bud), (4.137)

for some constant 0 < as < u,. If a; = 0 one gets instead

= Fasuv/1 —u + bud, (4.138)

where a3 is again a constant. Now, depending on the values of the parameters a;
and as, we can identify three qualitatively different types of geodesics as shown in
fig.4.1.

Consider now the radial geodesics defined by 2; = 2, = 0 in the Fefferman-
Graham coordinates, where the dot stands for the derivative w.r.t. the affine pa-
rameter 7 = logz,. Since z; = constant along these geodesics we will take T =
log(z,/|z4|) = —log |z| for later convenience. The transformation (4.123) immedi-
ately gives

dlogz _ (4.139)
dr

while (4.128) implies

=200/ (1 u)(1 —u+ bud), (4.140)

The Fefferman-Graham radial geodesics therefore correspond to radial geodesics
with a; = a2 = 1. In particular, they are geodesics of type (i) if b > 0 but they are
type (ii) if b = 0. This is an important qualitative difference between the FG coordi-
nates for the Janus geometry and pure AdS. This is in fact why the FG coordinates
cover the whole of AdS but only part of the Janus geometry.

It is now clear why the FG coordinate system for b > 0 breaks down at u =
1. Namely, the radial FG coordinate corresponds to geodesics which do not reach
beyond v = 1. If one continues to affine parameter values greater than 7%, where
u(7*) = 1, the geodesics bounce back and they cannot be used to define a coordinate
system since they doubly cover the region u < 1 as is shown in fig.4.2. Therefore the
FG coordinates are well-defined for affine parameter values 7 < 7x. This means that
|z] = e~™ must be bounded below. Another way to see this is to observe that (4.128)
implies that 22 is a monotonically decreasing function of u. Hence the upper bound
u < 1 on u implies a lower bound on 22. Setting u = 1 in (4.129) and solving for
x to leading order in b we find'® |z| > 2, = b//2 + O(b?). Therefore = = 0 is not
part of the manifold and hence the metric (4.118) (and (4.126)) is non-singular in
the region it is well-defined. (To cover the entire spacetime one would have to use
another coordinate patch that covers the deep interior region 1 < u < u,, but this is
irrelevant for our holographic computations.) Notice that the bound on z translates

130ne must be careful since the hypergeometric function F(d, 2;d + 1; I _:12

See eq. 15.3.12 in [73].

) is singular at z2 = 0.
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u=0 u=0

o=@ (ii)

u=0 u=0

u=0 u=0

Figure 4.1: The qualitatively different radial geodesics of the Janus geometry: (i) as < uo
with a; > 0 (solid arrow) or a; < 0 (broken arrow), (i) a2 = u, with a1 > 0 (solid arrow)
or a; < 0 (broken arrow) and (iii) a1 = 0. These qualitative features are insensitive to the
value of b.
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1z 4

1=-00 T =101

Figure 4.2: A radial geodesic in the Fefferman-Graham coordinates (left) is not defined
beyond v = 1 due to the failure of the coordinate system at this point. In the coordinate
system which extends beyond v = 1 this geodesic bounces back at v = 1. Only the branch
before the bounce corresponds to the geodesic on the left.

into |z4| > x,2, and so only at the boundary 2z, — 0 does z4 cover the entire real
line. More crucially, the bound z, < |z4|/2, means that the radial coordinate, z,, is
well-defined everywhere except at z4 = 0, which precisely corresponds to the corner
where the two-halves of the boundary meet. This can also be seen directly from the
properties of type (i) geodesics. Since Z, — |z4| as 7 — —oo with z; constant along
the geodesics, we have

Zo(T) = |24| exp / dr'u(r"). (4.141)

So for b > 0 the FG geodesics hit again the boundary u = 0 at 2z, = |z4|a, where

_ 1 du _ :
o =exp [, T At z4 = 0 these geodesics become degenerate and they

stay along Z, = 0. Since the entire Z, = 0 subspace is mapped to (z,, z4) = (0,0) in
the FG coordinates, the FG geodesics do not leave the origin once z; = 0. Hence,
the FG radial coordinate is not defined at z; = 0.

Finally let us discuss the possibility to use the geodesics of type (ii) in order
to define FG coordinates. This is also a natural choice as these geodesics are the
obvious generalization of the pure AdS case. Following radial type (ii) geodesics for
the Janus geometry, the exact FG metric is

dz2 ug(ug — dz2
ds? — 22 LU (u - “)dz§+i~;, (4.142)
25 uzy Uz
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where ,
log (Z/ZT> - / ’ du : (4.143)
Zg ur/ (o — u)(1 — u + bud)
and
2 = 2% oxp ' du . (4.144)

Asymptotically, i.e. as z, — 0,

ds? ~ 212 [dzg + (327 Hd2 + dzg)] , (4.145)

o

uo

where Z; = 2;°. So when u, = 1, i.e. the pure AdS case, we get the standard
result but for the Janus solution these geodesics lead to a non-flat representative of
the conformally flat conformal structure. One can perform the additional change
of variables given in (8)-(9) of [74] to change the representative to the flat metric.
Notice however that the conformal factor is singular at z; = 0 so the corresponding
coordinate transformation is singular there. We thus arrive again at the conclusion
that the FG coordinates are not well-defined at the corner.

We have therefore determined the exact form of the Fefferman-Graham metric
for the Janus geometry and we have shown that is well-defined everywhere except
on the defect where the two half-boundaries are joined and it is non-singular where
it is defined. Moreover, we have shown that the FG metric possesses an inversion
isometry which enhances the isometry group to the full O(1,d) isometry group of
the original Janus metric. This is reflected in the fact that the holographic calcula-
tion gives a zero vev for the stress tensor, which is consistent with a boundary QFT
invariant under conformal transformations leaving the plane z; = 0 invariant.

4.A.3 TWwWO-POINT FUNCTIONS FOR JANUS FROM SCALAR MOMEN-
TUM

Here we give some details of the calculation of the two-point functions for the
Janus background based on the scalar equation of motion (4.85). The non-trivial
part of the calculation consists in casting the source in a form which significantly
reduces the amount of work required. To this end we again use the fact that ¢5(x)
is a function of x = z4/2, only and it satisfies

bp +ddp +e 2 0dp = Ob), (4.146)

to write

1 .
9;0p(x) = jdg‘ﬁB, 0i0;0p = —(d +1)6;46; +00b).  (4.147)

d3 . 3
2 .2
23 + 25
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Decomposing S;- into irreducible components then (4.85) becomes

. 2
3
at1 €d

cx zg
(1+22)% - (1+22)% {_2(d1)Df

(d+1) d (1 82 82
+ 2 2azd€d+ﬁ

—0g¢ = —cz,0;

1+ d
2

1
—ii [Ded — 0. f+ 2azds] } +O®). (4.148)
d

Quite remarkably, this can be cast in the form

1 , -
—0y¢ = —c2,0; eq| —OgJe +O(b), (4.149)
(1+2%)72
where
~ czd 10, 1 0
Jy= ——>F—— 7—5’ —_— —d= .150
T e ey (0g)Y] e
and « is a constant. Hence, the inhomogeneous solution is
~ Zo i
o= c/dd“w\/g(w)G(ﬁ)& P, (4.151)
(1+22)
where ¢, is given by the zero-order solution
52 = [ Ayl e @) (4.152)

This expression for ¢ immediately gives the canonical momentum from which we
obtain the two-point function by differentiating w.r.t. S 1 14 The result is

(TH(Z)O(w)) = —2(d + 1)cIl' 4?1 (Z, ) (4.153)
cd (7({9 lad 1 8d i 1 i d) /= =

It is a straightforward exercise to verify that this is equivalent to the two-point func-
tions given above, as calculated from the graviton momentum.

14Note that

1 1 -2 d
T (2)O(2)) = ©J W
(T35 (z)O(=")) ( o0y (@ )M’(o)(ff)) ( 9(0) () 59(0)1](1))

-1 6 -2 1)
= Tii(x)) = — o)) + 6@ z,x’ i (2)(O()),
(00 = e oy O + 8o (O

!
g(0y (=) 0y (")
and so if one starts the computation from the scalar one-point functions, one should remember to include
the contact term given above to obtain the full expression.
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4.A.4 SHORT DISTANCE EXPANSION OF THE HOLOGRAPHIC TWO-
POINT FUNCTION (T (2)O(w))

For the convenience of the reader we will give here the essential steps required
to evaluate the short distance expansion of the transverse traceless part of the holo-
graphic two-point function (T (2)O(w)), namely IT'y¢;1(Z, ), where I(Z,) is given
in (4.98).1

First, after a shift and rescaling of the integration variables, I(Z, &) can be written
as

&

I(Z,W) = @1 /0 drox2dth x (4.154)

dd ’lUd—‘r‘g‘ﬁd 1
r a3 1 9 =214 1.2 = 219’
(2252 4 (wq + |3|2q)?] # (25 + 22" [22 + (& — 5)?]

where § = §/52. This form is suitable for a short distance expansion in |5]. Each term
in the expansion can be explicitly evaluated using the standard Feynman parameters
technique. The result to leading order is given in (4.107).
To evaluate the projection operator on this expression we use the fact that
1 1

1
() 2(a—1)(d - 2a) D(gz)a—l , (4.155)

for any power « # d/2 in order to cancel the 1/0J factors in the projection operator.
It is then straightforward to evaluate the derivatives in the numerator of the projec-
tion operator to obtain the short distance expansion of the transverse traceless part.
The result is given in section 4.2.4.

15Incidentally, this integral transforms under inversion as I(z/, w’) = 2242¢1(Z, &) and hence it must
be of the form f(v)/(5%)? for some function f(v), where v is defined in (4.100). However, we have not
succeeded in determining this function so far.
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THE FIRST LAW FOR ALADS
BLACK HOLES
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In this chapter we consider black hole solutions of the supergravity equations.
Black hole spacetimes have a horizon and are characterized by a number of asymp-
totic charges, such as mass, electric and magnetic charges. The AdS/CFT duality
implies that the field theory living on the conformal boundary of such spacetimes is
a field theory at non-zero temperature [19, 75]. The thermodynamics of the black
hole is then mapped to the thermodynamics of the strongly coupled thermal field
theory.

Moreover, we have seen that in the saddle point approximation the string par-
tition function involves a sum over all AIAdS manifolds with the same conformal
boundary (see the recent review [76] for an extensive discussion and concrete exam-
ples of bulk manifolds with a given boundary). Via the AdS/CFT dictionary, different
bulk manifolds with the same conformal boundary correspond to different vacua of
the field theory residing on the common boundary. Which vacuum dominates the
path integral is then dictated by the value of the on-shell Euclidean action.

When applied to spacetimes with a non-zero temperature (i.e. with periodic Eu-
clidean time), this observation leads to the possibility of thermal phase transitions
between different vacua. For example, it was argued in [19] that the Hawking-Page
transition [77] between thermal AdS;,; at low temperature and the Schwarzchild-
AdSg41 black hole at high temperature, both of which have a boundary with topol-
ogy S' x S9!, implies a confining/deconfining phase transition for the boundary
strongly coupled field theory. Although the field theory lives on a finite volume
space, namely S! x S9~!, such a phase transition is possible in the N — oo limit.

While the AdS/CFT conjecture has been the driving force behind the recent in-
terest in asymptotically AdS spacetimes, such spaces have been long studied on
their own merit. In particular, an important aspect of asymptotically AdS space-
times that has attracted considerable attention over the years is the definition of
conserved charges associated with the asymptotic symmetries of such spacetimes
[78, 42, 43, 79, 801, see also [81] and references therein.

Even though most of the literature studies ‘asymptotically AdS spacetimes’ in the
restricted sense, that is spacetimes which asymptotically become exactly AdS with
the standard conformal boundary R x S?~!, it has proved difficult to define asymp-
totic charges for such spacetimes. The main obstruction in defining such conserved
charges is the fact that the infinite volume of these spacetimes causes various ‘nat-
ural candidates’ for conserved quantities, such as Komar integrals, to diverge [82].
One is then forced to introduce some regularization procedure, which is inherently
ambiguous.

Various approaches have been suggested to circumvent this difficulty. Some of
them exploit the special properties of AdS to construct conserved quantities which
are manifestly finite, e.g. [42, 43], while others embed the asymptotically AdS
spacetime into a spacetime with the same asymptotics (most often exact AdS) and
then define manifestly finite conserved quantities relative to the ambient spacetime,
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e.g. [83, 84]. Although the philosophy and the precise definition of the conserved
charges varies among these methods, they all implement some form of ‘background
subtraction’. However, not all asymptotically locally AdS spacetimes can be embed-
ded in a suitable ambient spacetime and, therefore, it is desirable that one has a
background independent definition of the conserved charges of any AIAdS space.

It is known that holographic renormalization does provide such a background
independent definition of the conserved charges for any AlAdS space. As we will re-
view below, the renormalized one-point function of the stress tensor of the dual field
theory, which is identified with the non-local term 74 in the covariant expansion
of the canonical momentum conjugate to the induced metric v;; (see (3.57)), leads
to a well-defined and general expression for the conserved charges associated with
the asymptotic symmetries of an AIAdS space.

Nevertheless, there has long existed a debate about the connection between the
holographic charges and the various alternative definitions of conserved charges
and, in particular, regarding the question of whether the holographic charges of
AIAdS black holes satisfy the first law of black hole mechanics [85]. One of the
aims of this chapter, which is a mildly revised version of the paper [3], is to clarify
the concept of the holographic charges (see also[86]) and, in particular, to prove in
general that all AIAdS black holes satisfy the first law of black hole mechanics and
the charges entering this law are the holographic charges.

We start in this chapter by formulating the variational problem with Dirichlet
boundary conditions for AdS gravity. As we have discussed in Chapter 3, the bulk
metric induces only a conformal structure - and not a metric - on the boundary and
so, the Dirichlet problem for AdS gravity requires that a conformal structure is kept
fixed on the boundary and not a metric. Any other choice of Dirichlet boundary con-
ditions breaks part of the bulk diffeomorphisms, namely the ones that induce a Weyl
transformation at the boundary. We then show that the variational problem for such
Dirichlet boundary conditions is well-posed provided the conformal anomaly A is
zero and a set of new covariant boundary terms (in addition to the Gibbons-Hawking
term) is added to the action. These new boundary terms are precisely the boundary
counterterms introduced in [29, 34] in order to achieve finiteness of the on-shell ac-
tion and of the holographic stress energy tensor as we discussed in Chapter 3. If the
conformal anomaly is non-zero, however, one has to choose a specific representative
of the boundary conformal structure to make the variational problem well-posed,
thus breaking part of the bulk diffeomorphisms. In this case the boundary countert-
erms guarantee that the on-shell action has a well-defined transformation under the
broken diffeomorphisms, the transformation rule being determined by the confor-
mal anomaly. In other words, we need to pick a reference representative in this case,
but the change from one representative to another is essentially determined by the
conformal class of the boundary metric via the conformal anomaly.

We then use Noether’s theorem to derive the conserved charges for AIAdS space-
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times that possess asymptotic symmetries and we show that they are precisely the
holographic charges (see also [86] where the same conclusion was drawn by differ-
ent methods.) The holographic charges were originally derived [34, 30, 74] using
the Brown-York prescription [87] supplemented by appropriate boundary countert-
erms [29]. Finally, we show that the covariant phase space method of Wald et al
[88, 89, 90] also reproduces the holographic charges.

These results allow us then to prove that the holographic charges for general sta-
tionary, axisymmetric, charged AlAdS black holes in any dimension satisfy the first
law of black hole mechanics, provided the variations that enter in the first law respect
the boundary conditions. These variations need not respect any of the symmetries
of the solution however. This resolves a puzzle in the literature where it seemed that
only the charges relative to exact AdS satisfy the first law [18]. The key observation
is that in some cases, such as the Kerr-AdS black holes in Boyer-Lindquist coordi-
nates, the conformal representative on the boundary depends on the parameters of
the black hole, in this case the mass and the rotational parameters. Since these
parameters correspond essentially to the conserved charges of the solution, varying
these charges will generically change the representative of the conformal structure.
While this poses no problem in the absence of a conformal anomaly, when there is a
conformal anomaly it leads to the violation of the allowed boundary conditions. In
this case, to preserve the boundary conditions one must undo the change in the con-
formal representative by a compensating bulk diffeomorphism. It is then found that
the combined variations resulting from the variation of the black hole parameters
and the compensating diffeomorphism do satisfy the first law.

We finally illustrate this mechanism in the context of the four-dimensional Kerr-
Newman-AdS and the five-dimensional Kerr-AdS black holes. Several technical re-
sults are collected in the appendices. In particular, in Appendix 5.A.4 we comment
on the connection between the ‘conformal mass’ of Ashtekar and Magnon [42] and
the holographic mass.

In this chapter we work with Lorentzian signature. The relevant formulas for
holographic renormalization in Lorentzian signature can be found in Appendix 3.A.3.

5.1 COUNTERTERMS AND THE VARIATIONAL PROBLEM
FOR ADS GRAVITY

5.1.1 THE THEORY

We will consider in this section the variational problem for AdS gravity coupled
to scalars and a Maxwell field. Other matter fields, like forms and non-abelian gauge
fields, can be easily incorporated in the analysis, but for simplicity we do not include
them. Moreover, to keep the analysis general we do not include any Chern-Simons
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terms since their particular form depends on the spacetime dimension. Within this
framework we consider the most general Lagrangian consistent with the fact that the
field equations admit a solution that is asymptotically locally AdS. The Lagrangian
D-form (D=d + 1) is given by

1 1 1
L= (%QR - V(@) x1 — §G1J(<p)dgol A xdp? — 5U(gp)F A «F, (5.1)

where we use mostly plus signature and F = dA and V(y), U(y) and G1;(p) are
only constrained by the requirement that the field equations admit AIAdS solutions.
The exact conditions follow from the asymptotic analysis discussed in the next sub-
section, but we will not need the detailed form of the conditions here.
The variation of the Lagrangian with respect to arbitrary field variations takes
the form
0L = Eéy + dO (¢, 6v), (5.2)

where we use 1) = (g, A, ¢') to denote collectively all fields and E is the equa-
tions of motion D-form. More specifically, we have

SL = EM (1)6g, + EF ()04, + BV 60" + dO(v, 59), (5.3)
where
v 1 v 1 v 2y
Eq" = —52 (R“ . iRg“ — k=T ) * 1,
E@)" =V, (U(@)F") %1, (5.4)

: 10G oV 10U y
E(I‘S) = (V“(GU(@)@L J) ~3 a;f(aﬂcp‘]ﬁ“apl( — 67901 — Z@TOIFWFM ) x1,

and the matter stress tensor is given by
Tw = GIJ(SQ)B;L‘PI(?V@J + U(@)FupFy” = gpv Lo, (5.5)
with £,,, denoting the matter part of the Lagrangian. Moreover,
O (¢, 6¢) = — * v (1, 5), (5.6)
where

1
o = =55 (9"V 8,0 — 97TV 0G50) + Cra(9)0" VT + U(9) P 5A,. (5.7)

5.1.2 GAUGE INVARIANCE OF THE RENORMALIZED ACTION

In this section we first determine the most general bulk diffeomorphisms and
U(1) gauge transformations which preserve the gauge-fixed metric (3.35) as well
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as the gauge condition A, = 0 for the Maxwell field. We note that this gauge
need only be preserved up to terms of next-to-normalizable mode order, i.e. up
to order e~ (“~D7. Such transformations leave invariant the functional form of the
boundary conditions, of the asymptotic solutions, and of the counterterm action on
the regulated boundary ¥, . Subsequently, we derive the maximal subset of gauge-
preserving transformations that leave the renormalized action invariant, where only
the functional form of the boundary conditions is imposed, namely we require that

(d—AI)T‘

(5.8)
but no conditions are imposed on gi;, 4A(o)i, gb{o). Notice that the transformations
below do act on these coefficients.

In the gauge (3.35), the Lie derivative, L¢, of the bulk fields w.r.t. a bulk vector
field ¢ is given by

Yij (Ta x) ~ eQTg(O)ij (.’17), Al($7 ’I") ~ A(O)Z(x)a SDI(T) 33) ~ ¢‘(TO) (.’I})e_

‘CEgrr = érv

Legri =75 (8 +07°¢7),

Legij = Levij + 2K ~ Levij + 274567, (5.9)
LeA, = A€,

LeA; = LeA; + €Ay ~ Le Ay, (5.10)
Lep" = Lep" + 79" ~ Lep" + (A = d)E7¢, (5.11)

where L is the Lie derivative w.r.t. the transverse components &° of the bulk vector
field ¢. This bulk diffeomorphism, combined with a U(1) gauge transformation,
preserves the gauge fixing (up to the desired order; see (5.22) below) provided
Legrr = Legri = O(e™ %) and Le A, + & = O(e~(@+2)7), Integrating these conditions
gives:

¢ = bo(z) + O(e=),
gi = fé(I) + 8]50'(;5) /oo dT/'in(lez) + 0(67(d+2)r)7

a = ay(z) + 8;00(x) / dr' A'(r' ) + O (e~ (@+27), (5.12)

where do(x) and «,(x) are arbitrary functions of the transverse coordinates and
¢i(z) is an arbitrary transverse vector field. For ¢, = 0, this bulk diffeomorphism
is precisely the ‘Penrose-Brown-Henneaux (PBH) transformation’ [44, 91] which in-
duces a Weyl transformation on the conformal boundary [92, 30, 74]. Here, we will
call a ‘PBH transformation’ the combined bulk diffeomorphism with £, = 0 and the
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gauge transformation with «, = 0, which is required in order to preserve the gauge
of the Maxwell field.

Next we determine which subset of (5.12) leaves invariant the renormalized
action

1
Lien = / L+ —2/ Az /=K + I, (5.13)
M, K= Js,.,

where .

and I is given by (3.55). Since L is covariant under diffeomorphisms and gauge
invariant, we have

¢L = LcL = digL, §,L =0, (5.15)
where we have used the identity £, = icd + di¢ for the Lie derivative on forms.
Hence,

1 1
65,alren = / ddx,/_,ygr (MR[Q] + ,Cm) + ?55/ ddx\/—’}/K + 65,0([0‘5-
ey Ero

(5.16)
Now, in the gauge we are using, the Ricci scalar of the bulk metric can be expressed
as

» 2
Rlg]=R+ K? - K;; K"V — ——0,(v/—K), (5.17)
Moreover, for the diffeomorphisms given by (5.12) a short computation gives

dizy/—K = / dze 0, (vV—K), (5.18)
o 27‘0

™,

3 /
b
and hence

1
55 ozIrcn = 5 9
’ 2:‘{2 »

The last term takes the form

Se.alet = / iz (fr’g{amj + Areerded! + 7l (GeAs + ﬁia)) : (5.20)
by

To

A"z /=€ (R+ K? — Kij KV 4 26°L0) + 0¢ 0l (5.19)

r

where we put hats on the counterterm momenta to emphasize that they should be
viewed as predetermined local functionals of the induced fields as opposed to the
asymptotic behavior of the radial derivative of the on-shell induced fields. Inserting
now the transformation (5.12) and using the second equation in (3.38) and the first
equation in (3.121), which the counterterms satisfy by construction, we are left with

1 y
8¢ alven = / d*zg” {\/—7 (R+ K? — Kij KV + 25°Lyy,)
’ 2k2

To

+ (FH2K; + Farg! + 7l As) } . (5.21)
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Using the form of the boundary conditions (5.8) one finds that the leading order
divergent term cancels and the terms inside the curly brackets are of order (@17,
We therefore conclude that a transformation (5.12) that leaves the renormalized
action invariant must have

§=0@"), §=-0¢+0(e ) =0(e ). (5.22)

This leaves us with ¢! = ¢! (z) and o = a, (), up to sufficiently high order in e=" as
r — OQO.

In fact, as is well known, the PBH transformation, i.e. the part of the transforma-
tion (5.12) that is driven by do(z), induces a Weyl transformation on the boundary
and even the on-shell renormalized action is not invariant under such transforma-
tions unless the anomaly vanishes. To see this let us first rewrite the Hamilton
constraint (first equation in (3.38)) as

1 g y .
53V (R+ K? — Kij KV + 2Ly = n72K;; + mp" + ' A;. (5.23)
Then, using the trace Ward identity (2.168), (5.21) becomes on-shell

O alion ! = / dz/=7€" A (5.24)
X,

5.1.3 VARIATIONAL PROBLEM

We investigate in this section under which conditions the variational problem is
well-posed, i.e. under which conditions the boundary terms in the variation of the
action cancel so that 6/ = 0 (under generic variation) implies the field equations
and vice versa.

Let n* be the outward unit normal to the hypersurfaces ¥,.. Using (5.7) and the
definition of the radial momenta (3.125) one easily finds that the pullback of ® onto
¥, is given by!

® —n, vty 1

1 - )
(—25(\5%) + 7 ;5 + w6 A; + n,5¢1> du, (5.25)
K

where \/—vdp = xx1, and *y, denotes the Hodge dual w.r.t. ¥,.. We thus arrive at
the well-known fact [48] that the Gibbons-Hawking term is sufficient to render the
variational problem well-defined when all induced fields at the boundary are kept
fixed, i.e.

57i5 = 0, 5A; =0, sl =0, on %,,. (5.26)

1Up to an exact term d(*y), where y# = #n”g‘“’&gw vanishes for variations that preserve the
gauge fixing.
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These boundary conditions are perfectly acceptable for the regulated manifold with
boundary ¥, at finite r,, since the bulk fields uniquely induce fields on ¥, . How-
ever, as Y,, — OM this is no longer the case. The induced fields generically diverge
(or vanish) in this limit and the bulk fields only determine the conformal class of the
boundary fields. It is therefore not possible to impose the above boundary condi-
tions on the conformal boundary. At most, one can demand that the boundary fields
are kept fixed up to a Weyl transformation, namely

57ij = 2vij00, §A; =0, spl = (A — d)pldo, on OM. (5.27)

To implement these weaker boundary conditions we insert the expansions (3.51)
into (5.25) and use (3.43) to get

0 = {—;5(MK) — (Wi{é’yij + 7m0 A; + Teirdpl)
+ VA (@) T 8ij + Ty A + A 100") + } dp
= {o(- vt - - )
+ VA (@) 6ij + Ty A + ma100") 4 } du. (5.28)
Hence,
/E ) ® =4 (—; /E ) dda:\/ij—Ict> (5.29)

+/ A=y [m@) 7 5%i; + T(@) 6 Ai + T a0 + -],
z:7‘0

where the dots denote terms of higher dilatation weight which do not survive after
the regulator is removed and I is local in the boundary fields. Finally we insert the
boundary conditions (5.27) and use the diffeomorphism and trace Ward identities
(2.165) and (2.168) to arrive at

/ 0=/ (-22 / ddx\ﬁ—yK—fct> + / diz/—~Ado. (5.30)
PO, X, X,

It follows that
pren—shell _ / /=5 Ao (5.31)
S,

Notice that A is uniquely determined from boundary data. Furthermore, its integral
is conformally invariant. It follows that A is a conformal density of weight d modulo
total derivatives.

There are three cases to discuss now.
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1. The unintegrated anomaly vanishes identically:
A=0. (5.32)

This is the case, for instance, for pure AAdS gravity in even dimensions. Our
analysis shows that the variational problem in this case is well-posed, provided
we augment the Gibbons-Hawking term by the usual counterterms.

2. The integrated anomaly vanishes for a particular conformal class [g(q)],

Algo)l = /8 » dz/=g(0)Alg(0)] = 0. (5.33)

This is the case, for instance, for pure AAdS gravity in odd dimensions with the
conformal class represented by the standard metric on the boundary R x S¢~1.
When (5.33) holds the anomaly density does not necessarily vanish and so the
variational problem with the boundary conditions (5.27) is not well-defined in
general since the variation of the action generically contains a non-vanishing
boundary term. Nevertheless, the vanishing of the integrated anomaly guar-
antees that there exists a representative g,y of the conformal class [g(] for
which the anomaly density, A, is zero. For instance, for pure AAdS gravity
in odd dimensions such a representative is the standard metric on R x S91,
Hence one can pick a suitable defining function which induces this particular
representative. In practice this means that we want to perform a PBH trans-
formation such that the resulting radial coordinate acts as a defining function
which induces the desired representative. We then consider the variational
problem around this gauge that corresponds to the privileged representative of
the conformal structure at the boundary for which the anomaly density van-
ishes. However, this ensures only that the first order variation of the action
will contain no boundary terms. To make the variational problem well-defined
to all orders one is forced to break the bulk diffeomorphisms which induce a
Weyl transformation on the boundary and consider variations of the bulk fields
which preserve a particular representative of the conformal class. In other
words, in this case, in order to make the variational problem well-defined to
all orders we must impose the boundary conditions,

d9(0yij = 0, dA() =0, 30y = 0, (5.34)

where g(g);; () is the chosen representative of the conformal structure and
Ayi(r) and ¢(o)(z) are the leading terms in the asymptotic expansion of the
bulk gauge and scalar fields, respectively,

Ai(r,a) = Au(@)(1+0(e™)),  p(r,z) = gy (x)e” @271+ O(e™)).
(5.35)
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As we have seen, however, this is only possible if one breaks certain bulk
diffeomorphisms.

3. The integrated anomaly is non-zero. In this case, to ensure that the variational
problem is well defined already at leading order, we have to pick a represen-
tative and allow only variations that preserve the corresponding gauge.

To summarize, we have seen that bulk covariance in AIAdS spaces requires that
we formulate the variational problem with the boundary conditions (5.27) instead of
the stronger (5.26). The counterterms are essential in making the variational prob-
lem well-defined with such boundary conditions and are exactly on the same footing
with the Gibbons-Hawking term. However, when the unintegrated anomaly does not
vanish identically, the variational problem can only be well-defined (to all orders)
with the boundary conditions (5.34), which can only be imposed if certain bulk dif-
feomorphisms are broken. The counterterms in this case guarantee that the on-shell
action has a well-defined transformation under the broken diffeomorphisms. The
transformation is given precisely by the anomaly.

5.2 THE HOLOGRAPHIC CHARGES ARE NOETHER CHARGES

5.2.1 CONSERVED CHARGES ASSOCIATED WITH ASYMPTOTIC SYM-
METRIES

We have seen in section 5.1.2 that the renormalized action is invariant under
bulk diffeomorphisms and U(1) gauge transformations that asymptotically take the
form (5.12) provided ¢” = O(e~9"). Moreover, requiring that such transformations
preserve the boundary conditions (5.27) constrains ¢! to be an asymptotic conformal
Killing vector, i.e. to asymptotically approach a boundary conformal Killing vector
(see Appendix 5.A.1 for the precise definition). When the anomaly does not vanish,
however, we impose the boundary conditions (5.34) which are only preserved if &
is a boundary Killing vector (as opposed to asymptotic conformal Killing vector).

We now apply Noether’s theorem to extract the conserved currents and charges
associated with these asymptotic symmetries. To this end we first consider the fol-
lowing field variations:

o1 = fi(r,x)Lep,  batb = fo(r,z)dat, (5.36)

where f(r,z), fa(r, ) are arbitrary functions on M which reduce to functions f; ()
and f,(z) respectively on OM, ¢ is an asymptotic conformal Killing vector of the
induced fields on ¥, and « is a gauge parameter which asymptotically tends to a
constant. These, transformations are not a symmetry of the renormalized action
unless f; and f5 are constants, but they preserve the boundary conditions (5.27) for
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arbitrary f;, f,. Varying the renormalized action, whose general variation is given
by

0l ron = / E(s’L/J + / ddifx/ -y (W(d)ijd’yij +’/T(d)i5Ai +7('(AI)[5QDI) R (5.37)
M

o Jz,,

with respect to such field variations we will now derive the conserved Noether
charges.

Electric charge

Let us first consider the transformation 021 and derive the corresponding con-
served current. Since J,L = 0, we have from (5.2)

Edut) = —dO (1), 5at)). (5.38)

Hence,

N /Mm F240(0.0,0) + [

=

d%z/=7 a1 2y O, (5.39)

But « is asymptotically constant and so the boundary term vanishes. Hence, on-
shell the bulk integral on the RHS must vanish for arbitrary f>, which leads to the
conservation law for the U(1) current

Jo = O, 0,1). (5.40)
Since on-shell J, is closed, it is locally exact. In fact one easily finds

where Q, = —a* F and F,, = U(¢)F,,. Then, given a Cauchy surface C, the
conserved Noether charge is given by?

Q= / J, = _/ «F, (5.42)
C oMNC

where we have assumed without loss of generality that « — 1 on M. One can
check that this charge is conserved, i.e. independent of the Cauchy surface C, which
follows immediately from the field equation

d*=F =0. (5.43)

Charges associated with boundary conformal isometries

2 Throughout this chapter we use the convention about the (relative) orientation et;,...; . =
€tiy-iy = +1. The minus sign in the definition of the electric charge is included to compensate for
this choice of orientation, which is opposite from the conventional one.

148



CHAPTER 5 - THE FIRST LAW FOR ALADS BLACK HOLES

The same argument can be applied to derive the conserved currents and Noether
charges associated with asymptotic conformal isometries of the induced fields. Again
from (5.2) we have

EL:y =d(icL — O(¢, Ley))) . (5.44)
Hence, defining the current
J¢] =0, L) —icL, (5.45)
we get
01fven = — f1dJ[¢] +/ A= f1 (T(ay? Levij + mayLeAi + miapyrLe’) .
M., g
(5.46)
Since £ is an asymptotically conformal Killing vector, it follows that
. 1 .
O1lren = — f1dJI[E] + / Az /= f1 (27 (@)t + (A1 — d)Tiay19") Eszl-
M, Sry
(5.47)

Now, evaluating the LHS using (5.31) and the RHS using the trace Ward identity
(2.168), we deduce that on-shell the bulk integral vanishes, which leads to the con-
servation law

dJ[¢] = 0. (5.48)
Hence, J[¢] is locally exact, J[¢] = dQ[¢], and it is easily shown that
-
Ql¢] =~ B¢, (5.49)
where the 2-form E is given by
S = V& + KU () Fu AL, (5.50)

However, J[¢] is not the full Noether current in this case as there is an extra contri-
bution with support on ¥,. . To derive the correct form of the current we use (5.28)
to rewrite (5.46) as

51 Lo /M dfi A JlE] /E £13[€]

To

+/ ddx\/ v f1 ( JL{y” +7T(d)L5A +7T(A1)IL§<P ) (5.51)
X,

_ /M dfi A J[E / fﬂgL+/ dix f5¢ (;W[K (K — A)Ct}> .

Since ¢ is tangent to ¥, , the second term vanishes. To put the last term in the
desired form, we define the d-form
1

= S [K — (K = Nl s 1 (5.52)
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on X, which is covariant w.r.t. diffeomorphisms within 3,.. Using the identity L, =
di¢ + i¢d on forms, d being the exterior derivative on ¥,., we obtain

61 Iren = /
M
Lo

/M dflAJ[£]+/ df; NigB

To E7"0
/M

where p(X,) is a one-form with delta function support on X,., known as the Poincaré
dual of ¥, in M. Therefore, the full Noether current is

afy A 3] - /E f16¢B

To

dfi AJ[E] —/E f1di¢B

AT+ [ ) ndR A, 653)

To To

J[E] = T[E] - p(2,,) NieB. (5.54)
Given a Cauchy surface C, we now define the Noether charge
Q= [ 3= [ (@i -ieB). (5.55)
c amnc

If C and C’ are two Cauchy surfaces whose intersection with 9 M bounds a domain
A C OM, then Stokes’ theorem and the conservation law (5.48) imply

[ @i i)
ACOM

/BM day/=7 (m(a)” Levij + mayLe Ai + m(a ) 1Le")

Qclé] — Qo [€]

, 1.
/W d'a/=y (wy; + (A1 = d)map1e”) SDig!

/ ddx«ﬁ—vAlDif". (5.56)
oM d

Therefore, if the anomaly vanishes, this charge is conserved for any asymptotic con-
formal Killing vector. However, if the anomaly is non-zero, it is only conserved for
symmetries associated with boundary Killing vectors.

5.2.2 HOLOGRAPHIC CHARGES

Let us now derive an alternative form of the conserved charges by considering
instead of (5.36) the following variations:

Y = Legth, 053 = dat), (5.57)
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where ¢! is again an asymptotic conformal Killing vector but now « and ¢ reduce
to arbitrary functions on ¥, . In contrast to (5.36), these field variations are a
symmetry of the action, but they violate the boundary conditions (5.27).

Since these are symmetries of the renormalized action we have

0=05Len = / Edyy —I—/ ddx\/—fwr(d) O
M o

To

/ Edhy) — / d*z/=yadim ). (5.58)
M Sry

To

But now « is arbitrary and so we conclude that on-shell we must have
aiﬂ'(d)i = 0, (5.59)

which also follows immediately from the first equation in (3.121). Hence the quan-

tity
= —/ dO’iﬂ'(d)i, (5.60)
oMnNC

defines a conserved charge, namely the holographic electric charge.
Similarly,

0

5/1 Iren

= /M Ed 1 + / d%a /=7 (m(@)? Leeij + m(a)' Lee Ai + m(a )1 Legp”)

Sy

N / B+ / dzy/=e (m(@" Levij + ma) ' LeAi + m(a1Lee’)
M Yro

To

+/ d*a/=7 (2m )l + ™) A;) € Die. (5.61)

To

Therefore, after integration by parts in the last term and using the fact that ¢ is
arbitrary, we conclude that on-shell we must have

D; [2m(a)} + ma)' A)E] = W(d)ijLﬁ%j + m(a) LeA; + W(AI)ILWI
= (27‘(‘ (A[ — d)ﬂ'(AI 15 ) Zfl
= AEDigi, (5.62)

where we have used the trace Ward identity (2.168) in the last step. Hence the
quantity

Ql¢] = / do; (2m )l + m(a)' 4;) &, (5.63)
oMnNC

defines a holographic conserved charge associated with every asymptotic confor-
mal Killing vector, if the anomaly vanishes, or every boundary Killing vector, if the
anomaly does not vanish.
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From the above analysis we have obtained two apparently different expressions
for the conserved charges associated with every asymptotic symmetry. However, we
show in the following lemma that the two expressions for the conserved charges are
equivalent.

Lemma 5.2.1 Let v denote an AlIAdS solution of the bulk equations of motion pos-
sessing an asymptotic timelike Killing vector k and possibly a set of N — 1 asymptotic
spacelike Killing vectors m,, with closed orbits, forming a maximal set of commuting
asymptotic isometries. In adapted coordinates such that k = 0, and my = Ogo the
background 1) is independent of the coordinates x® = {t, *}. Then,

1y
oMNC omMncC

ii) If in addition the background metric and gauge field take asymptotically the form
ds? = y;da'da’ = Tpdada’ + 0;di'di, A = Aida’ = A,dx®, (5.65)

where ., 0;; and A, depend only on the rest of the transverse coordinates ' as well
as the radial coordinate r, then, for any asymptotic conformal Killing vector &,

/ do; (27((1);‘ + W(d)iAj) gj = —/ (Q[f] — ZgB) . (5.66)
amMncC omMnC

A proof of this lemma can be found in Appendix 5.A.2. However, a few comments
are in order regarding the condition (5.65) we have assumed in order to prove the
second part of the lemma. Firstly, as can be seen from the explicit proof, it is only
required in order to show equivalence of the charges for true asymptotic conformal
isometries, i.e. with non-gero conformal factor. Otherwise, this condition is not used
in the proof. Secondly, in certain special cases the fact that the background takes the
form (5.65) turns out to be a consequence of the existence of the set of commuting
isometries and the field equations.

More specifically, the condition that the background takes the form (5.65) is
closely related to the integrability of the D — N-dimensional submanifolds orthogo-
nal to k and m,,. In particular, it was shown in [49], Theorem 7.7.1, using Frobenius’
theorem, that for pure gravity in four dimensions, the 2-planes orthogonal to a time-
like isometry k and a rotation m are integrable, and hence the metric takes the form
(5.65). This result can be easily extended to include a Maxwell field as well as
scalar fields in four dimensions [93, 94]. More recently, this result was generalized
for pure gravity in D dimensions and D — 2 orthogonal (non-orthogonal) commut-
ing isometries in [95] ([96]). It appears that these results cannot be generalized
in a straightforward way to include gauge fields for D > 4, or for less than D — 2
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commuting isometries in D dimensions. Obviously the restriction to D — 2 commut-
ing isometries is too strong for our purposes since even AdSp only has [(D + 1)/2]
commuting isometries, which is less than D — 2 for D > 5.

Despite the fact that we lack a general proof of (5.65) as a consequence of the
presence of the commuting isometries and the field equations, this condition is sat-
isfied by a very wide range of AIAdS spacetimes, including Taub-Nut-AdS and Taub-
Bolt-AdS [97, 98]. It would be very interesting to determine what are the most
general conditions so that (5.65) holds.

COMMENT ON SCHEME-DEPENDENCE

An important consequence of the above lemma is that the electric charge, as
well as, the conserved holographic charges associated with an asymptotic conformal
Killing vector ¢ which is tangent to OM N C' are scheme-independent since they can
be expressed entirely in terms of scheme-independent bulk quantities. By following
the argument in the proof of this lemma in Appendix 5.A.2 one can easily see that
indeed any local finite counterterm does not affect the value of such charges. The
only charges which are scheme-dependent, therefore, are those associated with an
asymptotic conformal Killing vector £ such that

/ ieB # 0. (5.67)
oMnNC

Within the maximal set of commuting asymptotic isometries, the only such charge
is the mass, which involves the asymptotic timelike Killing vector k = 9;. As we will
see below, the only other thermodynamic quantity which is scheme-dependent is the
on-shell action, whose scheme-dependence precisely counteracts that of the mass to
ensure that the first law is scheme-independent.

The same conclusions follow also from the identification of the holographic
charges with the Wald Hamiltonians which we now discuss.

5.2.3 WALD HAMILTONIANS

We now give a third derivation of the conserved charges as ‘Hamiltonians’ on
the covariant phase space [99, 100, 90]. Some results relevant to this section are
collected in Appendix 5.A.3.

Let £ be an asymptotic conformal Killing vector and « an asymptotically constant
gauge transformation, namely

Lep = Lap + 051+ O(e™+7),  dath = O(e™'"), (5.68)

where &, £ and st are given in Appendix 5.A.1. The ‘Hamiltonians’ which generate
these symmetries in phase space must satisfy Hamilton’s equations, which in the
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covariant phase space formalism take the form

6He = Qc(¥, 00, Lev), 6Ha = Qc (¥, 60, 0a¢), (5.69)

where the pre-symplectic form Q¢ is defined in (5.205). The Hamiltonians exist
if these equations can be integrated in configuration space to give Hy and H,. As
is discussed in Appendix 5.A.3, the symplectic form is independent of the Cauchy
surface used to define it if the anomaly vanishes or if the variations are associated
with boundary Killing vectors. It follows that the corresponding Hamiltonians are
conserved, provided the ‘integration’ constant is also independent of the Cauchy
surface. We further discuss this issue below.

Let us first consider H, which can be obtained very easily. Using the result for
the symplectic form in (5.198) we have

0H, = 0Quq, (5.70)
omMncC

and hence, up to a constant,

Ha :/ Qa = _/ *-7:7 (571)
oMNC oMNC

taking @ — 1 asymptotically. Therefore, once again, we have derived the conserved
electric charge.
Consider next He. From (5.197) we have

SHe / (5Qle] - i¢®). (5.72)
omMncC

This equation has a non-trivial integrability condition. Applying a second variation
and using the commutativity of two variations, 4195 — d20; = 0, we obtain the inte-
grability condition [90]

/ if(x)(?ﬂ, 5¢1, 5¢2) =0. (573)
omMnC

Since ¢ is tangent to X, from (5.208) follows that this is equivalent to

/ e (S5 AA)S1o — 1 2} = 0. (.74)
oMnC

Therefore, if the anomaly vanishes, a Hamiltonian associated to any asymptotic CKV
£ exists. However, if there is an anomaly and £¢ # 0, then a Hamiltonian for £ exists
only if the stronger boundary condition (5.34) is used - i.e. a particular represen-
tative of the conformal class is kept fixed - in agreement with the analysis of the
variational problem.
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The same conclusion can be drawn by trying to integrate (5.72) directly. This is
possible provided we can find a d-form B such that

/ ie® = / icB. (5.75)
oMnC JomncC

Once such a form is found, then H; exists and it is given by

He = (QlE] — icB). (5.76)
aMNC
However, since ¢ is tangent to Y,., we can use (5.28), the boundary conditions (5.27)
and the trace Ward identity (2.168) to obtain

/ ic® = %5 doi€'[K — (K — N)et] — / doi&' Aso.  (5.77)
2,,NC K 2,NC 2,,NC

Therefore, if ¢&¢ # 0, then such a form exists for the boundary conditions (5.27)
provided the anomaly vanishes, in complete agreement with the conclusion from
the integrability condition. Moreover, (5.77) shows that when such a B exists it
coincides with B in (5.52) and hence, the corresponding Hamiltonian is precisely
the Noether charge (5.55).

Notice that the Wald Hamiltonians are only defined up to quantities in the kernel
of the variations. In particular, when integrating (5.75) to obtain (5.76), one can
add to H, an integral of a local density constructed only from boundary data and
the asymptotic conformal Killing vector £. This ‘integration constant’ is constrained
by the fact that the Hamiltonians should be conserved. In particular, if H, is a Wald
Hamiltonian, so is

H{=H¢ + / doiH}¢ (5.78)
amnc
provided H; is constructed locally from boundary data, has dilatation weight d, and
it is covariantly conserved.

In fact such ambiguity is present in AAdSs,1 spacetimes and has caused some
confusion in the literature. AAdSsxy1 spacetimes are special in that the boundary
is conformally flat, and even-dimensional conformally flat spacetimes admit local
covariantly conserved stress energy tensors. This is true in all even dimensions, as
we discuss in Appendix 5.A.4. The best known case is the four dimensional one: the
tensor

Hi= i (-R;Rﬁ +§
is covariantly conserved provided the metric is conformally flat. This tensor is well-
known from studies of quantum field theories in curved backgrounds, see [101]
(where it is called 3H w)- 1t has been called ‘accidentally conserved’ in [101] be-
cause it is not the limit of a local tensor that is conserved in non-conformally flat

% 1 kpl gi 1 261
RR; + 3 RIRL0, — 1R 5j) (5.79)
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spacetimes and cannot be derived by varying a local term. The same tensor is the
holographic stress energy tensor of® AdS; [30]!

This tensor also appeared recently in comparisons between the ‘conformal mass’
of [102] and the holographic mass, see [102, 81] and Appendix 5.A.4. It follows that
the conserved charges according to both definitions are Wald Hamiltonians. It also
follows from this discussion that the conformal mass is the mass of the spacetime
relative to the AdS background. Furthermore, we conclude that the definition of [42]
does not extend to general AIAdS spacetimes since H;; is not covariantly conserved
when the boundary metric is not conformally flat and we already know that the
holographic charges are conserved for general AIAdS (and as shown in this section
are also Wald Hamiltonians).

5.3 THE FIRST LAW OF BLACK HOLE MECHANICS

The above detailed description of the conserved charges allows us to study the
thermodynamics of AIAdS black hole spacetimes quite generically. In particular, we
will consider a black hole solution of (5.1) possessing a timelike Killing vector k
and possibly a set of spacelike isometries with closed orbit forming a maximal set of
commuting isometries as in lemma 5.2.1, but here we require that these isometries
be exact and not just asymptotic. The form (5.65) of the metric then implies that
these bulk isometries correspond to boundary isometries and not merely asymptotic
boundary conformal isometries. Moreover, we will assume that the event horizon,
N, of the black hole is a non-degenerate bifurcate Killing horizon of a timelike
(outside the horizon) Killing vector x such that the surface gravity, , of the horizon
is given by

~ 1 L,V

p2 = —§V’ X'V x|y - (5.80)
The inverse temperature, 3, then is
21

B=T"1= (5.81)

Let us begin with a lemma which is central to our analysis.

Lemma 5.3.1 Let & be a bulk Killing vector;, I the renormalized on-shell Euclidean
action and H = N'NC the intersection of the horizon with the Cauchy surface. Let also
t be the adapted coordinate to the timelike isometry k so that k = 0.

i) If ¢ = 1, then*

BOJE] — 1=~ /H Q. (5.82)

3More precisely, (5.79) is the holographic stress energy tensor associated to a bulk solution that is
conformally flat, see (3.20) of [30]; all such solutions are locally isometric to AdSs.
4Note that the integrals over H should be done with an inward-pointing unit vector.
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i) If €& = 0, then
= —/ Q[¢]. (5.83)
H

Proof:
By Stokes’ theorem

/amcq[ﬂ - /CdQ[fH/HQm
| @.cen —icty+ [ aie

— ~ [ieL+ [ Q. (5.89
c H
Now, (3.41) and the fact that the background is stationary allow us to write
/ ieL = — / do &N, (5.85)
c Sy NC

where the minus sign arises due to our choice of orientation (see footnote 2). Hence,

/E Q=) = / Qle] / jeL — % /Z mcdgigi(K(d) )
/ Ql¢) / doi&" (K (a) — M) - (5.86)

For ¢! = 0 the last term vanishes. If however £ = 1, then we can use the fact that
the background is stationary to obtain

B i 1
e doig' (K@) = May) = = [ day75 (K@) = M) =1, (5.87)
K Jomnc K= Joam

where vg;; is the Euclidean metric. This completes the proof.

O

Since the right hand sides of (5.82) and (5.83) are manifestly scheme-independent,
this lemma implies that the left hand sides of these expressions, under the corre-
sponding conditions, are scheme-independent too. As we will see in the next sec-
tion, this implies that all charges associated with bulk Killing vectors, except for the
mass, are scheme-independent. Moreover, the scheme-dependence of the mass is
now seen to exactly cancel that of the on-shell action, as it was advertised earlier.
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5.3.1 BLACK HOLE THERMODYNAMICS

This lemma, besides relating the conserved charges to local integrals over the
horizon, leads immediately to the quantum statistical relation [48]

I=pG(T,Q,d), (5.88)

where
G(T, Qiaq)i) EM—TS—Qle —(I)Q, (589)

is the Gibbs free energy. (5.88) follows trivially from lemma 5.3.1 provided
Qi+ [ QI =M ~TS - 0u; - 20, (5.90)
H

where  is the null generator of the horizon, normalized such that x* = 1. To show
that this is the case we need a precise definition of the thermodynamic variables
appearing in the Gibbs free energy.

Electric charge

Using Stokes’ theorem, the electric charge (5.42) is also given by

QE—/ *f:f/ xF. (5.91)
AMNC H

Electric potential
We define the electric potential, ®, conjugate to the charge @, by
O =—-A,x"n. (5.92)

This is well-defined, for A, x* is constant on . To see this consider a vector field ¢
tangent to the horizon. Then,

t-O(Aux") = 1P (X! Fpp + Ly Ap) = 19X Fppi. (5.93)
But since ¢ is tangent to H, ¢|,, o< x and hence
t- I Aux")y = 0. (5.94)
Mass

In order to define the mass we have to supply an asymptotic timelike Killing
vector. In contrast to asymptotically flat spacetimes, in AIAdS spacetimes there is an
additional subtlety in that there can be a non-zero angular velocity, (2°, at spatial
infinity. This is the case, for example, for the Kerr-AdS black holes in Boyer-Lindquist
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coordinates as we will see below. In such a rotating frame, there are many timelike
Killing vectors obtained by appropriate linear combinations of 9, and 0,,. Using
a general timelike Killing vector will result in a conserved quantity that is linear
combination of the true mass and the angular momenta. To resolve this issue we
first go to a non-rotating frame by the coordinate transformation

=t ¢, =¢p; — Q. (5.95)

In this frame there is no such ambiguity and one can define the mass, as usual, using
the Killing vector dy . In terms of the original coordinates we have

ot db; o
Oy = %& + 5 0p;, = 0, + Q°0y,. (5.96)
Therefore, the mass is defined as
M = Q[0 + Q5°0,]. (5.97)

Angular velocities

Let x = 9; +Q9,, be the null generator of the horizon. This defines the angular
velocities, O, of the horizon. We define the angular velocities, (2;, by

Q= QF — e, (5.98)
Angular momenta

We define the angular momenta, J;, by
7= -0is) = [ Q. (5.99)
where the second equality follows from lemma 5.3.1.
Entropy
Finally, using Wald’s definition of the entropy [88] (see also [103]) we get
—B/H Qx| = S+ 52Q. (5.100)

With these definitions it is now straightforward to see that (5.90), and hence
(5.88) hold.
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5.3.2 FIRST LAW

To derive the first law we consider variations that satisfy our boundary condi-
tions. Namely, if the anomaly vanishes, then the boundary conditions (5.27) should
be satisfied, otherwise (5.34) should hold, i.e. a representative of the conformal
class should be kept fixed. We will discuss the significance of this in the next sec-
tion. In other words, we only vary the normalizable mode of the solutions, as one
might have anticipated on physical grounds.”

We now show, following Wald et al. [88, 89], that these variations satisfy the
first law. From equation (5.197) we have

d(0Q[] = ix®) = w(¥, 69, Ly ). (5.101)

Hence,

/C (6QI] —1,®) = /mcmuzx ) - /(6Q[HX )
/Cw(w,aw,cxw):o, (5.102)

since y is a Killing vector. However, x is tangent to { and so we arrive at

| 6 -ie) = [ sl (5.103)
oMnNC H

Consider first the left hand side. Writing x = 0; + Q5°0,, + ©,;04, and using the fact
that 0, is tangent to M we get

[ eQn-i®) = [ Qo070 -1+ [ 5Q0.)
oMnC omMnC omMnC
= 5 (@irora,)-iB)+5 [ Q)
OMNC oMNC
= —(0M — Q:6J;). (5.104)

In order to evaluate the right hand side of (5.103) we need to match the horizons
of the perturbed and unperturbed solutions [88], the unit surface gravity genera-
tors, Y = %X: of the horizons and the electric potentials. From (5.100) then we
immediately get

—/ 0Q[x] =T6S + Q. (5.105)
H
Therefore, (5.103) is a statement of the first law, namely

OM =T6S + Q;0J; + ®6Q. (5.106)

5 Note that the non-normalizable mode determines the conformal class at the boundary. The non-
normalizable mode together with a defining function specify a representative of the conformal class.
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However, we emphasize that the variations in this expression must satisfy the
appropriate boundary conditions that make the variational problem well-defined.
Namely, if the anomaly vanishes, then the boundary conditions (5.27) should be
satisfied, but if there is a non-zero anomaly, then (5.34) must be satisfied instead,
i.e. the representative of the conformal class should be kept fixed. We will discuss
the significance of this in the next section.

5.3.3 DEPENDENCE ON THE REPRESENTATIVE OF THE CONFORMAL
CLASS

Let us now discuss how the thermodynamic variables defined above depend on
the representative of the conformal class at the boundary.

To this end we recall that a Weyl transformation on the boundary is induced by
a PBH transformation, i.e. a combined bulk diffeomorphism and a compensating
gauge transformation, given by (5.12) after setting £, = 0 and «, = 0. However, in
order to be able to compare the mass and angular momenta for the two representa-
tives of the conformal class we require that the two representatives have the same
maximal set of commuting isometries, i.e. we restrict to Weyl factors dc which are
independent of the coordinates ¢, ¢, adapted to the asymptotic isometries.

It is now straightforward to see that all intensive thermodynamic variables, namely
the temperature 7', the angular velocities €2; and the electric potential ® are invari-
ant under such diffeomorphisms. The same holds for the entropy .S, the angular mo-
menta J;, and the electric charge Q, since, as we saw above, they can be expressed
as local integrals over the horizon. Therefore, the only quantities which could po-
tentially transform non-trivially are the mass M and the on-shell Euclidean action 1.
However, their transformations are not independent since they are constrained by
the quantum statistical relation (5.88), namely

6,1 = (35, M. (5.107)

This is a significant result which cannot be seen easily otherwise. We know that

6ol = — / dz /A Ado, (5.108)
oM
while
5, M = 72/ doi{ (27 (@)} + 7 (a)' Ak 6o + -+ }, (5.109)
omMncC

where k = 9, +Q°d,, and the dots stand for terms involving derivatives of the Weyl
factor do. One can check this explicitly in certain examples by directly evaluating
the transformation of the renormalized stress tensor under a PBH transformation
[30, 74].
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As a final point let us consider how (5.106) would be modified if there is a non-
vanishing anomaly and we allow for variations which keep fixed only the conformal
class and not a particular representative. In this case, (5.77) implies that

—/ (0Q[x] —1y®) = =T6,1 + 6 M — Q;6J;, (5.110)
aMNC
and the first law should be modified to

oM Tos1 + TS+ Q;6J; + ®HQ

= 0M+T65+Q6J; + Q) (5.111)

where do is the Weyl factor by which the representative of the conformal class is
changed due to the variation ¢ and the second equality follows from (5.107).

We can now state precisely how the first law works in the presence of a non-
vanishing anomaly. A generic variation ¢ will not keep the conformal representative
fixed and it will induce a Weyl transformation jo. We should then undo this Weyl
transformation by a PBH transformation with Weyl factor —§o. Then, (5.111) en-
sures that the combined variation, which does keep the conformal representative
fixed, satisfies the usual first law. The general Kerr-AdS black hole in five dimen-
sions provides a clear illustration of this.

5.4 EXAMPLES

In this section we will demonstrate our analysis by two examples, the Kerr-
Newman-AdS black hole in four dimensions [104, 105] and the general Kerr-AdS
black hole in five dimensions [106]. The second example provides a clear illustra-
tion of the role of the conformal anomaly in the thermodynamics.

Before focusing on the specific examples however we discuss the steps and sub-
tleties involved in the computation. Recall that the defining feature of the countert-
erm method is that the on-shell action of AdS gravity can be rendered finite on any
solution by adding to the action a set of local covariant boundary counterterms. One
should not forget, however, that the precise form of the counterterms depends on
the regularization/renormalization scheme. The counterterms used in the literature
were derived using as regulator a cut-off in the Fefferman-Graham radial coordinate
z [29], or equivalently in the radial coordinate r we use here. The cut-off hyper-
surface r = r, is in general different from the hypersurfaces 7 = const., where 7
is another radial coordinate that might appear naturally in the bulk metric. So, to
evaluate correctly the counterterm contribution to the on-shell action, one should
transform asymptotically the solution to Fefferman-Graham coordinates and then
evaluate the counterterm action (or equivalently transform the hypersurface r = r,
and the counterterm action in the new coordinates). Of course, it is always possible
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to work with a different regulator but then the counterterm action should be worked
out from scratch.

Let us discuss now the evaluation of the conserved charges. Given that the
asymptotics and counterterms are universal, one can work out in full generality
the explicit form of the renormalized stress energy tensor in terms of the metric co-
efficients g(,,,) that appear in the asymptotic expansion of the solutions of a given
action. This is done for pure gravity in [30] and for gravity coupled to certain matter
in [32]. To evaluate the holographic stress tensor on a specific solution one could
thus simply read off the metric coefficients from the asymptotic expansion of the
metric and plug them in the general formula. This is the simplest way to proceed if
the explicit expression for the holographic stress energy tensor is known. If this is
not the case, it is simpler to just compute from the asymptotics of the given solution
the contribution of the bulk and counterterm actions to the holographic stress en-
ergy tensor and add them up to produce a finite answer. To evaluate the conserved
charges we finally integrate the holographic stress energy tensor contracted with the
appropriate asymptotic conformal Killing vector over the appropriate domain. The
only remaining subtlety is the choice of a timelike Killing vector to be used in the
definition of mass when the boundary metric is in a rotating frame. In this case
we choose the Killing vector that corresponds to the standard timelike Killing vector
0/0t is the corresponding non-rotating frame.

Below we describe our calculation for the four dimensional Kerr-Newman-AdS
black hole in considerable detail, mainly in order to emphasize the role of the
Fefferman-Graham coordinate system in the asymptotic analysis, which is not fully
appreciated in the literature. We then turn to the five dimensional Kerr-AdS black
hole, emphasizing the role of the anomaly and its relation to the Casimir energy.
Previous work on the thermodynamics of these black holes includes [43, 107, 106,
108, 109, 110, 111, 85, 83, 84, 112].

5.4.1 D=4 KERR-NEWMAN-ADS BLACK HOLE

The metric of the Kerr-Newman-AdS black hole in Boyer-Lindquist coordinates
reads [104, 105, 110]

2

Ar 3 29 2 2 Ay si 20 2 2
dsQ:fF <dt“513 dqs) +2dr2+2d92+67)12n(adtr R P
= r 0 =

i

(5.112)
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where

0> =712+ a%cos? 6,

Ng=1-L cos29, =2=1-2. (5.113)

The gauge potential in this coordinate system is given by
2 in ¢
A=-T <dt _asm qu) . (5.114)
P =
This metric and gauge field solve the Einstein-Maxwell equations which follow from
the action (omitting the boundary terms)

! / d*z\/—g <R —2A — 1F2) : (5.115)
M 4

22

ILorentzian =

The event horizon is located at r = r, where r, is the largest root of A, = 0,

and its area is
4m(r3 + a?)

A (5.116)

—_
—

The analytic continuation of the Lorentzian metric (5.112) by t = —ir, a = i«
develops a conical singularity unless we periodically identify 7 ~ 7+ 3 and ¢ ~
¢ +i6Qy, where

4m(r3 + a?)

T+(1+‘l%2+3 *Ltqz)

TF

8= (5.117)

=
12
is the inverse temperature and the angular velocity of the horizon, Q, is given by

a=

Oy = ———
2 2"
7"+—|—a

(5.118)
However, in this coordinate system there is a non-zero angular velocity at infinity,
namely

0, = — (5.119)

ﬁ.
Following our prescription (5.98), we define the angular velocity relevant for the
thermodynamics as the difference (see also [110, 85])
a(l+ 14 /1)
Q=Qy — O, = . 5.120

" i + a? ( )
Finally, if x = 0; + Qg 0y is the null generator of the Killing horizon, the electric
potential is given by

2qr
d=—ANH,, = 2 ++a2' (5.121)
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Next we determine the electric charge, angular momentum and mass, as well as
the Euclidean on-shell action of the Kerr-Newman-AdS solution. Our general anal-
ysis of the charges in section 5.2 showed that the counterterms do not contribute
to the value of the electric charge or the angular momentum (lemma 5.2.1). How-
ever, the counterterms are essential for evaluating the mass and the on-shell action.
Starting with the electric charge we easily find

1 4
=__— «dA = 4 (5.122)
2:‘432 aMNC K2:

The angular momentum can be evaluated equally easily as

8mma

J z/ Q0] = —= (5.123)
oMNC K==

Before we can calculate the mass and the on-shell Euclidean action, we must first
carry out the asymptotic analysis and determine the counterterms. Expanding the
metric (5.112) for large r we get

2 2 2 2 2
s T a® 5\ 2ml 1 _asin 20
12 a? 2 2mi? 2
+r2{1 ( +l—25m 9)7"2 3 +(9( ﬂdr
(14 % o) d? (5.124)
A, —3 €08 .

2 2 2 =
Qs [dgbz + ((1 + sin® 0)dg? — 2“d¢dt) +0 (t)} .
= r a r

This metric is not of the standard form since the coefficient of the radial line ele-
ment depends on the angle . Indeed the standard counterterms are derived using
a Fefferman-Graham coordinate system of the form (3.35) [29, 30, 33, 1]. These
counterterms, defined on hypersurfaces of constant Fefferman-Graham radial coordi-
nate, are not necessarily the correct counterterms on the hypersurfaces of constant
Boyer-Lindquist radial coordinate, as is widely assumed in the literature. Of course,
it is in principle possible to choose a gauge which asymptotes to the Boyer-Lindquist
form of the Kerr-AdS metric and carry out the asymptotic analysis from scratch using
a regulator of constant Boyer-Lindquist radial coordinate and rederive the appropri-
ate counterterms for such a regulator. However, it is much more efficient to bring the
metric (5.124) into the Fefferman-Graham form and use the standard counterterms.
To this end we introduce new coordinates

_ 1 1
r=r—|—rf(9)—|—(’)(703),

_ 1 1
0=0+5h(0) + 0 (TG) : (5.125)
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or

1, 1
e[t Lo ()],
0=0— %h(é) +O (;) . (5.126)

Requiring that the coefficient of the new radial line element has no angular depen-
dence and that there is no mixed term d7df in the metric uniquely fixes the functions
f(6) and h(f) to be

2
a —
) = —— cos? ),

1) =4

h(0) = élQaQAg sinf cos 6. (5.127)

)

In the new coordinate system the asymptotic form of the metric (5.112) becomes

12 12 2ml? 1
2 _ —2
ds®* = = {1 (1 12) ,2+7f3 +(9(r4>} dr

77’2 3 2 _
{1+ = — cos 9+0( )} d6? (5.128)
Ae 74

2 a2 2 2ml? 1
l2 |:1+<]_-|-l —ﬁCOS 9)7‘2_T3+O<7A>:|X
2
(dt— asin 0d¢>
2 2=
(hgsin® 6 [dqs? ((2 — 5 cos? B)dg? - “d¢df> +0 (i)] ’

which is almost of the desired form. For later convenience let us write explicitly the
components of the induced metric:

=2 2 1
755—2[14-3005 9—1—(’)( )},
7:2 a2 a2 - l2 2ml2 1

9 .27 2 2 l2 1
Vi = M [1 + (1 + 1cos 9) - T,ni +0 ()} ) (5.129)
= 2 72 7

73

-9 27 2 2 in20
7<sin” 0 1 ,-\a 2ma* sin” 0 1
Voo = = |:1+(1+2COS 9)7“2+7”35+O<7“4):|
We can now introduce a cut-off at 7 = 7, and proceed with the asymptotic anal-

ysis in the standard fashion. Note that the regulating surface 7 = 7, becomes angle-
dependent in the Boyer-Lindquist coordinates, namely

a? 1
cos? 0+ O (r )] . (5.130)

o

ro(0) = 7o [1 + 12

o
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This is precisely the reason why the counterterms on a regulating surface defined
by r, = constant are not necessarily the same as the counterterms on a regulating
surface defined by 7, = constant.

Finally, to bring the metric in the form (3.35) we define the canonical radial

coordinate
1 12 12 1 dr
dro =11— - (1+% )2 +m,—+o — )| = (5.131)
2 73 74 7

Counterterms®

Following the standard algorithm for the asymptotic analysis we find that the
counterterm action for the Maxwell-AdS gravity system in four dimensions is

1
Ict:?

Fo

2 1
iz /g <z + 2R> ) (5.132)
On-shell Euclidean action
We are now ready to evaluate the renormalized on-shell Euclidean action

1 6 1 1 2 1
Len=—— | a&* A Iy K-2_'R).
e o2 ), Ve <R[9E]+l 1 > > /En, T\/VE 7 ol

(5.133)

To

Since the background is stationary, the bulk integral gives

27 r0(0)
ﬁ d¢/ d&/ dr\/gTE<l2+ F2>—

dnpB [ (5 B q¢*l%r,
s [ra (rz + 4a2> - r+(ri + a2) +O ( O)] . (5.139)

2
+—|—a

Moreover, the boundary term is
1 . 2 1.\ B[, 5, ) 1
%dx VE (K i 2R> = {ro(ro—&—lla) ml” 4+ O =)
(5.135)

47
k2122

2[2
Lien = |:ml2 - 7"+(7"3 + a?) - q° "+ :| . (5.136)

2 2
L +a

Renormalized stress tensor and conserved charges

6We give the counterterms for the Euclidean action which we want to evaluate. The counterterms for
the Lorentzian action are easily obtained by analytic continuation.
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We need now to evaluate the renormalized stress tensor

T == (K@) —Ke?d). (5.137)

This can be done either by first writing the renormalized stress tensor in terms of
the coefficients in the Fefferman-Graham expansion of the metric [30, 32, 1] and
then reading off the coefficients from (5.129), or by first evaluating the extrinsic
curvature using

1dr d
= — — i, 5.13
17 2dr, dr Y (5.138)
and then subtracting the appropriate counterterms, namely
i ! i iy 2 i Lo 1
In any case we find (in agreement with [110])
o2m I3 1
t_
Tepi=-"3=3 (7—.4> )
3
o _ ¢ ml 1
Two=Two= 2310 <F4> :
3m asin® 6 13 1
Ty =% ———=+0=
®¢ =2 T1E 3 (f§> ’
1
Tl =0 (T4) : (5.140)

For this solution one can easily show that the gauge field momentum does not
contribute to the holographic charge (5.63) and so, for any boundary conformal
Killing vector, &, we have

27 T
Q[¢] = —/ d¢/ d0/=7T (358" (5.141)
0 0
As a check, we evaluate
8
Q[-0y] = % (5.142)

in complete agreement with (5.123).

To obtain the mass now we first need to identify the correct timelike Killing
vector. This can be done unambiguously as follows. From the asymptotic form of
the metric in Boyer-Lindquist coordinates we see that the corresponding boundary
metric is not the standard metric on R x S2? even for m = ¢ = 0, since there is a
non-zero angular velocity Q.. = —7. However, as it is discussed e.g. in [85], this
boundary metric is conformal to the standard boundary metric of AdS,. To see this
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we perform a coordinate transformation from the coordinates (¢, 0, ¢) to (¢',0',¢’),
given by

=t ¢ =d+ l%t, =tan? @ = tan? 4. (5.143)

The resulting boundary metric in the new coordinates is the standard metric on
R x S up to the conformal factor cos? 6/ cos? #'. It follows that the correct timelike
Killing vector that defines the mass is

ot ¢ a

O o’

in agreement with (5.96). Hence,

a 8mm

This is precisely the mass obtained in [85] by integrating the first law.” Finally,
defining the entropy by
S==5A4, (5.146)
K
it can now be easily seen that the quantum statistical relation (5.88) as well as the
first law (5.106) are satisfied.

5.4.2 D=5 KERR-ADS BLACK HOLE

As a second example we consider the general five dimensional Kerr-AdS solution

[106], which illustrates the role of the conformal anomaly.

In Boyer-Lindquist coordinates the metric is®

AT . 29 b 29 2 A si 29 2 2 2
5 _Ar (dt_asin di — CSS d¢> —l—esfl(adt—r j—a dqb)
p Za =p Y =a
Agcos® 0 A ’
L2008 U T j ) + P2 P gp2 (5.147)
p2 =p AT AB
w (abdt_ br? +a?)sin®6 , a(r? +32)60829d¢>27
r2p Za =b

7Note that our timelike Killing vector is different from the Killing vector, d; + 72 Op, which the authors
of [85] claim makes the conformal mass [42, 102, 108] equal to the mass obtained from the first law.
8Note that 0 < # < 7/2 in five dimensions, while 0 < 6 < = in four dimensions.
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where
p2 =r%+a®cos® 6+ b?sin’ b,
A= 712(7“2 +a®)(r? +b?) (1 + 7;22) — 2m,
A9=1—?;00829—gsin29,
Eazl—(;—;, Ebzl—ll)—j. (5.148)

The event horizon is located at r = r,, where r, is the largest root of A, = 0,

and its area is
02 (12 2)(p2 4 p2
g I e + 0 (5.149)
T+ZaZh
The inverse temperature is given by
r2 1 1 117"

=2 1+ -+ -— . 5.150
B W[T+< +l2)(ri+a2+ri+b2> 7“+:| ( )

The angular velocities relative to a non-rotating frame at infinity are

1+72072 b(1+7r2172
q, = WIET) g, LRI (5.151)
ri+a ri+b
and the corresponding angular momenta are easily evaluated
47’ma
Ja =/ Q4] = —=5= (5.152)
oMnC ? K2EZE,
47%mb
A (5.153)

Jy = / Qo] = b
aMnNC v “Qia:?)

As for the four-dimensional Kerr-Newman-AdS black hole, in order to bring the
metric into the standard asymptotic form, we need to introduce the new coordinates

r=r 1+Z é;—’_liﬁ 9’(1“!‘-—40,"‘»_41)_2 9’)7?*44'0 ’F76 s (5154)
5,1 Aaalt 1 A & A A2 0O 1
0:9+T6(1_Aé) 0_1"4 —372<1 Aé)Ag(l—i_—'a—i—‘—’b—’_gAé)’FiG—"_O ﬁ 5
where, to simplify the notation, we have defined
S =1-5, (5.155)

Ea=1-E,,

Ag=1— Ay,
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In the new coordinate system the induced metric, up to terms of order 1/7% inside
the braces, takes the form

Yoo =30 {14 B+ 5+ 1[G - §E - ) + B+ o &

a S 2 -~ —_ g = A m cos 4
Ty :7726055,,0{1‘*‘(517‘*‘ )i+ g [(:a— S (S — 52) + BoEy + S g 9} &
2 [ 2m acos®0 bsin?0 1*
’YW*T{I =, 15, 7"4}7
while the canonical radial coordinate r, is given by
1 2 =~ l2
dreo=141— 5(1—!—:@—1—:;,)7:—2 (5.156)
[12 (1+Ha+_b) +4(1+:§+:§)}} )
On-shell Euclidean action

The renormalized Euclidean action in five dimensions is given by

1 12
Lew = —— > 5.15
e 5.2 /M%d z\/9E (R[QE} + lg) (5.157)
1 4 3 l3 17 2 27
e d*z\/vg | K — 7 fR—&— (R”R - fR )loge =" | .
Sy

Evaluating this expression we obtain

2
2
I'= BMcasimic + 5= Bﬁb [mi* — (r3 + a®)(r} + b)), (5.158)

where

(1]

(1]

3212 (Ba —
M, asimir = 1 —
¢ 452 ( g,

”)2> . (5.159)

b
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This expression for the on-shell Euclidean action is precisely the expression obtained
in [111] and it differs from that of [85] by the term involving the Casimir energy.
Moreover, (5.159) is equal the Casimir energy of the field theory on the rotating
Einstein universe [111].

Evaluating the holographic mass we find

a
2

212m (22, + 255 — ZaZh)

=2=2 ’

2
K2EZE;

M = Q[o, (5.160)

b
6¢ - 1728’1/1] = MCasimir +

which again agrees with the mass obtained in [85] except for the Casimir energy
part. However, except for the Casimir energy, this mass is not the same as the one
given in [111]. The discrepancy arises presumably because [111] do not use the
correct non-rotating timelike Killing vector to evaluate the mass.

With the expressions for the mass and on-shell action we have obtained, one
can easily see that the quantum statistical relation (5.88) is satisfied, despite the
presence of the Casimir energy. However, to show that our expressions do satisfy the
first law, we need to examine the effect of an arbitrary variation of the parameters
a, b and m on the representative of the conformal class at the boundary.

The boundary metric is

2asin? @ 2bcos? 0 12 [%2sin?6 12 7z
4s? = —at? + St + =S dtdy + d0P + g+ oy
= =p 9 Zaq b
(5.161)

Under a variation of the angular parameters a, b, this metric is not kept fixed as is
required by the variational problem. The conformal class however is kept fixed (up
to a diffeomorphism). To see this first consider the variation of (5.161) w.r.t. a and
b, and then perform the compensating infinitesimal diffeomorphism

t=t, tan%f= <1+ 5_:“ - 5f”>tan29’, b=¢ — %t’, V=1 — %t’.
Za =p
(5.162)
The result of the combined transformation is
I 0B . 9~ 02 5\ .o
ds* — (1 — ——sin“f — — cos“ 0 ) ds°. (5.163)
Za =Zp

The variation of the on-shell action due to this Weyl factor is

= =
=b

0 (:a + ~> = ﬁéMCasimir = BéoM; (5164)
=b

2 12
I = — d = T ﬁ
0o -» d®z\/ygAdo 122

—

—a

where the last equality follows from (5.107). Therefore, as expected, only the
Casimir energy part of the mass transforms non trivially under a Weyl transforma-
tion.
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Summarizing, we have shown that under a generic variation of the parameters
a, band m

OM = 0 Mcagimir + 105 4+ Qa0Jq + Q0 Jp, (5.165)

in complete agreement with (5.111). The first law then is satisfied once we ac-
company such a generic variation with a compensating PBH transformation which
undoes the Weyl transformation of the representative of the conformal class.’

5.A APPENDIX

5.A.1 ASYMPTOTIC CONFORMAL KILLING VECTORS AND ASYMPTOTIC
BULK KILLING VECTORS

We discuss in this appendix the connection between asymptotic bulk isometries
and boundary conformal isometries. In this discussion we will need a well-known
property of the linearized supergravity equations of motion, namely that for each
bulk field they admit two linearly independent solutions, the normalizable and the
non-normalizable modes, which near the boundary behave as e *+" and e~ *-" re-
spectively. The exponents s, s_ are related to the scaling dimension of the dual
operators and the spacetime dimension. Specifically, we have

st=d—-2, s =-2, for Vijs
st=d—2, s =0, forA;,
stT=A;, s =d—A;, for !, (5.166)

with Ay >d — Ay,
Asymptotic conformal Killing vectors

Definition: We define an asymptotic conformal Killing vector (CKV) to be a bulk
vector field £ which is asymptotically equal to a boundary conformal Killing vector.
The precise asymptotic conditions are

(i) € =0("), (i) &r)={((2)1+0( ), (5.167)

where (*(x) is a conformal Killing vector of g o).

The asymptotic conformal Killing vectors are in one-to-one correspondence with
asymptotic bulk Killing vectors, for if £ is an asymptotic CKV as defined above, then
there exist &, &, given in (5.172) below, such that ¢ — ¢ is an asymptotic bulk Killing

90f course we should also perform a compensating diffeomorphism (5.162), but this does not affect
the first law since all thermodynamic variables are invariant under such a diffeomorphism.
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vector, up to a gauge transformation required to preserve the gauge fixing of the
vector field, namely

L gt =0a+0(e™™"), (5.168)

or equivalently
Lep = L+ at + O(e™™H). (5.169)
To prove this we note that both L¢1) and Lg1) + 47 satisfy the linearized equa-
tions of motion. As noted above, a basis for solutions of the linearized equations of
motion are the normalizable and non-normalizable solution. Since in (5.169) we
require equality up to normalizable mode, a sufficient condition for proving (5.169)

is that the leading asymptotics between the left and right hand side agree. To show
this we note that condition (i) and (5.9)-(5.11) imply that in the gauge (3.35)

Lep = Lep + O(e 7). (5.170)
Furthermore, condition (ii) is equivalent to
1 )
Leyp = aDif%SDz/J(l +0(e™)). (5.171D)

It follows that the leading asymptotics agree with a PBH transformation with param-
eters,

£ =do(z),
&= 8j50(x)/ dr' 7 (1!, x),
&= &;50(@/ dr' A'(r', x), (5.172)
where
do = éDigi, (5.173)

which proves our assertion.
Notice that the asymptotic fall-off of ¢* in (ii) follows from the fact that in order
for a vector field to preserve the gauge (3.35) we need

§=-0¢ = =0 ), (5.174)

5.A.2 PROOF OF LEMMA 5.2.1

In this appendix we give a proof of lemma 5.2.1.

174



CHAPTER 5 - THE FIRST LAW FOR ALADS BLACK HOLES

ELECTRIC CHARGE

To prove (5.64) we start with the identity

1.
xF = do;———7", (5.175)
/Emc %,.NnC v =
where 7 = —/=7U(p)F" is the gauge field momentum. The second equation in
(3.121) can now be written as
7t = —0;(v/—U(¢)FY). (5.176)

The momentum ¢ and the radial derivative 9, can be expanded in eigenfunctions
of the dilatation operator as in (3.51) and (3.54) respectively. Moreover, by Taylor
expanding U(y) one obtains such an expansion for the RHS of (5.176) too, which
takes the form

ou , 1 0%U

Fi — = =
UeF = {00+ 55"+ 5555

(5.177)

Matching terms of the same dilatation weight on both sides of (5.176) then we
obtain

i 1 ij
V=IT4) = —maj(v —VP4) ),

i 1 ij 1 ij
VT = — 750 (V1w - 00 (Ve ) |

V=rR@ = 50 (V=re@ ) (5.178)

Therefore, all local terms in the momentum expansion are total derivatives while
the non-local term w(d)i is left undetermined by this iterative argument. Hence,

1 X )
*F = doj——7" = doymigp' + - . (5.179)
/Ero nc ., NC ' V= S, NC @

Taking the limit ¥,,, — OM then completes the proof of (5.64).

CHARGES ASSOCIATED WITH ASYMPTOTIC CONFORMAL ISOMETRIES

Applying a similar argument we now prove (5.66). Let, £ be an asymptotic
conformal Killing vector as defined in Appendix 5.A.1, i.e.

Letp = Lot + 0atp + O(e™+7), (5.180)
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where é and &, given in (5.172), generate a PBH transformation with conformal
factor o = éDifi. Then, using (5.49), (5.52) and the fact that in the gauge (3.35)
one has

(1]

K2

V=

. /{,2 . .
= v ? . J _(d+2)7"
(KJ = AJ) &40 (e ). (5.181)

= {4TLE - Tt A€l

we can write

1 K2

—3 = — ) i TA ) g
/ZTOOC(Q[ﬂ iB) w2 Zroncdal (KJ \/j’yﬂ J>£

1 .
- = do;&" (K(d) + )\Ct) (5.182)
K= Js,. nC

To

- /z,,.omc 4o [(2“@1)3‘ +ma)'A;) ¢+ 0 (e*<d+2>r)}

1 ) K2 . ) )
+ 7/ do; (K? - —n'A; — )\(5?) &
K2 ,,NC MRVADY ! ’ ct

Taking the limit ¥,, — 0M we see that (5.66) is equivalent to

2 ) _
do; (Ki— 2 xia, —2si) ¢ =o, (5.183)
/aMmc ( Toy= 7)o

which we now prove.
From Section 5.2.1 we know that on-shell

dQ[¢] +icL = © (¢, Levp), (5.184)
which, using (5.6) and (5.49), can be written as

1 ~
VB = K2¢Y (ﬁm + d_ng> — K20 (¢, Leab). (5.185)

In the gauge (3.35) we can use (3.127) to get
O [V=AE" = &N)] = 0;(V=EY) — K*V=A0' (¥, Lep) + O (e7?7),  (5.186)
or, using (5.181),

O {[V=7 (K] = A6}) = k°m' A;] €} = 0,(V=AEY) = /=70 (3, Ley)) + O (e77) .
(5.187)
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To prove (5.183) we only need the time component of this equation. In par-
ticular, if v!(¢), Le1p) = O(e(@+2)7), then we can expand both sides of (5.187) in
eigenfunctions of the dilatation operator using (3.51), as was done for (5.176) in
the previous section, and apply the same iterative argument to show that (5.183)
holds. Therefore, the proof of (5.66) is complete once we show that v*(¢, Le1)) =
O(e~(@+2)7), As we now explain, this follows from (5.65).

From the explicit form of v?, given in (5.7), we see that

04, Leth) = 0! (1, Leth + bap + O(e™>+7)) = 0!, Leth + b)) + O (e (@27

(5.188)
Moreover,
(W, Loth+ 6ath) =  —— (ytindk — i) D (D it 2K~6o>
)y~ a - 252 et Y k (1S7) ij

+U(<p)th (LéA] + Aj50' + (%d)

+G ()0 p" (éciaz%PJ + <,b‘]50) (5.189)
1 o g R

= *ﬁ(’w“ﬁk — ) (DkD(ifj) + 2KijDk5U)

+U(p)FY (LgAj + 33'07) + Gri(p)d' ' 007

1

- {DJ'K;. — D'K — kU (p)FY A,
— RZGU(w)@t@I@J} do.

The last term inside the braces vanishes by the second equation in (3.38). From
(5.65) and (5.172) now follows that & = 0 and él has no components along the
isometry directions. Making repeated use of (5.65) it is then straightforward to
show that v? (v, Lep+ 0a%) = 0, which completes the proof.

5.A.3 SYMPLECTIC FORM ON COVARIANT PHASE SPACE

In this appendix we give the explicit form of the symplectic current on the covari-
ant phase space as given by [99, 100] (see also [90]) and we show that the corre-
sponding pre-symplectic form is well-defined with the boundary conditions (5.27),
if there is no anomaly, or (5.34) when the anomaly is non-vanishing.

Symplectic current
The symplectic current D — 1-form is defined by [100, 90]
w(th, 611, 621)) = 62O (1), 619p) — 61O (1), 529)). (5.190)
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The explicit form of this for the Lagrangian (5.1) can be derived directly from (5.7).
Writing

W(¢751¢752¢) = — % w(¢>5l¢752¢)7 (5191)
with wh = wk, + wl,. + wk,, we find
1 1 1 1
" - wp VKON T QU PR OXN T K VX _Op T _p VO KA
Wy 2K2<999 2999 2999 2999
1
+29“”g”"g""*> (029:AV0019po — 019:3V02Gp0) , (5.192)
1
whe = Ul) (07" = P7F - O F) (a1 A~ Bigpnbad)
ou
+5 () F (51 A,620" — 65A,610")

I
+U()(g""g"" — g"79"") (01 ALV p2As — 024,V 01 45),  (5.193)

1
wh = Gri(e)Ve’ (29””9”" - g’“’g”p> (62900019" — 61Gv002¢")
oGy, 0G
i ( 8{;}({@) _ g;j(@)) Vr! 5101 820K
+G15(0) (619" VHoap” — G2 VHS1 7). (5.194)

For the reader’s convenience we now compile a list of the most important prop-
erties of the symplectic current that we will need, along with the relevant proofs.
Further details can be found in [100, 90].

L. If « satisfies the equations of motion and §;v, d21) satisfy the linearized equa-
tions of motion, then w is closed

dw = 0. (5.195)

Proof: Taking the second variation of (5.2) and using the fact that the func-
tional derivatives of the Lagrangian commute we get

0261 L = 62 E01¢ 4 d62© (1), 019) = 61 Edatp + d61© (¢, 62¢)) = d162L =
(b, 810b, 6210) = 51 ESath — G2 ES1 1), (5.196)

This completes the proof since §; E = §;E = 0, by the hypothesis.
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II. For an arbitrary fixed vector field £ on M and an arbitrary gauge transforma-
tion «, on-shell we have

w(1, 09, Leyp) = d (0Q[E] — ic®), (5.197)
w(t, 6, 601)) = d0Qq. (5.198)

Proof: The variation of the diffeomorphism current with respect to an arbitrary
variation d1 of the fields (not necessarily satisfying the linearized equations of
motion) is given by
53[€] = 0O, Lew) — icdL
= 0O, Lep) —1edO(1, 00)
— 001, Lev) — LeO, v) + d(icO(W,6)),  (5.199)
where the equations of motion, E = 0, have been used together with the

identity L¢ = i¢d 4 di¢ on forms. Since @ is covariant with respect to bulk dif-
feomorphisms we have L@ (¢, 61)) = 'O (¢, §¢), where 6’y = L. Hence,

0O (Y, Lep) — LeO(Y, 0¢) = w(th, v, Lea), (5.200)
and so
w(, 69, Le) = 8T[E] — d(iO). (5.201)

Specializing this to solutions, 41, of the linearized equations of motion com-
pletes the proof of (5.197).

Moreover,

(1,6, 6210) = 6O(1h, 5010) — 5O (1), 0)). (5.202)

Gauge invariance implies that the second term on the RHS vanishes and hence,
on-shell, we obtain (5.198).

(5.203)

III. The pullback of the symplectic current on ¥, takes the form

w(th, 519, 059) = {82(v/ =77 (0)?)d17i5 + S2(V=rm(a)" )01 Ai
+oo(vV=mann)die’ =1 < 2} dp. (5.204)

Proof: This follows immediately from the form of the pullback (5.25) of ® on
¥, together with the commutativity of the field variations, d,5; — d102 = 0.

Pre-symplectic form
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Having established the relevant properties of the symplectic current we now in-
troduce the corresponding pre-symplectic 2-form on the field configuration space.
Such a form induces a symplectic form on the solution submanifold of the configu-
ration space [100]. Given a Cauchy surface C, the pre-symplectic form relative to C
is defined by [100, 90]

QC(¢351¢352¢) = /CWW,&%%W' (5205)

In order for this to be well-defined obviously the integral on the RHS of (5.205)
must converge for all solutions ¢ of the field equations and any solutions 411, 2t
of the linearized equations of motion that satisfy the boundary conditions (5.27) -
or (5.34) in the case of non-vanishing anomaly. These boundary conditions should
also ensure that ¢ is independent of the Cauchy surface C.

To address these questions we note that the most general solution of the lin-
earized equations of motion satisfying the boundary conditions (5.27) takes the
form

80 = L+ 0at) + by, (5.206)

where &, &, given by (5.172), generate a PBH transformation and ¢ = O(e‘er’")
is an arbitrary normalizable solution. Since, as can be seen from (5.192), (5.193)
and (5.194), the pullback of w(%, §v, 51/1) onto C' is O(e~2"), the only contribution
to the pre-symplectic form which could be divergent is the integral of w(v, L ¢ +
Oa, ¥, 5521/}—#6@2@&). However, if the background, 1, satisfies the conditions of lemma
5.2.1 and the Weyl factors do; and do5 are independent of the coordinates adapted
to the isometries, then the pullback of w(w, Eélw + 5a1¢,£gzw + da,1) onto the
Cauchy surface C vanishes. Hence, the defining integral (5.205) of Q¢ is conver-
gent.

Next, let C' and C’ be two Cauchy surfaces bounding a region A C dM of the
boundary. Using Stokes’ theorem and the fact that w is closed on-shell (property I),
we get

/ (W, 5120, 515) — / (Wb, 5120, 61) = / (610, 600).  (5.207)
C C’ ACOM

Property III together with the boundary conditions (5.27) and the trace Ward iden-
tity (2.168) now give

w(w, 511#, (Sgw) = {(52(\/—7’}/./4)(510' -1« 2} du. (5208)

Therefore, )¢ is independent of the Cauchy surface provided we use the boundary
conditions (5.27) when the anomaly vanishes, and the boundary conditions (5.34)
when there is a non-zero anomaly. This is in perfect agreement with our discussion
of the variational problem.
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5.A.4 ELECTRIC PART OF THE WEYL TENSOR AND THE ASHTEKAR-
MAGNON MASS

In this appendix we briefly discuss the connection between the ‘conformal mass’
of [42] and our analysis. This issue is also discussed in the recent work of [81].

The authors of [42, 102] give a definition of the conserved charges for AAdS
spacetimes in terms of the electric part of the Weyl tensor, which, in the gauge
(3.35), and for arbitrary matter fields, takes the form

2

i i i i = [ i
Ei=KK! - KjKF— R + [(d —2)T! — <(d ~2)-17 + TdeH) @}

d—1
(5.209)
This tensor is traceless due to the Hamilton constraint in (3.38)
El = K> - KKV — R~ 2k*Tyy1441 = 0. (5.210)

To make contact with their discussion let us specialize to pure gravity in five
dimensions (the inclusion of matter in the discussion is completely straightforward).
Expanding this tensor in eigenfunctions of the dilatation operator we immediately
see that the term of weight 4 is given by

7 7 7 ) 7 7 k
B =2(Kwj;— K@) + 3K )0 + KoK — K@)pK@)j.  (5.211)

Using now the expressions [29, 30, 1]

i Lo Lo 1 i 1,
K(2)j 9 (Rj - 6R5j> , K= Byl <R TRi; — gR ) , (5.212)
we obtain
Ey' = —2r2T (4" 1 R.RF 2RRi 1Rle 5 1325” 5.213
(@ = —26°Tay; + 7 | —Bply + RE; + SRR, — 2R ), (5.213)
where )
Tuy; = —5Ewj — Kwd)) (5.214)

is the renormalized stress tensor. Therefore, in agreement with Ashtekar and Das
[42] and Hollands, Ishibashi and Marolf [81], the difference between the holo-
graphic conserved charges, defined using T(4)§-, and the Ashtekar-Magnon charges,
defined using E 4}, is the tensor

- 1 i pk 2 i 1 kpl si 1 251
Hj =7 (—RkRj + SRR} + SRERLS, — TR ). (5.215)

As discussed in the main text, this tensor is covariantly conserved and is equal to the
holographic stress energy tensor of AdSs [30].

181



5.A. APPENDIX

There is a similar local tensor that is covariantly conserved when the metric is
conformally flat in all even dimensions: it is the holographic stress energy tensor
of AdSsry1. As it was shown in [47], and reviewed in section 2, see (3.6), the
Fefferman-Graham expansion of AdS (1) terminates at order 2% and all terms are
locally related to g(). It follows that the holographic stress energy tensor, which
in general contains the non-local (w.r.t. g« ) term g4, is local in this case. The
explicit expression for d = 6 is given in (3.21) of [30].
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SAMENVATTING

Het ultieme doel van de moderne theoretische fysica is het unificeren van al-
le bekende fysische wetten in een overkoepelende theorie. Zo'n theorie moet alle
fysische fenomenen op alle afstandsschalen beschrijven en uitleggen, van de Plan-
ckschaal (1.6 x 10~3°m) tot de schaal van het universum (7.4 x 1026m).

Wat wordt er verstaan onder het begrip ‘theorie’? In de fysica wordt met het be-
grip ‘theorie’ een wiskundig model bedoeld, dat alle bekende systematische observa-
ties binnen het domein van geldigheid van het specifieke model - die voortkomen uit
experimenten, beschrijft en ook de mogelijke observaties die in de toekomst zouden
kunnen worden gemaakt binnen dit domein beschrijft. Een theorie verschilt daar-
om van een complete catalogus met observaties, omdat een theorie het resultaat
kan voorspellen van experimenten die nog niet uitgevoerd zijn. Een karakteristiek
voorbeeld is de theorie van de Newtoniaanse zwaartekracht die was voorgesteld
als uitleg van de observaties van de beweging van de planeten van Tycho Brahe en
Johannes Kepler. Diezelfde theorie was later de basis voor de calculaties die leid-
den tot bijvoorbeeld het zenden van satellieten naar de ruimte. Dit feit bewijst dat
met behulp van deze theorie het mogelijk is om voorspellingen te doen. Een ander
voorbeeld is James Clerk Maxwells theorie van het electromagnetisme, die het re-
sultaat was van de poging om de toen bekende electromagnetische fenomenen te
beschrijven en uit te leggen. De wiskundige structuur van de theorie voorspelde het
bestaan van de electromagnetische golven. Tegelijkertijd speelde deze theorie een
belankrijke rol bij de ontdekking van de speciale relativiteitstheorie.

Elke fysische theorie heeft een beperkt regime van geldigheid, dat voorname-
lijk wordt bepaald door de oorspronkelijke observaties die leiden tot de specifieke
theorie. We weten bijvoorbeeld dat de mechanica van Newton niet geldt op micro-
scopisch niveau, zoals op het atomair niveau (0.5 x 10~1%m), terwijl de Newtoniaan-
se zwaartekracht de verschillende fysische fenomenen niet kan beschrijven in een
sterk zwaartekrachtsveld of op hogere niveaus dan het niveau van het zonnestelsel
(5.9 x 10*2m). De moderne theoretische fysica bestaat daarom uit een collectie van
fysische theorieén die gelden op verschillende niveaus of, meer in het algemeen,
onder speciale omstandigheiden. Het unificeren van alle beperkte theorieén in een
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theorie met een groter domein van geldigheid is de belangrijkste uitdaging voor de
natuurwetenschap.

DE PIJLERS VAN DE MODERNE NATUURKUNDE

Een belangrijke ontwikkeling in de theoretische fysica was de ontdekking van de
relativiteitstheorie en de quantummechanica in het begin van de twintigste eeuw.
De speciale relativiteitstheorie leidde tot een fundamentele herziening van het den-
ken over tijd, plaats en massa, die essenti€le constituenten zijn van elke fysische
theorie. Tien jaar later veranderde de algemene relativiteitstheorie het beeld van de
‘ruimtetijd’ nog meer en gaf die ons tegelijkertijd een geometrische zwaartekrachts-
theorie die de theorie van Newton generaliseerde. De algemene relativiteitstheorie
is tot op heden het enige complete wiskundige model voor het beschrijven en het
begrijpen van alle zwaartekrachtsfenomenen op macroscopisch niveau. Het feit dat
alle observaties tot nu toe precies overeenkomen met de voorspellingen van de al-
gemene relativiteitstheorie en het feit dat de theorie een mooie en simpele structuur
heeft, leidden tot de conclusie dat welke vorm de uiteindelijke theorie dan ook mag
hebben, de algemene relativiteitstheorie in ieder geval een onderdeel zal zijn van de
overkoepelende theorie.

In dezelfde periode droeg de quantummechanica bij aan het begrip van de struc-
tuur van materie op atomair niveau. Om succesvol de fysische fenomenen te kunnen
beschrijven op atomair niveau is het nodig om afstand te nemen van de klassieke
dynamica, die inhoudt dat verschillende deeltjes in bepaalde banen in de ruimte
bewegen. Experimentele observaties stelden een statistische beschrijving van de
werking van de microkosmos voor, die bijvoorbeeld toelaat dat een deeltje tussen
twee punten allerlei trajecten kan volgen die een verschillende waarschijnlijkheid
hebben. De klassieke beschrijving van de beweging van een deeltje, die vereist dat
de plaats van een deeltje in de ruimte als functie van de tijd bepaald is, is vervangen
door de ‘golffunctie’, die de waarschijnlijkheid van het deeltje bepaalt, dat zich op
elk punt in de ruimte en op elk moment in de tijd kan bevinden. In tegenstelling
tot wat men zou verwachten van het statistische karakter van de quantummecha-
nica, bleek dat haar voorspelbaarheid ongekend was en werden er daarom nieuwe
fenomenen ontdekt. Bovendien leerde de quantummechanica ons dat voor de hand
liggende vragen over de werking van de natuur op het niveau van ons dagelijks le-
ven, zoals de vraag wat de plaats is van een deeltje als functie van de tijd, niet altijd
de juiste vragen zijn voor het bestuderen van de microkosmos. Net als de algemene
relativiteitstheorie is ook de quantummechanica één van de meest succesvolle fysi-
sche theorieén die we tot op heden kennen en daarom is te verwachten dat ze een
belangrijke rol zal spelen in de ontwikkeling van een overkoepelende theorie.
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DE ZOEKTOCHT NAAR EEN OVERKOEPELENDE THEORIE

De originele vorm van de quantummechanica beschrijft de eigenschappen van
materie op atomair niveau in snelheden die veel kleiner zijn dan de snelheid van het
licht of, volgens de speciale relativiteitstheorie, in energieén die veel kleiner zijn dan
de massa van atomische deeltjes. Deze restrictie van de energie is het gevolg van
het feit dat de originele vorm van de quantummechanica niet overeenkomt met de
speciale relativiteitstheorie, die de beweging in grote snelheden, vergelijkbaar met
de snelheid van het licht, beschrijft.

Jarenlange pogingen om de quantummechanica en de speciale relativiteitstheo-
rie te unificeren leidden in het midden van de twintigste eeuw tot de formulering
van de zogenaamde ‘quantumveldentheorie’. Deze unificatie vereist dat men afstand
neemt van het idee van het geisoleerde deeltje, dat ons bekend is uit de klassieke
mechanica en dat tot op zekere hoogte in de non-relativistische formulering van de
quantummechanica bleef. Volgens de quantumveldentheorie zijn juist de verschil-
lende velden die zich uitstrekken over de gehele ruimtetijd de enige fundamentele
objecten in de natuur, zoals bijvoorbeeld het bekende electromagnetische veld van
Maxwell. De verschillende deeltjes corresponderen met de locale storingen van deze
velden, die zich verbreiden en interageren in de ruimtetijd. Tijdens de interacties
kunnen nieuwe deeltjes worden geproduceerd uit het vacuiim en andere deeltjes
kunnen verdwijnen: fenomenen die niet kunnen worden beschreven door vroege-
re theorieén, die de verschillende deeltjes immers behandelden als fundamentele
objecten die voor altijd bestaan.

De eerste complete quantumveldentheorie was de zogenaamde ‘quantumelec-
trodynamica’ (QED), die de samensmelting is van drie fundamentele theorieén, na-
melijk van de quantummechanica, van de speciale relativiteitstheorie en van Max-
wells theorie van het electromagnetisme. Deze theorie beschrijft erg nauwkeurig
alle eigenschappen van de quantumstoringen van het electromagnetische veld en
van het ‘electronveld’ - die bekend staan als respectievelijk ‘fotonen’ en ‘electronen’
- en beschrijft ook hun onderlinge interacties. De ontdekking van de quantume-
lectrodynamica was ook belangrijk omdat het de eerste complete quantumtheorie
was van één van de vier bekende fundamentele natuurkrachten: het electromagne-
tisme, de zwakke en de sterke nucleaire interacties en de zwaartekracht. Het was
daarom te verwachten dat de quantumelectrodynamica het prototype zou worden in
de systematische zoektocht naar een quantumtheorie voor de andere fundamentele
krachten.

Dit gebeurde aan het eind van de jaren ’60 en in het begin van de jaren ’70,
toen na vele jaren van experimenteren met cosmische stralen en deeltjesversnellers,
maar ook na intensieve theoretische pogingen, de juiste quantumtheorieén voor de
beschrijving van de zwakke en de sterke interacties ontdekt werden. Bovendien
realiseerde men zich dat het bestaan van electromagnetisme vereist is voor een
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quantumtheorie van de zwakke interactie. De electromagnetische en de zwakke
interacties zijn daarom verschillende facetten van één fundamentele kracht, van de
zogenaamde ‘electrozwakke interactie’. De quantumtheorie die de electrozwakke
interactie beschrijft was het eerste voorbeeld van een nieuw type van een quantum-
veldentheorie, die bekend staat als ‘ niet-abelse ijktheorie’. Het besef dat zo’n quan-
tumveldentheorie wiskundig gezien acceptabel is - namelijk ‘renormaliseerbaar’ is
- leidde erg snel tot de ontdekking van de juiste quantumbeschrijving van de ster-
ke nucleaire interactie, van de ‘quantum chromodynamica’ (QCD), die, net als de
electrozwakke theorie, een niet-abelse ijktheorie is. Deze groep van quantumvel-
dentheorieén staat bekend als het ‘standaardmodel van de deeltjesfysica’ en is een
complete en erg nauwkeurige beschrijving van alle bekende deeltjes en van alle fun-
damentele krachten, behalve van de zwaartekracht.

Hoewel het standaardmodel van de deeltjesfysica een belangrijke stap in de zoek-
tocht naar een overkoepelende theorie is, impliceert het feit dat het geen zwaarte-
kracht bevat dat het geen finale of complete theorie kan zijn. In tegenstelling tot
de speciale relativiteitstheorie, die geincorporeerd is in elke quantumveldentheorie,
is de unificatie van de algemene relativiteitstheorie met de quantummechanica één
van de moeilijkste en langdurigste problemen van de theoretische fysica. Het is niet
moeilijk om te begrijpen waarom de formulering van een quantumzwaartekrachts-
theorie zulke moeilijkheden laat zien, aangezien de algemene relativiteitstheorie
en de quantumveldentheorie fenomenen beschrijven op twee totaal verschillende
afstandsschalen. We weten erg goed dat de rol van de quantummechanica verwaar-
loosbaar is op de afstandsschaal in ons dagelijks leven en natuurlijk op macrosco-
pisch niveau, zoals op het niveau van de omvang van het universum. Tegelijkertijd
is de zwaartekracht erg zwak vergeleken met de andere drie fundamentele krachten
op subatomair niveau. Een quantumzwaartekrachtstheorie moet daarom fenome-
nen met een zo groot mogelijk bereik over de afstandsschalen beschrijven en deze
theorie zal dus dichtbij een overkoepelende theorie komen.

Aangezien de algemene relativiteitstheorie en de quantumveldentheorie perfect
overeenkomen met de experimentele observaties in hun domein van geldigheid,
moet elke quantumzwaartekrachtstheorie deze theorieén in de corresponderende li-
miet reproduceren. Om het echte karakter van een quantumzwaartekrachtstheorie,
dat niet kan worden beschreven door de algemene relativiteitstheorie of de quan-
tumveldentheorie, te isoleren, moet men zich dus concentreren op de afstandsscha-
len waarop de zwaartekracht en de quantummechanische fenomenen tegelijkertijd
voorkomen. Dit gebeurt op niveaus die veel kleiner zijn dan het atomair niveau,
namelijk op de Planckschaal, waarop de consequenties van de quantummechanica
belangrijk blijven, maar waarop tegelijkertijd ook de zwaartekracht vergelijkbaar is
met de andere fundamentele krachten. Het is erg onwaarschijnlijk dat we ooit in
staat zullen zijn om fenomenen met behulp van experimenten direct te bestuderen
op zulke kleine afstandsschalen, oftewel op zulke hoge energieén, omdat het prak-
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tisch onmogelijk is om de nodige apparatuur daarvoor te construeren op Aarde. We
weten echter dat deze condities bestonden in de periode direct na het ontstaan van
het universum, oftewel na de Oerknal, toen de omvang van het universum vergelijk-
baar was met de Planckschaal. Dit feit laat de mogelijkheid open voor het bestaan
van direct bewijs van quantumzwaartekracht op cosmologische schaal.

Vanuit technisch perspectief is het grootste probleem voor de formulering van
een quantumzwaartekrachtstheorie, die gebaseerd is op de algemene relativiteits-
theorie, dat het op dezelfde manier ‘quantiseren’ van het zwaartekrachtsveld als het
quantiseren van de andere fundamentele krachten leidt tot wiskundige inconsisten-
ties. Met name het feit dat de quanta van het zwaartekrachtsveld, de ‘gravitonen’,
in de standaard veldentheorie interageren op één punt in de ruimtetijd, leidt tot de
verschijning van verschillende oneindigheden die onacceptabel zijn. Dit probleem
kan alleen voorkomen worden als de gravitonen interageren vanaf een minimale
afstand in plaats van op één punt. De zoektocht naar een fundamentele theorie die
dit idee realiseert leidde tot de ontdekking van de ‘snaartheorie’.

DE SNAARTHEORIE

In de snaartheorie zijn de fundamentele vrijheidsgraden ééndimensionale uitge-
strekte objecten, oftewel ‘snaren’, die bewegen in de ruimtetijd en over een twee-
dimensionaal oppervlak opspannen. De mogelijke snaarinteracties worden erg be-
perkt door de geometrie en de topologie van deze oppervlakken: ze corresponderen
met de verschillende wijzen van knippen en vastlijmen van een tweedimensionaal
oppervlak. Daarom hebben de interacties tussen de gravitonen - die bepaalde tril-
lingstoestanden van de snaar zijn - een puur geometrische oorsprong. Het feit dat
de snaren uitgestrekte objecten zijn betekent dus dat de gravitonen niet op één
punt interageren en daarom bevat de theorie geen wiskundige problemen die de
directe quantisatie van de algemene relativiteitstheorie onmogelijk maken. Tegelij-
kertijd impliceert de consistente quantisatie van de snaren dat de snaartheorie de
algemene relativiteitstheorie exact reproduceert op erg lage energieén, oftewel op
afstandsschalen die groter zijn dan de Planckschaal. Dit gedrag komt overeen met
wat men zou verwachten van een quantumzwaartekrachtstheorie. Dit is inderdaad
één van de belangrijkste redenen die ons laten geloven dat de snaartheorie tot op
heden de meest geschikte kandidaat is voor een quantumzwaartekrachtstheorie.

De snaartheorie is niet alleen een consistente quantumzwaartekrachtstheorie,
maar ook een prototype voor de gewenste overkoepelende theorie. Naast het feit
dat de verschillende trillingstoestanden van de snaren resulteren in een heleboel
deeltjes - inclusief de gravitonen - vereisen alle vijf mogelijke snaartheorieén dat de
ruimtetijd tien dimensies heeft in tegenstelling tot de vier dimensies die het waar-
neembare universum heeft. Dit aanwijsbare nadeel kan omgezet worden in een
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voordeel voor de snaartheorie als we aannemen dat zes van de tien dimensies mi-
croscopisch - of ‘opgerold’ - zijn en daarom alleen waarneembaar zijn op de kleine
afstandsschalen. Elk van de vele manieren waarop de extra zes dimensies kunnen
worden opgerold correspondeert met een andere set van deeltjes en interacties in de
vier macroscopische dimensies. De snaartheorie is in staat om via dit mechanisme
alle fundamentele krachten en elementaire deeltjes in de waarneembare wereld te
beschrijven. De vraag tot op welke hoogte de snaartheorie het standaardmodel in
vier dimensies kan reproduceren is tegenwoordig een actief onderzoeksgebied.

DE ADS/CFT - CORRESPONDENTIE

We hebben gezien dat de snaartheorie werd ontwikkeld als een generalisatie
van de quantumveldentheorie in de poging om een consistente quantumzwaarte-
krachtstheorie te vinden. De recente ontdekking van de zogenaamde AdS/CFT -
correspondentie’ (Anti-de Sitter/Conformal Field Theory) relateert echter op een
hele andere manier de snaartheorie met de quantumveldentheorie. Met name im-
pliceert de AdS/CFT-correspondentie dat een bepaalde snaartheorie in tien dimen-
sies gelijk is aan een gewone quantumveldentheorie zonder zwaartekracht in vier
dimensies. Deze correspondentie - die ons in staat stelt om via de snaartheorie een
quantumveldentheorie te bestuderen en vice versa - is het onderwerp van dit proef-
schrift.
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Tag0 Toug oMnAemdpdoeic. H avoxdhudrn duws tne xBovtinrc nhextpoduvopuxhc elye
Waltepn onuaota yia 1oy emnpécieto AOYo 6Tl Aoy 1) TEMTH OAOXAPOUEVT XBavTixT
Yewplo wiog and Tic T€0oeps YVWo Tég Yepehddelg duvdues g UoTC, TOU TAEXTPO-
poyynuopoU, e aclevolg xa Tng loyvefic arAneridpaong xo tng Bapbtntag. Hrav
OVOUEVOUEVO ETOUEVC VO OMOTEAECEL TO TEGTUTO OTr cLaTRUATX: oval\TNoY| Ko
HBovtedc Yewplac v Tic utdhotnee Yepe®OELS SUVAUELS.

H mpocboxia autr emitedydnxe ota téAn g Sexoetiog tou ‘60 xon oTic dpyés TG
Bexaetiog Tou 70, 6Toy YETE amd YPOVLOL TELPUUATWY UE XOOUIXES OXTIVES MOl ETLTAYLY-
TEC oWPATOWY, ahhd xan PETd and evitovotaty Yewprntiny npoondadetd, ovoahbpdnxoy
oL owoTéC xPBoavtinég Yewplec yia Ty Teptypa@r] TN aoVEVOUC Xl TS LoYLETIC TUENVL-
whc ahinhenidpaone. Awmotedine pdhiota 6t pa xBavtia) Yewmplo yio Ty acdevr
odMnhenidpacn amontel Ty Orapln tou Rhextpopayvnuouol! H nhextoopayyntn xou
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7 ac¥evic oAAriemdpdoelg elvan eTOUEVKS BlopopeTixée expdvoelg plag Yepehiddoug
dlvaune, TNC Aeyouévng ‘nhextpoacievolc arinienidpaonc’. H xBavtir Jewplo medi-
WV TIOU TEPLYRAGEL TNV NAEXTEoACVEVH AAANAETDpUOT) TAY TO TEGOTO TUEAdELYHA EVEHC
véou TUmou ¥Bavturc Yewplag tedlou, Yvwothc w¢ ‘unraBelav Yewplo Boduidac’. H
drarnlotwon 61t autée o TOnog Jewplag anoterel plor pordnuortixnd anodexty| - oUYXEXpL-
péva ‘eravaxavovixorotioun’ - xBoavti Yewpla tedlov, odhiynoe mokd ypryopa oty
aveedAudr e owo The xBavtinic TepLypapric xon TNS LoyVec TUPTIXAC aAAnhentidpa-
one, T Aeyduevn kBavtinh ypwuoduvoux’ (QCD), n onola, énwe 1 nhextpoactevic
Yewpla, elvor wio un-afeihovh Yewpla Baduidac. To clvoro aut®dy Twv *Bavinwdy Yew-
pLdv Tedlou elvor YVOOoT6 g TO ‘XadIEpWHEVO LOVTEND TNC QUOWHAC COUATIOIY’ Xou
amoteel puot TAYpn xon e€onpeTixtic axpiBelag TeEpLYpapT) GAWY TWV YVWOTOV CWUATdlwy
xot OAWV TV TeUEMWOOY BUVIPEWY - EXTOHC and Tr BapdtnTa.

Iopdio mou to xahepwpévo LovTEérS TNC Yuoxic cwUTBlwY elvon £val OTUOYTIXG-
Tato Bua oty avalitnon ploag evotomuévne Yewplag, To yeyovog 6t dev tepthauBdver
™y Bopdtrnta odnyel avandQeuxtd 0TO CUUTERICUA OTL Sev Umopel vou efva Lo TEAXT
1) ohoxhnpwuévn Yewpla. e avtideorn pe ty edwr, Sewpla Tng oyeTxdTNTIC TOUL Elvol
EVOOUATWUEVT ot xdde xBoavtin Yewpla medlov, o cuyxepacusde Tne yevurc Yewploc
NC OYETMOTNTAC Ue TNV PBoavTtounyaviny| €yel anodewylel éva and o mAéov duoeni-
Auta xon yaxpoypdvior tpoBAfuata tne YewpnuxhAc guohc. Aev elvon dUox0 o va
xatavorioer xavele yitl 1 Sladppwon wog xBavtnhc dewplag Bapbtntag napouotdlel
Té€Tol Buoxnohia, apol 1) yevur Vewpla tng oyetdtnrag xoun 1 xPoavtixh Yewpla nedlwy
TEPLYPSPoLY Qorvépeva ot duo Tehelwe dtapopeTinés xhuaxec peyédouc. I'vwpllovue
oA xoAd 6TL 0 pdhoc Tre wBovtounyavixic elvan aueintéos oTic xhipaxes ueyédouc
e xadnuepwnc poc Leohg xo GUOLXS oe UTERY oA TIXES XALHOXES 6Twe auTh TNe Sud-
otaorg tou obunavtog. Tauvtéypova, 1 Baputid] d0vaun elvon efonpetixd acdevic oe
oyéon pe g dhheg Tpelg Vepehliddelg duvduelc oe uroatopxég xhiuaxeg. Mo xBovtixr
Yewpla Bopbtntag enopévme Jo Tpénel Vo TEPLYPAPEL PUVEUEVA OE L0 TOAD UEYAAN
Extaon xhudnwy yeyédoug xon anopaitnto Yo Pploxetor moAd xovtd oe wo Yewplo
peyaloevononone.

Aol 1 yevur Sewpla Trg oyetwdntag xan 1 xBovtid Yewplo tediny Bploxovia oe
A Y] CUPQWVIN PE TIC TELPUUATIXES TopATNENOEK 6T Tedlo Loy Ue Toug, orowdnoTe
wBovtueh Yewpla Bopbntoac Yo npénel va avamopdyer Tic Yewplec autéc 0To avdioyo
6plo. O ubvoc TpoTOC ENOUEVC YL VO AOPOVIGOUUE To YVACLL YOQUXTNELO Td
plog wBavtnc Yewploc Boapdtntag, to onolo dev UnopolV Vo Teplypopoly and Tnyv
vevin| ewpla e oyetixdtnTog 1 v wBovtiey Yewplo tediwy, slvor Vo 0 TIITOVUE
10 eVOLPEPOY g GTIC XA{poeg peyEédoug 6mou o Baputind xon o ¥BovToprovixd
powvopeva epgovilovton Tautdypovo. Autd cupfolvel oe xhipoxes TOAD xpdTepes and
TNV aTouh xhlpona xon cuyxexpwéva oty xilyoxa tou Planck, énou ou cuvéneteg
NC UBOVTOPNYOVIXTC TIOPUUEVOUY GTLOVTIXES, OAAS TouTtdypova 1) Baputixd €AEN yiveton
ouyxployr pe Ti¢ utdhoimeg Yepehiddei Suvdpels. [letpopoatixd eivor ToAd aridavo va
HTOPECOLUE TOTE Vo EEETAGOVUE GUETO PUVOUEVIL OE TOGO WXEES Xh{oe YeyEDoug 1)
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LlooBUVaUA GE T600 UPNAES EVEPYELES, POl EVOL TPUXTIXG ABGVATO VO XUTOGEVNG TEL
o amopaitntoc eomhioyds mhve ot I'n. Tvwpllovye duwe 6t o cuvdrixes autée
UTREY OV TIC TPQTES OTLYHES HETE TNV YEVVNOT] TOU GOUTAVTOS XOTd T ‘UEYEAT Expniy,
otav o yéyedoc Tou oclUumavTog ftay cuyxpiowo ye Ty xAipoxa tou Planck! To
YEYOVOE aUTO apriVEL avoLy T To EVBEYOHEVO Vo UTdpyoUY dueces evieifels xBaviinic
Boplntog o8 XOGHOAOYIXES XAIMAXES.

Ané ey dnod, 1 Baowuh duoxoiio o1 SlapdppwaoT wog xBavtinig Yewplag
BapUtnrac Baocwouévne oty yevu | Yewpla Tne oyeTxdTnTac elvor To 6TL 1) Bradxosia
“UBdvtwone’ tou Boputinol Tedlou Ye TeéTO avdioyo autol mou €xel Ypnowonotndel
v TV ®BAVIWoT) TV UTOhoITwY DeueMwdody duvduewy odnyel oe padnuotixd adié-
Eoba. Tuyxexpéva, To YEYovoE 6Tt o x3avta Tou Baputinol medlou, 1) Poputovia,
OAANAETLEEOUY clUPwva e TNV xathepwuévy Yewpla tediwy oe éva onuelo otov ywpo-
YEOVO EXEL WC AMOTEAEGUA TNV EYPIVIOT) DLEPOPWY UAUAUTIXGY EXPEICERDY TWV OTOWY
N apudunTa) Ty Telvel 6To dnelpo Ye U1 anodextd tpoémo. To mpdBinue autd uropet
var amog@euyel povo av ta Poputévia efvan avoryxacUéva o oIANAETLdpoly and xdmota
ehdyiotn andotaon avtl oe éva onuelo. H avalhtnoyn wog depehiddoug Yewplag mou
vhomotel TNy 1Béa avth 0dAynoe oty avdntuln e “Dewploc Yoeddhv’.

H Yewpla yopdadv

Yn Yewplo yopddv ov Yeyehoddewe Poduol ercudeplac’ elvan avtixeluevo pe pla
EXTETOPEVY] Do TAGT), OL AEYOUEVES “YOPDEC’, oL oToleq XvolvTaL UEGO GTO YWEOYPOVO
HUAOTTOVTOC €TOL Wi SLodtdoToTy emtpdvels. O SUVOTEC AAANAETUOPACELC TWVY YOpOWY
elvon TOAD mepLoplouéveg xan LTayopelovIal amd TNV YeEwPeTEla xan Ty Tomoioyia au-
TOV TWV ETLPAVELDV: AVTIGTOL00V amhd 6T0U¢ DlapopeTnolg TEOTOUC oL UTopel va
womel xou vo evedel plar BoBLAoTATY EMUPAVELA. DUVETKC, Ol AAANAETLOPACELS UETO-
&0 twv Poputoviey, to onolo eppovilovTon KOG CUYXEXPLWEVOL TEOTOL TOAGYTOGTS TWV
Y030V, €youv xodupd yewuetpnh npoéieuct. To yeyovog duwe 6Tl oL yopdés elvon
exteTaPéva avixelyeva €xel wg anotéheoyo T Baputdvia var uny oAAnAemdpoly ot €va
CUYAEXPWEVO ONPE(D, Xal ETOUEVWLE 1) Vewplar amoPelYEL UE QUTOV TOV TEOTO TLC ATELES
exgppdoeic mou xahotoly adlvatn Ty aneudeio ¥Baviworn e yeviuhc Yewplac Tne
oxetotnroc. Ioapdhinha, 1 cuveric ®Bavtwor Twv yopdhy cuvendyeton 6Tt 1) Vew-
plot yopd®V avamopdyel oxeiB3OC TN Yevur] Yewpla TN OYETUOTNTIC OE TOAD YOUNAES
evépyeleg 1) oe xAlpaxeg Yeyédoug mohld yeyarltepeg e xhaxag tou Planck. Auty
1 cuuTEpLPopd etvar cOUPWVY UE 6,TL avauéver xavel and wa Fewpla xBavtinic Popld-
o, Hpoaypotind, oautée ebvon évac and touc Bacixolc AGYoug Tou Hag XAVOUV va
o Tteboupe 6TL 1 Yewplo yopdwy elvon 1 TAéov xotdhhnin vodhgLo Yewplo xBavtixic
BoapUntog nou dtardétouye oruepa.

H dewpla yopddv duwe dev elvar wdvo pla cuvenhic xBovtnd| Yewplo Bapbtntog,
oAAG o éva TedTUTo Y Y toAundUnty Yewpla yeyahoevoroinong. Extég and 1o
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YEYOVOC OTL OL BLAPOPOL TPOTIOL TUAGVTWGTIC TWY YOOV AVTIGTOL(OUY OE Uil TATIGRA
cwyatdiny yetald twy omolwy elvon puod xon ta Baputdvia, Ohec oL TéVTE duvaTéc
Yewplec yopdodv amoutoly OTL 0 Ywpeoyedvoc ExEL BExa dloTdce oe avTidesy) Ue TiC
TECOEPLS DLUOTAGELS TOU 0paTOU GUUTOVTOC. AUTO TO QUUVOUEVIXO UELOVEXTNHO UTTO-
pel vo uetatpanel oe mpaypoTind Theovéx e TN Yewploag yopdtv av unodécouue
oL oL €€ amd TiC BExa Bl Tdoelg efvan WixpooxoTixég - 1) ‘cuunayelc’ - oe oyéor Ue
T UTOAOLTEC TECGEQPLS XL GUVETRC Efvall TApATNeNoeC UOVO O TOAD UxpES Xhipa-
xe¢ peyédouc. Kadévae and touc morudprluous tpdmouc va cuunayonotioe. xavels
Tic €81 auTéc emmAéoy dlaoTdoel; avTioToLEl O éva BlapopeTXd alvolo cwuaTdiwy
nol OAMANAETLOPACEWY UETHEY TOUS OTIC TECOEPIC Uaxpooxomxés dotdoec. H dew-
plot yopdwY Btardétel Péow aUTOD TOU UNYOVIGUOU T BUVATOTNTA Vo TEPLYpdiper Oheg
T YeUeNMBEC BUVAPELS Xou GAA TaL G TOLYELODT, CWUATIOL GTO TAUPUTNEHCIUO SOUTAY.
To xatd néco unopel 1 Vewplo yopdOV Vo avamapdyel T0 XHEPWUEVO POVTERO OTIC
TE00EQPLC DO TUOELS ATMOTEAEL OHUERPA OVTIXEIMEVO EVTUTIXNC EPEUVIC.

H avtiotoryio AdS/CFEFT

H dewpla yopddv avantiyinxe onwg eldape napamdve ¢ Pia YEVIXEUOT] NG XPov-
e Yewplag medlwv o1n mpoomddeia avelpeone woag ouvenole xPBovtinic Yewploc
Bopbtnroc. H npdogatny avoxdiudn tne heyouevne ‘avtiotoioc AdS/CFT’ dunc
oLVEBEDE e Evay TEAElC BlagopeTind TpdTo TNy Yewpla yopdwv pe Ty xBavtixd Yew-
plo mediov. Tuyxexpyéva, 1 avuiotoyie AdS/CFT a&ibver dtt o oplopévr dewplio
Y030V TTiC BExa Do Tdoelg elvar LoodivauT pe Wi xBavtiny| Jewpla tedlnv ywpic Bo-
pLTNTA O TIC Téooeplc Blaotdoelg. H avtiotoyla - A ‘Suindtnta’ - auth, 1) omola poc divet
TN BUVITOTNTA VoL UEAETARCOUUE oplouéves xBavTixes Yewpleg medlwy péow tne Yewploc
¥opedwv o avtiotpoga, elvan To avtixeluyevo auThC TNg SlaTplBhc.
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