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Abstract

This thesis aims at describing the problem of scheduling, evaluating different scheduling
algorithms and comparing them with each other as well as with the current prototype solution.
The implementation of the final solution will be delineated, as will the design considerations that
led to it.

The CERN Large Hadron Collider (LHC) has to deal with unprecedented stored energy,
both in its particle beams and its superconducting magnet circuits. This energy could result in
major equipment damage and downtime if it is not properly extracted from the machine. Before
commissioning the machine with the particle beam, several thousands of tests have to be executed,
analyzed and tracked to assess the proper functioning of the equipment and protection systems.

These tests access the accelerator’s equipment in order to verify the correct behavior of all
systems, such as magnets, power converters and interlock controllers. A test could, for example,
ramp the magnet to a certain energy level and then provoke an emergency energy extraction by
one of the magnet controllers. Each test blocks the tested system for the duration of the test, which
can take up to several hours.

For safety reasons, the first tests in a system are always the ones with a lower risk of damag-
ing the equipment, e.g. tests that work with low energy levels in the magnets. As soon as these
tests have been analyzed and are considered successful, tests with higher risks are allowed to be
executed.

To minimize commissioning time and human error in test execution and result verification, a
high degree of automation is essential. To achieve this, a new test tracking and execution frame-
work has been developed at CERN, whose central point is a specialized scheduling strategy that
decides which test should be executed when. This strategy has to meet certain requirements.
For instance, it needs to consider test dependencies, parallel test execution and environment re-
strictions including equipment nonconformities or work on the equipment under test. For safety
reasons, a high degree of dependability is another principal requirement for this component.

Scheduling tests with constraints is a complex problem, and there are many different algo-
rithms to solve it. The challenge of this thesis is not only to implement one of these algorithms
but also to make this implementation easy to use, maintainable and reliable.



Zusammenfassung

Das Ziel dieser Thesis ist es, das Problem des Schedulings zu beschreiben, verschiedene
Scheduling-Algorithmen zu evaluieren und diese miteinander sowie mit dem derzeitig benutz-
ten Prototypen zu vergleichen. Die Implementation der ausgesuchten Losung wird beschrieben,
sowie die Design-Uberlegungen, die zu ihr gefiihrt haben.

Der CERN Large Hadron Collider (LHC) muss mit einer beispiellosen Menge an Energie
umgehen, die sowohl in den Teilchenstrahlen, als auch den supraleitenden Magneten gespeichert
ist. Diese Energie konnte zu schwerwiegenden Schiden und langen Ausfallzeiten der Anlagen
fiihren, falls sie nicht richtig aus der Maschine extrahiert wird. Bevor die Maschine mit den Teil-
chenstrahlen in Betrieb genommen wird, miissen mehrere tausend Tests ausgefiihrt, analysiert
und nachverfolgt werden, um die einwandfreie Funktion der Anlagen und der Sicherheitssystem
zu gewdhrleisten.

Diese Tests greifen auf die Anlagen des Beschleunigers zu um das korrekte Verhalten al-
ler Systeme, wie beispielsweise der Magnete, Leistungswandler oder Sicherheitsschaltungen, zu
tiberpriifen. Ein Test konnte zum Beispiel einen Magneten auf ein bestimmtes Energieniveau
bringen und anschlieBend eine Notfall-Energieextraktion durch einen der Magnetcontroller aus-
losen. Jeder Test blockiert das getestete System fiir die Dauer des Tests, was mehrere Stunden
dauern kann.

Aus Sicherheitsgriinden sind die ersten Tests in einem System immer diejenigen mit einem
geringeren Risiko, die Ausriistung zu beschiddigen, wie beispielsweise Tests mit einem sehr ge-
ringen Energieniveau der Magnete. Sobald diese Tests analysiert wurden und das Ergebnis er-
folgreich ist, diirfen Tests mit einem hoheren Risiko ausgefiihrt werden.

Um die Zeit der Inbetriebnahme zu minimieren und die Moglichkeit menschlicher Fehler
bei der Ausfiihrung und Analyse der Tests klein zu halten, ist ein hoher Grad an Automatisie-
rung zwingend notwendig. Hierfiir wurde am CERN ein neues Framework fiir die Ausfiihrung
und Nachverfolgung von Tests entwickelt, in dessen Zentrum ein spezialisiertes Scheduling-
Verfahren steht, das entscheidet, welche Tests zu welchem Zeitpunkt ausgefiihrt werden sollen.
Dieses Verfahren muss bestimmte Anforderungen erfiillen. Diese umfassen Test-Abhingigkeiten,
parallelisierte Ausfiihrung der Tests und Umgebungseinschriankungen, wie Nichtkonformitit der
Anlagen oder Arbeiten an den zu testenden Systemen. Aus Sicherheitsgriinden ist ein hohes Maf}
an Verlisslichkeit eine weitere unerlédssliche Vorgabe an diese Komponente.

Das Planen von Tests unter Beschrinkungen ist sehr komplex und es existieren viele ver-
schiedene Ansétze um dieses Problem zu 16sen. Die Herausforderung dieser Thesis ist es nicht
nur einen dieser Losungen zu implementieren, sondern diese Implementierung zudem einfach,
wartbar und verladsslich zu machen.
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Nomenclature

Al ........... Artificial Intelligence

CERN ........ European Organization for Nuclear Research (French: Conseil Européen pour
la Recherche Nucléaire)

CSP .......... Constraint Satisfaction Problem

GPU ......... Graphics Processing Unit

GUI .......... Graphical User Interface

JVM ......... Java Virtual Machine

LHC ......... Large Hadron Collider (the largest particle accelerator at CERN)

Makespan ..... The time difference between the start and finish of a scheduling plan

QPS .......... Quench Protection System - an early warning system to protect superconduct-

ing magnets from uncontrolled release of energy

UML ......... Unified Modeling Language
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Chapter 1

Introduction

This chapter describes the systems whose testing requirements have led to the work described
in this thesis, as well as the problems that arise when testing them. The most notable among
these systems is the LHC, although the problem of test scheduling applies to other systems, too.
The necessity of testing certain systems at CERN will be explained as well as the current test
procedures; afterwards an overview over the scheduling problem of the current test architecture
will be given.

1.1 The Large Hadron Collider (LHC)

CERN’s extensive research in particle physics has led to the construction of several particle ac-
celerators, the largest of which is the LHC. It is the biggest scientific instrument ever built and
also the world’s most powerful particle accelerator [12].

The LHC is a 27 kilometre long circular accelerator built in a tunnel about 100 meters below
ground in the Geneva region. Inside it, two separate particle beams are accelerated nearly to
the speed of light.! When fully accelerated, the two beams collide with each other at specific
experiment points where measurements of the collision are taken.

In order to guide the particle beams, thousands of magnets are deployed around the ring.
Almost all of them have to be in a superconducting state in order to be able to create the strong
magnetic fields required by the high energy of the beams. To achieve this, the magnets must be
kept at a temperature of about —271 °C.

Once a magnet is superconducting, it loses all electric resistance and is able to operate with
very high electrical currents. These high stored energies pose a major risk for the magnets and
other LHC equipment. If one of the magnets loses its superconducting state while being op-
erational, the energy stored in it could damage not only the magnet itself but the surrounding
equipment as well”.

Every year around Christmas the LHC is shut down for several weeks for maintenance work.
During this time, old equipment is being replaced or upgraded and new equipment is added. Not

"The beams can achieve up to 0.999999991 times the speed of light at the collision point.
20n 19 September 2008, one such incident damaged over 50 superconducting magnets and caused one year down
time of the LHC.



— 1.2. THE TEST-FRAMEWORK ARCHITECTURE—

only does all of this work have to be coordinated, but the modified equipment also has to be tested
in an efficient way. This is the reason why development of a special testing system was initiated
at CERN in 2011.

One of the challenges for this system is to coordinate and execute the hardware tests required
after a shutdown. Many of these tests can be executed in parallel, although there are many con-
straints that have to be considered when scheduling them for execution. To keep the time for
testing minimal a scheduling algorithm is required that optimizes the execution of these tests.

1.2 The test-framework architecture

The main purpose of the hardware tests is to check the correct functionality of all the LHC cir-
cuits, which includes the magnets. There are thousands of magnets installed along the LHC and
for every magnet there are several tests to be executed. During a test several electrical signals are
recorded to be verified afterwards.? The verification of the results is done manually by technical
experts or, if possible, automatically.

It is of utmost importance to prevent damage to the magnets during these procedures. There-
fore the test-framework has to keep tests from being executed if they do not yet meet all the
requirements. On the other hand, if the requirements are met, the test-framework must be able to
schedule, execute and track thousands of tests in parallel.

To manage this high amount of work, all of the LHC operators and users need to be able
to work and test in parallel. In addition to providing the current status information to all of its
users”, the test-framework has to prevent execution conflicts during testing.

Conflicts would be almost unavoidable if the operators were allowed to start the tests directly
on the hardware controllers, because the number of tests is just too large for manual schedul-
ing. That is why the operators only have to select the tests they want to execute, which the test-
framework will then schedule and execute. Once a test has been started, the test-framework is
also responsible for the result collection. Furthermore it has to store the results in the database
and provide the new information to the operators and the analysis components.

A diagram of the general system architecture can be seen in figure 1.1. The typical test work-
flow would be the following:

1. An operator wants to execute several tests using the control GUI.

2. The test-framework server schedules the tests and informs the hardware control servers’

which tests should be executed.
3. The first tests are executed and the results are collected by the test-framework server.
4. The next tests are scheduled and executed while the analysis for the finished tests is started.

5. The analysis results are collected and the executed tests are signed by technical experts.

3 An example of a GUI showing some results can be seen in figure A.1.
*A screenshot of the GUI used by the operators can be seen in figure A.2.
SThe LHC Sequencer is an example for a hardware control server; see [6] for a detailed description.
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— 1.2. THE TEST-FRAMEWORK ARCHITECTURE—

Test-framework
control GUIs

Test-framework
database

Result analysis Hardware
components

Figure 1.1: Test-framework architecture

This describes just a simplified version of the real workflow. Especially the handling of error
states is not included in the example. In any case it is helpful to identify several challenges for
the scheduling part of the test-framework.

For one, the test-framework server receives a lot of updates from the GUIs or other systems.
In addition, the server itself has to check the status of all running tests on a periodical basis. All
of these updates could potentially influence the next scheduling run by allowing or preventing the
execution of more tests. This is also the reason why the test scheduling should be very efficient:
all pending updates are stalled until the scheduling is finished.

On the other hand, the scheduling strategy has no actual control over the execution and is
only able to guess how long a test might take. The scheduling must be very flexible to be able to
deal with unexpected test behaviour.

One of the most important points is that the scheduling has to be very reliable. Under no
circumstances must a test be started that is not yet allowed to be executed since this could cause
serious damage to the hardware.

Some of the tests may influence each other or need the same limited resources. These ad-
ditional constraints also have to be considered by the scheduling strategy because otherwise the
tests might fail or produce wrong results. They would need to be executed again, leading to un-
necessary delays.

Michael Galetzka 10



— 1.3. THE PROBLEM OF SCHEDULING—

1.3 The problem of scheduling

Every system has a specific test plan depending on its attributes®. This test plan is broken down
into test phases which are used to model dependencies between the tests of one particular system.
The rules for these test phases are relatively simple:

o . Phase 1
o The tests within a phase must not be executed until all the tests
of all required test phases have been executed successfully. Test A Test B

e All tests within a phase can be executed in any order.

A small example of a test plan can be seen in figure 1.2. This
plan contains two test phases, the first of which, Phase 1, has to be Phase 2
successfully executed before Phase 2 can be executed. This means
that 7est C can be executed if, and only if, Test A and Test B have Test C
been executed and analysed successfully.

If all of the tested systems were independent from each other,
scheduling the tests for them would be rather easy. In this example
the scheduling strategy would gain nothing from scheduling 7est B
before Test A. The only thing to take into account would be to sched-
ule 7Test C last. There would be no way to optimize the maximum
time span since it is already optimal. There are no delays between
the tests when they are independent from other systems.

In reality, however, the dependencies between the test phases can be complex, as every di-
rected acyclic graph can be used to describe the dependencies in a test plan. It can be very difficult
to create a scheduling plan with a minimal makespan when the tests from several systems influ-
ence each other.

This becomes obvious already when trying to come up with a scheduling plan for the test
plans displayed in figure 1.3. Given the following constraint

Figure 1.2: An example of
two test phases

Test A must not be executed on more than one system at a time.

What would the best scheduling plan look like?

There are basically two possible scheduling plans, which are depicted in figure 1.4. If all tests
have the same duration, the scheduling plan in figure 1.4a will have a 50% longer makespan than
the optimal solution.

The problem arises through the introduction of the new constraint and it becomes even more
problematic as the number and possibilities of constraints increases. The current test-framework
for the LHC has several constraints that have a complex logic when determining if a test is allowed
to be executed.

In the end the used constraints originate from the restrictions of the hardware that runs the
tests. For the LHC, three kinds of constraints can be identified:

SFor example the attributes for a magnet might include: location, circuit type, power converter or current level.

Michael Galetzka 11



— 1.3. THE PROBLEM OF SCHEDULING—

System S1 i System S2
Phase 1 | Phase 1
Test A | Test A Test B

Figure 1.3: Two systems S/ and S2 with their test plans

System S1 i_ _'I‘és_t_A_i System S1 i“'i"és_t_A_ :
________ : >t it >t
System S2 { Test A § TestB | System S2/i Test A i TestB |
(a) The longer scheduling plan (b) The optimal scheduling plan

Figure 1.4: Possible scheduling plans for the test plans in figure 1.3

Unary constraints This constraint simply checks restrictions on a single scheduled test. For
example, such a constraint could check if some kind of lock is active on the tested system
or if a test must not be executed until later that day.

Binary constraint This constraint checks if two given scheduled tests are allowed to be executed
in their given configuration. An example would be checking if two tests run at the same
time on the same system. Another example would be a constraint checking if two systems
are trying to use a limited resource, such as a common QPS controller, at the same time.

Grouping constraint Strictly speaking, this is just another binary constraint, but it is easier to
create a scheduling algorithm if this type of constraint is treated separately. The uniqueness
of this type of constraint is that it enforces tests to be executed at the same time rather than
separately.

For instance, this is the case for some quadrupole magnet pairs inside the LHC. These
magnets are located in a combined mechanical structure. If the difference between their
currents became too big, the resulting magnetic field would create stress on the equipment.
Therefore, it is necessary that a test, which leads to a high current in a magnet, is executed
on both magnets concurrently.

So far the only test groups that exist are test pairs, but it is assumed that this will not
always be the case. This is another reason why the grouping constraint should be defined
in a different way than the binary constraint.

Of course, it is not possible to recreate all restrictions with just these constraints. This can be seen

Michael Galetzka 12



— 1.3. THE PROBLEM OF SCHEDULING—

when looking at the following example: There are three systems which need to execute a certain
test X. A restriction exists that prevents the test X to be executed on more than two systems at the
same time.

This restriction cannot be represented with a binary constraint because it would require all
scheduled tests as input. However, since this more complex type of restriction does not apply in
the case of the LHC systems, it can safely be ignored.

Michael Galetzka 13



Chapter 2

Scheduling

Scheduling problems deal with the allocation of limited resources over time. These resources
are used to perform a set of jobs which usually also include some restrictions. Every feasible
scheduling plan can be measured by a cost function and it is the aim of a scheduling algorithm
to find an allocation with a minimal cost value.

In the case of the LHC hardware commissioning tests, the limited resources are the magnets
and power converters, whereas the performed tests are the aforementioned jobs. The algorithm
aims to find a scheduling plan for the tests in such a way that the makespan is minimal.

To shorten the description of the algorithms and examples, the following notations are used:

e The expression [l.n] used to refer to a single line n of a pseudocode example. Similarly,
the expression [l.n-k] is used to refer to a range of lines.

e Xg; describes the fest X on the system Si. If a test is scheduled more than once for a single
system, X éﬁl describes the k-th occurrence of that test for the system .Si. Figure 2.1 displays
different example notations.

Agy Cs1 A%,
sysem 51| [ SSAC IR K
.
System 52| [ A (B
As2 Bss

Figure 2.1: Examples of the different test notations.
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— 2.1. THE PROBLEM OF FINDING AN OPTIMAL SOLUTION—

2.1 The problem of finding an optimal solution

The constraints added to the scheduling make it very hard to find an optimal solution. Finding
a set of valid values for these constraints is known as the constraint satisfaction problem (CSP)
and has been introduced and formalized in the 1960s and 1970s [29, p.51].

The CSP is NP-hard'; in other words, no general algorithm that runs in polynomial time and
solves the CSP can exist unless P = NP [29, p.28].

Therefore the goal is finding an algorithm that does not always find the optimal solution but
that tries to approximate the optimal solution as well as possible. Such algorithms usually work
by using some kind of heuristic that exploits information about the problem at hand to narrow
down the search space.

Heuristic functions are most widely used in the field of Al, where search is one of the main
applications. Although a heuristic search does not perform better than any other search when av-
eraged over all possible cost functions?, it can still perform much better when the search problem
and cost function are well defined.

If defined correctly and applied to the right problem, a good heuristic function guides the
search in such a way that it can outperform classic approaches like a tree search. Often, these
classic approaches systematically check all possibilities, whereas a heuristic function may skip
some solutions or discard some possible search steps. For example, a classic approach to find
good moves in a chess match would be to calculate all possible moves for all figures on the board
and then chose the ones that will win the match. A heuristic approach might guess a move based
on a database that contains previous chess games.

As shown in the example, the use of heuristics usually results in a trade-off between complete-
ness and performance. Although the heuristic approach might choose the wrong move sometimes,
it would not take as much time to calculate the next move. However, this trade-off only works if
the heuristic is fitted to the problem.

As a general rule, the more information about the problem is put into the used heuristic,
the better it will perform. However, one has to be careful not to overfit the heuristic function,
otherwise the algorithm can not be efficiently used with similar problems.

For example, it is safe to assume that the scheduling algorithm for hardware tests at the LHC
will not be used to schedule thread execution on a microprocessor or to coordinate the assembly
of a car. It is, however, very likely that the algorithm might be used to schedule tests for other
systems at CERN. It is also safe to assume that the constraints used by the algorithm might change
considerably over time and with other applications.

Approximations Since finding the optimal solution for the scheduling problem would take
too long, approximation algorithms are the second-best option. After Ronald L.Graham formally
introduced them in 1966 to solve a scheduling problem [19], a lot of work has been put into this
field of computer science. In addition to classic search techniques, many new approaches, like
ant colony optimization, simulated annealing or genetic algorithms, have been developed since
then.

"For more information about complexity classes like P or NP see [23]
2This stems from the no-free-lunch theorem by Wolpert and Macready [41].
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— 2.2. THE PROTOTYPE SOLUTION—

All of these algorithms share some common characteristics. For one, they are much faster
than algorithms that search for an optimal solution. Even though the results might not be optimal,
they are often pretty close to optimal. In addition, an approximation factor can be found for most
algorithms that describes how much worse the approximated solution can get at most.>

Another thing they have in common is that they are not always predictable. They can create
anomalies, unexpected behaviour that is not known from optimal solutions algorithms. For ex-
ample, a scheduling algorithm could create a scheduling plan with a smaller makespan if more
tests were scheduled. This sounds paradoxical at first, but approximation algorithms often get
stuck at local optima and a small change of the input variables can lead to a completely different
result.

2.2 The prototype solution

When the new LHC test system was developed in 2011, it had to be ready for the recommissioning
of the LHC after the Christmas shutdown. The main goal for the scheduling part was to have a
solution that was easy to understand and develop, fast and reliable. Makespan optimizations were
not intended and are not even possible since the current algorithm is not able to plan ahead.

All it really does is look at all the tests that need to be scheduled and start as many of them
as possible. Its pseudocode is displayed in codeblock 1 and an extended version can be found in
codeblock 12 in appendix B.

Algorithm 1 The prototype scheduling solution

function scHEDULEPOSSIBLETESTS
removelmpossibleTests()
pickPossibleTestForEachSystem()

for all scheduledTests do
if testContradictsGroupConstraint() then
removeTestFromSchedulingProcess()
tryToFindReplacementForTest()

1:

2

3

4:

5: while schedulingPlanHasChanged() do
6

7

8

9:
10: end if

11: end for
12: end while

13: end function

The input given to the algorithm is a list of all the tests the user wants to be executed. The
first thing the algorithm does is remove all tests that cannot possibly be scheduled, because they
would violate at least one unary constraint //.2]. This includes all the tests for locked systems and

3For example the scheduling algorithm described in [19] has an approximation factor of 2 — i, where m is the
number of machines available for scheduling. This means the algorithm always performs optimal for one machine and
is twice as long as the optimal solution at most when m is increased.
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for systems that are already executing tests, as well as the tests that are not allowed to be executed
yet because of phase dependencies.

After that, one test is scheduled for each system /[/.3]. This is done by calling a function for
each system that then tries to find a test that does not violate any of the binary constraints.

If there were no grouping constraints, the algorithm would be done at this point. To satisfy the
additional constraints, all scheduled tests are checked in a loop until the scheduling plan does not
change any more [1.5-12]. If one of the tests contradicts a grouping constraint because its partner
test has not been scheduled, it is removed from the list of possible tests [1.8]. This means that
once a test violates a grouping constraint it will not be considered again during that scheduling
run, which is not the case if a test violates a binary constraint.

If a replacement can be found for the test that violated the grouping constraint, the replace-
ment is scheduled instead; otherwise no test is scheduled for that system at all [1.9].

Evaluation The presented algorithm has a number of shortcomings. Most notable is its inabil-
ity to plan ahead, which makes situations like the example in figure 1.4a impossible to prevent.
This already happens at the initialization [[.3] since the systems are initialized in an arbitrary
order. As soon as a test for one system has been chosen, no contradicting test can be picked for a
system that is initialized thereafter.

The next problem is that the algorithm has a very limited search space when a grouping
constraint has been violated. Tests that violate a grouping constraint will under no circumstance
be in the final scheduling plan. This is, of course, a trade-off to speed up the search for a valid
plan, but a negative side effect is that it can completely prevent tests from being executed. For
example, given the test plans in figure 1.3 and the following grouping constraint:

Test A requires the parallel execution of Test B on another system

what would the resulting scheduling plan be if all three of the tests were to be executed?

First of all, it is assumed that test A will initially be chosen for both the systems S1 and S2.
While checking the grouping constraint, Ag; will be removed because Bgy is not scheduled.
There is no replacement for the removed test as there exists no Bgi and subsequently Ags is re-
moved from the scheduling plan. It is replaced with Bgo, but since Ag; was already removed, the
grouping constraint is again violated and Bgs is also removed. The result is an empty scheduling
plan, although it would be possible to schedule the tests Ag; and Bgs.

In the presented example, the user who scheduled the tests has no idea why the tests did
not start and does not know whether they will be started at all. When taking a look at the source
code, one can see that the algorithm tries to give as many hints as possible as to why a certain test
could not be started. These comments typically include different constraint violation messages
that help the user understand why a test has not yet been started. However, even with the help of
these comments, it is almost impossible to predict if or when the tests are going to be executed
and what the makespan of the scheduling plan is going to be.

Despite its shortcomings, the algorithm has the big advantage of being very fast compared to

other solutions: given n tests to be scheduled, the algorithm requires O(n) memory and runs in
O(n?) time.
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The linear memory consumption is obvious since the algorithm only needs to keep track of
all the n tests and their systems.

The time bound is not as easy to determine. The check of the unary constraints [L.2] runs in
linear time because a constant number of constraints has to be checked for every test.

The system initialization [1.3] has to check the constraints of all the tests that have already
been scheduled when trying to find the next possible test for each system. This means that the
initialization loop has to check 0 + 1 + .. + (n — 2) + (n — 1) = $n? — In binary constraints
for the n tests.

The check of the grouping constraint [1.5-12] normally runs in linear time since there is only
a small fixed number of tests that need to be grouped. Even if all tests needed some kind of
grouping, the loop would be executed n times at most, because every failed iteration removes
a test permanently from the list of possible candidates. At every execution of the for-loop [I.6-
11], all scheduled tests have to be checked for constraint violations, which results in a quadratic
execution time similar to the initialization loop.

When adding up the worst case execution times from all three parts of the algorithm, the sum
has an upper bound of O(n?).

2.3 Possible approaches

There are many different approaches to approximate a minimum makespan scheduling plan. All
of them are able to find an approximation for the constrained scheduling problem if applied
correctly. Of course, the algorithms have different benefits and drawbacks and the aim is to find
the algorithm that best fits the requirements given in the introduction chapter.

2.3.1 Generate and Test

A very simple and basic approach to calculate an optimal solution is the Generate and Test al-
gorithm. As has been said, this is not an approximation algorithm as it requires an exponential
amount of time. It is impractical for real life applications; however, it should be mentioned for
the sake of completeness.

The algorithm itself is very simple:

1. generate every possible scheduling plan

2. select the feasible one with the smallest makespan

This is guaranteed to find a solution for a finite CSP [35, p. 118], if one exists, and this solution
is guaranteed to be optimal.

2.3.2 Tree Search

The construction of a feasible scheduling plan can be seen as a search in a tree structure. The
root node corresponds to an empty plan and every possible addition of a new test creates a new
branch in the tree. The leaf nodes correspond to the possible feasible scheduling plans.
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In figure 2.2 a simple test plan with two test phases is depicted. The test of the phase P1 must
be executed before the tests of the phase P2 can be executed.

Phase P1 Phase P2

Test A P> | Test B || Test C

Figure 2.2: A simple test plan with phase dependencies

The search tree for this test plan is shown in figure 2.3. Although the test test plan is rather
simple with only three tests and only one system is considered for the schedule, the search tree
already consists of 16 different nodes. Of these 16 nodes, only the six leaf nodes are possible
solutions. As the number of tests and systems increases, the size of the tree grows exponentially.

>t

Empty plan

| Test Al TestB| | Test A | TestC |
A v
| TestA] TestB i TestC| | Test A |l TestC| TestB |

Figure 2.3: The search tree for the test plan given in figure 2.2. Some of the nodes are collapsed
to limit the size of the figure.

Not every solution is a feasible one and the search algorithm has to make sure that it does not
waste time by traversing paths of the tree that can never lead to a feasible solution. For example,
the leftmost path where test B is scheduled first has no feasible solution, because test B can only
be scheduled after test A. How the algorithm handles this kind of situation depends on the search
order. There are basically two different orders that determine how the tree is traversed.
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Breadth-First Search

This search order will expand one layer of the search tree at a time. For example, it would first
expand all nodes with a single scheduled test, then all nodes with two scheduled tests and so on.
If a node cannot lead to a feasible solution its child-nodes will not be expanded. Once all nodes
of a layer have been expanded, it is checked if there are any acceptable solutions among them
and the best one of them is selected.

This search technique performs best when the solution is expected very early in the search
tree. Due to the fact that all the solutions to the scheduling problem are expected at a depth of k&,
with k being the number of scheduled tests, the Tree Search is basically equivalent to the Generate
and Test algorithm with this search order. Even worse, it needs to store the complete tree, causing
an exponential memory consumption. This search order can therefore safely be dismissed for the
Tree Search.

Depth-First Search

This search order tries to follow a single path as deep as possible and uses backtracking until
a solution has been found. When a path to a leaf node is not a feasible solution, the algorithm
backtracks to the last point where a feasible solution was still possible and continues the search.
The pseudocode for the algorithm is displayed in codeblock 2.

Algorithm 2 Depth-First Search pseudocode

1: function DEPTHFIRSTSEARCH(treeN ode)

2 for all child nodes child N ode of treeN ode do
3 if isLeafNode(child N ode) then

4: checkSolution(child N ode)

5: else

6 DepthFirstSearch(child N ode)

7 end if

8 end for

9: end function

The algorithm has the advantage of using very little space, even as the search tree gets very
large. The reason is that it just needs to keep track of the current path, which contains at most
k elements with k£ being the depth of the tree. These elements are usually kept on a stack which
ensures a simple way of backtracking.

If there are cycles or infinite paths, the search might never stop. However, with a finite search
space, like that of the scheduling problem, this search order will always find a solution after
some time [17, p.51]. The main problem is that, due to its uninformed search order, the found
solution might not be a good approximation. In addition, the performance of this search greatly
depends on the ordering of the tree nodes [35, p.81]. For example, if several tests were scheduled
for multiple systems, the algorithm could schedule the tests for one system at a time or it could
schedule one test per system before scheduling the next ones.
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A good heuristic that selects the most promising nodes first can greatly improve the search.
However, it is not clear how such a heuristic might look like for the constrained scheduling prob-
lem. One approach would be to favour those nodes with the smallest makespan, although this
might lead to conflicts more quickly, resulting in more backtracking.

The search can be improved by pruning, which is the method of removing sub-trees if they
can not have a feasible solution. For example, the pseudocode search method could check all child
nodes for constraint violations before recursively calling itself /I.6]. If a constraint is violated at
this point, the child nodes and all its sub-nodes can be discarded for the search, as there is no way
to find a feasible solution with them.

The search can further be improved for a CSP if invalid variable assignments are memorized
by the algorithm. This ensures that nodes leading to infeasible paths are not expanded again after
a backtrack. The generalization of this technique is called arc consistency and can be very helpful
when searching in a constraint restricted search space [35, p.120][17, p.575]. This can even be
used to apply an intelligent backtracking where the algorithm does not jump back a single node,
but rather to the node that possibly caused the constraint violation [29, p.360].

Normally, once a solution has been found, the search is finished. In order to get a good ap-
proximation it might be necessary to continue the search for a scheduling plan. This requires the
definition of a termination criterion, which is not an easy thing to determine. If the criterion is
too strict then the search will not be finished within an acceptable time, but if it is too permissive
a bad solution might be accepted.

Evaluation The backtracking Depth-First Search technique is the most widely used search tech-
nique when trying to find a solution for a CSP. There is a lot of material covering this topic and
a lot of research was done on the subject [17, 29, 30, 10, 27].

There exist many variants and optimizations for this search technique. The problem is to find
the right technique and apply it to the scheduling problem. Unfortunately, many of the variants,
like a look-ahead and look-back search that maintains arc consistency in a constraint network,
are rather complex to implement. Although this technique is considered to be the most efficient
and complete one to solve a general CSP [29, p.367], other techniques might prove to be a better
choice for the scheduling problem.

2.3.3 Ant Colony Optimization

This metaheuristic was inspired by the behaviour of real ants and was first proposed in 1996 to
solve hard combinatorial optimization problems [14]. It tries to capture the swarm intelligence of
an ant colony in order to solve computational problems. It does so by using artificial ants which
imitate the use of pheromones by real life ants.

Every ant in a colony can be seen as an independent, asynchronous agent trying to find a
solution for a given problem. For a real ant this might be the search for a food stash; the artificial
ants might search for an optimal solution for the presented scheduling problem.

The mechanics of the search is basically the same for both types of ants: each ant tries to find
a solution by going through several probabilistic steps and marking these steps with pheromones
when a solution has been found. The next ants that are searching for a solution are attracted by
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the pheromones and have a higher chance of taking a step marked with many pheromones.

This technique directs the search more and more to the most promising steps and hopefully
to the optimal solution. Even when stuck in a local optimum, every ant still has a small chance
to find the optimal solution.

In addition to the virtual pheromones, the artificial ants usually also use some kind of problem-
specific heuristic to influence their decisions [31]. For example, in the case of the scheduling
problem an ant could be less likely to schedule tests with many dependencies at the start of the
scheduling plan.

The artificial ants do not use backtracking and might therefore construct infeasible solutions.
This might even be allowed to increase the flexibility of the ants when searching for a solution
[15, p.8]. The infeasible solution could be penalized depending on its constraint violations to
prevent other ant from going the same way.

Algorithm 3 Ant system pseudocode

1: function ANTCOLONYOPTIMIZATION

2 initializeParameters AndPheromones()

3 while not hasGoodFeasibleSolution() do

4 letAntsSearchForSolution()

5: improveSolutionsWithLocalSearch() // Optional
6 depositPheromones()

7 performGlobal Actions() // Optional

8 end while

9: end function

A simple pseudocode representation for the algorithm is given in codeblock 3. It includes
two optional segments:

1. Improving the found solutions with a local search afterwards [[.5] is not necessary for
the algorithm to work, but it can help to remove constraint violations and find a feasible
solution.

2. Global actions [I.7] include everything that can not be computed in a distributed way by
many ants. For example, the best found solution could gain more weight while the worst
found solution could be penalized.

When trying to model the pheromones for the artificial ant there are many possibilities, but one
of the simplest is the following: A multidimensional matrix 7 stores all the pheromone values
whereas a single element 7;;;, represents the pheromone value for a system 7, a test j and a start
time k.

Whenever a single ant found a solution it increases the 7;;;, values for all systems and sched-
uled tests. How much the pheromone values are increased can be influenced by several factors:

e The makespan of the found scheduling plan: the smaller the makespan the more pheromones
are deposited.

Michael Galetzka 22



— 2.3. POSSIBLE APPROACHES—

e Violated constraints reduce the amount of pheromones deposited. The constraints can be
separated into soft constraints and hard constraints. A violation of a soft constraint reduces
the amount of pheromones deposited, whereas a violation of a hard constraint completely
prevents a deposit.

e The ant with the best solution found so far deposits additional pheromones. This is known
as elitist ant technique and also has a number of disadvantages, as it requires a central
point to store the information about the best solution. It is not possible to create a fully
distributed ant system with this technique, although the use of separate local elitist ants
can solve that problem [40].

Evaluation The algorithm has shown a lot of potential "compared to several other heuristics
[...] including genetic algorithms, simulated annealing, tabu search, and different sampling meth-
ods [...]" [31].4

Since every ant is able to act as an independent agent, the search for a solution can be paral-
lelized very well. It also scales very well with more computing power, as the number of ants can
simply be increased to match the hardware. With some adaptations it is even possible to run the
ant system on a highly parallel GPU, greatly increasing the speed of the algorithm [11].

Of course, the algorithm also has some drawbacks which stem from its probabilistic nature.
For example, it is not possible to predict if and when a good solution will be found. It is also
harder to write tests since the algorithm is not deterministic and two consecutive executions with
the same parameters can have different results.

It is not clear which additional techniques, like an elitist ant or a distinction between queen
and worker ants [11, p.3], are really helpful and when to use them. There are also many pa-
rameters, like the amount of deposited pheromones or the number of ants, which can only be
determined experimentally. This is due to the fact that the theoretical analysis of the algorithm
and its parameters is rather difficult and even the research in this field is experimental rather than
theoretical [16, p.5].

It is also not clear at which point the search for a feasible scheduling plan should be stopped.
Some termination criterion must be defined that stops the search when a good enough scheduling
plan has been found, otherwise the algorithm might run forever. On the other hand, if the criterion
is too permissive, the algorithm will also accept bad solutions.

2.3.4 Heuristic Repair

Rather than searching for a feasible scheduling plan by adding single tests until the plan is com-
plete, Heuristic Repair algorithms start with a complete, but infeasible, scheduling plan. This
plan is then "repaired" until a feasible solution has been discovered. This repair is usually guided
by a heuristic function that provides a good approximation to the optimal solution.

Although not as popular as the Tree Search algorithms, this kind of algorithm has also been
extensively researched [32, 33, 37, 38, 39]. The n-queens problem is a classic CSP where this

* Although the scheduling problem examined in [31] was not a full CSP, the presented algorithm might be applied
for the constrained test scheduling with a few changes.
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algorithm has successfully been applied. The aim is to place n queens on a n * n chess boards
in such a way that no queen is able to attack any other queen. The Heuristic Repair algorithm
is able to solve even large problem instances with 10° queens in around 50 steps. [13, p.124] It
is practically impossible to find a solution for this problem using a backtrack search algorithm,
because the required search tree has a branching factor of 1012,

Although the algorithm performs very well at many large problem instances, like the n-queens
problem, it is not suited for every kind of problem. Certain requirements must be met for the
algorithm to be successful. For example, the constraints must be permissive enough that there are
many possible solutions; this is especially true as the search space gets larger. The constrained
scheduling problem satisfies this requirement, because there are many possible scheduling plans
that represent feasible solutions, especially as the number of scheduled tests increases.

Algorithm 4 Heuristic Repair pseudocode for the scheduling problem

1: function HEURISTICREPAIR

2 createlnitialSchedulingPlan()

3 while not isFeasibleSolution() do

4: con flictingTest + findMostConflictingAssignment()
5 findNewAssignment(con flictingT est)

6 end while

7. end function

The pseudocode for the Heuristic Repair algorithm is shown in codeblock 4. To decide which
test should be reassigned for the repair, the min-conflicts heuristic is used: every repair action tries
to minimize the number of constraint violations. This is done by finding the test which violates
the most constraints and moving it to another assignment.

Normally, the best new assignment is the one where the number of violated constraints is
minimal®, but this is not the best choice when searching for a good scheduling plan. This may not
be self-evident at first, but it is due to the fact that the objective of finding a feasible scheduling
plan often opposes the objective of finding a scheduling plan with a minimal makespan. For
example, given the test plan and start configuration in figure 2.4 and the following constraint, the
makespan of the result depends on the approach used to determine the best new assignment:

Ago must not be executed together with C'g;.

With the given start configuration, the min-conflict heuristic tries to find a new best assign-
ment for C'gq as it violates two constraints, while A}qQ and A%Q both violate only one constraint.
Two different ways for finding the best new assignment are displayed in figure 2.4:

1. The left path displays the approach of using the assignment where Cg; violates the least
constraints. Although this approach is faster than the other one, the result has a longer
makespan and is therefore worse.

For example, when solving the n-queens problem, the most conflicting queen is moved to the least conflicting
position with every iteration [32].
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Figure 2.4: A test plan with three phases and a possible start configuration for the Heuristic Repair
algorithm. Depending on the approach used to determine new assignments, this leads to different
results.

2. The right path displays the second approach, where the best new assignment for Cg; de-
pends on two criteria. First, all the assignments that have strictly less constraint viola-
tions than the original one are searched. From those assignments the one with the smallest
makespan is chosen.

For example, although in the first step the new new assignment of Clg; still violates the
constraint with A%Q, it is used because it has one constraint violation less than the original
assignment and a smaller makespan than the assignment where Cg; violates no constraints
at all.

This approach yields a better result, but takes more steps to complete.

The presented heuristic is a hill-climbing approach, trying to gradually improve the initial
state until a solution is found. This has the big disadvantage that the algorithm can get stuck at a
local optimum. An example for such a situation is shown in figure 2.5.

When given the following two constraints the algorithm is stuck and can not easily find a
solution:

’ Ag1 must be executed after Bgo. ‘

’ Bgo must be executed after C'gs. ‘
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Figure 2.5: A test plan with three phases and a possible start configuration for the Heuristic Repair
algorithm. Given certain constraints, the algorithm is stuck at this point.

Clearly, the two constraints are violated right from the start. Using the min-conflicts heuristic,
the algorithm tries to reassign Bgo as it has two conflicts, whereas Agq and C's3 both violate only
one constraint. However, if Bgo is moved so it starts after C's3 ends, it violates against the phase
dependencies with C'so and nothing is improved. Likewise, if Bgs is moved so it ends before A gy
starts, it violates against the phase dependencies with Ag- and again, nothing is improved.

Moving Ag, or C's3 does not improve the situation either, as they would just violate against
their phase dependencies.

If the algorithm were to accept a step where the number of violated constraints is not reduced,
it could get stuck in an endless loop. It is therefore preferable that, once a local optimum is reached
that is not a solution, the algorithm either terminates or finds a way to escape it. However, escaping
a local optimum is not always an easy task and has itself been a matter of research [34].

The performance of the algorithm and the quality of the final result are both dependent not
only on the used heuristic, but also on the start configuration. While some heuristics work best
with a random initialization, other heuristics work better when the solution is already close to the
optimal one [38]. Creating a good start configuration is one of the main problems when using a
repair based algorithm [32, p.27].

Evaluation Repair based algorithms are seen as "excellent" approach when it comes to solving
scheduling problems [32, p.9], because they have a number of advantages:

o They are able to deal with a dynamically changing problem. Tests may be added or removed
from the problem, forcing a reschedule. The Heuristic Repair is able to start from the last
computed schedule to quickly find a new solution to a changed problem.

e They not only try to find any solution, but rather a good approximation to the optimal one.
This is different to other approaches like the Tree Search or Ant Colony Optimization,
where just any solution can be found and usually the best of many solutions is chosen.
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e They more closely model human behaviour when creating a scheduling plan and it is there-
fore easier to comprehend how the algorithm came up with the solution [9, p.219].

Compared to other approaches, the algorithm itself is rather easy to implement and understand.

However, the algorithm has the disadvantage that there are many unknowns. For example,
it is not clear which start configuration should be used, which heuristic works best for a given
problem or how to determine the best new assignment for a constraint violator. Furthermore, it
is unclear how to deal with a local optimum that is not a solution.

2.3.5 Genetic Algorithms

This technique was first used in 1975 [22] by simple artificial systems, but nowadays it is used for
a great variety of problems. The idea is to mimic the mechanics of biological evolution. Clearly,
evolution as stated by Darwin has been very successful, as there are all sorts of life forms which
perfectly adapted to their environment. This adaptation enabled them to optimize their gains while
reducing their efforts. In the case of a scheduling algorithm the aim is to optimize the quality of
the solution while keeping the search effort low.

In analogy to biological evolution, the algorithm works with a number of solution candidates
which together form a population. Every member of this population encodes his solution infor-
mation in chromosomes which are later used for reproduction. The fitness of a member describes
how close it is to the optimal solution.

Using an iterative approach, the fittest solution candidates are used to create offspring by
reproduction. This reproduction process involves the combination of the parent’s chromosomes
by using genetic operators. These operators usually include some kind of crossover, where the
chromosomes of two or more parents are combined. Another important genetic operator is ran-
dom mutation, which works by taking a chromosome and randomly changes some of the encoded
information. Once the reproduction is finished, the fittest solution candidates are chosen as mem-
bers of the population for the next iteration.

Algorithm 5 Genetic Algorithm pseudocode for the scheduling problem

1: function GENETICALGORITHM

2 createlnitialPopulation()

3 while not hasGoodFeasibleSolution() do

4 findCandidatesForReproduction()

5: reproduce WithCrossoverAndMutation()
6 generateNewPopulation()

7 end while

8: end function

Codeblock 5 displays the pseudocode for the algorithm. It starts by creating an initial popula-
tion for the algorithm [/.2]. Each member of this population corresponds to a generated schedul-
ing plan. There are different ways to create these initial scheduling plans, but it is sufficient to
say that they are created more or less randomly. What is more important is the way the chromo-
somes of each member are defined, because this influences how effective the genetic operators,
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like crossover, are.

Each chromosome consists of certain building-blocks and the building-block hypothesis®
states that a member represents a good solution if it consists of good building-blocks. The initial
population is created randomly to obtain a great variety of the search space of different building
blocks. It is then the aim of the algorithm to find and combine all the good building-blocks in the
population to create a near-optimal solution.

In the case of the scheduling problem, a very simple chromosome could represent the test
assignment for a single system and the order of the tests could represent the building-blocks of
the chromosome. However, this completely lacks the information about the test dependencies
between different systems. It is necessary to use a more complex chromosome description to
encode this information, but it is not self-evident how this description should look like.

The iterative part of the algorithm is executed as long as there is no good enough solution
[1.3-7]. As with the Tree Search and Ant Colony Optimization, it is not clear how to define this
stop criterion as it is a trade-off between solution quality and runtime.

Before the reproduction can begin, a number of suitable candidates have to be selected from
the current population [/.4]. However, it is not easy to determine the best method of selecting
these candidates. The selection should not exclusively contain the fittest members of the popula-
tion, otherwise a single group of highly fit individuals might dominate the selection process and
remove the building-blocks of individuals with a low fitness from the algorithm. Therefore several
types of parent selection exist, like roulette wheel selection, linear rank selection or tournament
selection [2, p.6].

During the crossover part the genetic information of two or more individuals is used to create
an offspring by recombining this information. Here also many different methods exist that can
be applied, for example order crossover, partially-mapped crossover, cycle crossover [28, p.7],
single point crossover, multiple point crossover or uniform crossover [2, p.7]. Which method can
be used and works best depends a great deal on other parameters like chromosome design and
parent selection.

Figure 2.6 shows the possible results of a simple single point crossover. Using a random
crossover point, the offspring is created by arbitrarily taking a part left of the crossover point from
one of the parents and then doing the same for the part right of the crossover point. This results
in plctb) possible offspring combination, where p is the number of parents and c is the number
of crossover points. Getting these parameters right is also very important for the performance of
the algorithm, but it seems that this has to be done on a trial-and-error basis for each individual
problem.

Another step of the reproduction process is the use of the mutation operator. Basically it
swaps, adds or deletes a random part of the offspring’s genetic information. This helps to escape
local optima by creating new starting points for the search and also tries to find new building
block which have not been created with the initial population. Of course, the probability of a
mutation must not be too large, otherwise the whole search just drifts into chaos and a good
solution is almost never found. This is again similar to natural evolution, where some random
mutations help to evolve and adapt new features, but too many mutations almost certainly result
in death. However, as with the other parameters, there is no real guideline how to optimize the

%The hypothesis was first introduced by David Goldberg in [18].
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Figure 2.6: A single point chromosome crossover and the possible results.

mutation rate other than through trial-and-error.

After the reproduction has finished, the new population for the next step has to be created.
There are several different ways to do that, like selecting all of the offspring or selecting some
of the offspring and some individuals from the old population. It is also possible to select the
individuals more carefully by using maximum lifespans of individuals or creating tournaments
between different generations [2, p.10].

Evaluation The biggest challenge when using a genetic algorithm is to find the right values
for all the possible parameters [28, p.8], [36]. For example, one has to experiment with the pop-
ulation size, the stop criterion, the candidate selection for reproduction, the crossover technique
and parameters, the genetic mutation, the selection of new population members and some other
things. This usually becomes more of a problem for the maintainer of the implemented algo-
rithm, because all of these parameters must be kept track of and eventually changed when the
implementation is used for another problem.

On the other hand, Genetic Algorithms are very powerful and have sometimes easily found
solutions where other approaches failed [4]. However, this depends on the problem and it is not
certain if this good performance can be seen with the scheduling problem.

The algorithm itself is quite easy to understand for anyone who understands the mechanics
of the original biological model. Although there are many different variations and different pa-
rameters, there is nothing to extraordinary as it is almost always inspired by a natural process.
Although the algorithm itself is simple - it is almost impossible to explain why a result was
created in a particular way, which is certainly a disadvantage for the users of the algorithm.

Michael Galetzka 29



— 2.3. POSSIBLE APPROACHES—

2.3.6 Simulated Annealing

This technique was first developed in 1983 and was successfully applied to a large instance of
the Travelling Salesman Problem [25]. The main advantage over hill-climbing techniques like
Heuristic Repair is the introduction of randomness into the search, which helps to escape local
optima. In addition, the algorithm can be implemented in a very generic way, without encoding
much information about a specific problem [3, p.920].

The technique tries to simulate the behaviour of matter that is slowly cooled down. For ex-
ample, the particles in a liquid metal are very mobile and move around each other with a large
degree of freedom. When this liquid is cooled down, the particles are more and more bound to
their place and form a structure that corresponds to the state of the lowest energy.

Applied to the constrained scheduling problem the algorithm works in the same way. The tests
to schedule correspond to the moving particles of the example. They are initialized in a random
configuration and moved around until an equilibrium is reached that represents a feasible solution
with a makespan that is as small as possible. Every move is randomized which means that it might
in fact worsen the solution. However, these moves are allowed with a small probability that gets
smaller as the temperature declines.” It is this Monte Carlo behaviour that enables the algorithm
to escape local optima.

Algorithm 6 Simulated Annealing pseudocode for the scheduling problem

1: function ANNEALINGALGORITHM

2 createRandomlInitialConfiguration()

3 setlnitial Temperature()

4 while not hasGoodFeasibleSolution() do

5: while hasMovesLeftForThisTemperature() do

6 moveTestToRandomPosition()

7 if isNewConfigurationBetter() V isAcceptingAlthoughWorse() then
8 acceptNewConfiguration()

9

: end if
10: end while
11: decreaseTemperature()

12 end while
13: end function

Codeblock 6 shows the pseudocode for the Simulated Annealing algorithm. After the initial-
ization process [1.2-3], the function loops until a good enough feasible solution has been found
[1.4-12]. As with the other algorithms, like Tree Search or Genetic Algorithms, it is not easy to
determine what the criteria for a good solution are and when the algorithm can be terminated.

During the loop, a certain number of tests are moved [1.5-10] and after that the simulated
temperature is decreased by a factor bigger than one® [1.11].

"This means that for a temperature 7' = oo all the moves are accepted and the outcome is completely random,
whereas for 1" = 0 the algorithm becomes greedy and only allows moves that improve the solution.

8Usually the value for a temperature T is determined by using the formula 7; = T;_;1 * a with 0.8 < o < 1[I,
p.114]
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Both the number of tests moved during each iteration as well as the exact factor used to
decrease the temperature have to be adjusted to the scheduling problem. When trying to determine
these values, a trade-off has to be made between quality of the solution and performance of the
algorithm. Although the quality of the solution gets better when the number of moved tests per
iteration is increased, the required runtime obviously increases [3, p.925]. The same is true if the
temperature is decreased at a slower rate. Although there are some guidelines which values to use,
they still have to be obtained by testing different possibilities, which can be very time-consuming.

Whenever a test is moved, the new position is determined at random [/.6]. This means that
a test could violate one or more constraints or increase the overall makespan after it was moved.
If this happens, the moved test has to pass a probability check to be accepted, otherwise the
movement is discarded [L.7]. This check is done in the following way:

1. The worsening of the solution by constraint violations and increased makespan is expressed
in a positive number W. The value W increases as the solution gets worse.

Determining how the problem-specific values like makespan and constraints translate into
a single value is not self-evident and has to be evaluated through testing different possibil-
ities.

2. A random value R with 0 < R < 1 is created.

3. The new position of the moved test if accepted if and only if e="/7 > R, where T rep-
resents the current simulated temperature of the system [5, p.172]. Clearly, the chance for
a move to be accepted decreases as the temperature decreases, as the term —W/T gets
bigger. Likewise, the chance to accept a move decreases as the value of W increases.

Although the algorithm itself is not very problem-specific, certain details have to be clarified
before it can be applied to the constraint scheduling problem. There exist four basic prerequisites
that have to be fulfilled in order to use the algorithm [1, p.116]:

Concise problem representation: This is a requirement for every algorithm, as the elements of
the scheduling problem must be represented in a way that is compatible with the algorithm.
Especially the representation of the various constraints and their translation into a value
function is of great importance.

Neighborhood function: The neighborhood function defines how the result of a single move-
ment operation looks like. Naturally, a single movement operation moves a single test from
its current position to any other random position. However, as the topology of this function
has a great effect on the effectiveness of the algorithm [21, p.305], other possibilities have
to be considered, like e.g. moving several dependent tests at once.

Transition mechanism: This mechanism describes how and under which conditions the state
of the system changes. This corresponds to [1.6-9] of the pseudocode representation and
has already been discussed.

Cooling schedule: The schedule is determined by the rate of the temperature decrease and the
number of moved tests at each temperature. It is necessary to find a good balance between
the runtime and the quality of the solution.
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Although it might take a lot of effort to specify all of these prerequisites, the final implemen-
tation then has very few parameters that need to be adjusted when the algorithm is used for other
problems. Even if the algorithm is applied to new problems without adjusting them, the worst
thing that can happen is that the algorithm takes longer to execute or the solution is not as good
as expected.

Evaluation Given a sufficient amount of time, the algorithm has been proven to converge to the
best possible solution [3, p.927]. The biggest drawback is that the algorithm usually requires a
long time to come up with acceptable solutions. There have been several approaches to optimize
the algorithm. Some of them include using heuristics to guide the otherwise random steps [20],
other approaches try to parallelize some steps of the algorithm [7], [24].

However, this usually means that the algorithm becomes increasingly complex. For example,
it cannot be parallelized without making all the steps independent from each other and defining
the workloads for the used processors. These adaptions either cause the algorithm to lose its
convergence properties or make it application dependent [3, p.929], which causes it to lose one
of its main advantages.

The biggest disadvantage, however, is that studies have shown that the algorithm is not effec-
tive when used to solve certain scheduling problems [26]. The algorithm then no longer converges
to the optimal solution, but to a local optimum. It has to be combined with other approached, like
Genetic Algorithms, to prevent getting stuck. However, this would immensely complicate the im-
plementation, as well as the work needed to maintain it. It is not clear if the constrained scheduling
problem of the LHC leads to the same result as the problem described in the studies, but the two
problems are similar enough to assume that this is the case.

2.4 Design decision

There is not enough time to implement a prototype for all of the algorithms and compare their
runtime performance, during the course of this thesis. Naturally, it is almost impossible to pre-
dict which algorithm will have the best performance when applied to the constrained scheduling
problem, because in the end this is dependent on many factors like the implementation and the
used parameters, the hardware it runs on and the problem size.

However, almost all of the algorithms can be safely dismissed as a possibility for reasons other
than the expected performance. Most approaches simply have an implementation complexity that
is too high to make them good choice. A more complex solution is harder to implement, maintain
and test. As long as the final implementation is able to find a feasible solution within a reasonable
amount of time, it should be as simple as possible.

The following list states the dismissed approaches, along with the reasons that led to the
decision not to use them:

Tree Search is probably the algorithm that can have the simplest implementation. However,
without using one of the many variants and optimizations, the implementation does not
perform well enough. Trying to find out which optimizations work best requires a lot of
time and adds unnecessary complexity to the implementation. Using a constraint network
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to guide the search of the algorithm adds a lot of complexity to the implementation, but it
is absolutely necessary when trying to solve a CSP. Therefore, this solution would take too
long to implement and be too complex to be effectively maintained.

Ant Colony Optimization has the problem that there are many different parameters used by the
implementation. Adjusting them is done by trial and error, which is very time consum-
ing and will likely not be done by the people using and maintaining the implementation.
Another problem is that the stochastic nature of the algorithm makes testing very hard, as
failed test cases might not be repeated. Therefore, this solution is error-prone and not easily
maintainable.

Genetic Algorithms have the same problems as the Ant Colony Optimization algorithm. It uses
even more parameters and is also hard to test because of its stochastic nature. In addition,
there are many different variants of the algorithm and finding the one that works best for
the scheduling problem is not an easy task.

Simulated Annealing has shown to be a very reliable algorithm that, once implemented, does
not need much work to be maintained. However, it generally does not have a good per-
formance and the optimization methods require a lot of effort. Nevertheless, the biggest
problem is that there is a chance that the algorithm does not work as intended when used
for constrained scheduling problems. This renders it practically useless, as it would not
only be slower than other approaches, but also create worse results.

Heuristic Repair seems like the best approach possible for several reasons. Even though the
best start configuration and heuristic function have to be determined, the final implementation
has no parameters left to maintain. The algorithm itself is easy to understand and does not have
too many variants. In addition, it is deterministic and easy to test. The operations of the algorithm
are easily comprehensible, which is very helpful when writing test cases. Last but not least, the
approach showed very good runtime performances when applied to similar problems.

Following the above reasons, the Heuristic Repair algorithm was chosen to be implemented
as a solution to the constrained scheduling problem.
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Chapter 3

Requirements and Design

The aim of this chapter is to show how the application design was created from the requirements
and how this resulted in the final implementation.

3.1 Requirements

Some of the requirements, like good maintainability, have already been stated in the previous
chapters. Basically, all of the requirements can be deducted from the implementation’s use-cases.

1. The first and most important use-case is its use by the LHC hardware commissioning soft-
ware. There it has to schedule the different tests for the magnets.

2. The second use-case is that the functionality can be used by applications other than the
hardware commissioning software. For example, it could be used to schedule the acceler-
ator beam commissioning or to manage the LHC tunnel access. These applications do not
have to be related to the first use case at all, therefore the implementation must be generic
enough to allow other applications to use it.

To be used by the hardware commissioning software, the implementation must meet at least the
following requirements:

Correctness It is very important that the resulting scheduling plan does not contain any con-
straint violations. The result created by the scheduling algorithm is directly used by the
execution part of the hardware commissioning software. Therefore, wrong scheduling re-
sults can lead to unwanted consequences like aborted tests, activation of hardware fail-safe
mechanisms or even damaged hardware. Hence, a good and thorough testing of the imple-
mentation is mandatory.

Effectiveness If the implementation is not able to produce scheduling plans that are better than
the result of the current prototype solution, then it is almost useless. Furthermore, the
algorithm should at least be able to produce some result, as long as the constraints do not
contradict each other. Although this might sound like an obvious requirement, it is not an
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easy thing to guarantee, because the algorithm tends to get stuck at local optima that do
not qualify as results.

If possible, it would be nice if some additional features could be implemented. For example,
the user might want to manually manipulate the scheduling plan by trying to move one or
more tests around.

Efficiency The implementation must be able to handle the task of scheduling thousands of tests
using the hardware currently provided. This task should ideally not take longer than a few
seconds, as a rescheduling might happen quite frequently. Also, the longer the scheduling
runs, the longer the start of each test is delayed. Even if the first execution with thousands
of tests takes up to a minute to complete, small changes that cause a rescheduling should
be finished within seconds. For example, if a test has failed or the user adds a few more
tests to be scheduled, the implementation should reuse the existing solution to save time.

Maintainability Due to the ever-changing demands of the hardware commissioning campaigns,
the implementation will need to be changed and adapted very often. The parts of the al-
gorithm that change very often, like the scheduling constraints, must be easily accessible
and modifiable without a lot of effort. The algorithm implementation should be clearly
structured and unusual parts explained, if necessary.

The implementation should not be dependent on the hardware commissioning software by
having any references to it. The scheduler implementation should be a separate project that
provides a generic scheduling functionality, which can be used by other projects.

3.2 Design details

This section describes the various design decisions from different parts of the implementation.

3.2.1 Data Model

The data model must be able to represent the tests to schedule. On the other hand, it should not
have any direct references to tests or magnets. The diagram in figure 3.1 shows the three basic
data entities used by the implementation:

1. The host of the scheduled item, like a magnet or any other system, is represented by the
class Lane. A lane has a number that identifies it and carries no other information. The
mapping from a lane to the actual system must be done by the user of the implementation.

2. The items that should be scheduled, like the tests for the magnets, are represented by the
class ItemToSchedule. It is important to note that in the case of the magnet tests, this
class does not just represent a single test, but rather a group of tests that must be executed
together because of grouping constraints'.

'The grouping constraints are described in chapter 1.3 on page 12.
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So, apart from its id, it stores the duration of each test for each lane. For example, two inde-
pendent tests Ag1 and Bgo would be represented by two different instances of TtemToSchedule.
However, if a grouping constraint enforces the tests Ag; and Bgs to be executed together,

they will be represented by a single instance of ItemToSchedule.

As with the lanes, the mapping to the actual tests must be made by the user of the imple-
mentation. This is possible despite the grouping of several tests, because each group can
contain at most one test per system. It is also easily possible for the user of the implemen-
tation to simply extend the class ItemToSchedule to encode this mapping information.

3. The class ItemToSchedule does not contain any information about the actual time its
elements are scheduled. The class ScheduledItem does exactly that by assigning a start
time to a single instance of ItemToSchedule.

For example, the result of the algorithm basically just consists of a collection of ItemToSchedule
instances. All of the instances with a start value of zero represent tests that should be exe-
cuted now, while the other instances represent tests that should be executed later.

ItemToSchedule

- durations : Map<Lane, Integer>
- id : Integer

+ getDuration (lane:Lane)

+ getAffectedLanes ():Collection<Lane>
+ getDurationSummary ():Integer

+ getld ():Integer

N
N\

- itemToSchedule 1 N «uses
ScheduledItem Lane
- start : Integer - number : Integer
+ changeStart (newStart:Integer):ScheduledItem + getNumber ():Integer
+ getStart ():Integer
+ getltemToSchedule ():ItemToSchedule

Figure 3.1: Data model diagram.

3.2.2 Constraints

The algorithms works by finding the most conflicting assignment and then finding a new assign-
ment for the conflicting element. The constraints are used to determine when an assignment is
conflicting, but this alone is not sufficient for the algorithm. They also have to quantify each
conflict, so it can be compared to other conflicts.

Michael Galetzka 36



— 3.2. DESIGN DETAILS—

The simplest way of calculating the conflict weight is to just use the duration of the scheduled
items that are conflicting. Graduations can be achieved by using the overlapping value of the
scheduled items.

An example of this is shown in figure 3.2. There are six items scheduled on three different
lanes. Additionally, the following two constraint are defined for this example:

’ Items on the same lane must not overlap. ‘

’ Item B must be executed after item A. ‘

Although the figure just states the summary violation value, the violation values are deter-
mined for each item individually. The assignments on the first lane obviously do not violate any
of the constraints and therefore the violation value is zero. The second lane assignments violate
the second constraint, therefore item B and item A both get a violation value that corresponds to
their duration of 100. The assignments on the third lane violate against both constraints, because
Item B is scheduled to start in the middle of item A. So, each scheduled item not only gets a
violation value of 100 from the second violated constraint, but also an additional 40 as a result
of the overlapping.

Lane 1 Item A Item B
Y Violation values: 0 |F========o==oooon mooo-oooooooooooo
Lane 2 ‘TtemB | | | ItemA |

Y Violation values: 200 (Lo —_____j-_____4 B

~ Lane3 Item A Item B )
Y Violation values: 280 ]

Time 0 60 100 120 220

Figure 3.2: An example how the values for constraint violations are determined. This example
works with two constraints: 1. Items on the same lane must not overlap; 2. Item B depends on
item A.

The constraints shown here are considered hard constraints, because if one of them returns a
value greater than zero, the assignment is not a valid result. However, if only hard constraints are
considered by the algorithm, then gaps between the assignments will not be closed. For example,
the first lane in figure 3.2 does not violate any constraints, but there is clearly a gap between the
two scheduled items. It is also not easily possible to just add another hard constraint that enforces
all gaps to be closed, because sometimes they are indeed necessary.

To solve this problem, the algorithm also uses another type of constraint. These soft con-
straints work exactly like the hard ones, except that the algorithm gives them a lower priority and
can finish even if they are violated. For example, a simple soft constraint could be the following:
all scheduled items must start at the time 0. It might come as a surprise, but this constraint solves
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the problem of gaps between scheduled items. This works, because the constraint tries to move
all items as close as possible to the start location of zero. However, as it is only a soft constraint,
it must not violate any hard constraint while doing so.

Using the original gap example in figure 3.2, item B would violate the soft constraint with a
value of 120, as this is its distance from the start of zero. The only possible new start assignment
would be at 100, because any other position either violates a hard constraint or further increases
the violation value of the soft constraint.

ConstraintDecision

- hardConstraint : Boolean
- isFulfilled : Boolean
- violationValue : Integer

/«ﬁse» S «use»
«interface» «interface»
SingleltemConstraint ItemPairConstraint
+ check + check (item1:ScheduledItem,
(item:ScheduledItem):ConstraintDecision item2:ScheduledItem):ConstraintDecision
+ needsChecking (item1:ItemToSchedule,
item2:ItemToSchedule):Boolean

Figure 3.3: Constraint diagram.

Figure 3.3 shows the class diagram for the constraint related classes. The simple unary con-
straints are represented by the class SingleItemConstraint, whereas the binary constraints
are represented by the class ItemPairConstraint. Both classes define a method to check if the
constraint is violated by the specified scheduled items. As a result they return an instance of the
class ConstraintDecision, that not only states if the constraint was violated, but also if it is a
hard or soft constraint, as well as the violation value.

Additionally, the class ItemPairConstraint defines a method that determines, if two items
need to be checked by this constraint at all. For example, a constraint that checks if two items
overlap will only return true if the items share a lane. This is very useful, because not only does
it speed up the algorithm by skipping unnecessary checks, but it can also be used to find clusters
of items that interact with each other. The algorithm could then be executed on each cluster in
parallel and the results could then be combined to create the final scheduling plan.

3.2.3 Data Management

The data generated and used by the algorithm, like the scheduled items and constraint violations,
is managed by separate classes. For one, all of the scheduled items are managed by the class
SchedulePlan, which is displayed in figure 3.4. It contains many methods to manipulate and
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query the scheduled items. For example, it automatically keeps track of things like the makespan
or start values for new scheduled items.

SchedulePlan

- scheduledItems : Map<Integer, ScheduledItem>

+ add (itemToSchedule:ItemToSchedule, start:Integer):ScheduledItem

+ getExistingStartValues ():SortedSet<Integer>

+ getMakespan ():Integer

+ getScheduledItem (itemToSchedule:ItemToSchedule):Scheduledltem

+ getScheduledItems ():List<ScheduledItem>

+ moveScheduledItem (itemToMove:ItemToSchedule, newStart:Integer):ScheduledItem
+ schedule (scheduledItem:ScheduledItem):void

+ shiftAll (shiftValue:Integer):void

+ unschedule (scheduledItem:ScheduledItem):void

Figure 3.4: Scheduling plan diagram.

Another important task is the management of the constraint violations, because it is critical to
the performance of the algorithm. For one thing, the algorithm requires the assignment with the
most violated constraints at every iteration. It would take too much time to recompute all of the
constraint violations at every iteration. Therefore, the class ViolationsManager that handles
all of the constraints, was designed to be as efficient as possible. Its class diagram is shown in
figure 3.5, along with the data structures it uses.

It stores all of the constraints and uses them to keep track of the violations in a certain schedul-
ing plan. To do this, it first has to be initialized with a complete scheduling plan. This initializa-
tion process requires O(n?) time, because every scheduled item has to be checked against every
other scheduled item. During this initialization, the violations manager creates a number of data
structures that enable it to perform subsequent actions very efficiently.

For every scheduled item, all violations are summarized and the result is stored in an instance
of the class Violator. All of these violators are then kept in a sorted set that allows very fast
manipulations in O(logn) time and returns the biggest element in constant time. However, this
alone would be of no use if a small scheduling plan change were to cause a complete recalculation
of all the violators.

Therefore, the violations manager uses another data structure to keep track which violators
need to be recalculated after a change. The working of this constraint map is displayed in figure
3.6. The example in the figure assumes that there exists four items A,B,C and D and that there
are constraints between the following items:

e Aand B
e Aand D

e Cand D
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ViolationsManager

- singleConstraints : List<SingleIltemConstraint>

- pairConstraints : List<ItemPairConstraint>

- violationsTree : SortedSet<Violator>

- constraintMap : Map<ItemToSchedule, Set<ConstraintPartner»

+ getBiggestViolator (upperBound: Violator): Violator

+ initialize (plan:SchedulePlan)

+ tryViolatorUpdate (newltem:ScheduledItem, plan:SchedulePlan): ViolatorUpdate

+ updateViolator (update: ViolatorUpdate)

Violator
- scheduledItem : ScheduledItem 1 ViolatorUpdate
- hardViolationsValue : Integer
- softViolationsValue : Integer -updatedViolator
+ compareTo (other:Violator):Integer
0..n -partnerUpdates
ConstraintPartner | PartnerUpdate
- partnerltem : ItemToSchedule - oldViolator : Violator
- constraints : List<ItemPairConstraint> -partner - updatedViolator : Violator
| -violationsContainer -newContainerValues
ViolationsContainer 1
ViolatorValues

+ updateValues

+ updateValues

(newContainerValues: ViolatorValues):void

(violations:List<ConstraintDecision>):void

-violatorValues

- hardViolationsValue : Integer
- softViolationsValue : Integer

Figure 3.5: Violations manager diagram.
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updateable A
violation \

updateable
violation

updateable /
violation /

Value space Violation containers

Constraint map

Figure 3.6: The constraint map used to keep track of the constraint violations. There exist con-
straints between the following items: A and B, A and D, C and D.

The information about the constraints can be obtained by using the needsChecking-method
of the ItemPairConstraint class for every item pair combination possible. So, although the
initial constraint check requires O(n?) time, any further operations on an item only require to
recalculate the violations for its connected items in the map. For example, if the scheduled item
D was moved then only the violations for the pairs A-D and C-D would have to be recalculated.
This can be seen as the map contains a key D that points to a value containing representatives for
the items A and C.

The values of the constraint map are represented by the ConstraintPartner class. They do
not hold the values of the constraint violations directly because of two reasons:

1. Each constraint violation is accessible in two ways, because there are always two items
involved in a violation. For example, the constraint violation of the items A and B is ac-
cessible by using item A as key in the constraint map or by using item B as a key. Were
the values of the constraint map to store the constraint violations directly then they would
need about twice the space for the violations.

2. If each constraint map value held its own version of the constraint violations then an update
of one value would lead to an inconsistent state. Since the values of the constraint map do

not propagate changes in any way, a changed constraint violation would need two separate
value updates.

To prevent these two problems, every constraint-pair of items gets a separate container for
their constraint violations. Every constraint violation is saved only once, so that all value entries
of the constraint map can see changes at the same time. The class ViolationsContainer rep-
resents this container. As the constraint map itself, the container is generated only during the
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initialization procedure. To prevent updating the constraint map values with new containers ev-
ery time they are updated, they stay the same and only change their content represented by an
instance of the ViolatorValues class.

The violations manager also checks that the heuristic repair algorithm can only update the
scheduling plan if the update results in a lower constraint violations value for the scheduling
plan or at least in a smaller makespan. The pseudocode implementation for this can be seen in
codeblock 7. The displayed pseudocode gets executed every time the algorithm tries to find a new
assignment for a conflicting item.

Algorithm 7 Constraint violation update mechanism used by the heuristic repair algorithm

1: for all possibleNewStartValues do

2 createNewPossible Assignment()

3 violatorUpdate < violationsM anager.try ViolatorUpdate...)
4: addToPossibleUpdates(violatorUpdate)

5: end for

6: bestUpdate < getBestPossibleUpdate()

7: violations M anager.updateViolator(bestU pdate)

Basically, the algorithm tries to find the best possible assignment from all possible start values
[1.1-5] and then transmits the changes, that this new assignment brings, to the violations manager
[1.6-7]. The best new assignment for a conflicting item is found by creating a new assignment for
every reasonable start value [/.2] and then the violations manager computes how the constraint
violations would change from that new assignment //.3]. The resulting update-object is the delta
between the current status of the violations manager and the status it would have after the new
assignment. If the new assignment resulted in even more constraint violations, then the constraint
manager would throw an exception and not create an update-object. If the violations manager
receives an update-object it has created /[/.7], it will simply apply the changes that the object
contains.

The update-object is an instance of the class ViolatorUpdate and contains the updated data
for the violator in form of several instances of the class PartnerUpdate. They contain the new
pre-computed values for the constraint violations of the rescheduled item.

The job of keeping track of the different possible new assignments and updates generated by
the violations manager is done by the class ConfigurationsManager, which can be seen in fig-
ure 3.7. Every new assignment that creates a violator update object is used to create a new instance
of the class Configuration. The configurations manager then organizes these configurations by
comparing them to each other and to a reference configuration. The reference configuration is the
original assignment that the algorithm tries to improve. If the reference configuration is also the
best configuration possible, then the algorithm will be stuck in a local optimum and has to try
and escape it.

Figure A.3 shows how the configurations manager compares different configuration. This is
used when the manager tries to determine which configuration is the best one. As can be seen in
figure 2.4, the priority of the different attributes of the configuration are very important as they
lead to different results. The approach used in the implementation is to give the makespan of the
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ConfigurationsManager

- violationsManager : ViolationsManager
- bestConfiguration : Configuration
- referenceConfiguration : Configuration

+ resetConfigurations (violator:Violator, plan:SchedulePlan):void

+ addConfiguration (violator:Violator, plan:SchedulePlan, start:Integer):boolean
+ applyBestConfiguration (plan:SchedulePlan):boolean

+ applyReferenceConfiguration (plan:SchedulePlan):void

|

| «use»
I

\/

Configuration

- planMakespan : Integer

- durationSummary : Integer

- violator : Violator

- violatorUpdate : ViolatorUpdate

+ compareTo (o:Configuration):Integer

Figure 3.7: Configurations manager diagram.

scheduling plan the highest priority. This leads to better results, but also increases the amount of
steps needed to find a feasible solution.

3.2.4 Dealing with local optima

Local optima are the biggest weakness of the algorithm, because it is very hard for it to escape
from such a situation. Figure 3.8 shows an example for a constraint value landscape for different
scheduling plans.

The higher a point is in the landscape, the less constraints are violated by the corresponding
scheduling plan. Given that the algorithm is a hill-climbing approach, the arrows show the direc-
tion the algorithm will go to. For example, if the algorithm started at a point that is close to the
marker C, then it would inevitably end at the marker C'. The scheduling plan that corresponds to
the point C'is also a local optimum. But, since it is not a feasible solution, the algorithm can not
stop there. Instead, it has to find a way to escape the local optimum.

There are several different approaches to solve the problem for general local search algo-
rithms [8]. However, most of them do not meet the requirements stated earlier in this chapter.
The following list shows some possible approaches and the reasons why they are not used in the
implementation:

Randomized restart A very simple solution is to simply restart the algorithm with a different
start configuration. Eventually, a start configuration will be found that does not result in a
local optimum. For example, if the algorithm reaches the point A in figure 3.8 then it will
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Figure 3.8: Constraint landscape.

simply restart the search at another random point of the landscape. Hopefully, with the new
start point, the algorithm works its way to point B, which is a feasible solution.

However, this approach cannot determine if a solution exists at all. It might be the case that
some of the constraints are faulty and contradict each other, in which case this approach
will just restart the algorithm over and over again. Another reason not to use this approach
is that it involves some kind of randomization. This would destroy the determinism of the
original algorithm and make it harder to test the implementation.

Modify constraint weights The constraint violations each have different weights depending on
the constraint and the violated item. The idea of this approach is to change the weight of the
constraints for some schedules items. The constraints for such items can either be values
less, in which case other items are more likely to be moved, or they are valued more, in
which case they themselves are more likely to be moved.

No matter which method is chosen, the additional weights for the constraints change the
form of the landscape. An example of this can be seen in figure 3.9. The blue line shows the
landscape after applying the new constraint weights. The scheduling plan that corresponds
to the point A in the old landscape corresponds to the point D in the new landscape. If the
algorithm starts from this point D, it will be able to reach the solution at point B without
becoming trapped at other local optima.

This approach, which is also called breakout method [34], has several drawbacks. For one,
it is unable to solve many situations on its own [8, p.5]. The change of the landscape can
create new local optima where the algorithm gets stuck again. In addition, implementing
this requires many modifications on the violations manager and maybe even the constraints,
which makes the implementation unnecessarily complex. Also, the weights, with which the
constraints should be multiplied or divided, must be determined through testing and in the
end it just adds more parameters to the algorithm.

Randomized bad moves Another way to escape a local optimum is to enable the algorithm to
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feasible

Figure 3.9: Constraint landscape with modified constraint values. The black line shows the orig-
inal landscape, the blue one the landscape with revalued constraints.

make moves that result in a worse scheduling plan. A scheduling plan is considered worse
if it has more constraint violations or a longer makespan.

For example, the algorithm could accept bad moves from time to time with a low prob-
ability. Basically, this is the same method the Simulated Annealing algorithm uses to es-
cape local optima. However, this approach would add unwanted randomized behaviour to
the implementation. Also, since the Simulated Annealing approach does not work well
with scheduling problems such as these, it might be possible that this technique is not a
good choice. Another major drawback is that the whole implementation focuses on the
hill-climbing mechanism and it would add unnecessary complexity to enable the imple-
mentation to handle bad moves.

Domain value penalties Instead of changing the weight of the constraint violations, the assign-
ments of a local optimum themselves can be penalized. That means that once a local opti-
mum was reached, all the scheduled items get a penalty value added to them. This penalty
is connected to their start value, so once they are reassigned they lose the penalty. This
changes the shape of the constraint landscape similarly to the example in figure 3.9.

This method has the same drawback as modifying the constraint weights, except that is
easier to implement. However, the main problem is that most of the time only very few
scheduled items need to be reassigned to escape a local optimum. This approach, on the
other hand, penalizes all items equally, whereas most of them do not need to be reassigned.
In addition, the range of possible start values is rather big, so it might take a lot of reas-
signments and additional penalties until the local optimum is finally escaped.

None of the presented methods seem like good choices for the implementation, mostly because
they were designed as general solution that work with all CSPs. This generic nature makes them
very versatile, but it adds the drawbacks described before.
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By making use of the problem structure, three solutions could be found that do not have the

drawbacks of the generic approaches. More specifically, all of these three solutions still use the
hill-climbing approach. However, all of them willingly trade an increased makespan for fewer
constraint violations. Basically, they stretch the scheduling plan to escape the local optimum.
The following list describes the different solutions in detail:

Move dependency tree Most of the time, local optima are created because the phase depen-

dency constraints were violated. Therefore, a method that is guaranteed to solve phase
dependency constraint violations is guaranteed to solve most local optima problems. This
can actually be done quite easily and a pseudocode representation of the implementation
is displayed in codeblock 8.

Algorithm 8 Escaping a local optimum by moving all dependent items

1:
2
3
4:
S:
6
7
8:

function MovEDEPENDENTITEMS
root < getMostViolatingAssignment()
dependencyT'ree < buildDependencyTree(root)
unschedule AllltemsFromTree(dependencyl'ree)
while traverseBreadthFirst(dependencyT'ree) do
findNewAssignmentForCurrentTreeNode()
end while

end function

An example how this method works is also displayed in figure 3.10. The first thing the
algorithm does is to determine the root of the dependency tree [1.2]. This is always the
item with the highest constraint violation values. In the example of figure 3.10 this can be
either item C or item B, but item C' was chosen to be the root node.

The next step is to build the actual dependency tree from the item that represents the root
node [/.3]. The actual procedure to build the tree is not described here, but the pseudocode
for it can be found in codeblock 10 in appendix B. In the given example, the dependency
tree has item C' as root node and item D as dependent node.

After that, the algorithm removes all items contained in the dependency tree from the
scheduling plan [[.4]. All of them are then rescheduled in the order of their dependency.
This is achieved by traversing the dependency tree in a breath-first order [1.5-7], such that
all items of one dependency level have been scheduled before the items of the next level
are scheduled. Every item that is rescheduled gets assigned to the place where it violates
the least constraints possible [1.6].

Not only does this method solve the problem presented in the example, but it does indeed
solve all local optima caused solely from violated phase dependencies. This is because all
of the involved items are removed from the schedule and are guaranteed to be added in a
new order that fits all phase dependencies. Furthermore, this approach does not introduce
any bad moves, because either the result contains strictly less constraint violations or it is
not accepted. In addition to all of that, the algorithm can be implemented very efficiently,
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Phase dependencies
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i rescheduled in order
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Figure 3.10: Example how to escape a local optimum by moving the dependency tree.

because it affects only the items connected to the root node of the dependency tree. This
means that usually only very few items are moved and have their constraints recalculated.

Shift items to the right Although the dependency tree method works quite nicely, it still makes
assumptions about the constraints used. However, this can be very problematic since the
constraints can contain any programmable logic.

An example of this problem is depicted in figure 3.11. The example uses the following two
constraints:

1. Item B must be executed immediately after item A. Note that this is not a phase
dependency, but rather an arbitrary time-constraint. Therefore, it cannot be used by
the dependency tree method.

2. Item B must not be executed on more than one lane at the same time.

Clearly, the second constraint is violated right from the start. However, there is no new
assignment for the item B that does not violate the first constraint. The result is a local
optimum that is not created by any phase dependency constraint and that can therefore not
be solved by the dependency tree method.

The solution to this problem is to shift all violated items so far to the right that they are
guaranteed not to be scheduled at the same time as any other items. The pseudocode for
this approach is displayed in codeblock 9.

The algorithm works recursively and shifts items to the right until no additional constraint
violations are created. The first thing it does is to actually shift all violated items /[.2]. The
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Start configuration

_________________________

Lane 1 Item A {Item B

Lane 2 Item A [ Item B

_________________________

Time 50 100 150 200

Lane 1 @A TemB
Lane 2 TemA [TemB |
Time 0 50 100 150 200

Figure 3.11: A local optimum that can not be solved with the dependency tree method. Given are
the following two constraints: 1. Item B must be executed immediately after item A, 2. Item B
must not be executed on more than one lane at the same time.

Algorithm 9 The recursive algorithm used to shift items to escape a local optimum

1: function RecursiveSHIFTANDLoOCK (itemsT oShi ft)
2 shiftltemsRight(itemsToShi ft)

3 lockShiftedItems()

4 newViolations < getNewViolatedItems()

5: if containsLockedItem(newViolations) then

6 abortBecauseOfCircularConstraint()

7 end if

8 recursiveShiftAndLock(newViolations)

9: end function
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amount they are shifted to the right is the original makespan of the scheduling plan. In the
example of figure 3.11, item B is originally scheduled to start at 50 before it gets shifted
to the right by a value of 100, leading to a new start value of 150.

The next thing the algorithm does is to lock all shifted items in place [/.3], because a
circular constraint might otherwise lead to an endless loop. Once the items locked, the
algorithm checks if the shifting of the items has created new constraint violations. If this
is the case, the algorithm retrieves a list of all the items involved in these new constraint
violation [L.4]. Of course, the items that were just shifted by the algorithm are not included
in this list. In the example of figure 3.11, the shifting of item B creates a new constraint
violation with item A, so item A is registered by the algorithm as the next item to shift.

The algorithm then checks if one of these new items to shift has already been shifted and
locked before [1.5-7]. If this is the case then the constraints refer to each other in a circular
way and it is impossible for the algorithm to find a solution.

If the items pass the check for circular constraints then the next step will be a recursive call
where they are the next items to be shifted /1.8]. In the example of figure 3.11, item A is
passed on and then also shifted to the right, leading to the final configuration displayed in
the figure.

This method can be seen as a more general version of the dependency tree method that
does not care about the nature of the constraints used, but also creates worse results. The
problem with this method is that it must shift the items with a value equal to the makespan
of the scheduling plan, leading to a doubling of the makespan in the worst case. Therefore,
it is only used if the dependency tree method fails to escape the local optimum.

Shift items to the left Although the right-shift method works with more constraints than the
dependency tree method, there are still many possible configurations that are local optima
and cannot be solved with it. For example, figure 3.12 shows a start configuration that can
not be solved by the previous methods, given the following constraint:

1. Item C must be executed before all items A; from any lane i.

Clearly, item C' violates the constraint two times in the start configuration, as it is sched-
uled after the items A; and As. The tree dependency method does not solve this problem,
because there are no phase dependencies violated. Also, the right-shift method does not
work, because moving item C' to the right does not solve the existing constraint violations.

The solution is to do the opposite of the right-shift method and shift the violated items to
the left. However, the smallest start value for a scheduled item is zero and negative values
are not allowed. Therefore, all items in the scheduling plan are shifted to the right prior
to the actual left-shift. The example in figure 3.12 shows this as the second step of the
procedure.

The algorithm used to shift the items to the left is basically the same as the one used for
the right-shift. The pseudocode is the same as the one displayed in codeblock 9, except for
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Start configuration
Lane 1
Lane 2
Time 0 50 100 150 200 250 300
Configuration after the initial right-shift
Lane 1 - ‘Ttem C
Lane 2 -1i'e}n"i§""
Time 0 50 100 150 200 250 300
Configuration after the left-shift
Lane 1 "I_té}n"'c""-
Lane 2 -_I-té-m"j?;"“
Time 0 50 100 150 200 250 300

Figure 3.12: A local optimum that can not be solved with the right-shift method. Given is the
following constraint: 1. Item C' must be executed before all items A; from any lane .
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one thing: instead of shifting the items to the right by the value of the makespan [1.2], they
are shifted to the left.

It is pretty obvious from the result displayed in figure 3.12 that this method increases the
makespan by a large value. In addition, it creates a large gap at the beginning of the schedul-
ing plan. The reason for this is that initially all items are shifted to the right, but only a small
group of items is then shifted back to the left. Therefore, this method is only used if all other
approaches failed.

Although these three approaches are enough to escape almost all local optima, they still expect a
certain constraint behaviour. For example, they expect that binary constraints only consider the
positions of the checked items relative to each other. If a binary constraint changed its behaviour
depending an the absolute start value of the items then these methods would most certainly fail.

If such a situation occurs and a local optimum can not be escaped then the algorithm will
terminate with an exception. This is the reason why the hardware commissioning software will
still use the original prototype solution as a backup scheduler.
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Chapter 4

Implementation and Testing

Although the implementation is pretty straightforward when given the design, it still has some
noteworthy details. In addition, this chapter describes some of the optimizations and problems,
as well as the tests used to ensure a high code quality.

The implementation itself is done in Java, because the whole LHC hardware commissioning
software is written in Java and the integration should be as easy as possible. Java is an object-
oriented programming language with a syntax similar to C++. Its applications are compiled into
bytecode that can then be executed on a virtual machine (JVM) on any platform. This point,
among others, helped Java to become one of the most popular programming languages in use.

4.1 Implementation details

This section highlights some of the implementation details as well as some additional features
that are not part of the original design.

Immutable data objects All data model objects, like ItemToSchedule or Violator, are im-
plemented to be immutable. This means that they cannot be changed once they are created. An
example for a standard Java class that implements this behaviour is the class String. Although
a string has many methods for manipulation, like splitting or concatenation, they all create a new
object with the changed content and leave the original object alone.

Although it is a bit more effort to implement them, immutable object grant a number of
different advantages:

1. They are easy to test and use. Testing is obviously simplified, because state-changes of
these objects cannot occur and have therefore not to be tested. It also simplifies the use of
these objects, because their instances can be shared freely without needing a special copy-
constructor or clone-method. There is just no need for a defensive copy when sharing them.
This also makes them great candidates to be cached, which can greatly reduce memory
consumption.
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2. They are thread-safe. This is a huge advantage if parts of the algorithm should run in par-
allel. The current implementation only has a small part of the implementation parallelized,
but it benefits from it nevertheless.

3. They can be used as hash-table keys. If they were mutable, they would change their hash-
code after each mutation, making them unstable keys for a hash-table.

So, making these objects immutable is a good choice, as it helps to improve the code quality,
which is one of the main requirements of the implementation.

Viewer application To ease the development of the implementation and to visualize the results,
a small viewer application was developed with the use of Java Swing. A screenshot of this viewer
can be seen in figure A 4.

It represents the different scheduled items as half-transparent colored blocks. It also displays
the different lanes and time-marks for every start or ending of a scheduled item. Since all of the
displayed items are vector-based, it can zoom in and out to display even the largest scheduling
plans in detail.

Another feature is its ability to visualize the different steps of the algorithm. This is a great
way to quickly spot errors and eases the debugging work. The different steps are directly recorded
by the algorithm by taking a snapshot after each iteration. Each snapshot is a simple copy of the
scheduling plan at that point of time.

Although the viewer is a great help for the implementation of the algorithm, its use does not
stop there. It would also be a nice addition to the existing hardware commissioning GUI, because
at the moment there is no way to visualize the result produced by the scheduling algorithm. Since
this GUI also uses Java Swing, it should be very easy to add the viewer as an additional feature.

Fixed items When scheduling magnet tests, the scheduling algorithm also has to be able to
consider tests that have already been started. Of course, the algorithm must not be able to move
them around in the scheduling plan to assign them a later execution time. If they were reassigned
then it would be possible for the algorithm to bypass constraints for these tests. For example, the
algorithm could decide to start another test on the same system and schedule the running test to
start later.

To solve this problem, the class SchedulePlan allows to fixate certain scheduled items by
using the fixateItem-method. Once an item has been fixed, it can never moved or unscheduled
from the plan. Any attempts to do so will result in an exception.

The fixed items are treated as every other item when it comes to constraint violations. The
repair algorithm must consider this and not try to move them around, even if they violate the most
constraints.

Also, the methods to escape local optima might not able to work correctly with fixed items.
The dependency tree method cannot unschedule and reschedule them, even if they are a node in
the tree. The right-shift and left-shift methods also cannot move them around, which could cause
them to find no solution.

The algorithm is not prepared to check if two fixed items violate some binary constraint with
each other. In theory, this can never happen as only those tests are started that comply with the
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constraints. If, however, such a situation happened then the algorithm would simply be unable to
produce a solution.

Start configuration The start configuration has a great impact on the performance of the algo-
rithm. A good initial scheduling plan can completely prevent local optima and reduce the runtime
of the algorithm to a minimum. However, finding such a good initial plan is almost as challenging
as finding an actual solution.

There are many possible approaches to create a start configuration. The following possibilities
have been implemented, but showed a poor performance:

e Every item is scheduled to start at the time zero: this creates a lot of constraint violations
right from the start, because all of the scheduled items are overlapping. It takes many un-
necessary moves just to solve these initial violations.

e Every item is scheduled to start at a random time: depending on the items and the con-
straints used, this approach also creates many constraint violations right from the start.
The problem is that the random positioning violates dependencies between different tests
most of the time.

In addition, it easily creates local optima that have a negative impact on the result of the
algorithm.

The algorithm currently used to construct the initial plan is rather simple, but the best solution
tested so far. All of the items are placed as close as possible to the start value of zero without
overlapping any other items. Basically, each of the different lanes has a chain of items scheduled
for it. Although this does not consider the constraints between items of different lanes, it satisfies
the dependency constraints for the initial plan.

4.2 Run-time analysis and optimizations

A number of optimizations have occurred during the implementation process. The table 4.1 and
the graph in figure A.5 shows the great impact that these modifications have on the runtime of
the algorithm.

Table 4.1: Execution times [ms] after different improvements. Each lane contains one item.

No. Lanes Version#1 Redesign Violators Constraint-Map Predictions ForkJoinPool

1 110 100 94 63 32 31
101 4490 2162 1157 876 1020 1094
201 29605 12504 4249 2691 2016 1627
301 106519 48787 10608 7119 5394 4643
401 256064 120299 25767 16317 11617 8331

The test case used to measure the execution times after every modification of the implementa-
tion is very simple: for every lane, a single item must be scheduled and no item must be executed
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at the same time as any other test. Therefore, every item is linked with every other item and it
enforces the algorithm to check every binary constraint for every item after every move. This
extreme coupling of items through constraints is not very common in a real-world application,
but it is very helpful to quickly spot performance issues and memory leaks.

The implementation requires O(n?) memory due to the fact that data-structures like the
constraint-map' are used. In the worst case, these data-structures connect every test with every
other test, leading to a quadratic memory consumption.

The execution time depends largely on the input, the constraints used and the start config-
uration. Although the current execution time is significantly lower than that of the first version,
especially for a larger input, the lower bound for the execution is still Q(n?). It is not possible
to implement the algorithm with a smaller lower bound, because every scheduled item has to be
checked with every other scheduled item at least once, otherwise it cannot be guaranteed that all
the constraints are fulfilled.

It is not easily possible to give an upper bound for the execution time. Analysis of the test case
used to create the table 4.1 suggests an execution time close to O(n?). However, this test case
is not very representative for the normal use of the algorithm and it is easy to create an example
with a far worse execution time.

The implementation of the algorithm includes a number of optimizations, the most important
of which are explained in the following paragraphs.

4.2.1 Cancel violator update

As described in chapter 3.2.3, new possible assignments for a scheduled item must be checked by
the violations manager using the tryViolatorUpdate ()-method. If a new assignment violates
less constraints than the current one, then the violations manager will create an update-object
containing the data about the new assignment. If, however, the new assignment violates the same
or even more constraints, then the violations manager will throw an exception and stop to check
any remaining constraints for the new assignment.

This is better than an approach where the violations manager has to check every new assign-
ment completely, because it needs significantly less checks of binary constraints.

4.2.2 Constraint predictions

Following the previous optimization to stop checking binary constraints of a bad new assignment,
it is even better if no constraints have to be checked at all. To achieve this, every binary constraint
is able to provide a limited prediction that can then be used to dismiss some new assignments
without actually checking the constraints for them. These predictions have to be generated just
once at the start of the algorithm and can then be used to predict any possible constellation.
To do this, every binary constraint is able to return an instance of the ConstraintPrediction-

class when given two items to schedule as parameters. The UML class diagram for the prediction
can be seen in figure 4.1.

!See chapter 3.2.3 or figure 3.6
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ConstraintPrediction «enumeration»
- conflictsWhenBefore : Prediction «use» Prediction
- conflictsWhenTogether : Prediction @~ [~7777° > + CONFLICT
- conflictsWhenAfter : Prediction + NO_CONFLICT
- predictedConflictValue : Integer + UNKNOWN

Figure 4.1: UML class diagram for the constraint prediction class.

Given two items, item A and item B, a constraint has to predict what will happens if if the
items are arranged in different positions relative to each other. To do so, it is assumed that item A
is fixed and item B can be moved around. There are three different cases that need to be predicted:

1. Ttem B is positioned before item A. This means that the end-time of item B must be smaller
or equal to the start-time of item A.

2. Item B and item A have the same start-time, meaning that they are scheduled rogether.

3. Item B is positioned after item A. This means that the start-time of item B must be smaller
or equal to the end-time of item A.

For each of these cases, the constraint has to predict one of the following outcomes:

1. There will certainly be a constraint violation. The constraint also has to predict how high
the violation value will be.

2. There will certainly be no violation.
3. It is impossible to predict if there will be a violation.

So, each constraint prediction can be used to check the outcome of a constraint evaluation for two
scheduled items. This means that every item could have its own collection of all the predictions
from related items. This would be similar to the constraint map displayed in figure 3.6 or it would
even be simple to just add it to the constraint map itself. However, there would be no advantage
over checking n predictions instead of checking n constraints.

The solution to this problem is to not store all the predictions separately, but to aggregate
them into a single prediction. To do this, each prediction is transformed into instances of the class
Block. More specifically, the three different prediction cases mentioned above are transformed
into one BeforeBlock, at least one MiddleBlock and one AfterBlock. The UML diagram for
these classes can be seen in figure 4.2.

An example for this block construction from a constraint prediction is displayed in figure 4.3.
Given are the following two items:

1. Item A with a duration of 100. This is the reference item whose start is considered as zero
on the time-line.

Michael Galetzka 56



Block -values PredictionValues
: ; . - conflictValue : Integer
+ containsPoint (point:Integer):boolean 1" |- unknownValue : Integer

BeforeBlock MiddleBlock AfterBlock
- end : Integer - start : Integer - start : Integer
- end : Integer

Figure 4.2: UML class diagram for the prediction block classes.

2. Item B with a duration of 200. This is the movable item which can be placed relative to
item A.

For these two items, the constraint prediction is the following:
1. If item B is placed before item A then the constraint will be violated.
2. If item B starts together with item A then the constraint will not be violated.
3. If item B is placed after item A then the constraint will not be violated.

The prediction blocks created from this data can be seen as a time-line. The block « covers the
time-line from —oo to the block’s end point, the block 3 cover the time-line from the block’s start
point to oo and the block +y covers everything in between.” Therefore, each point on this time-line
corresponds to exactly one block which contains the predicted values from the constraint. To find
the predicted constraint value for a scheduled item B, all that has to be done is to search the block
that corresponds to the relative start time of item B and then retrieve its values.

For example, if item B is scheduled to start 20 time-units after item A then the constraint will
not be violated. This is because the point 20 on the time-line corresponds to the block « which
has a violation value of zero.

With this in mind it is easy to understand how the three blocks «, 5 and ~ are constructed.
The block « has to end at the point -200, because if item B starts anywhere in the range from
—o0 to -200 then the prediction states that the constraint will be violated. Similarly, the block ~y
has to start at the point zero, because if item B starts together with item A or after it, then the
prediction states that the constraint will not be violated. The block § fills the gap in between,
but it has an unknown value, because the prediction does does actually state what will happen
when item A and item B are partially overlapping. For example, if item B is scheduled to start
ten time-units before item A, then the constraint might be violated or not.

20f course, the actual implementation can only schedule items up to a time that is equal to the biggest allowed
integer value and not to infinity.
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duration = 100 duration = 200
Item A Item B
end = -200 start = -199 start =0
end = -1
violation value = 200 | violation value =0 violation value = 0
unknown value = 0 | unknown value =200 | unknown value =0

BeforeBlock « MiddleBlock 5 AfterBlock ~

Figure 4.3: Block construction from a constraint prediction. Given are the item A with a duration
of 100 and item B with a duration of 200. The constraint predicts a violation only if item B is
placed before item A.

The creation and management of all the predictions and blocks is done by the class Predictor
whose UML diagram is shown in figure 4.4 along with the classes it uses. The Predictor
class is used by the violations manager to predict conflicts for a scheduled item by calling the
predictConflicts-method.

To do this, the predictor uses a prediction map that maps every item to schedule to an instance
of the PredictionData class. This prediction data keeps track of all the PredictionBlocks
relevant for this item it is mapped to. Every instance of the PredictionBlocks class is basically
one of the time-lines described in the example above.

The main purpose of this whole block-based approach is to be able to merge all the different
predictions into a object that combines all of the information. This is exactly what the aggregate-
method does. It takes a number of PredictionBlocks objects as input and merges all of them
into one single object. The actual procedure to merge the blocks is not described here, but the
pseudocode for it can be found in codeblock 11 in appendix B.

Figure 4.5 displays how two PredictionBlocks objects are aggregated into a new one.
Every single block in the aggregated object is created by taking two blocks of the original two
PredictionBlocks objects that have overlapping time values and then combine their constraint
values. For example, the displayed block (33 is created by combining the values of the blocks £1
and a2, which overlap exactly in the time from -199 to -151.

It might be helpful to understand how all of the described parts work together by showing
how they are used during the execution. The following scenario describes the steps taken when
the algorithm tries to determine if a new assignment for a scheduled item is valid or not. The
corresponding UML sequence diagram is shown in figure A.6.

1. The ViolationsManager calls the predictConflicts-method of the Predictor to de-
termine if it has to check any constraints at all for the given scheduled item.
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Predictor

- constraintMap : Map<ItemToSchedule, Set<ConstraintPartner»
- predictionMap : Map<ItemToSchedule, PredictionData>

- executor : ForkJoinPool

- plan : SchedulePlan

+ predictConflicts (item:ScheduledItem):ConflictPrediction
+ itemWasMoved (movedItem:ItemToSchedule):void

7
7

L

ConflictPrediction

- values : PredictionValues

Figure 4.4: UML class diagram for the prediction management classes.
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<___________

PredictionData

- flaggedDirty : Set<ItemToSchedule>

- aggregated : PredictionBlocks

- predictionBlocks : Map<ItemToSchedule, PredictionBlocks>

+ getBlockForTime (start:Integer):Block

\/

PredictionBlocks

- startPosition : Integer

- beforeBlock : BeforeBlock

- middleBlocks : List<MiddleBlock>
- afterBlock : AfterBlock

+ aggregate ():(blocksToAggregate:List<PredictionBlocks>,
method:Method):PredictionBlocks
+ getBlockForTime (time:Integer):Block
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Figure 4.5: Two PredictionBlocks objects are aggregated into one.

2. The Predictor retrieves the correct PredictionData object for the given scheduled
item. It then calls the getBlockForTime-method of this object with the start-time of the
scheduled item as parameter.

3. The PredictionData creates an aggregation of all the stored PredictionBlocks ob-
jects, if not already done before. It then calls the getBlockForTime-method of the aggre-
gated object to retrieve the Block object for the start-time of the scheduled item.

. The values contained in the retrieved Block object are the predictions requested by the vio-
lations manager. They are packed into a wrapper object of the class ConflictPrediction
and returned to the manager.

It is important to note that the prediction of constraints cannot be used to circumvent them,
even if the prediction states that no constraint is violated. If the prediction does not automatically
exclude a new assignment, then all the constraints are checked for it regardless of the prediction.
This means that the prediction could be completely ignored by the algorithm and the result would
be the same.

4.2.3 Parallelization

The constraint prediction mechanism is a great optimization of the implementation as it drasti-
cally lowers the amount of constraint checks needed, especially as the number of scheduled items
increases. However, instead of checking all these constraints the implementation spends most of
the time with the aggregation of the prediction blocks. This aggregation is a task that can very
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easily be parallelized, but the subtasks of the aggregation are very small and the creation of a
thread would take longer than actually running the subtask itself.

A new feature of Java 7 is the class ForkJoinPool that was created specifically for such
purposes. Instead of just being a thread-pool it can very efficiently execute small tasks by also
managing a task-pool. Each subtask is added to the task-pool that can be accessed by a thread pool.
Each tread can quickly execute several tasks and grab new ones from the pool after completion.

By executing this rather small part of the implementation in parallel, the execution time could
be noticeably lowered, as can be seen in table 4.1. This is especially true as the number of tests
increases, because then the number of blocks to aggregate also increases and the overhead to
manage the different threads becomes less important.

4.3 Testing

It is very important to test the implementation thoroughly, because every missed bug in the
scheduling algorithm could lead to equipment damage. It is not only the algorithm itself that
has to be tested, but also the adapter that connects the algorithm to the scheduling framework.
This adapter has many different responsibilities:

o Create the data-objects for the scheduling algorithm from the test objects of the test frame-
work.

e Use grouping constraints to find groups among the tests.
e Map the results of the scheduling algorithm back to the original tests.

e Monitor the operations of the scheduling algorithm to switch back to the backup strategy
in case of problems.

Despite its great importance, the tests used to verify the adapter are not described in this thesis,
as the main focus lies on the implemented algorithm itself.

All of the tests are created as unit tests with JUnit, which is a well-established test frame-
work for Java. In addition, the code analysis tool Atlassian Clover is used to determine the code
coverage of the unit tests. All of the critical parts of the implementation must have a test cover-
age® of 100%. However, even a high test coverage does not guarantee that there are no bugs in
the implementation. The advantage of the coverage tool is that it helps to identify parts of the
implementation that were not tested at all.

The tests used for different parts of the implementation differ from each other depending on
the complexity of the implementation. The main data classes, like ItemToSchedule, are each
tested with simple unit tests only. This is sufficient enough, because these classes are just data
containers and mainly consists of getfers and setters.

3Clover evaluates the code using the branch coverage approach, also known as C1 coverage. This means that every
conditional statement that creates a branch must evaluate to true and false at least once.
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Unit tests Usually, unit tests are used to check a single functional unit of an application. This
might be a single method or a complete module, but usually a unit test is used to check the
functionality of a single class. This is done by comparing the result for a certain input with a
defined output. Normally, there is some kind of specification that states how the result should
look like and that is tested in this way.

It is virtually impossible to proof that the tested program is correct using unit tests, because
this would require one test for every possible input. Even for small and simple programs the
number of possible inputs is just too big. When the program environment is also part of test, for
example when checking system portability or compatibility to other programs, then it becomes
truly impossible to check every possibility with unit tests.

Therefore, unit test cases are selected to cover the most common use-cases as well as the
ones that are the most likely to cause errors. For the scheduling framework, the common use-
case includes scheduling a few tests using some simple constraints as well as scheduling many
tests with more complex constraints. The inputs that are likely to cause errors include empty
inputs or unusual constraints that create local optima. It is also important to check that faulty
inputs, like constraints that create circular dependencies, do not break the implementation.

Although the scheduling framework could not be tested in production, there are also unit tests
that use the actual production data. This includes test data taken from the hardware commission-
ing database as well as all of the constraints used during the commissioning.

The problem with these unit tests in general is that most of the time it is very hard to define
what the result should be. It is easy to check if all of the constraints are satisfied, but it is very
hard to make assumptions how the tests are to be aligned or how big the makespan must be.

Itis not the aim of the algorithm to compute the optimal solution, but rather an approximation.
However, for most of the bigger unit tests the optimal solution is not known and there is no bound
how much the approximation may divert from it. Therefore, for these unit tests the algorithm was
executed prior to writing the unit test and the result was used as a reference for the makespan.
So, checking the makespan during a unit test is not used to check the specification, because there
is no specification on the makespan. Nevertheless, checking the makespan is useful, because it
shows if a change of the implementation has a negative impact on the created scheduling plans.

Static code analysis Apart from the unit tests, several static code analysis tools are used to
ensure a good code-quality. The tools used are Checkstyle, PMD and FindBugs. Although these
analysis tools are not able to verify that the code works as intended, they still have many advan-
tages.

They enforce that the code complies with certain style rules to be easily readable. Further-
more, they are able to point out parts of the code that might cause bugs, like exposing internal
data structures of an object or trying to dereference a null-pointer. This semantic analysis of the
code is very powerful and is able to find many bugs that would otherwise have gone unnoticed.

The disadvantage of these tools is that they are very sensitive and create many false negatives.
But even though it sometimes takes a lot of time to use them, they definitely help to improve the
quality of the code.
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Chapter 5

Conclusions

It is not possible to use the implementation of the algorithm in a real hardware commissioning
before this thesis is finished. The LHC will be still be operational for several months and it is not
possible to use the LHC hardware for testing during normal operation. Therefore, the evaluation
of the implementation is only based on artificial tests.

The aim of this thesis was to create and describe a scheduling algorithm that is able to handle
to high workload during the LHC hardware commissioning. Several different possibilities were
discussed for the algorithm and in the end the Heuristic Repair approach was chosen to be im-
plemented. Its implementation was described and how the problems of the algorithm, like being
trapped in a local optimum, were solved. Also, some of the tests used to verify the implementation
were described.

The implemented algorithm was successfully integrated into the test framework used for the
LHC hardware commissioning. At the same time, the implementation is generic enough to be
used in other projects as well. It is able to schedule any items with arbitrary, custom constraints
very efficiently.

During the test runs the implementation has proven to be able to schedule a high amount of
items. It takes about ten seconds to schedule 1000 tests for the LHC. Although this result is good
enough to to deploy the implementation with the test framework, there are still many possible
optimizations that can lower the execution time.

A special viewer was implemented to display the result of the scheduling algorithm. Even
though it was originally just a debugging tool, it was implemented in the GUI of the test frame-
work to display the schedule during the hardware commissioning.

5.1 Outlook

There are still many possible improvements to be made to the implementation. For example, the
algorithm could group the different items into clusters depending on their constraint relations.
It could then schedule each cluster separately and combine the results into one scheduling plan.
This task could easily be parallelized to further improve performance.

It would be really helpful if the implementation was able to reuse previous results. Starting
with a scheduling plan that is almost feasible is a lot faster than starting from scratch. The start
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configuration is one of the most important factors for the runtime of the Heuristic Repair algo-
rithm. During a hardware commissioning campaign, most of the time there will be only small
changes, like adding or removing a test from the scheduling plan. These changes could simply
be applied to previous results before starting the scheduling algorithm.

The viewer provided to display the results could be further improved by actually allowing
to manually change the scheduling plan. It could also somehow display which constraints act on
which items, because for the users it is not always clear why some tests are not allowed to start.

The source-code of the implemented algorithm will be released as open-source, so that other
projects are able to reuse it. As a side-effect, this might also help to further improve the code
quality and add new features.
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Figure A.1: Electrical signal measurements taken during a magnet test
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Appendix B

Sources

Algorithm 10 Building the dependency tree for a scheduled item

1: function BuiLDDEPENDENCYTREE(currentltem, tree, currentLevel)

2 if not tree.containsNode(currentltem) then

3 tree.addNodeAtLevel(currentItem, currentLevel)

4: else if currentLevel > tree.getLevelForNode(currentItem) then

5 tree.updateLevel(current N ode, currentLevel)

6 end if

7 for dependentItem in getDependentltems(currentltem) do

8: buildDependencyTree(dependentltem, tree, currentLevel + 1)
9: end for

10: end function

Algorithm 11 Aggregating a list of prediction blocks

1: function AGGREGATE(blocksT oAggregate)

2 gatherAllStartAndEndTimes(blocksToAggregate)

3 endlime < getNextEndTime()

4: createNewBeforeBlock(endTime, blocksT oAggregate)

5: while hasNoNewAfterBlock() do

6 startTime < getNextStartTime()

7 if hasNoMoreStartTimes() then

8 createNewAfterBlock(startTime, blocksToAggregate)
9

else
10: endlime < getNextEndTime()
11: createNewMiddleBlock(startTime, endTime, blocksToAggregate)
12: end if
13: end while

14: end function

71



— APPENDIX B. SOURCES— >~
Algorithm 12 The extended version of the prototype scheduling solution
1: function scHEDULEPOSSIBLETESTS(allT ests)
2 possibleTests < removelmpossibleTests(allT ests)
3
4: for all system : allSystems do
5: scheduledT ests{system} < pickPossibleTest(system, possibleTests)
6 end for
7
8 while changed(scheduledTests) do
9 for all scheduledTest : scheduledTests do
10: if contradictsGroupConstraint(scheduledT est) then
11: remove(possibleT ests, scheduledT est)
12: replacement < pickPossibleTest(scheduledT'est.system, possibleT ests)
13: if replacement # null then
14: scheduledT ests{scheduledTest.system} < replacement
15: else
16: remove(scheduledT ests, scheduledT est)
17: end if
18: end if
19: end for
20: end while
21:
22 return scheduledT ests
23: end function
24:
25: function PiIckPossSIBLETEST(system, tests)
26: for all checkedTest : testssystem do
27: 1sValid < true
28: for all constraint : binaryConstraints do
29: if contradictsBinaryConstraint(checkedT est, constraint) then
30: isValid < false
31: end if
32: end for
33: if isValid = true then
34: return checkedT est
35: end if
36: end for
37:
38: return null

39: end function
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