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Abstract

Precision Measurement of Neutrino Oscillation Parameters with KamLAND

by

Daniel Andrew Dwyer

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Stuart J. Freedman, Chair

Between Apr. 2002 and May 2006 KamLAND measured the electron antineutrino flux at the

Kamioka mine (2700m.w.e.) in Japan. The νe sources were 19 Japanese nuclear reactor

facilities at distances of 87 km to 830 km. Antineutrinos were detected by inverse beta

decay, νe + p → e+ + n; detection of a positron and neutron pair constituted a neutrino

signal. 1 kton of liquid scintillator served as both target and detector; the total exposure was

4.14 × 1034 proton days. In 1179.3 days of detector livetime, 550 antineutrino interactions

were detected above a 3.4MeV threshold, with an estimated 55 ± 18 from backgrounds.

The number, spectrum, and time of the νe signals support neutrino flavor oscillation with

∆m2
12 = (7.72 ± 0.24) × 105 eV 2 and tan2θ12 = 0.48 ± 0.12, in the Large Mixing Angle

region. Assuming CPT invariance, KamLAND and solar neutrino results combined give

∆m2
12 = (7.71 ± 0.25) × 105 eV 2 and tan2θ12 = 0.49 ± 0.05.
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Chapter 1

Introduction

The Kamioka Liquid Scintillator Antineutrino Detector (KamLAND) was designed

to measure neutrino properties. In particular, the experiment provides a precise, indirect

measurement of neutrino mass. For most of this century the neutrino was assumed to be

massless, yet a number of unexpected experimental results hinted at a non-zero mass. The

results presented here provide strong evidence for massive neutrinos. Understanding the

character of this fundamental particle not only impacts physics at the subatomic level, but

also affects our understanding of the Sun and the structure of the Universe.

KamLAND is able to detect antineutrinos, ν, specifically those emitted by nuclear

reactors. This thesis describes a measurement of antineutrinos which have traveled an aver-

age distance of 200 km to the KamLAND detector from 19 reactor facilities located across

Japan. The detected rate and energy spectrum of the antineutrinos provide information

about their mass. The measurement is not sensitive to the absolute mass of the neutrino,

only the differences of the squared masses of neutrino states. In the context of this relation-
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ship, the precise results of KamLAND imply a non-zero neutrino mass. Furthermore, the

results provide the strongest evidence so far obtained for neutrino oscillation, a phenomenon

requiring massive neutrinos and quantum mechanical mixing.

Before discussing the KamLAND reactor antineutrino experiment and its results,

the following section provides a concise history of neutrino physics. A detailed discussion of

the theory of massive neutrinos is given in Chap. 2. A closer look at previous reactor and

solar neutrino experiments is found in Chap. 3. The KamLAND experiment and results are

described in Chap. 4 through Chap. 10.

1.1 A History of Missing Neutrinos

The neutrino is the most elusive of the observed fundamental particles. The ex-

perimental story of this particle is punctuated by puzzling experimental results. Chadwick

showed in 1914 that energy was apparently not conserved in beta decays, because the en-

ergy of the emitted beta particle from 214Pb decay was continuously distributed instead

of discrete. To avoid giving up the fundamental principle of energy conservation, in 1930

Pauli proposed the existence of a nearly undetectable neutral particle to explain the miss-

ing energy [72]. This invisible particle (which Pauli named the neutron) was responsible

for carrying away the missing energy. Three years later, Fermi developed a model for beta

decay using Pauli’s idea, renaming the particle the neutrino [45, 44]. (In the intervening

years the name neutron had been taken over for the nucleon that we now know.)

The next two decades provided no direct experimental evidence for the neutrino.

According to Fermi’s theory, the probability for a neutrino to interact was exceedingly
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small. Detection required an intense neutrino source and a very sensitive detector. In

1953, Reines and Cowan exploited the 1019 antineutrinos per second emitted from a nuclear

reactor providing the first tentative evidence for the existence of the neutrino [76]. The

required detection selectivity was achieved by relying on the process of inverse beta decay,

which produces a unique signal that is easily separated from background events. With an

improved experiment at the Savannah River reactor, Reines and Cowan obtained convincing

evidence of the neutrino in 1956 [38].

Experiment then shifted to a different neutrino source: the Sun. The first solar

experiment was done at Homestake by Ray Davis [36]. Unfortunately, the benefits of the

inverse beta decay signal are not applicable to solar experiments. The Sun is expected

to produce neutrinos which must be detected using other reactions1. To cope with back-

grounds, solar neutrino detectors are very large, very clean, and very deep underground.

They must be large enough to detect the rare solar neutrino interactions, while avoiding

backgrounds due to radioactive contamination and cosmic rays. Davis first detected solar

neutrinos in 1968, but the rate was only 1/3 of that expected according to the then current

model of nuclear fusion in the Sun. This deficit came to be known as the solar neutrino

problem. At the time, it was uncertain whether the discrepancy was due to experimental

difficulties, a misunderstanding of solar physics, or properties of the neutrino itself.

Neutrinos from the Sun or nuclear reactors are only produced in conjunction with

electrons or positrons. In 1962, an experiment at Brookhaven showed that there was a
1Only antineutrinos interact via inverse beta decay with the proton. The neutrinos produced in the Sun

could interact via inverse beta decay with the antiproton, νe + p̄ → e− + n̄, but an experimental target of

antiprotons is not easily assembled.
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different type of neutrino associated with muons [39]. In 2000, the DONUT experiment

provided evidence of yet a third type of neutrino paired with the previously discovered

tau lepton [64]. Neutron states associated with the charged leptons are denoted by flavor:

electron, muon, or tau.

Neutrinos are also produced by cosmic ray interactions with the Earth’s atmo-

sphere. Pion decay, π → µνµ, followed by muon decay, µ → eνeνµ, give an expected ratio

of approximately two muon neutrinos for every electron neutrino. Early discrepancies with

this prediction were observed in a number of underground proton decay experiments. Given

the weakness of neutrino interactions, essentially all of the atmospheric neutrinos easily pass

through the Earth. Therefore, for a given solid angle, a detector placed on one side of the

Earth is expected to see an equal number of neutrinos coming from the atmosphere above

it and below it. Two experiments capable of detecting these neutrinos, the Kamiokande2

(1988) [56] and IMB3 (1991) experiments, both found a deviation of the total number of

muon-to-electron neutrinos observed [33, 28]. The Super-Kamiokande experiment, similar

to the Kamiokande but 25 times larger, proved by measuring the angular distribution that

the deficit was in muon neutrinos coming up from the other side of the Earth [50]. The

question became why are the muon neutrinos but not electron neutrinos disappearing as

they travel the extra distance through the Earth.

Through the final decades of the twentieth century, the evidence for solar and

atmospheric neutrino deficits grew stronger. In contrast, experiments using reactor and

accelerator neutrinos failed to see any deficits. The LSND experiment reported evidence of
2Kamioka Nucleon Decay Experiment
3Irvine, Michigan, Brookhaven Experiment
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electron neutrino appearance in a beam of muon neutrinos in 1996 [22]; recent results from

the MiniBooNE experiment do not support this result [7].

In 2002, the Sudbury Neutrino Observatory (SNO) presented a clear picture of

the solar neutrino problem [9, 10]. In the reaction d + νe → p + p + e reaction, which is

only sensitive to electron neutrinos, SNO measured a deficit. In d + ν → n + n, which is

sensitive to all three neutrino flavors, the experiment measured a total flux consistent with

the Standard Solar Model [24]. The solar neutrino problem was clearly due to neutrino

flavor change.

The new challenge was to explain the physical process that converted electron

neutrinos produced in the Sun to muon and tau neutrinos at the Earth, compatible with

other neutrino experiments. A consistent explanation is provided by the theory of neutrino

oscillation, described in Chap. 2.

1.2 The Role of KamLAND

The KamLAND experiment is well-positioned to test the theory of neutrino oscil-

lation. Previous reactor neutrino experiments and a well-developed model of fission reactors

has shown that the rate and energy spectrum of reactor antineutrinos are understood to

2%.

Moreover, oscillation is expected to leave a clear signature in the neutrino en-

ergy spectrum. Solar and atmospheric experiments provide a limited measurement of the

neutrino energy. Reactor neutrino experiments provide a more direct measurement of the

antineutrino energy spectrum, and have the capability to reveal the effect of oscillation.
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Solar and reactor neutrino oscillation is a two-state mixing problem described by

two physical parameters: the mixing angle θ12 and the difference of the squared masses

∆m2
12. These parameters are chosen by nature and determined by experiment. Assuming

neutrino oscillation is the solution to the solar neutrino problem, only a limited range of val-

ues are allowed by experiment. One region of allowed values, corresponding to sin2 2θ12 ∼ 1

and 10−6 eV 2 < ∆m2
12 < 10−3 eV 2, is referred to as the Large Mixing Angle (LMA) solution.

The LMA solution would produce a clear oscillation signal in the KamLAND experiment.

KamLAND can either confirm or exclude the LMA solution to the solar neutrino problem.

By confirming LMA, it can rule out all other solutions.

Massive neutrinos are a necessary condition for neutrino oscillation. By demon-

strating a clear oscillation signal, KamLAND provides evidence of neutrino mass. The

remainder of this thesis describes the KamLAND measurement and the results, which sup-

port oscillation of massive neutrinos and the LMA solution of the solar neutrino problem.
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Chapter 2

Theory of Neutrino Oscillation

The basic idea of neutrino oscillation was proposed in 1957 when Pontecorvo con-

sidered the possibility of neutrino-antineutrino oscillation, a phenomenon similar to the

oscillation in the neutral kaon system. In 1962, Maki, Nakagawa, and Sakata expanded on

Pontecorvo’s idea, introducing the theory of neutrino flavor oscillation. Flavor oscillation

accounts for the possible conversion between electron, muon and tau neutrinos. When so-

lar neutrino experiments measured a deficit in the electron neutrino flux, flavor oscillation

became a possible explanation. The discussion here follows that of Ref. [60].

In this theory, two conditions are necessary for flavor transition. First, the neutrino

mass eigenvalues cannot all be equal. This condition implies at least one massive neutrino

eigenstate. Second, the neutrino mass eigenstates must not be equivalent to the weak

interaction (flavor) eigenstates.

The neutrino mass eigenstates can be written as ν1, ν2, and ν3 associated with

masses m1, m2, and m3 respectively. The flavor eigenstates are expressed as νe, νµ, and
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ντ . To satisfy the first condition, at least one of the masses mi must be different from the

other masses. For the second condition, at least two flavor eigenstates νf are different from

the mass eigenstates. In general, a flavor eigenstate is written as a linear combination of

the mass eigenstates,

|νf 〉 =
∑

i

U∗
fi|νi〉. (2.1)

Here, Ufi is a unitary matrix relating the mass eigenstates i to the flavor eigenstates f .

Considering a neutrino in a mass eigenstate in its rest frame at proper time τ , it

will obtain a phase determined by its rest mass, in units of h̄ and c equal to 1,

|νi(τ)〉 = e−imiτ |νi(0)〉. (2.2)

Shifting this phase to the lab frame (time t, distance L) under the assumption that the

neutrino energy Ei is much greater than its mass,

miτ = Eit − piL = Eit −
√

E2
i − m2

i L (2.3)

� Ei(t − L) +
m2

i L

2Ei
. (2.4)

The amplitude that an electron neutrino remains in an electron neutrino state after traveling

a distance L in the lab frame is then,

Amp(νe → νe) =
∑

i

U∗
eie

−i
m2

i
L

2Ei Uei. (2.5)

Considering a simple two-flavor mixing model (ignoring the tau neutrino) is in-

structive. In this case, the two-by-two unitary mixing matrix U is parameterized with a

single variable θ12,  νe

νµ

 =

 cosθ12 sinθ12

−sinθ12 cosθ12


 ν1

ν2

 . (2.6)
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The probability of detecting an electron neutrino as an electron neutrino after it

has traveled a distance L is,

P (νe → νe) = |Amp(νe → νe)|2 (2.7)

= 1 − sin22θ12sin2 ∆m2
12L

4E
, (2.8)

where,

∆m2
12 = m2

1 − m2
2. (2.9)

It is clear that the wavelength of the flavor oscillations are determined by the

difference of the squared masses ∆m2
12, and the amplitude is determined by the mixing

parameter θ12. Reintroducing h̄ and c, the oscillation length Losc
1 for a neutrino of energy

E is,

Losc ≡ 4πEh̄c

∆m2
12

, (2.10)

� 2.48E(MeV)
∆m2

12(eV
2)

meters. (2.11)

Figure 2.1(a) shows the signature of neutrino oscillation according to Eq. 2.8. An

electron neutrino of energy E (MeV ) is produced and travels to a detector at distance L.

The probability that it is detected as an electron-type neutrino oscillates with distance. The

period of the oscillation is determined by ∆m2
12, while the amplitude is given by sin2 2θ12.

Figure 2.1(b) shows the combination of oscillation signals from two sources. The oscillatory

signal is reduced after a few oscillation lengths when the signal from multiple sources cannot

be separated. The case of combined sources is representative of the KamLAND experiment,

where the signal is from multiple sources at a range of distances.
1The oscillation length is half the wavelength.
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Figure 2.1: a.) The electron neutrino survival probability shown versus the propagation
distance L divided by the neutrino energy E. b.) The combined survival probability due
to two neutrino sources at different distances from the detector.

Because of the pattern of neutrino masses realized in nature, two state mixing

usually dominates in a given experiment, and the expression above is often sufficient. The

three-flavor case requires three mixing angles (θ12, θ23, θ13), and a CP-violating phase δ

to fully parameterize the mixing matrix. This full three-flavor mixing matrix is commonly

decomposed into the product of four matrices,

Uif =


1 0 0

0 c23 s23

0 −s23 c23


×


c13 0 s13e

−iδ

0 1 0

−s13e
iδ 0 c13


×


c12 s12 0

−s12 c12 0

0 0 1



×


eiα1/2 0 0

0 eiα2/2 0

0 0 1



(2.12)

In this expansion, cij ≡ cos θij and sij ≡ sin θij. The first three matrices parameterize
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two-flavor mixing between two mass eigenstates similar to Eq. 2.6. When combined, the

resulting 3 × 3 matrix accounts for the full three-flavor mixing, except for the possibility

of an off-diagonal complex phase. By convention, this complex phase δ is inserted into the

second sub-matrix. The fourth matrix in the expansion is necessary if the neutrino is a

Majorana particle as opposed to a Dirac particle; the details of this will be discussed in the

following section. In any case, the Majorana phases do not effect neutrino oscillation.

This factorization of the mixing matrix separates the terms relevant for differ-

ent experiments. Experiments measuring neutrinos produced in the atmosphere have the

greatest sensitivity to θ23 which is only present in the first matrix. Short-distance reactor

neutrino experiments and moderate-distance accelerator experiments measure θ13 present

in the second matrix. Solar neutrino and long-distance reactor experiments are predomi-

nantly sensitive to θ12. Since the KamLAND experiment measures reactor neutrinos which

have traveled a long distance, the analysis presented here mostly concerns the third matrix.

2.1 Majorana Neutrinos

According to Dirac’s theory, every spin-1
2 fermion is associated with an antimatter

partner. A massive neutrino can be added to the Standard Model in two ways. If the

neutrino is a Dirac particle, then the antiparticle is distinct. If it is a Majorana particle,

then the antiparticle is identical to the neutrino. Although all other fermions in the Standard

Model are Dirac particles, it is theoretically attractive to have Majorana neutrinos. With

no electric charge, the neutrino is unique relative to the other leptons and quarks. Since

an antiparticle has the opposite charge, neutrality is a requirement for Majorana particles.
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Leptons and quarks have masses on the order of 1 to 105 MeV , but neutrino masses are at

least 6 orders of magnitude smaller. A process referred to as the see-saw mechanism gives

a plausible story for how Majorana neutrinos obtain especially small masses. For every

Dirac particle, there are four states: two helicity states (R and L) for the particle and

its antiparticle. These states may be written |νR〉, |νR〉, |νL〉, and |νR〉. For a Majorana

neutrino, the state |νh〉 is equivalent to the antineutrino state |νh〉 of the same helicity h.

With this knowledge, the parameterization of the neutrino mixing matrix U is

easily understood. In the two flavor mixing case (Eq. 2.6), a generic complex matrix may

be written using four real numbers and four phase angles. Given that the mixing matrix

must be unitary, this produces three real constraints and one phase constraint. In quantum

theory, each particle state has an unmeasurable imaginary phase. The arbitrary phase can

be used to absorb some phases from the mixing matrix. If the two neutrino mass eigenstates

are Dirac, then four phases may be absorbed, leaving a common unobservable phase. This

results in a mixing matrix that may be described with a single real parameter, the mixing

angle θ. For a Majorana neutrino, only three phases may be absorbed into the particle

states. This leaves one phase in the 2 × 2 mixing matrix.

A similar argument is used for the 3 × 3 mixing matrix. In this case, three real

parameters and one phase are sufficient for the Dirac case. The fourth matrix in the

expansion given in Eq. 2.12 accounts for the possibility that the neutrino is a Majorana

particle by introducing two additional complex phases α1 and α2 in the mixing matrix.
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2.2 Matter Enhanced Neutrino Oscillations

The propagation of neutrinos in vacuum is naturally described in terms of the

mass eigenstates. Neutrino propagation in matter is conveniently described in terms of the

flavor eigenstates. This process was first described by Wolfenstein [86]; the possibility of

resonant oscillation in matter was later explored by Mikheev and Smirnov [67]. Accordingly,

matter-enhanced neutrino oscillation is often referred to as the MSW effect.

While traversing matter, neutrinos will interact with electrons by both neutral

current (NC) and charged current interactions (CC), obtaining an effective potential energy

that depends on flavor. The strength of this interaction is proportional to the Fermi coupling

constant GF and the density of electrons Ne in the matter. The Standard Model provides

the numerical coefficients for the effective potential energies,

VNC = −
√

2
2

GF Ne, (2.13)

VCC =
√

2GF Ne. (2.14)

The neutral current interaction affects all neutrino flavors equally. Since ordinary matter

is composed of electrons, but not muon or tau particles, the charged current interaction

will only occur for electron neutrinos. Using the same two-flavor basis as Eq. 2.6, the

Hamiltonian of the system is,

H = Hvac + VCC

 1 0

0 0

 + VNC

 1 0

0 1

 . (2.15)

Any multiple of the identity matrix may be subtracted from the Hamiltonian since this

corresponds to a constant potential which produces no detectable result. Therefore, the NC



14

component is discarded and the CC component is altered,

H = Hvac +
VCC

2

 1 0

0 −1

 . (2.16)

The vacuum component of the Hamiltonian, Hvac, is diagonal in the mass eigenstates.

Written in terms of the flavor eigenstates, this becomes,

Hvac =
∆m2

4E

 − cos 2θ sin 2θ

sin 2θ − cos 2θ

 . (2.17)

By introducing the parameter x,

x ≡ 2
√

2GF NeE

∆m2
, (2.18)

the sum of the vacuum and matter components can be written,

H =
∆m2

4E

 − cos 2θ + x sin 2θ

sin 2θ − cos 2θ − x

 . (2.19)

The physical impact of including the neutrino interactions with matter can be seen

by writing H in terms of the parameters,

∆m2
M ≡ ∆m2

√
sin2 2θ + (cos 2θ − x)2 (2.20)

and

sin2 2θM ≡ sin2 2θ
sin2 2θ + (cos 2θ − x)2

. (2.21)

The full Hamiltonian is then,

Hvac =
∆m2

M

4E

 − cos 2θM sin 2θM

sin 2θM − cos 2θM

 . (2.22)
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Therefore, matter alters the effective mixing angle and difference of the squared masses

to θM and ∆m2
M . If the electron density is approximately constant between the neutrino

source and detector, the case for KamLAND, then the description above is sufficient to

analyze the experimental results using,

P (νe → νe) = 1 − sin22θM sin2 ∆m2
ML

4E
, (2.23)

which is Eq. 2.7 including matter effects. The size of the matter effect is determined by

the parameter x (Eq. 2.18). For oscillation parameters from the LMA region probed by

KamLAND, the electron density in the Earth, and the energy of reactor antineutrinos gives

x � 1. Therefore, the matter effect is very small for KamLAND.

For the neutrinos produced in the dense core of the Sun and which travel to Earth,

the electron density varies greatly. In this case, the change of θM and ∆m2
M must be con-

sidered. In Ref. [23], the survival probability P (νe → νe) is calculated as a function of

solar neutrino energy (Fig. 2.2). This calculation is appropriate for parameters in the LMA

region. At energies below an MeV , the matter effect does not enhance the oscillation prob-

ability. At an energy of roughly 2MeV , there is a transition to matter-enhanced oscillation.

This calculation is appropriate for neutrinos detected during the daytime. During the night

there is an additional effect due to the Earth, which may be detected by comparing the day

and night signals.
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Figure 2.2: The matter-enhanced survival probability P (νe → νe) as a function of solar
neutrino energy. The neutrino oscillation parameters lie in the LMA region. At energies
below an MeV , the matter effect does not enhance the oscillation probability. At an energy
of roughly 2MeV , there is a transition to matter-enhanced oscillation. Figure is taken
from [23].



17

Chapter 3

Experimental History

A review of selected neutrino oscillation experiments is discussed in this chapter.

Atmospheric, accelerator, and other neutrino experiments have probed neutrino properties,

but the following discussion will focus on reactor and solar experiments. The experimen-

tal results relevant to the solar neutrino problem are followed by the results of reactor

experiments. These results provided the motivation for the KamLAND experiment.

3.1 Solar Neutrino Experiments

Following the puzzling conclusions of the Homestake experiment, a series of ex-

periments attempted to resolve the solar neutrino problem.

The solar fusion processes are dominated by the reactions in Eq. 3.1 which convert

four protons into 4He. This reaction is called the proton-proton, or pp, chain. The rates for

each reaction are determined by the cross-sections and the conditions of the solar interior.
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The neutrino producing reactions are highlighted by the bolded neutrino.∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣


p + p → 2H + e+ + νe

p + e− + p → 2H + νe


2H + p → 3He + γ

3He + 3He → α + 2p

3He + p → 4He + e+ + νe

3He + 4He → 7Be + γ

7Be + e− → 7Li + νe

7Li + p → 2α

7Be + p → 8B + γ

8B → 8Be∗ + e+ + νe

8Be∗ → 2α

(3.1)

The Carbon-Nitrogen-Oxygen, or CNO, cycle is shown in Eq. 3.2. A 12C nucleus catalyzes

the conversion of four protons into 4He. An estimated 2% of the Sun’s helium is produced
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Table 3.1: Solar νe detector energy thresholds. For gallium and chlorine experiments, the
threshold is set by nuclear kinematics. For the water Čerenkov detectors, the threshold is
limited by the background, which grows rapidly below 5MeV [31].

Detector Threshold [MeV]
71Ga 0.236
37Cl 0.813
H20 ∼5
D20 ∼5

in the CNO cycle.∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

12C + p → 13N + γ

13N → 13C + e+ + νe

13C + p → 14N + γ

14N + p → 15O + γ

15O → 15N + e+ + νe

15N + p → 12C + 4He

15N + p → 16O + γ

16O + p → 17F + γ

17F → 17O + e+ + νe

17O + p → 14N + 4He

(3.2)

The Standard Solar Model [24, 25], estimates the rate of reactions in each branch.

Fig. 3.1 shows the predicted neutrino energy spectrum. Depending on the detection method,

solar neutrino experiments are sensitive to different νe energy ranges (Table 3.1). The water

Čerenkov detectors see only a small piece of the νe flux from the decay of 8B. Only the

71Ga detectors are able to detect part of the pp neutrinos, which account for more than

90% of the solar neutrino flux.
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Figure 3.1: The energy spectrum predicted by the Standard Solar Model taken from [25].
The detection thresholds in Table 3.1 show that the water Čerenkov detectors are only
sensitive to the higher energy 8B and hep solar neutrino flux. The 37Cl detectors have
some sensitivity to the 7Be, pep, CNO neutrinos. So far only the 71Ga detectors manage
to detect any of the low-energy pp neutrinos which account for more than 90% of the total
flux.
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3.1.1 Homestake

The Homestake experiment [36] detected solar νe with energy greater than 813 keV

using the beta decay reaction,

37Cl + νe → 37Ar + e−. (3.3)

The detector consisted of 615 tons tetrachloroethylene (C2Cl4)1 contained in a large steel

tank. Every few months, the detector was purged with helium to extract 37Ar atoms. The

argon was concentrated and inserted into a 0.5 cm3 gas proportional counter. The number

of 37Ar decays was fit to the known half-life of 35.04 days. The entire detector was located

at a depth of 1500m (4200 meters of water equivalent, or m.w.e.) in the Homestake Gold

Mine at Lead, South Dakota to avoid 37Ar produced by cosmic ray neutrons.

From 1970 to 1994, 108 extractions of 37Ar were performed; 875 decays were

detected. Accounting for extraction and detection efficiencies, this corresponds to an esti-

mated 2200 37Ar atoms produced during the exposure. Above the 37Cl threshold, a solar

neutrino rate of 2.56±0.l6 (stat.)±0.16 (syst.) SNU was inferred. One SNU (solar neutrino

unit) is defined as one interaction for 1036 target atoms. Neglecting neutrino oscillation,

the expected rate from the solar model (BP04) is 8.51.8
1.5 SNU . Only 30% of the expected

flux was observed in the Homestake experiment.
12.2 × 1030 37Cl atoms
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3.1.2 SAGE

The Russian-American Gallium Experiment [4, 5] (originally called the Soviet-

American Gallium Experiment, or SAGE) detected solar νe with the reaction,

71Ga + νe → 71Ge + e−, (3.4)

The 236 keV neutrino energy threshold allowed SAGE to investigate the low-energy pp

neutrinos.

The target consists of 50 tons of liquid metal gallium stored in 7 chemical reactors.

The experiment is located at the Baksan Neutrino Observatory in the Northern Caucasus

mountains with 4700m.w.e. overburden. After a typical 4 week exposure, the germanium

is extracted in the form of germane (GeH4). This gas is placed in a proportional counter

and counted for approximately 4 to 6 months. The 71Ge is identified by electron capture

events which return it to 71Ga, with a half life of 11.43 days.

In 92 runs taken from Jan. 1990 to Dec. 2001, 406 71Ge decays were detected

in the proportional counters. Accounting for detector efficiencies, this corresponds to

70.8+5.3
−5.2 (stat.)+3.7

−3.2 (syst.) SNU . The expected rate according to the solar model (BP04)

is 13112
10 SNU in the absence of neutrino oscillation. Only 54% of the flux was seen.

3.1.3 Gallex and GNO

Similar to the SAGE experiment, the GALLium EXperiment (Gallex) and its

successor the Gallium Neutrino Observatory (GNO) [14, 15] used neutrino interactions

with 71Ga to measure the solar νe flux. The target was 100 tons of gallium chloride, instead

of metallic gallium, providing 30.3 tons of gallium. The experiment was located at the
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Laboratori Nazionali del Gran Sasso (LNGS) in Italy.

After a standard exposure of 4 weeks, the germanium was extracted, converted

to GeH4 gas, and inserted into proportional counters. Combining the GALLEX and GNO

solar neutrino analyses, this process was repeated 123 times in the period from May 14, 1991

to Apr. 9, 2003. The measured solar νe flux above 233 keV was measured to be 69.3 ±

4.1(stat.)±3.6(syst.) SNU , in agreement with the result from the SAGE experiment. This

is only 53% of the expected rate.

3.1.4 Kamiokande

The Kamioka Nucleon Decay Experiment (Kamiokande) [57, 49] was a water

Čerenkov detector designed to search for proton decay; it was also capable of measuring solar

neutrinos by elastic scattering on electrons. The recoiling electrons emit Čerenkov radia-

tion in the water, which was detected with photomultiplier tubes. Unlike the radiochemical

experiments, this method allowed for a real time measurement of the energy-dependent

neutrino flux and the neutrino direction. All neutrino flavors interact via elastic scatter-

ing, although the cross section for νµ and ντ is approximately 1/6 of that for νe. Due to

radioactive backgrounds at lower energies, the detector was only sensitive to the electron

recoils above 7MeV . This corresponds to only a small fraction of the total solar neutrino

flux, particularly the upper end of the 8B neutrino energy spectrum.

The Kamiokande detector consisted of 2140 tons of water, with the inner 680 tons

as the fiducial volume. The detector was located 1000m underground (2700m.w.e.) in the

Kamioka mine in the Gifu prefecture in Japan2.
2The Kamiokande detector cavity is now occupied by the KamLAND detector.
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The total solar neutrino data comprises 2079 days taken between Jan. 1987 and

Feb. 1995. During this time, the detector energy threshold was lowered from the original

9.3MeV (449 days) to 7.5MeV (794 days) and finally 7.0MeV (836 days). After account-

ing for background events, a total of 597+41
−40 solar neutrino events were detected. This results

in a measured solar neutrino flux of 2.80±0.1 (stat)±0.33 (syst)× 106 cm−2 s−1. With no

oscillation, the expected 8B flux according to the solar model (BP04) is 5.79×106 cm−2 s−1,

with a 23% theoretical uncertainty. Only 48% of the expected flux was measured.

Aside from solar neutrinos, Kamiokande had the distinction of making an ad-

ditional contribution to neutrino physics. Both the Kamiokande and Irvine, Michigan,

Brookhaven (IMB) experiments detected neutrinos emitted by the supernova 1987a [55, 29].

This was the first and is currently the only detection of supernova neutrinos, and resulted

in the 2002 Nobel prize for Masatoshi Koshiba who led the Kamiokande collaboration.

3.1.5 Super-Kamiokande

The Super-Kamiokande detector [51, 47, 48, 80, 58] was constructed with a goal

of making a high-statistics solar neutrino measurement. The volume of Super-K is 50,000

tons of ultra-pure water, of which a 22,500 ton fiducial volume is used for the solar neutrino

analysis. The detector is located in the same mine as the Kamiokande experiment, under

the same overburden of 2700m.w.e.

By carefully controlling radioactive contamination and by ignoring events near

the detector boundary, a lower threshold of 5MeV for recoil electrons was achieved. In

1496 days of running from Apr. 1996 to Jul. 2001, a total of 22,404±226 (stat.)+784
−717(syst.)

were detected in a 5.0MeV to 20MeV window. This corresponds to a solar 8B neutrino
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flux measurement of 2.35±0.02 (stat.)±0.08 (sys.)×106 cm−2 s−1. This is 41% of the solar

model prediction with no neutrino oscillation.

The Super-Kamiokande experiment currently continues to take data.

3.1.6 Sudbury Neutrino Observatory

The Sudbury Neutrino Observatory (SNO) experiment [9, 10, 11, 12, 8] is a water

Čerenkov detector, similar to Kamiokande and Super-Kamiokande, but the detector is filled

with heavy water (D2O). SNO detects three neutrino interactions,

νe + d → p + p + e− − 1.442MeV (CC)

νx + d → p + n + νx − 2.224MeV (NC)

νx + e− → νx + e− (ES)

(3.5)

The charged-current interaction (CC) is sensitive only to electron neutrinos; detection is by

the Čerenkov radiation of the emitted electron. The neutral current interaction (NC) has

equal sensitivity to all neutrino flavors; detection is by the gamma rays emitted when the

liberated neutron is captured by a nucleus. With some sensitivity of the elastic scattering

(ES) interaction to non-electron flavors, this reaction adds an over-constrained measurement

of the electron and non-electron neutrino fluxes.

The SNO detector is located in the Creighton mine near Sudbury, Ontario, Canada,

at a depth of 2000m (6000m.w.e.). The neutrino target is 1000 tons of D2O (99.92% iso-

topically pure) contained within a 6.0m radius transparent acrylic sphere. The experiment

was performed in three phases. In the first, the NC events were detected by the 6.25MeV

gamma ray emitted by neutron capture on deuterium. In the second phase, NaCl was added

to the target volume to increase the sensitivity to and discrimination of NC events. In the
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third and final phase, 3He proportional tubes were inserted to further improve the detection

of NC events independent of the photodetection method. Data taking has been completed

for all three phases, and the analyses of the Phase I and II results have been completed.

For the first phase of SNO, 306 live days of data taking were between Nov. 1999 and

May 2001. Due to an increasing rate of backgrounds at larger distances from the detector

center, the analysis was limited to events with reconstructed positions within 5.5m of the

detector center. A threshold corresponding to an electron kinetic energy of 5MeV was

required to avoid low energy radioactive backgrounds. After all cuts, 2928 candidate events

remained. Using a likelihood analysis of the event distributions, the estimates of 1967.7+61.9
−60.9

CC events, 263.6+26.4
−25.6 ES events, and 576.5+49.5

−48.9 NC events were obtained (statistical errors

only). For this analysis, it was necessary to constrain the fit using the undistorted solar 8B

neutrino spectrum. The resulting solar neutrino fluxes (in units of 106 cm−2 s−1) were,

φcon
CC = 1.76+0.06

−0.05(stat.)
+0.09
−0.09(syst.), (3.6)

φcon
ES = 2.39+0.24

−0.23(stat.)
+0.12
−0.12(syst.), (3.7)

φcon
NC = 5.09+0.44

−0.43(stat.)
+0.46
−0.43(syst.). (3.8)

In the second phase of the experiment, ∼ 2000 kg of NaCl were added to the

detector. Neutral current interactions were detected by neutron capture on 35Cl, which

emits multiple gamma rays with a total energy of 8.6MeV . The higher cross-section and

total energy tripled the neutron capture detection efficiency. The increased symmetry of

energy deposition due to the multiple gamma rays allowed for a statistical separation of

the NC from the CC and ES events. Using this separation, the likelihood analysis could be
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performed without the constraint of the 8B neutrino spectrum.

In this phase, 391 live days of data were collected from Jun. 2001 to Oct. 2003. The

energy threshold was increased to an electron kinetic energy of 5.5MeV . A total of 4722

candidates events were detected. The resulting estimates of interaction rates were 2176±78

CC events, 279±26 ES events, and 2010±85 NC events. The resulting solar neutrino fluxes

(in units of 106 cm−2 s−1) were,

φuncon
CC = 1.68+0.06

−0.06(stat.)
+0.08
−0.09(syst.), (3.9)

φuncon
ES = 2.35+0.22

−0.22(stat.)
+0.15
−0.15(syst.), (3.10)

φuncon
NC = 4.94+0.21

−0.21(stat.)
+0.38
−0.34(syst.). (3.11)

The neutrino fluxes measured by SNO are summarized in Fig. 3.2. The SNO

ES rate is consistent with the high-statistics measurement from the Super-Kamiokande

experiment. The flux of νe measured by the CC interaction rate is inconsistent with the

assumption that the neutrino flux is entirely composed of electron neutrinos. The total

active neutrino flux measured by the NC interaction rate agrees with that predicted by

the other two fluxes, accounting for the decreased sensitivity of the ES interaction to non-

electron neutrinos. This measurement of the total active neutrino flux is consistent with

the flux of 8B neutrinos predicted by the standard solar model. The results of the SNO

experiment were seen as both evidence for neutrino flavor transformation and confirmation

of the Standard Solar Model.
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Figure 3.2: The SNO (second phase) flux measurement. The CC, NC, and ES over-constrain
the electron and non-electron neutrino flux estimates. The three reaction rates provide evi-
dence for neutrino flavor transformation and confirm the Standard Solar Model. Consistency
with the higher-statistics measurement of the ES rate from the Super-Kamiokande is shown.
Figure taken from Ref. [8].

3.1.7 Summary of Solar Neutrino Measurements

Fig. 3.3 summarizes the current solar neutrino measurements, showing the solar

neutrino fluxes compared with the predictions of the Standard Solar Model (BP04) without

oscillation. The points indicate the flux measurement with statistical and systematic errors

combined. The horizontal axis loosely characterizes the energy threshold; actual thresholds

are listed. The scale is identical to Fig. 3.1 for easy comparison. The colored bars represent

the uncertainties in the prediction (BP04). The gallium, chlorine, and SNO CC measure-

ments, only sensitive to νe, all show a deficit relative to the expectation. The SNO NC

measurements, sensitive to all flavors, and are consistent with the model prediction. The

ES measurements measure the νe flux and have a reduced sensitivity (∼1/6) for νµ,τ . The

discrepancy between the νe flux measurements over different energy regions hints at matter
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enhanced oscillation (see Fig. 2.2). The flux suppression for the low energy pp neutrinos

is less than the other CC measurements, which could be seen as a transition from matter

enhanced to vacuum oscillation.
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Figure 3.3: The solar neutrino fluxes compared with the no oscillation predictions of the
Standard Solar Model (BP04). The points show the flux measurement with total exper-
imental errors. The horizontal position loosely indicates the energy threshold; the actual
thresholds are shown. The colored bars represent the uncertainties in the prediction.

3.2 Reactor Neutrino Experiments

Until the turn of the last century, the solar neutrino problem continued to cast

doubt on the physical model of the Sun. A series of experiments were performed using

neutrinos produced in nuclear reactors to see if there was a consistent deficit, and to look

for direct evidence of neutrino oscillation. While the Sun produces νe, nuclear reactors are

a source of the anti-matter partner νe. The CPT symmetry of the Standard Model predicts

the same oscillation phenomena. Assuming CPT, solar and reactor experimental results
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can be combined. Before discussing the individual experiments, it is useful to discuss the

commonly-used technique for detecting νe: the delayed-coincidence method.

3.2.1 The Delayed-Coincidence Method

The Sun and nuclear reactors both produce ≈MeV neutrinos. Experiments must

cope with radioactive and cosmic ray induced backgrounds which may mimic the rare neu-

trino interactions in the energy range of interest. Nuclear reactor produced antineutrinos

have a distinct detection advantage over solar neutrinos. An antineutrino interacts with a

proton to produce a positron and a neutron,

νe + p → e+ + n. (3.12)

The inverse beta decay process has a neutrino energy threshold of 1.8MeV . Both the

positron and neutron can be independently detected, producing a pair of signals. The char-

acteristic pair of signals is a powerful tool for rejecting backgrounds, dramatically improving

sensitivity to the lower rate of neutrino events.

One common detector design is a large volume of scintillator, where the scintillator

functions as both the target and detector. The νe interacts with a proton in the scintillator

according to the reaction in Eq. 3.12. Kinematically, the positron carries away the neutrino

kinetic energy minus the interaction threshold energy (1.8MeV ). Within nanoseconds, the

positron will slow in the scintillator and annihilate with an electron. This process is detected

as the prompt antineutrino event.

The free neutron is not stable, and in isolation it would decay with a mean time of

886 s. In the presence of matter it is more likely captured by an atomic nucleus, releasing
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gamma radiation,

n + AX → A+1X + γ. (3.13)

The gamma rays can be detected by interaction in the active target or a separate detector.

The mean capture time for a neutron varies greatly depending on the nuclear composition

of the detector, anywhere from a few microseconds to hundreds of microseconds. Since this

process occurs after the positron is detected, it is called the delayed antineutrino event. The

detection of the prompt and delayed events together represent a single νe detection. Using

this signal pair, also called the delayed-coincidence signature, the first direct measurement

of the neutrino was made by an experiment at the Hanford reactor in eastern Washington.

νe

e+

Prompt Interaction

n
Delayed Interaction

Figure 3.4: The delayed-coincidence signal of inverse beta decay. A neutrino interacts
with a proton, producing a neutron and a positron. The positron and annihilation gamma
rays are visible by their ionization of the detector (prompt interaction). After the neutron
thermalizes, it is captured by a nucleus which releases deexcitation gamma rays (delayed
interaction).
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3.2.2 Hanford

More than 20 years after Pauli postulated the existence of the neutrino, Reines

and Cowan made the first experimental measurement of the antineutrino in 1953 [76]. A

300 l tank of scintillator loaded with cadmium and instrumented with 90 photomultipier

tubes was placed next to the core of the Hanford nuclear reactor (Fig. 3.5). Cadmium has

a high neutron capture cross-section, resulting in a capture time of 5µs. With the reactor

not running, the experiment measured a coincidence event pair rate of 2.14±0.13 delayed

counts per minute. With the reactor running, this rate increased to 2.55 ± 0.15min−1, a

change of 0.41± 0.20min−1. Although the change was consistent with the expected rate of

antineutrino interactions, the high rate of background events prevented this measurement

from being definitive evidence for the existence of the neutrino.

3.2.3 Savannah River

Using the experience of the Hanford Experiment, Reines and Cowan performed

another experiment at the Savannah River nuclear facility [38, 77]. Two 3”×4’×6’ vessels of

water were sandwiched between three 2’×4’×6’ vessels of liquid scintillator. The water was

loaded with cadmium and served as the antineutrino target. The gamma rays produced by

positron annihilation and subsequent neutron capture in the water targets were detected

in the scintillator volumes. An antineutrino interaction is accepted when the multiple

gamma rays from both the positron and neutron deposit energy in both of the neighboring

scintillator volumes. This multiple-layer requirement increased the signal-to-background

ratio to 3 to 1, which was significantly better than the Hanford experiment. Photographs
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Figure 3.5: The Hanford antineutrino detector, also known as Herr Auge (Mr. Eye). The
detector consisted of a 300 l cylindrical tank of liquid scintillator instrumented with 90
photomultiplier tubes. The bases of the photomultiplier tubes can be seen behind the
acrylic display case.
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of example oscilloscope traces from the experiment are shown in Fig. 3.6. In 1956 the

Savannah River experiment reported convincing evidence of the neutrino. For his work in

detecting the neutrino, Reines received the 1995 Nobel prize in physics. Unfortunately,

Cowan did not survive to share the prize.

Figure 3.6: The Savannah River experiment used the spatial topology of the data within a
segmented detector to identify antineutrinos. Two water target volumes were sandwiched
between three scintillator detectors (I,II,III). The photomultiplier tube signals from the
scintillators are shown in the figure. Panels (a) and (b) show antineutrino interactions in
the upper and lower water targets respectively. Both the prompt positron annihilation and
the delayed neutron capture generate a signal in the two neighboring scintillators. The
times between the prompt and delayed signals are consistent with the expected neutron
capture time. The remaining panels show rejected signals: electronic noise (c), cosmic rays
(d,e), and a likely cosmic ray (f). Figure from Ref. [77].
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3.2.4 Institut Laue-Langevin (ILL)

Given the solar neutrino deficit, the ILL (Institut Laue-Langevin) reactor neutrino

experiment set out to test whether there was a related deficit of reactor neutrinos [66]. A

“57MW”-thermal-power reactor at ILL in Grenoble, France was used as the νe source. The

detector consisted of a sandwich of 5 planes of liquid scintillator contained in acrylic and

four 3He wire counter planes for neutron detection. The total scintillator target volume of

377 l corresponded to 2.39 × 1028 target protons. The detector was placed 8.76m from the

reactor core, with an expected νe flux of 9.8 × 1011 cm−2 s−1 at the detector. A total of

4890±180 antineutrino events were detected at a rate of 1.58h−1. A ratio of detected to

expected events was measured which was consistent with the predicted flux,

R =
n

nexp
= 0.955 ± 0.035(stat.) ± 0.110(syst.). (3.14)

Subsequent to this experiment, an approximately 10% error in the power level of

the ILL reactor was discovered. The result has not yet been corrected.

3.2.5 Gösgen

Following the completion of the ILL experiment, the detector was upgraded and

moved to the Gösgen nuclear power reactor in Switzerland [87]. With a significantly bigger

thermal power of 2800MW , the total antineutrino flux was approximately 5 × 1020 νe s−1.

The detector was placed at three distances from the reactor core, 37.9, 45.9, and 64.7m, and

approximately 104 νe events were measured at each location between 1981 and 1985. The

number of antineutrino events at each location divided by the expected number assuming
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no oscillation were,

R37.9 = 1.018 ± 0.019(stat.) ± 0.015(uncor.syst.) ± 0.060(cor.syst.), (3.15)

R45.9 = 1.045 ± 0.019(stat.) ± 0.015(uncor.syst.) ± 0.060(cor.syst.), (3.16)

R64.7 = 0.975 ± 0.036(stat.) ± 0.030(uncor.syst.) ± 0.060(cor.syst.). (3.17)

3.2.6 Rovno

The νe flux was measured at the Rovno nuclear plant in Russia in 1987 [6]. The

detector, composed of 238 l of gadolinium loaded scintillator, was initially placed at 18m

from the reactor core. It was later moved to 25m. Approximately 32,000 νe interactions

were detected, split evenly between each detector location. The results from the two dis-

tances were reported as a single measurement. The measured rate was consistent with the

rate expected assuming no neutrino oscillation, with a ratio of,

R = 0.964 ± 0.068. (3.18)

In 1992 an additional experiment was performed at the Rovno facility [62]. Two

separate detectors were positioned at 12m and 18m from the reactor core. By simulta-

neously measuring the νe signal at two locations, uncertainties associated with the reactor

antineutrino source were reduced. Roughly 1000 νe interactions were detected at each lo-

cation. The relative interaction rates at the two locations are consistent with no neutrino

oscillation from 12m to 18m,

R12

R18
= 0.976 ± 0.020(stat.) ± 0.015(syst.). (3.19)
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3.2.7 Bugey

Comparable to the Gösgen experiment, the Bugey experiment measured the an-

tineutrino flux from a 2800MW thermal power reactor [40]. Early results from this ex-

periment showed evidence of neutrino oscillation which was inconsistent with other experi-

ments [34]. To further control systematic uncertainties, an improved experiment used three

identical detectors; one at 15m directly beneath the core of the reactor, the other two at

40m. During a period when the reactor was off, the near detector was used to measure the

νe flux from a second operating reactor core 95m away. Each detector consisted of 600 l

of liquid scintillator loaded with 0.15% of 6Li by mass, and divided into 98 segments. The

delayed neutron was detected using the reaction,

n + 6Li → 4He + 3H + 4.8MeV. (3.20)

Approximately ∼120000 total inverse beta decay events were detected. At each

location, the number of detected events was consistent with the expected number of events

and no oscillation,

R15 = 0.988 ± 0.004(stat.) ± 0.05(syst.), (3.21)

R40 = 0.994 ± 0.010(stat.) ± 0.05(syst.), (3.22)

R95 = 0.915 ± 0.132(stat.) ± 0.05(syst.). (3.23)

3.2.8 Krasnoyarsk

In 1999, an experiment at the Krasnoyarsk nuclear facility in Russia reported

results of measuring reactor antineutrino interactions using heavy water (D2O) [65]. In the
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test phase of their experiment, the detector was filled with 513 l of normal water (H2O).

The measurement using the water target may be compared with other inverse beta decay

experiments. The delayed neutron was detected using 169 3He proportional counters arrayed

through the detector. At 34m from the reactor, the expected flux was approximately

1012 νe cm−2 s−1. The ratio of the detected to expected rate was consistent with no neutrino

oscillation,

R = 1.00 ± 0.04. (3.24)

3.2.9 CHOOZ

In an attempt to reach even greater sensitivity to long oscillation lengths, the

CHOOZ experiment measured the electron antineutrino flux 1 km from two reactor cores [17,

18]. The two reactors, located near the village of Chooz in the Ardennes region of France,

had a total thermal power of 8.5GW . Since even without oscillation the νe flux decreases

with the squared distance from the reactor, the detector target size was increased to com-

pensate. The CHOOZ detector consisted of a monolithic 5 ton target of liquid scintillator,

loaded with 0.09% of gadolinium. Neutron capture on Gd produces a set of gamma rays

with a total energy of ∼ 8MeV . With a lower νe flux and larger target volume than

previous experiments, backgrounds were a greater problem. To reduce the contribution of

cosmic ray induced backgrounds, the detector was placed underground, providing shielding

equivalent to 300 meters of water.

The experiment collected data from April 97 until July 98, detecting a total of

2991 coincidence events (reactor signal plus background). The background was measured

during time when the reactor was not running. Once again, the total number of detected
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νe interactions was consistent with the expected number and no oscillation,

R = 1.01 ± 0.028(stat.) ± 0.027(syst.) (3.25)

3.2.10 Palo Verde

From 1998 until 2000, an experiment measured the antineutrino flux at the Palo

Verde Nuclear Generating Station in Arizona [30]. The facility consisted of three cores with

a total thermal power of 11.63GW . The single detector was placed 750m from one core

and 890m from the other two, and beneath a cosmic ray shielding equivalent to 32 meters

of water. The detector consisted of 11.34 tons of liquid scintillator divided into 66 optically

isolated segments. The scintillator was loaded with 0.1% of gadolinium, resulting in a 27µs

mean neutron capture time. The measured inverse beta decay event rate relative to the

expected rate was,

R = 1.01 ± 0.024(stat.) ± 0.053(syst.). (3.26)

3.2.11 Reactor Experiment Summary

Fig. 3.7 summarizes the νe flux measurements based on the distance from the

nuclear reactor. All values are normalized by the expected flux assuming no neutrino

oscillation. Neutrino oscillation would be revealed as a modulation of the flux versus the

distance from the reactor. All the experiments shown, with distances up to 1 km from the

reactor, measured a flux consistent with no oscillation. The shaded region identifies the

distances that are probed by the KamLAND experiment. This region corresponds to the

LMA solution of the solar neutrino problem.
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Figure 3.7: νe flux measurements based on the distance from the nuclear reactor. All values
are normalized by the expected flux assuming no neutrino oscillation. The shaded region
identifies the distances that are probed by the KamLAND experiment.

3.2.12 Spectral Distortion

All of the reactor antineutrino experiments described here, except for the Han-

ford and Savannah River experiments, also measured the positron energy spectrum. As

previously noted, the e+ spectrum is kinematically related to the antineutrino spectrum.

For certain ranges of the neutrino oscillation parameters, oscillation will produce an energy

dependent distortion of the antineutrino spectrum according to Eq. 2.7. None of the exper-

iments found a significant distortion of the spectrum, thereby constraining the oscillation

parameters. With multiple identical detectors, the Bugey and Rovno experiments were able

to make simultaneous relative measurements of the antineutrino flux, independent of the

uncertainties in the reactor properties and inverse beta decay cross section. These results

were also consistent with no neutrino oscillation.



41

Chapter 4

The Kamioka Liquid Scintillator

Anti-Neutrino Detector

The KamLAND experiment was devised to investigate the Large Mixing Angle

(LMA) solution of the solar neutrino problem. By using the well-characterized flux of

antineutrinos from nuclear reactors, this allows for a measurement of neutrino properties

independent of solar models. To reach sensitivity to ∆m2
12 in the LMA region (∆m2

12 ∼

10−5 eV 2) with reactor antineutrinos (E ∼ 4MeV ), the antineutrinos must propagate a

distance Losc ∼ 100 km (Eq. 2.10). Given that the antineutrino flux from nuclear reactors

is isotropic, without oscillation it decreases as the square of the reactor-to-detector distance.

To be sensitive to the reduced flux at these large distances, the target volume is increased

relative to previous experiments to nearly a kiloton.
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4.1 Site Description

Japan produces more than 10% of the world’s total nuclear power over a land

area less than that of California (∼ 400, 000 km2). The large number of reactor facilities at

distances on the order of 100 km makes Japan an ideal location for a reactor antineutrino

experiment probing the LMA region. The antineutrinos from many reactor sites can be

combined to increase the total flux.

The KamLAND experiment is situated in a preexisting underground facility near

Kamioka city in the Gifu prefecture. The mine is the same that housed the Kamiokande

experiment and currently houses the Super-Kamiokande experiment. KamLAND uses the

original Kamiokande underground cavity. The experimental site is accessible by horizontal

tunnel, simplifying the construction and operation of the detector.

4.2 Detector Overview

The KamLAND detector is a 1 kton low-background monolithic scintillating detec-

tor. The light produced by ionization in the scintillator is detected by 1879 large-diameter

photomultiplier tubes (PMTs) with approximately 34% coverage. The voltage traces in

time from each photomultiplier are digitized, grouped into events1, and archived. These

collections of PMT signals are later processed to determine the position of the interaction in

the detector and the energy produced by the interaction (Chap. 6). Offline analysis consists

of identifying antineutrino events and discriminating them from backgrounds (Chap. 8).
1An event is the collection of photomultiplier signals associated with a single interaction in the detector.
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4.2.1 Physical Detector Design

The KamLAND detector occupies the refurbished underground cavity used for

Kamiokande. A cross-section of the detector is shown in Fig. 4.1. The detector volume

is 1 kton of liquid scintillator (LS). This is contained within a 13m diameter transparent

balloon supported by kevlar ropes. This balloon is suspended within a 18m diameter steel

sphere with the intermediate space filled with mineral oil. The PMTs are mounted on the

steel sphere facing the geometric center of the detector. This internal region is collectively

referred to as the Inner Detector (ID). The space between the steel support sphere and the

cylindrical rock cavity is the outer water Čerenkov detector (OD) which is used to identify

cosmic ray muons as well as to attenuate fast neutrons and gamma rays originating in the

rock. The dome area above the detector allows access for calibration and monitoring. The

following sections describe these detector components in more detail.

4.2.2 Detection Principle

Particle interactions produce optical photons in the scintillating volume of the

detector. These photons travel to and produce signals in the PMTs. Roughly 200 PMTs

are hit for 1MeV of energy deposited in the LS.

4.2.3 The Scintillator

The KamLAND scintillator is a mixture of dodecane (80.2%), pseudocumene

(19.8%), and PPO (1.52 g l−1). These are all organic compounds with the following chemi-

cal compositions: dodecane (H26C12), pseudocumene (H12C9), and PPO (H11C15NO). The

density of this mixture is 0.780 g cm−3 at 11.50 C, closely matched (0.04%) to that of the
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Figure 4.1: Cross section of the KamLAND detector. The detector volume is 1 kton of liquid
scintillator (LS) contained within a 13m diameter transparent balloon supported by kevlar
ropes. An 18m diameter steel sphere contains the balloon, with the intermediate space
filled with mineral oil. 1879 large diameter photomultiplier tubes (PMTs) are mounted on
the steel sphere and provide 34% coverage. The dome area above the detector allows access
for calibration and monitoring.
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Table 4.1: Scintillator composition by isotope from a mixture of dodecane (80.2%), pseudoc-
umene (19.8%), and PPO (1.52 g l−1). Natural abundances and the density of 0.780 g cm−3

at 11.50 C are assumed.

Isotope Natural LS Abund.
Abundance [atoms cm−3]

1H 99.985% 6.6 × 1022

2H 0.015% 9.9 × 1018

12C 98.93% 3.3 × 1022

13C 1.07% 3.7 × 1020

14N 99.632% 4.1 × 1018

15N 0.368% 1.5 × 1016

16O 99.757% 4.1 × 1018

17O 0.038% 1.6 × 1015

18O 0.205% 8.3 × 1015

mineral oil (dodecane) outside the balloon. Table 4.1 outlines the relative nuclear densi-

ties based on natural abundances. Upon ionization, pseudocumene emits scintillation light.

PPO is a wavelength-shifting compound; it absorbs the scintillation light and re-emits this

light with wavelengths more closely matched to the PMT response.

4.2.4 The Balloon

The scintillator is contained within a 135µm thick, transparent balloon. The

balloon material has three layers: EVOH-nylon-EVOH. The nylon provides structural

strength. EVOH is an organic material designed to reduce diffusion2; in this case it is used

to reduce the diffusion of radon into the scintillating volume. EVOH is also chemically

compatible with the scintillator.

The scintillator is maintained at a slightly higher pressure than the mineral oil

buffer by adjusting the relative liquid levels. This prevents the balloon from collapsing;
2EVOH was developed for high-altitude helium-filled balloons.
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care is taken to keep the stress on the balloon to a minimum.

4.2.5 The Buffer Region

A buffer region lies between the balloon and the steel support sphere. Filled with

mineral oil (dodecane), it shields radioactivity from the PMTs and provides additional

attenuation of gamma rays and neutrons originating from outside the detector. Black

acrylic sheets optically separate the region of the PMT mounts from the detection volume

and reduce reflection. These acrylic sheets encircle the PMTs exposing only the front

sensitive faces to the sensitive inner detector region. Clear acrylic panels are placed on

a 16.7m-diameter sphere between the PMT faces and the rest of the buffer region. This

barrier suppresses radioactive contamination (especially radon) from diffusing toward the

sensitive region of the detector.

4.2.6 Photomultipliers

Hamamatsu R7250 20”-diameter photomultiplier tubes make up 1325 of the total

number of photon detectors. The R7250 was developed especially for KamLAND in which

good timing is essential. To maintain timing the PMT photocathodes were masked down to

17”. Focused dynode structures, common for fast timing applications, are employed. The

changes dramatically improve the timing and single photoelectron peak amplitude, at the

cost of a reduced photocathode area.

554 20”-diameters Kamiokande PMTs, Hamamatsu R3600, were reused to increase

the total inner detector photocathode coverage to 34%. 240 of the same PMTs instrument

the outer detector.
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4.2.7 Magnetic Compensation Coils

The performance of the large PMTs is degraded by external magnetic fields. A

set of cables which encircle the inner detector provide a magnetic field that compensates

for the Earth’s field.

4.2.8 Outer Detector

The KamLAND outer detector (OD) is a water Čerenkov detector which fills the

space between the walls of the rock cavity and the inner detector steel support sphere. It

serves as a cosmic ray veto and attenuates external fast neutrons and gamma rays. 240

refurbished Kamiokande 20” PMTs collect the light in this region. The OD is lined with

white Tyvek sheets to increase the total light collection through reflection. Additional Tyvek

sheets optically separate the outer detector into four horizontal regions: Top, Upper, Lower,

and Bottom. Circulation of purified water in the OD regulates the detector temperature.

4.2.9 Chimney and Glove Box

During normal operation, the inner detector is sealed to prevent contamination.

For periodic calibration the scintillating volume can be accessed through the chimney region.

A glove box at the top of the chimney allows for the assembly and deployment of calibration

devices. The glove box and the chimney region are connected with a vertical port containing

two gate valves with 6” and 16” diameters respectively. The valves are only opened during

calibration deployments.
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Table 4.2: Calibration sources

Source Type Half-life Energy [MeV]
203Hg γ 46.594 days 0.279
68Ge γ 270.95 days 1.022a

65Zn γ 244.06 days 1.116b

60Co γ 1925.28 days 2.505c

241Am-9Be γ,neutron 432.2 years 2.223d

aPositron annihilation plus 3% contribution from 1.077 MeV γ-ray
b3% contribution from positron annihilation
cTwo γ: 1.173 + 1.332 MeV
dNeutron capture gamma. Also produces proton recoils and 12C excitation γ rays (4.439, 7.654,

9.641 MeV )

4.2.10 Radioactive Calibration Sources

A number of radioactive sources are deployed into the scintillating volume of Kam-

LAND characterizing the detector response. These sources are listed in Table 4.2.

4.2.11 Z-Axis Calibration System

During the first four years of KamLAND operation (Jan. 2002–Dec. 2005) calibra-

tion was done using the z-axis calibration system. This system consisted of a radioactive

source or LED suspended from a Teflon-coated stainless steel cable. The source was low-

ered from the glove box through the chimney region into the scintillating detector volume

(Fig. 4.2). Using this approach, positions along the detector central vertical axis (z-axis)

are accessible.

4.2.12 4π Calibration System

In Dec. 2005 the 4π calibration system was installed. This system was designed

to allow for calibration of positions in the detector away from the central axis (Fig. 4.3).
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Calibration Source

Figure 4.2: Z-axis calibration deployment.

The body of the 4π consists of seven segments of titanium tube, each 0.9m in length. Up

to seven of these segments may be joined and lowered vertically into the detector, with a

calibration source attached to the lower end of the pole. Two woven stainless steel and

nylon straps control the pole position. One strap is attached to the pole 1.5m from the

calibration source. The other strap is attached to the opposite pole end. Once the pole has

been lowered into the scintillating volume, the pole may be moved away from the vertical

by adjusting the relative lengths of the straps. The pivot block is a small attachment which

keeps the straps in a vertical orientation through the chimney region. It is fixed to one

strap and allows the second strap to slide relative to the first. Motion of the second strap

relative to the first strap determines the inclination of the pole. Calibration sources can be

placed at most points in the scintillating volume. The addition of a weighted pole segment

shifts the center of mass to reach further off-axis positions. The reconstruction of events
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due to a set of 60Co sources embedded in the pole and pivot block allow for a cross-check

of the pole position independent of the strap lengths.

4.3 Data Acquisition System

The KamLAND detector produces a number of PMT signals when energy is de-

posited in the scintillator. A set of coincident PMT signals are identified as an event, and

usually correspond to a charged particle moving in the detector. The Data Acquisition

System (DAQ) is a combination of electronic systems (hardware and software) responsible

for choosing when to group and record the PMT signals. The DAQ collects, orders, and

archives the data. It consists of four major components, performing the following tasks:

1. The front-end electronics record the signals from the individual photomultiplier

tubes as digitized traces of anode current versus time.

2. The trigger decides whether or not a collection of PMT signals constitute an event

worth recording, and notifies the front-end electronics to digitize the analog traces.

3. The data read-out system reads these digital signals out of the front-end electronics

and archives them to computer storage. The read-out is done asynchronously, partially

shuffling in time the digital traces. Therefore, signals from multiple events are mixed

into one unified stream of data.

4. The event builder reads in this asynchronous data and groups the digital traces

according to individual events (i.e. unshuffling the digital traces), re-archiving the

time-ordered data to computer disk.
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Figure 4.3: 4π calibration deployment. The pole is assembled and deployed vertically (a).
Retracting cable 2 draws the pole away from vertical. The pivot block keeps the cables
vertical through the detector chimney (b). A counterweighted pole segment increases the
horizontal reach of the system to a maximum of 4.6m (c).
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Figure 4.4 presents a simplified picture of KamLAND data acquisition.
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Figure 4.4: KamLAND data acquisition. Analog PMT signals are recorded by the front-
end electronics (1). The trigger calculates the number of PMT signals obtained in the past
125ns (2). Based on the number of hit PMTs, the trigger decides whether to save the data.
If triggered (3), the front-end electronics digitize the PMT signals. The digitized PMT and
trigger data are read-out and saved to computer disk (4). The data is not time-ordered
during read-out. The event builder time-orders the data and re-saves it to computer disk
(5).

4.3.1 The Front-End Electronics: Pass 1

The front-end electronics are a set of ∼ 200 custom 9U VME electronics boards

that handle the detection and analog-to-digital conversion of the PMT signals. An example

board is shown in Fig. 4.5. Each board has 12 BNC connectors; a single PMT is attached

to each. In the initial analog circuitry, the PMT signal is split: the first signal is sent

to a discriminator, while a copy is sent into a delay line. The discriminator threshold is
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set to approximately 0.5mV , which is sufficient to capture single photoelectron signals.

If the discriminator identifies a pulse, then the signal traveling down the delay line is

recorded by one of the two Analog Transient Waveform Digitizers (ATWDs) attached to

the channel. The ATWD functions by attaching the analog input to a series of 128 capacitors

for approximately 1.5ns each, thereby storing the pulse profile. The logic of this process

is managed by a Field-Progammable Gate Array (FPGA) attached to the channel. The

board runs at 40MHz; each clock tick is 25ns. The number of channels on the board

that received a signal in an individual clock tick is summed and sent to the trigger (board

nsum).

4.3.2 The Trigger

The trigger is a custom board which accepts the individual board nsum signals

and makes a decision on whether to record the event. At the beginning of a run, the

trigger configuration is fixed according to the desired run conditions. From the individual

board nsum signals, the trigger assembles the total number of 17” PMT channels which

received a signal in the past 5 clock-ticks (125 ns). This count is referred to as the nsum.

During normal data taking, the trigger issues a message to record the event if the nsum is

greater than 200. After Apr. 2004, this threshold was lowered to 180 to be more efficient

for detecting low energy neutrino interactions. This nsum level roughly corresponds to an

energy threshold of 0.8MeV (nsum 200) or 0.7MeV (nsum 180). For 1ms after an event

is recorded, the trigger threshold is reduced to an nsum of 120 (0.4MeV ) to capture lower

energy time correlated events. Under normal running conditions, the trigger rate is roughly

30Hz. The maximum value of the nsum during an event, called the nsummax, is recorded
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Figure 4.5: A KamLAND front-end electronics VME board. A single PMT is attached to
each channel (1); a single board supports 12 PMTs. The analog signal is split. One copy is
sent to a discriminator circuit (2); the other is sent to a delay line (3). If the discriminator
threshold is crossed, one of the two ATWD chips (4) records a ∼ 200ns analog trace of
the signal from the delay line. If the trigger orders, the signal is digitized and read into a
buffer on one of the six channel FPGAs (5). The board FPGA (6) reads the data from the
channel FPGAs and buffers it to 32MB of on-board memory (7). The data is read out of
the board through the VME bus (8).
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and used as a proxy of the total energy of the event. A detailed discussion of the trigger is

found in [82].

4.3.3 The Front-End Electronics: Pass 2

When the front-end electronics receive a message from the trigger to record the

event, the signal in the ATWD is digitized and written to a memory buffer on the board.

4.3.4 Data Read-out

The data acquisition system asynchronously reads the signals from memory buffers

on each board through the VME bus. The signals are then converted and sent over optical

fiber from the VME crate to the data acquisition computer system. Each VME crate

has a dedicated read-out computer. Another computer manages the read-out computers,

aggregates the signals from each, and records the data to a raid disk. The data format for

this asynchronous data is referred to as KDF format.

4.3.5 The Event Builder

The event builder is a computer program which is responsible for reading in the

asynchronous data (KDF) and unshuffling it into the format of individual detected events

(SF). This program may be run at the time of data collection, or at a later date on data

stored in KDF format. The major challenge of this program is to keep up with the large

amount of data flowing from the detector.
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4.3.6 KiNOKO

KiNOKO is a data acquisition system software package written for use with the

KamLAND detector. In KamLAND it is responsible for managing all the components of

data acquisition: starting up the various systems, initializing run conditions, and transport-

ing and archiving data.

4.3.7 Data Volume and Lossless Data Compression

In one day under normal running conditions, the KamLAND detector produces

roughly 100GB of data in compressed SF format. Due to the difficulties of transporting,

archiving, and analyzing the large volume of data produced in the experiment, compression

of the data is very valuable. Standard compression tools performed poorly on the data in

SF format, reducing the data by only 20%. Using detailed knowledge of the physical nature

of the data and ideas from information theory, a specialized compression algorithm was

written under the constraint that no information is lost in the compression (the details are

discussed in Appendix A). This lossless compression reduces data in KDF format to ∼25%

and SF format to ∼30% of their original size.
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Chapter 5

Determining the Antineutrino Flux

from the Reactors

This chapter describes the process of determining the reactor antineutrino flux at

the KamLAND site. The unoscillated flux is determined and then the effects of oscillation

are considered and compared to the KamLAND measurement.

The estimation of the νe flux is summarized as follows. The fission rates of the

reactor fuel isotopes are obtained for each of the nuclear power reactor cores in Japan.

The antineutrino spectra for each decay chain are used to convert the fission rates into the

antineutrino flux and energy spectrum by reactor core. The flux at the KamLAND site is

estimated by taking account of the distance and the effect of neutrino oscillation. Finally,

the positron energy spectrum is calculated using the inverse beta decay cross section.

The total antineutrino rate for a standard 3GW (thermal) power reactor can be

roughly estimated. From the neutron to proton ratio in the nuclei of the spent fuel, relative
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to the original fuel abundances, there are about 6 νe emitted per fission. The masses of the

spent fuel isotopes determine an energy release of approximately 200MeV per fission. A

3GW reactor produces ∼ 6 × 1020 antineutrinos per second. A more rigorous calculation

of the antineutrino flux at KamLAND now follows.

5.1 Reactor Power and Fission Rates

The thermal power and refueling data for each power reactor core in Japan is pro-

vided to the KamLAND collaboration through agreements with all of the Japanese reactor

companies. The data is converted into a table of isotope fission rates computed at daily

intervals [70]. The reactor cores included in the analysis are listed in Table 5.1. Distances

range from 87 km to 830 km from the detector. Japanese reactor types are mostly boiling

water reactors (BWR) and pressurized water reactors (PWR). Included are two lower-

power test reactors: an advanced thermal reactor (ATR) and a fast breeder reactor (FBR).

Reactors outside of Japan are included approximated using a single reactor at one distance

for each country. The total flux for each country is computed from the reported electrical

power. Reactors outside of Japan contribute roughly 1% of the unoscillated neutrino flux

at KamLAND. Figure 5.1 shows the total unoscillated reactor antineutrino flux, in units of

the number of inverse beta decays per target proton per day above the ∼ 2.6MeV analysis

threshold. The vertical dashed line shows the end of the data period used in the previous

KamLAND results; the current analysis includes the full range and is approximately twice

the exposure.
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Table 5.1: Japanese reactor sites included in the KamLAND
flux determination. The thermal and electrical power ratings
indicate the nominal power of each core.

Site Location Core Type Distance Thermal Electrical
[km] [MW] [MW]

1 BWR 214 1593 540
2 BWR 214 2436 840

Hamaoka Chubu 3 BWR 214 3293 1100
4 BWR 214 3293 1137
5 BWR 215 3926 1380
1 BWR 401 1380 460Shimane Chugoku
2 BWR 401 2436 820

Tokai2 Genden 1 BWR 295 3293 1100
1 BWR 138 1064 357Tsuruga Genden
2 PWR 138 3423 1160
1 PWR 783 1650 579Tomari Hokkaido
2 PWR 783 1650 579
1 BWR 88 1593 540Shika Hokuriku
2 BWR 88 3926 1358

Japan Nuclear Cycle Fugen 1 ATR 139 557 165
Japan Nuclear Cycle Monju 1 FBR 142 714 280

1 PWR 146 1031 340
Mihama Kansai 2 PWR 146 1456 500

3 PWR 146 2440 826
1 PWR 179 3423 1175
2 PWR 179 3423 1175Ohi Kansai
3 PWR 179 3423 1180
4 PWR 179 3423 1180
1 PWR 191 2440 826
2 PWR 191 2440 826Takahama Kansai
3 PWR 192 2660 870
4 PWR 192 2660 870
1 PWR 754 1650 559
2 PWR 755 1650 559Genkai Kyusyu
3 PWR 755 3423 1180
4 PWR 755 3423 1180
1 PWR 830 2660 890Sendai Kyusyu
2 PWR 830 2660 890
1 PWR 561 1650 566

Ikata Shikoku 2 PWR 561 1650 566
3 PWR 561 2660 890
1 BWR 430 1593 524

Onagawa Tohoku 2 BWR 431 2436 825
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3 BWR 431 2436 825
1 BWR 349 1380 460
2 BWR 349 2381 784
3 BWR 349 2381 784Fukushima1 Tokyo
4 BWR 349 2381 784
5 BWR 350 2381 784
6 BWR 350 3293 1100
1 BWR 345 3293 1100
2 BWR 345 3293 1100Fukushima2 Tokyo
3 BWR 345 3293 1100
4 BWR 345 3293 1100
1 BWR 159 3293 1100
2 BWR 159 3293 1100
3 BWR 159 3293 1100

Kashiwazaki Kariwa Tokyo 4 BWR 160 3293 1100
5 BWR 161 3293 1100
6 BWR 161 3926 1356
7 BWR 160 3926 1356

Higashidori Tohoku 1 BWR 636 3293 1100
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Figure 5.1: The estimated reactor antineutrino flux, in units of the number of inverse beta
decays per proton per day above a ∼ 2.6MeV analysis threshold. The flux is calculated
assuming no oscillation.



61

5.2 Antineutrino Flux By Isotope Fission

Figure 5.2 shows the antineutrino energy spectra due to the key isotopes in re-

actor fuel. The spectra from the fission of 235U, 239Pu, and 241Pu are from fits to the

measured beta decay spectra of the fission fragments [78, 54]. The spectrum for 238U is

a theoretical estimate [84] based on the known fission fragments and beta decay strength

functions. The beta decay of long-lived isotopes is a small contribution. Long-lived isotopes

will emit low energy antineutrinos, mostly below the inverse beta decay threshold. 106Ru

(τ1/2 = 373.6 days) and 144Ce (τ1/2 = 284.9 days) decay to the short-lived daughter nuclei

106Rh (τ1/2 = 29.8 s) and 144Pr (τ = 17.3m) respectively, and the daughter decays pro-

duce antineutrinos above the 1.8MeV inverse beta decay threshold. Above the interaction

threshold, the relative production of νe from 235U, 238U, 239Pu, and 241Pu for a standard

reactor is 0.61, 0.13, 0.20, and 0.06 respectively [70].
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Figure 5.2: The antineutrino energy spectra from the key fissioning isotopes in reactor fuel.
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5.3 Inverse Beta Decay Cross Section

Translating the antineutrino flux into the expected positron spectrum in Kam-

LAND requires an estimate of the inverse beta decay cross section. The rate of interactions

is given by,

R = fσ. (5.1)

where σ (cm2) is the cross section and f (neutrinos cm−2 s−1) is the antineutrino flux. By

crossing symmetry, the cross section for inverse beta decay is related to neutron beta decay.

To zeroth order in inverse powers of the nucleon mass, 1/M , the cross-section is written [83],

σ0 =
2π2

fR
p.s.τnm5

e

E(0)
e p(0)

e , (5.2)

where τn is the lifetime of the neutron, me is the mass of the electron, and Ee and pe are

the positron energy and momentum respectively. The phase space factor fR
p.s. is calculated

to be 1.7152 [83]. For protons at rest in the laboratory, the νe threshold is,

Ethr =
(Mn + me)2 − M2

p

2Mp
= 1.806MeV. (5.3)

Including corrections of order 1/M , the total cross section is calculated numerically

and shown in Fig. 5.3.

5.4 Positron Energy

In inverse beta decay, the positron carries away most of the kinetic energy. Positron

annihilation adds 1.022MeV of detectable energy. Accounting for masses and annihilation,

the visible energy from the positron is Ep � Eν − 0.8MeV . The neutron recoils with
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Figure 5.3: The inverse beta decay cross section as a function of antineutrino energy Eν

to zeroth order (dashed) and first order (solid) in 1/M . The zeroth order cross section is
calculated from Eq. 5.2. The first order cross section is from [83].

only tens of keV of energy because of its large relative mass. The exact energy depends

on the direction of recoil. A refinement comes from including recoil energy loss from the

β-νe angular correlation. In the present analysis, the positron is taken to be emitted at

the mean angle for a particular energy1. This assumption is necessary because we do not

measure the angle in KamLAND but it has a negligible effect on the analysis. The positron

visible energy spectrum, including the annihilation gamma rays and assuming no neutrino

oscillation, is displayed in Fig. 5.4.

1The energy width due to the angular distribution is much smaller than the energy resolution of the

detector.
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Figure 5.4: The estimated positron energy spectrum assuming no oscillations. The energy
is the sum of the positron kinetic energy and 1.022MeV annihilation gamma rays. The
curve is normalized per proton in the target volume.
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Chapter 6

Event Reconstruction

Each trigger signal leads to a number of digitized photomultiplier signals that are

recorded for offline analysis. All of the signals associated by time with a single interaction

is an event. The process of using the signals contained in an event to estimate the position

and energy of a charged particle interaction is event reconstruction.

The first step in this process is to precisely determine the total signal size (the

collected charge) and time of each PMT signal. Once the times and charges for each PMT

signal are determined, the event is classified by the distributions of the times and charges.

Finally, refined estimates of the position and energy of the particle interaction which caused

the event are determined from the time and charge distributions using a model of scintilla-

tion and light propagation developed for the KamLAND detector.
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6.1 PMT Signal Processing

The signal from each PMT is a sequence of 128 samples reflecting the anode

current as a function of time, as shown in Fig. 6.1. The samples are ∼ 1.5ns apart, so the

entire waveform corresponds to almost 200ns. The digital value of each sample ranges from

0 to 1023 (10 bits). A PMT signal appears as peaked distributions in the waveform; the

position of the peak reflects the time t of the signal and the area represents the accumulated

charge Q. Times and charges are the basic data used in the analyses. Much effort went

into developing the algorithms for determining times and charges. Figure 6.3 displays the

method of PMT signal processing.

Sample
0 20 40 60 80 100 120

A
D

C
 V

al
u

e

80

100

120

140

160

180

200

220

240

Figure 6.1: An example of a raw digitized waveform representing a current trace of a PMT
signal versus time. The two peaks are from single photoelectron level signals. The 128
samples correspond to a 192ns window.
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6.1.1 Gain Filtering

KamLAND was designed to have a large dynamic range; from MeV -level neutrino

interactions to the GeV -level cosmic ray muons. The PMTs and bases used in KamLAND

were shown to be linear over a dynamic range of ∼104. In the electronics, the dynamic

range is preserved by using three separate amplifiers for each PMT. The nominal ampli-

fications correspond to 20×, 4×, and 0.5×. The 20× amplification captures signals with

amplitudes less than a millivolt, below the signals from single photoelectrons. The 0.5×

amplification captures pulses with amplitudes greater than a volt, which are due to the

multi-photoelectrons usually from high-energy particle interactions.

Normally, only the waveform from the 20× gain needs to be recorded. Although

the digital range of each gain extends from 0 to 1023, the response is non-linear above an

ADC value of 900. If the signal is above ADC value 896 in the 20× gain, then the waveform

from the 4× gain is also collected. If this signal is above 896 ADC value in the 4× gain, then

the 0.5× gain is collected as well. There may be three collected waveforms corresponding

to a single PMT signal, as shown in Figure 6.2. For the usual MeV -level events, only the

20× gain is used in the analysis and other gain waveforms are discarded. For GeV -level

events, the timing is extracted from the leading edge of the 20× gain waveform, while the

charge comes from the lowest gain channel. The procedure of using the 20× gain for timing

data provides consistent results over a wide range of signal amplitudes when the high gain

channel is saturated.
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Figure 6.2: A waveform caused by a large PMT signal (∼ 103 photoelectrons) recorded in all
three gains. The front-end electronics can capture signals from single to 103 photoelectrons.

6.1.2 Pedestal Subtraction

The first stage in signal processing is the removal of digital offsets in the ATWD.

Each of the 128 samples collected by an ATWD has a different offset. At the beginning

of each run1, 50 waveforms are collected from each ATWD with a random trigger. The

sample-to-sample variations in these pedestal waveforms are characteristic of the ATWD

and are stable in time. The average of 50 pedestal waveforms is taken as a measure of the

offsets. To reject the cases where a real signal arrived while these waveforms were collected,

outliers are rejected from the sample. The average pedestal waveform is subtracted from

each successive waveform collected from each ATWD.

6.1.3 Waveform Smoothing

After pedestal subtraction, the waveforms often display small ADC value fluc-

tuations from pickup associated with digital processes in the electronics. This and other

high-frequency noise can cause error in the analysis of the waveform. A smoothing filter ap-

plied to each waveform reduces the impact of high-frequency noise. It is obviously important
1A run is an individual period of data collection, usually one day in length.



69

Sample
0 20 40 60 80 100 120

A
D

C
 V

al
u

e

100

110

120

130

140

150

160

170

180

190

200

Pedestal Subtraction

Sample
0 20 40 60 80 100 120

A
D

C
 V

al
u

e

100

110

120

130

140

150

160

170

180

190

200

Electronics Pick-up

Sample
0 20 40 60 80 100 120

A
D

C
 V

al
u

e

-50

0

50

100

150

200

Remove Offset

Sample
0 20 40 60 80 100 120

A
D

C
 V

al
u

e

-20

-10

0

10

20

30

40

50

Pulse

Sample
0 20 40 60 80 100 120

A
D

C
 V

al
u

e

-50

0

50

100

150

200

Multiple Pulses

(a) (b)

(c) (d)

(e)

Figure 6.3: Determining PMT single-photoelectron pulse arrival time and charge from
digitized signals. (a) Pedestal subtraction removes the fine variations which are an artifact
of the ATWD. (b) Savitzky-Golay filtering removes electronics-induced noise. (c) The ADC
offset is removed so that an ADC value of zero represents no signal from the PMT. (d) PMT
pulses are identified by contiguous regions of positive area. (e) Multiple photoelectrons can
be individually identified.
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that the smoothing filter does not significantly distort the PMT signal. A Savitzky-Golay

filter [73] was found to effectively reduce the noise for simulated pulses. The filter smoothes

a function using a polynomial approximation within a limited window. The order of the

polynomial and the size of the smoothing window must be chosen. For waveform smoothing,

a fourth-order polynomial fit over a window of 15 waveform samples determines the ADC

value at the center of the window. For each of the 128 ADC values in a waveform, the win-

dow is reset and the polynomial approximation of the smoothed ADC value is determined.

6.1.4 Determining the ADC Offset

It is necessary to determine the ADC offset which corresponds to no PMT signal.

The waveform signal is offset so that negative signal fluctuations or low frequency variations

do not shift the ADC values below the digital scale (0 to 1023). This offset is not the same

for each electronics channel, and because of drifts it must be determined for each waveform.

For waveforms with small signal peaks, the highest-valued ADC samples are iter-

atively discarded from the waveform until the distribution of ADC values above and below

the mean ADC value in a waveform is symmetrized. This preferentially removes the ADC

samples corresponding to PMT pulses, which are positive. The mean of the remaining ADC

values is interpreted as the ADC value obtained for a signal of zero voltage. This value is

subtracted from each sample in the waveform and regions of positive area are interpreted

as PMT signals.

For very large PMT pulses, from cosmic ray muons for example, the pulse tail may

extend for the full length of the waveform (∼ 200ns). In this case, the best approximation

for the ADC offset is the mean of the few samples which precede the arrival of the PMT
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pulse. The mean of the first 10 waveform samples is interpreted as the ADC value of no

signal.

6.1.5 Pulse Finding

After pedestal subtraction, the next step is to determine the time and charge of

each pulse. A different method is used for small and large pulses.

Single photoelectron level signals are selected by finding regions of positive ADC

values. Fig. 6.4 shows the pulse area spectra for 17” and 20” PMTs. To reject noise in

the waveform from being misidentified as PMT pulses, any pulse with less than 15% of the

total positive area of the waveform is discarded. The arrival time of the pulse is determined

from a second-order polynomial fit to the waveform peak.

For large pulses, the waveform is treated as containing only a single pulse. A

constant threshold (50 ADC counts) was found to provide the optimal pulse time. The

charge is determined by summing up the area of the waveform.

6.2 Event Classification

After the time and charge of each of the PMT signals has been determined, the

event is classified using a combination of the PMT and trigger data. The following section

discusses this categorization procedure.
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Figure 6.4: The pulse area spectra for single photoelectron signals in the 17” PMTs (a). The
smaller peak is from noise. The sensitivity to single photoelectron signals for 17” PMTs is
significantly improved relative to the 20” PMTs (b). The spectra were obtained by looking
at the pulse areas obtained during data taking; the majority of signals are due to single
photoelectrons.



73

6.2.1 Low-level Event Classification

Reconstructed quantities such as energy and position might be used in event clas-

sification, but the classification would then depend on the reconstruction algorithm and

reconstruction efficiencies. In particular, for inner detector muon events the identification

efficiency should be as high as possible to reliably eliminate muon induced radioactivity.

The event time according to the trigger and the inner and outer detector nsummax are

independent of reconstruction and used for event categorization. The categories are also

identified using low-level measures of time and charge. Two specific quantities are defined

for this purpose: Nt, which corresponds to the total light collected in the event, and σn,

which is the dispersion of this light across the PMTs.

The total number of photoelectrons is defined in terms of the analog sum of the

PMT outputs,

Nt =
∑
17′′

giQi, (6.1)

=
∑
17′′

Ni (6.2)

which is the sum of the charge Qi collected by the 17” PMTs in the inner detector, each

with a gain correction factor gi related to the charge deposited by a single photoelectron.

Note that Nt is not necessarily an integer. The PMT-to-PMT variation of Ni is σn,

σn =
∑
17′′

√
(Ni − 〈N〉)2

Nt
. (6.3)

This is the RMS of the PMT-by-PMT photoelectron distribution in a single event, nor-

malized to the total number of photoelectrons. (This form is motivated by the familiar

σn/
√

n ≈ 1 from Poisson statistics.)
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Fig 6.5 shows how these two low-level quantities separate different categories of

events. All events for a sample period of roughly one day of livetime are included in this

figure except for those occurring within 50µs after a LS muon.

Identification of muons in the outer detector is more difficult. Figure 6.6 displays

the correlation of the number of PMT signals in the outer detector relative to the light in

the inner detector for the same data period above. A significant fraction of events from

muons passing through the outer detector do not produce enough light to be discriminated

from the noise.
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Figure 6.5: Distribution of events in the inner detector for a subset of the data (run 5155).
(Events occurring within 50µs following a LS muon are not included.) The two quantities
Nt and σn discriminate between classes of events: (a) background light in the inner detector,
(b) low-energy candidate events, (c) higher-energy events, mostly 12B decays, (d) residual
post-muon noise, (e) PMT flasher events, (f) muons depositing energy in the buffer oil, (g)
muons depositing energy in the liquid scintillator, (h) showering muons. The dotted lines
are the cuts used to select the e, f, g, and h categories of events. The cuts were chosen after
examining and classifying the reconstructed events.

Finally, the OD-ID correlated noise can be identified by examining the OD and
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Figure 6.6: The signal from the outer detector relative to the inner detector for an example
run (5155). Events with OD nsummax ≥ 10 (dotted line) are identified as muons in the
outer detector. The OD signal does not clearly separate muon events and noise. The regions
f and g are due to muon events in the inner detector. The tails of each of these regions
extend below the OD threshold, showing an inefficiency of the outer detector. The letters
identify the same event regions as Fig. 6.5.
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ID nsummax distribution for events (Fig. 6.7). The noise produces the anomalous bands

of events with a roughly linearly related OD and ID nsummax values. These events occur

intermittently, and are evident in a few segments of data. The noise has been found to be

correlated to electrical interference coming from outside the detector. The noise is evidently

from insufficient electrical isolation.

6.2.2 Event Types

Reactor antineutrino events produce signals in the range of 0.1 to 10MeV . Inter-

actions and radioactive backgrounds in this energy range are therefore the most important.

Aside from these low energy interactions, a wide range of other signal events are collected by

the KamLAND detector. Events are categorized based on timing, trigger data, and detector

light distributions. The reconstructed energy and position are not used for event classifica-

tion since these are reconstruction algorithm dependent. The categories are denoted by the

most common events found in each. The event categories are:

Candidates (area b): Low energy (0.1 to 10MeV ) particle interactions. These events

are candidates for the prompt or delayed component of an inverse-beta decay.

Outer Detector (OD) Muons: Cosmic ray muon events in which the muon produced a

signal in the outer veto detector (OD nsummax ≥ 10). This classification is indepen-

dent of the inner detector.

Inner Detector (ID) Muons (areas f,g,h): Cosmic ray muon events in which the muon

appears to have deposited a significant amount of energy in the inner detector.
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Figure 6.7: The two panels both show the inner and outer detector nsummax signals. The
upper panel shows a typical period of data (run 5155), while the lower shows a short period
(run 2019) with a high rate of OD-ID correlated events due to electronic noise. Events
occurring above the dotted line are classified as muon events by the outer detector. The
letters identify the same event regions as Fig. 6.5.
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Liquid Scintillator (LS) Muons (areas g,h): Cosmic ray muons which deposit a sig-

nificant amount of energy in the scintillating volume of the inner detector. (This

category is a totally-contained subset of all Inner Detector muons.)

Mineral Oil Muons (area f): Cosmic ray muons which deposit a significant amount of

energy in the mineral oil buffer volume of the inner detector. (Effectively, the ID

muon events which are not also LS muon events.)

Muon Showers (area h): Showers expected to be generated by muons in which a signif-

icant amount of energy goes into the ID, beyond the energy of a minimum-ionizing

muon. (This category is a totally-contained subset of all Liquid Scintillator muons.)

Post-Muon Noise: Detector noise generated events due to afterpulsing in the PMTs oc-

curring in the first 50µs after LS muon events.

Short-Lived Spallation: Short-lived cosmic ray muon-induced radioactivity of the de-

tector occurring in the 50µs to 2ms period after the ID muon event (e.g. spallation

neutrons captures).

Medium-Lived Spallation: Cosmic ray muon-induced radioactivity with decay times oc-

curring in the 2ms to 200ms period after an ID muon event (e.g. 12B, 12N decay).

Long-Lived Spallation: Long-lived cosmic ray muon-induced radioactivity of the detec-

tor whose decays occur in the 200ms to 2 s period after an ID muon event (e.g. 9Li,

8He).

OD-ID Noise: Detector noise generated events which display a correlation between the
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signals seen in the Inner and Outer detectors. (Also named Nikolai Noise for Nikolai

Tolich who was the first to interpret these events.)

PMT Flasher (area e): Events associated with a very large signals collected in a single

PMT. PMT “flashing” events are caused by light emitted from particular PMTs.

6.3 Vertex Reconstruction

The vertex fitting algorithm uses PMT hit times to estimate the event location.

Starting with an initial estimate based on the charge-weighted mean position, the vertex

position is moved in three dimensions to sample the deviation of the PMT hit times relative

to the expected hit times. The expected hit times are estimated using direct light paths from

the vertex to the hit PMTs, using two speeds of light for the scintillator (196.1mm ns−1)

and mineral oil buffer region (220mm ns−1). The speeds of light were determined using

calibration data. To avoid the effects of scattered or reflected light or accidental PMT

signals, only those pulses in a window between −10ns to +5ns around the direct light

peak are included.

The mean time of the prompt light 〈t〉 is calculated using the mean of the PMT

hit time distribution, and then refined iteratively by rejecting pulses with deviations greater

than 10ns from the mean. This process is repeated until the shift in the mean for the step is

less than 0.1ns, or 100 iterations have been made. During this stage, the estimated vertex

is fixed.

Next, the vertex position is moved at each step according to the differences in

predicted and actual PMT hit times for pulses in the prompt light peak. The shift is given
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by,

�x =
1

Npeak

∑
i

�Ri

(
1 − ti − 〈t〉

∆ti

)
, (6.4)

at each step of the process. Npeak is the number of pulses in the −10ns to +5ns window

around the peak time. The sum is taken over the PMTs pulses within the time window. �Ri

is the vector from the current vertex position to the hit PMT. ti − 〈t〉 is the deviation of

the hit time relative to the peak time of prompt light. ∆ti is the expected time for light to

travel directly from the vertex to the hit PMT. The fitting algorithm is based on the signal

timing of direct light. The factor in parentheses enhances the role of the direct light and

nearby tubes since these signals should have the highest correlation with the event position.

Distant tubes are enhanced by �Ri.

This process of shifting the vertex is repeated until the resulting shift in position

is less than 1mm, or until 100 shifts have been done. If the vertex failed to converge in

the 100 steps, or if the vertex reconstructs at an unphysical position outside the detector,

another attempt is made to converge using another 100 iterations.

Based on the fit results, the final vertex is marked according to the criteria listed

in Table 6.1. All reconstructed vertices marked with anything other than the Valid flag are

not used in the analysis. The reconstruction efficiency decreases to account for these events.

6.3.1 Position Calibration

The data from KamLAND is accompanied by calibrations that characterize the

detector. This is often accomplished by examining the data produced by well-understood

interactions in the detector. There are three categories of calibration events: radioactive
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Table 6.1: Vertex Reconstruction Status

Status Description
Valid Fit was successful
Unknown Less than 4 pulses in event
Not Valid Fit reconstructed unphysically (r > 10m)
Bad Fit Fit did not converge
Bad RMS Residual timing distribution has an unphysical RMSa

Bad Pulse Ratio Unphysical fraction of pulses in the peakb

Bad Peak RMS Peak of residual timing distribution has an unphysical RMSc

a< 35 ns or > 90 ns
b< 22% or > 55%
c< 1.7 ns or > 4 ns

sources inserted into the detector, naturally occurring radioactive contamination, and muon

activation. The energy and position reconstruction of such interactions is a of measure de-

tector performance, providing a test of the detector model that underlies the reconstruction

algorithms.

Most calibrations are accomplished with sources deployed along the vertical axis

(z-axis) of the detector (Sec. 4.2.11). A charge-dependent correction to PMT timing was

parameterized using all of the gamma ray lines from calibration sources. The speeds of

light in the liquid scintillator and mineral oil were adjusted to improve the position recon-

struction along the z-axis. The calibration source positions, shown in Fig. 6.8, fit well to a

single Gaussian peak and a flat background, except for the 241Am-9Be source. (Penetrat-

ing neutrons and higher-energy gamma rays give non-Gaussian tails to the distribution.)

The deviation of the reconstructed position of calibration sources placed along the z-axis is

shown in Fig. 6.9. The reconstructed position is within a few centimeters the known posi-

tion, except for the low energy 203Hg source which shows a strong shift toward the center

of the detector. The reconstruction performance in the horizontal plane is found to have a
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similar behavior.
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Figure 6.8: The reconstructed z-position for 60Co gamma rays (blue circles) and 241Am-
9Be 2.2MeV neutron capture gamma rays (red squares). The sources were placed at the
detector center.

The spread in the reconstructed calibration source positions varies between sources,

as evident in Fig. 6.10. The low energy 203Hg events have lower photon statistics and a

higher relative contribution of uncorrelated PMT signals (also called dark noise). The

detector position resolution shows little variation with the vertical positioning of the source

within the detector. The position resolution in the horizontal plane (for sources along the

z-axis) is similar.

6.4 Energy Reconstruction

The energy reconstruction algorithm estimates the visible energy of an event in

the KamLAND scintillator. The true particle energy should be related to the visible energy
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Figure 6.9: The deviation of the reconstructed position of calibration sources placed along
the vertical axis (z-axis) of the detector. The low energy events from 203Hg show a significant
deviation.
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Figure 6.10: The mean squared deviation of reconstructed calibration source positions along
the vertical axis (z-axis) of the detector. The low energy 203Hg events have lower photon
statistics and a wider distribution. The resolution shows little variation with source position.
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via a quenching correction which depends on the charge to mass ratio and a correction for

Čerenkov radiation. When working with mixed-species data where the species is not known

a priori, it is convenient to analyze events in terms of their visible energy Ev. The visible

energy unit is defined so that the 2.5MeV sum of the two gamma rays from 60Co has the

same value in real and reconstructed energy.

6.4.1 Charge Probability Distribution

The key component of the energy reconstruction is a model for the probability

Pi for the i-th PMT to produce a signal Ni from the collection of a fraction of the visible

energy Ev at vertex position �rv. Ni is the PMT gain-corrected charge, in units roughly

corresponding to number of photoelectrons. Five effects are included in the model:

1. An exponential attenuation 1/la of the light from the vertex to the PMT.

2. A background rate αi of uncorrelated photoelectrons.

3. The solid angle subtended by active photocathode Ωi.

4. A Poisson probability P (ne|〈ne〉) to detect ne photoelectrons given a mean 〈ne〉 pho-

toelectrons.

5. A probability Pi(Ni|ne) of ne photoelectrons to generate a signal Ni, including elec-

tronics threshold effects.

Combining these components,

Pi(Ni|Ev) =
∞∑

ne=0

Pi(Ni|ne)P (ne|〈ne〉i(Ev)), (6.5)
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is obtained, where the mean number of photoelectrons depends on the attenuation, solid

angle and quantum efficiency,

〈ne〉i(Ev) = 〈ne〉0Ωie
− |�rv−�ri|

la Ev + αi. (6.6)

The coefficient 〈ne〉0 is the number of photoelectrons per unit of visible energy for each

PMT, determined using calibration data. The dark rate αi is the number of uncorrelated

photoelectrons in PMT i in an average event. The attenuation length la is considered

uniform across both the scintillator and mineral oil; attempts to include separate attenu-

ation lengths did not improve the reconstructed energy of calibration sources. The model

parameters are determined from calibration sources. The probability Pi(Ni|ne) of ne pho-

toelectrons to produce a signal Ni is obtained from a fit of a sum of Gaussian functions to

the gain-corrected pulse area distribution.

6.4.2 The Energy Likelihood Function

The energy likelihood function is the product of the probabilities for the 17” PMTs

in the inner detector,

L( �N |Ev) =
∏

PMT i

Pi(Ni|Ev). (6.7)

The sum excludes PMTs channels which are dead or busy processing previous

events. A list of active PMTs is constructed for each event. The effective χ2 (≡ −2 log(L))

is minimized in one dimension using a Newton-Raphson algorithm [73]. The energy recon-

struction process returns one of the conditions listed in Table 6.2. For any status other

than Valid, the event is excluded.
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Table 6.2: Energy Reconstruction Status

Status Description
Valid Fit was successful
Unknown Event lacks PMT signal data
Not Valid Minimization failed

6.4.3 Energy Calibration

Understanding the detector energy response is essential for determining the an-

tineutrino spectrum. The energy of calibration events are obtained with the algorithm

in Sec. 6.4. The parameters in the energy reconstruction model are determined from the

60Co source at the detector center. The energy spectrum is fit in the range of interest

with a Gaussian distribution on top of a second-order polynomial background, as shown

in Fig. 6.11. The reconstructed energy for source deployments at the detector center are

shown in Fig. 6.12. An additional 0.13% systematic uncertainty is added, determined from

the observed detector energy reconstruction drift in time.

The variation of the energy reconstruction with position along the z-axis is shown

in Fig. 6.13, normalized to the center source position. A systematic source position bias

is evident. The same bias is in Fig. 6.14, displaying calibrations from the full-volume 4π

system as well as from neutron capture events (n + p → d + γ) expected to be uniformly

distributed within the detector volume.

6.4.4 Energy Response Model

A simple energy response model accounts for the normal saturation effects observed

in scintillation detectors, along with the effects of finite photon statistics. The visible energy
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Figure 6.11: The reconstructed energy of 60Co gamma rays (blue circles) and 241Am-9Be
2.2MeV neutron capture gamma rays (red squares). The sources were at the center of the
detector.
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Figure 6.12: The reconstructed energy of all calibration source deployments to the detector
center for the current data. An additional 0.13% systematic uncertainty is included to
account for observed drifts in the calibration parameters.



88

Source Z [mm]
-6000 -4000 -2000 0 2000 4000 6000

V
is

ib
le

 E
n

er
g

y 
D

ev
ia

ti
o

n

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1
Co60

Hg203

Zn65

Ge68

Be9Am-241

Figure 6.13: The energy for calibration sources along the z-axis, divided by the reconstructed
energy at the detector center. A systematic bias with position is evident for all sources.
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Figure 6.14: The reconstructed energy from 4π source deployments away from the central
vertical axis of the detector. The energy for spallation neutrons within specific geometric
regions also shown. The reconstructed energies are normalized at the detector center.
The open symbols are reflected copies of the closed symbols. The observed bias of the
reconstructed energy is similar to the bias in z-axis positions shown in Fig. 6.13.
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Ev for a single stopping particle is predominantly direct ionization and scintillation Eq, but

there is an additional component from absorption and reemission of Čerenkov light Ec,

Ev = Eq + kcEc. (6.8)

The parameter kc represents the fraction of the Čerenkov light converted to visible photons

in the scintillator. The direct ionization and scintillation is corrected for quenching; this is

done using a standard Birk’s empirical correction law of the form,

dEq

dx
=

dE
dx

1 + kb
dE
dx

. (6.9)

The total “quenched” energy is,

Eq =
∫ E

0

1
1 + kb

dE
dx

dE. (6.10)

The quenching correction for each particle type in the KamLAND scintillator is separately

approximated. Tables of the particle energy loss were computed from the Electron Gamma

Shower (EGS: e−,e+,γ) and Stopping and Range of Ions in Matter (SRIM: p,α) software

packages [1, 2]. A correction accounts for a systematic effect caused by a finite threshold

for low energy particles in the simulation. The parameter k0 is introduced, representing

the fraction of the energy below the tracking threshold Elost converted to visible energy.

The parameter a0 accounts for the overall normalization of the visible energy units, so that

Ev = Ereal for 60Co events. The visible energy is,

Ev = a0 (Eq(kb) + k0Elost + kcEc) . (6.11)

The four parameters in the expression above are estimated using calibration sources at the

detector center, spallation neutron capture events, and high energy α-particle events from
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contaminants. The energy of the distributed sources are corrected for the observed position

dependent energy biases. The α-particle events provide a strong constraint on the Birk’s

constant kb, while the high energy γ events constrain the Čerenkov contribution. The fit is

shown in Fig. 6.15, and the results are summarized in Table 6.3. The poor reduced χ2 of

the fit (∼2) is due to a discrepancy between the 60Co and 65Zn mean energies. 60Co decays

produce two ∼ 1MeV gamma rays; each should be quenched like the single gamma ray

from 65Zn which has similar energy (see Tab. 4.2). The entry for 60Co appears on Fig. 6.15

at a real energy of roughly 1MeV . The reconstructed energy of 60Co is 0.5% lower than

expected from the quenching of 65Zn. Inflating the uncertainty in the 60Co mean energy

gives a good χ2 (∼1); best fit parameters shift less than 0.5σ.
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Figure 6.15: Fit to calibration source deployments at the center, spallation neutrons, and
high energy α-particle events are used to determine the detector energy response. The
model includes a quenching correction and Čerenkov light.

A Gaussian smearing is introduced in the visible energy model to obtain the ex-

pected reconstructed energies. The width of the Gaussian, σe, has two components: a
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Table 6.3: The determined parameters in the detector energy response model. kb is the
Birk’s constant. k0 is the fraction of energy below the EGS simulation threshold which is
converted to visible light. kc is the fraction of Čerenkov light that is converted to visible
light. a0 is a normalization constant defined such that Ev = Ereal for 60Co events.

Parameter Estimate
a0 1.08 ± 0.02
kb 0.00985 ± 0.00021 g cm−1 MeV −1

k0 0.737 ± 0.084
kc 0.372 ± 0.083

constant contribution due to dark noise (σ0), and an energy-dependent portion due to pho-

ton statistics (σ1

√
E/1MeV),

σ2
e = σ2

0 + σ2
1

E

1 MeV
. (6.12)

Fig. 6.16 displays the fit to the energy resolution versus energy. At low energies the resolu-

tion deviates from the model.
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Figure 6.16: The reconstructed energy resolution for calibration sources.
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6.5 Muon Track Reconstruction

Cosmic ray muons normally do not stop in the detector. Light is emitted along the

track. The muon trajectory is estimated by the distribution of PMT signals in the detector.

6.5.1 The “Fastest-Light” Model

Given a muon trajectory, the “fastest-light” model estimates the PMT hit times.

The very high light levels ensure that a PMT hit is caused by the earliest photon emitted

(Fig. 6.17). The validity of this assumption is sound since there are ∼200 detected photo-

electrons per MeV of deposited energy, and a minimum-ionizing particle deposits about

2MeV g−1cm2. While the large number of photons produced by the scintillator insure that

these assumptions are valid for muon in the LS, it is less certain for events in the buffer oil.

Nonetheless, the fastest-light fitter also does well with these tracks.

The estimated shortest photon arrival time to any PMT is obtained by assuming

c for the muon speed, and (c/n) speed of photons radiated from the track. The common

feature is that the light path from the muon track to the PMT is at a constant angle relative

to the muon track. This angle turns out to be the same as the Čerenkov angle, although the

light is assumed to radiate isotropically. A single speed of light (c/n with n = 1.45) is used

in the fitter. The value of n is taken from independent measurements of these compounds.

The neglected differences of the index of refraction between scintillator and mineral oil as

well as the variation with wavelength only effect the results at the percent level.
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Figure 6.17: The “fastest-light” model for muon fitting. Taking the muon speed as c and
the number of scintillation photons as very large, the PMT hit time is given only by the
muon trajectory and the speed of light within the scintillator.
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6.5.2 “Fastest-Light” Likelihood and Minimization

The likelihood function for the fastest-light fitter is,

L(�x) =
∑
17′′

P (ti − tfastest i(�x)) . (6.13)

where the probability distribution P (∆t) has the form of a Gaussian with an exponential

tail (Fig. 6.18). A 1% broad component accounts for uncorrelated signals. The parameters

of P (∆t) are empirically estimated.
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Figure 6.18: The PMT hit time probability distribution for muon events. The peak is from
PMTs which are hit by light following the fastest trajectory. The tail is from PMTs which
fire on “late” light. The shape is roughly a Gaussian with an exponential tail.

The Minuit minimization utility [59] is used to vary the estimated track position

until the effective χ2 = −2Log(L) is minimized. If the final χ2 of the fit is poor (χ2/dof �

1), the resulting track is not accepted for use in the analysis.
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6.5.3 Performance

The fastest-light fitter successfully fit 30127481 of 30378844 muon events (99%).

The distributions of azimuth, zenith and impact parameter for non-showering LS muons are

displayed in Fig. 6.19. The impact parameter b is defined as the distance of closest approach

to the detector center. Overlayed on the histograms are the results of a MUSIC simula-

tion [16] of muons propagating from above ground using a map of the local topography.

The angular reconstruction is roughly consistent with the simulation, except for an excess

of horizontal and upward muons. The incoming flux of muons should be uniform across any

slice of the inner detector, yielding a flat distribution in the square of the impact parameter.

The excess of muons at the boundary of the scintillating region, at the detector center, and

with cos θ = 0 are artifacts of the fitting algorithm. The simulation shows the raw muon

distribution and will not account for muon fitting effects. Only muons with cos θ > 0.2 are

simulated.
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Figure 6.19: The reconstructed azimuth, zenith and impact parameter distributions for non-
showering LS muons. A simulation of muon propagation through the mountain is shown
with the dashed curves.
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Chapter 7

Muon Spallation

Cosmic ray muons produce backgrounds for the reactor antineutrino experiment.

Although the muons themselves are easily identified, they often activate the detector ma-

terial through spallation, producing secondary backgrounds. Spallation products, liberated

neutrons and unstable nuclei, produce backgrounds that can sometimes be associated with

the muon and rejected. The inefficiency in this procedure must be taken into account.

7.1 Muon Rates

Using the muon categories discussed in Chap. 6, histograms of the time between

muon events are constructed. Uncorrelated events should follow simple exponentials char-

acteristic of the muon rate. The fitted rate for each run are shown in Fig. 7.1. Electronics

effects frequently produce spurious triggers within 50µs following muons; the rate is fit

excluding this period. Noise in the outer detector produces many events falsely identified

as OD muons. 119 OD PMTs have died; the failures are attributed to water shorting the
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Table 7.1: Summary of the predicted and detected muon rates with statistical errors.

Muon Type Predicted Rate [Hz] Measured Rate [Hz] χ2 / d.o.f.
OD Muons 0.73 0.62 ∼ 0.64 -
Oil Muons 0.15 0.1322 ± 0.0001 1488 / 1447
LS Muons 0.21 0.2046 ± 0.0001 1582 / 1447

cable attachments at the PMT base. The loss of PMTs has reduced the detected rate of

OD muons over time. Averaging all the runs provide the rates and statistical errors in

Table 7.1, as well as the χ2. The predicted rate is estimated from the detector geometry

using the muon rate measured by the Kamiokande experiment.
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Figure 7.1: The OD, Oil, and LS muon rate for each run.

7.2 Spallation Neutrons

Muons passing through the detector and surrounding rock often generate neutrons

which cause radiative captures, (n,p) and (n,α) reactions. Neutron capture is the delayed
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Table 7.2: Thermal Neutron Interaction By Isotope

Isotope σ(n,γ) σother Rel. Capture (n,γ) Q-value
[b atom−1] [b atom−1] Rate [keV ]

1H 0.3326 ± 0.0007 1 2224.57
2H 5.19 ± 0.07 × 10−4 2.3 × 10−7 6257.23
12C 3.53 ± 0.05 × 10−3 5.3 × 10−3 4946.31
13C 1.37 ± 0.04 × 10−3 2.3 × 10−5 8176.44
14N 7.98 ± 0.14 × 10−2 1.83 ± 0.03a 1.4 × 10−5 10833.3
15N 2.4 ± 0.8 × 10−5 1.7 × 10−11 2489.1
16O 1.90 ± 0.19 × 10−4 3.6 × 10−8 4143.13
17O 5.4 ± 0.7 × 10−4 0.235 ± 0.01b 3.9 × 10−11 8044.03
18O 1.6 ± 0.1 × 10−4 6.1 × 10−11 3954.92

aσ(n,p)
bσ(n,α)

coincidence signal in inverse beta decay; spallation neutrons are a source of background.

Table 7.2 lists the cross sections for thermal neutrons (velocity v = 2200ms−1) [69, 3] and

relative capture rates on the nuclei in KamLAND liquid scintillator. The relative capture

rates are computed using the isotopic abundances in the liquid scintillator given in Table 4.1.

Other trace contaminants, including gases dissolved in the scintillator, are not considered.

The Q-values [75] are approximately equal to the total energy of the gamma rays emitted

as the daughter nucleus decays to its ground state.

7.2.1 Neutron Energy Spectrum

Figure 7.2 shows the background subtracted visible energy spectrum following

muon events. A window selects spallation neutron capture events while avoiding instrumen-

tal effects present in the first 50µs. Only the time to the previous muon is histogrammed

and only isolated muons are included in the sample. An isolated muon for this analysis is

one that is not preceded or followed by another muon within 5.45ms. The 1H capture peak



100

is found to be at 2.435MeV visible energy. The 12C capture fits at 5.486MeV . Energy

shifts may result from the poorly modeled shoulders to the left of each peak, as well as the

spatial variation of reconstructed energy. The shoulders are a result of electronics effects

observed in the first millisecond after a detected muon. A second-order polynomial was

used to approximate this background, but it does not properly describe the biased spec-

trum. Figure 7.2 includes the expected peaks from neutron captures on 13C and 14N, but

there are no statistically significant peaks after subtraction of the 12B and 12N beta decay

spectra.
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Figure 7.2: Energy spectrum of events between 0.05ms and 1.4ms after inner detector
muons. A window between 1.4ms and 5.45ms is used for background subtraction. (a)
Counts in the signal (blue) and background (red) windows. (b) Background-subtracted
spectrum and fits, plus the estimated 13C (9MeV ) and 14N (12MeV ) capture peaks. (c)
1H capture gamma ray peak. (d) 12C capture gamma ray peak.

One method to avoid the post-muon instrumental effects is to consider only those

events occurring a long time after muons. A signal window from 1.0ms to 1.4ms after

the muon event gives the spectra shown in Fig. 7.3. The 1H capture peak is found at
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2.435± 0.002MeV visible energy. The 12C capture is at 5.52± 0.02MeV . Considering the

ratio of the number of captures on 12C to 1H, (5.5 ± 0.8)× 10−3 is found, with 5.33 × 10−3

expected (Table 7.2). The electronic effects do not seem to distort the energy fits using the

later signal window.
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Figure 7.3: Background subtracted energy spectrum in the 1.0ms to 1.4ms window after in-
ner detector muon events, with a window from 1.4ms to 5.45ms for background subtraction.
(a) Counts in the signal (blue) and background (red) windows. (b) Background-subtracted
spectrum and fitted curve, plus the estimated 13C and 14N capture peaks. (c) 1H capture
gamma ray peak. (d) Region of the expected 12C capture gamma ray peak.

7.2.2 Neutron Rate

Electronics effects following muons make it difficult to determine the rate and

capture time of spallation neutrons. The event delay following muons is shown in Fig. 7.4.

Only isolated muons are used, but in this analysis an isolated muon is one which is not

preceded or followed by another muon event within 10ms. The nsummax is required to

be greater than 250 for events following muons to avoid backgrounds below the neutron
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capture energy region. The shape should be an exponential showing the neutron capture

time plus a flat background. The full range of the distribution in Fig. 7.4 is not well-fit

with an exponential due to the electronics effects. The duration and size of the electronics

effect are explored by varying the lower edge of the fit window from 0.15ms to 2ms (see

Fig. 7.5). The upper edge of the fit is held constant at 10ms. The fit quality is poor

(χ2/d.o.f > 1) when data within 0.8ms of the muon event is included. Starting the fit from

0.8ms to 1.5ms results in valid exponential fits with capture times which are of the right

order. Unfortunately, the statistics of the fits become very poor and a consistent capture

time is not obtained from fit to fit. For windows starting beyond 1.5ms from the muon,

the statistics are too low to detect capture events.

A rough estimate of the total number of neutron captures is obtained using the

fit starting at 1ms from the muon. An exponential fit gives 3.3 ± 0.6 × 106 neutron events

following 29721115 muons. With the ID muon rate of 0.33Hz, a total spallation neutron

capture rate of 0.037Hz is obtained for the liquid scintillating volume.

Instrumental distortions are suppressed by avoiding periods of exceptionally high

event rates following muons. The multiplicity of a muon event is defined as the number of

events triggering the inner detector for 0.15ms to 10ms after the muon. The distribution

of observed multiplicities is shown in Fig. 7.6. The sample is divided according to ranges

of multiplicity, and the capture time is fit for each set in the time window of 0.15ms to

10ms following the muon. The muon events with multiplicity of 75 or more (0.2%) produce

poor fits as indicated by the χ2 values in Fig. 7.7. Using the muons with multiplicity less

than 75, the capture time is 207.5 ± 0.3µs (χ2 / dof: 188 / 194). This method improves the
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Figure 7.4: A fit to estimate the neutron capture rate using event delay after a detected
muon. A fit starting at 1ms after the muon gives a mean capture time of 199 ± 8µs.
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Figure 7.5: (a) The fitted neutron capture time from Fig. 7.4 versus the fit range. (b) The
reduced χ2 of the fit versus fit range.
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measurement of the capture time, but it is not used to determine the number of spallation

neutron captures. Removing the muon events with high multiplicity distorts the estimate

of the number of neutron captures.
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Figure 7.6: Multiplicity distribution for muon events.

7.2.3 Spatial Distribution of Neutron Capture Events

The distribution of neutron capture events is expected to be uniform over the

detector volume. The muon flux does not vary over the dimensions of the detector, and the

scintillator and buffer oil provide an essentially uniform neutron production target.

Figure 7.8 shows the background subtracted radial distribution of spallation neu-

tron captures. Events are selected with a 1ms to 1.4ms window after muons, with a 2ms

to 5ms window for background subtraction. The distribution is uniform within the active

volume used in the reactor experiment (r < 5.5m).
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Figure 7.7: Fitted neutron capture time (a) and reduced χ2 (b) plotted against multiplicity
of the previous muon.
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Figure 7.8: The background-subtracted distribution of neutron capture events in the inner
detector volume. The solid vertical line roughly represents the balloon radius separating
the liquid scintillator from the buffer oil. The dotted vertical line indicates the analysis cut
placed to avoid radioactive backgrounds near the balloon surface.
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7.3 Boron and Nitrogen

Muon interactions in the detector produce the β-decaying isotopes 12B (τ1/2 =

20.20ms, ∆Q = 13.37MeV ) and 12N (τ1/2 = 11.000ms, ∆Q = 17.34MeV ). The delayed-

coincidence requirement excludes these β-decays as a background for the reactor analysis.

They provide a uniformly distributed calibration source for energetic events.

Figure 7.9: Decay scheme for 12B and 12N. [13]
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7.3.1 12B and 12N Energy Spectrum

Boron and Nitrogen decays are selected with a window from 2ms to 52ms follow-

ing inner detector muons; with a 52ms to 252ms window for background. Events are also

required to be within the analysis volume (r < 5.5m) and to follow isolated muon events

(∆tnextµ > 1 s and ∆tlast µ > 1 s). In Fig. 7.10, the characteristic beta decay spectrum is

evident above 4MeV ; below this energy the signal is lost in the background. The fit is

consistent with solely 12B in the range of 4MeV to 14MeV , and allow for a calibration of

the detector at high energies. The small number of events between 15MeV and 18MeV

indicates a small contribution from 12N.
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Figure 7.10: The fitted background subtracted visible energy spectrum of events in the 12B
and 12N time window following muons.
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7.3.2 12B Decay Rate

The time distribution in Fig.7.11 is from events with visible energy above 5MeV

in the 4ms to 1 s window following isolated muons. The half-life is 20.0 ± 0.3ms (χ2 / dof:

233 / 245), consistent with 12B. The fit includes a contribution from 9Li and a uniform

background. Alternate fits including a contribution from 12N result in rates of this isotope

consistent with zero. The total number of 12B events above the 5MeV threshold is 1.73 ±

0.02 × 104. With 15148397 isolated muons in this data sample, the 12B rate with visible

energy above 5MeV is 4.19± 0.05× 10−4 Hz (36.1± 0.4 day−1) in the scintillating volume.
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Figure 7.11: Time spectrum of events with Evis > 5MeV (2ms to 1 s after an isolated
muon). The fit yields a half-life of 20.0 ± 0.3ms, consistent with the expected half-life
of 12B (20.2ms). A longer-lived exponential with the half-life of 9Li is included in the
background.
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7.3.3 Spatial Distribution of 12B Decay Events

With its longer half-life, 12B decay events are not effected by detection effects seen

for spallation neutrons. The spatial distribution should be uniform except near the balloon

surface due to the imperfect spherical shape of the scintillating volume and a decrease in

efficiency at the very edge of this volume. Remaining distortions away from the balloon

edge are attributed to reconstruction systematic error. The normal event selection criteria

excluding the radial cut and a wider reconstructed energy cut from 4MeV to 20MeV , is

used. After background subtraction, the distribution in Fig. 7.12 is obtained.
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Figure 7.12: The background-subtracted radial distribution of 12B decays in the inner
detector.

7.4 Lithium and Helium

Potentially important spallation backgrounds for the reactor experiment come

from 9Li (τ1/2 = 178.3ms, ∆Q = 13.61MeV ) and 8He (τ1/2 = 119.0ms, ∆Q = 10.65MeV )
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β-decays. These isotopes sometimes beta decay to neutron unstable daughter states, mim-

icking the antineutrino delayed-coincidence signal. The decay schemes are displayed in

Fig 7.13 and Fig 7.14. The long lifetimes relative to the period between muons makes a

simple time-based veto impractical. The long-lived spallation products should appear with

the same cuts used to select reactor antineutrinos (see Table 8.1).

Figure 7.13: Decay scheme for 9Li. The branches where the daughter nucleus emits a
neutron are sources of delayed-coincidence backgrounds. Figure taken from Ref. [81].
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Figure 7.14: Decay scheme for 8He. No evidence of 8He delayed-coincidence background is
found in the KamLAND data. Figure taken from Ref. [81].
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7.4.1 Decay Rate of 9Li and 8He

Figure 7.15 shows the time since muons in the scintillator of all the delayed-

coincidence events. 9Li and 8He lifetimes are not negligible relative to the muon rate, so it

is important to include an entry for all LS muons in the previous 2 s for proper background

normalization. Including a possible contribution of 8He in the fit, the result is consistent

with no contribution from this isotope. Using the known half-life of 9Li, a value of 782± 35

total events is obtained (χ2 / dof: 41.9 / 28).
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Figure 7.15: The delayed-coincidence event time spectrum 2 s after all muons in the scin-
tillating volume.

7.4.2 Energy Spectrum of 9Li

Figure 7.16 shows the background subtracted 9Li prompt event spectrum. The

delayed events are selected with the antineutrino cuts in Table 8.1, but without a 2 s muon

veto cut. A window from 0.002 s to 1.001 s for the signal and 1.001 s to 2 s for the background
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leads to the spectrum in Fig. 7.16. A small effect from the decay of the daughter nucleus

into two alpha particles and a neutron is not included [71, 74].
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Figure 7.16: The background subtracted 9Li prompt reconstructed energy spectrum and
the expected curve. The curve does not include a small effect from the fragmentation of
the daughter nucleus into two alpha particles and a neutron [71, 74].

7.4.3 Spatial Distribution of 9Li Events

The mean of the prompt and delayed event positions is taken as the location of

the 9Li event. Figure 7.17 shows the spatial distribution of 9Li delayed-coincidence events

in the detector. The effect of the 5.5m radial cut used in the event selection is evident in

the figure. The distribution is statistically flat within the 5.5m radius.

7.5 Showering Muons and Spallation Production

The majority of cosmic ray muons are minimum ionizing, depositing roughly

2MeV of energy per centimeter of track length. For minimum ionizing events the total
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Figure 7.17: Radial distribution of the mean of the 9Li prompt and delayed (neutron cap-
ture) events.

detected light is linearly related to track length. A smaller amount of light is produced

in the mineral oil buffer region. Some muons produce significantly more light in the inner

detector. Electromagnetic and hadronic showers are the cause of this excess light.

The top panel of Fig. 7.18 shows the distribution of light collected Lµ in the inner

detector from muon events. The smaller peak is from muons passing through the buffer

oil region (Oil muons); the higher-light peak is from LS muon events. The 10.7% of muon

events above the dashed line are expected to be dominated by showering muons and the

light collected for these events is up to ten times greater than minimum ionizing. The lower

two panels indicate the light collected in the muon events preceding 12B and 9Li spallation

events. It is evident that spallation events are dominated by a showering muons.
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Figure 7.18: (a) The light collected Lµ from muons in the inner detector (logarithmic scale).
The events in the lower peak are from the buffer oil region. The second peak is from the
LS. (b) The light collected from muons preceding 12B spallation events. The peak at the
high end of the range is from saturation of the detector. (c) The light level preceding 9Li
events. Muon events to the left of the vertical dashed line are classified as showering muons.
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Chapter 8

νe Selection

The trigger rate in KamLAND is about 40 per second, but less one a day from

inverse beta decay of an antineutrino. This chapter outlines the method of finding νe in-

teractions. The first section is a description of the delayed-coincidence signal expected in

KamLAND. Then follows a description of the backgrounds, the criteria used to separate sig-

nal from background, and the systematic uncertainties. The antineutrino selection reduces

the target volume and livetime. The detector exposure is estimated in the final section.

8.1 Reactor Antineutrino Signal

Inverse beta decay on a proton produces a positron and a neutron. The positron

produces a prompt scintillation signal with energy Ep � Eν−0.8MeV . The neutron recoils,

thermalizes, and captures in the detector within centimeters of the production point. The

capture delay time follows an exponential with a characteristic capture time of 207µs, as

measured using spallation neutrons (discussed in Sec. 7.2.2). More than 99% of the captures
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involve 1H, yielding a 2.2MeV gamma ray. The gamma ray energy is absorbed within tens

of centimeters of the capture position. The reconstructed positions of the prompt and

delayed events are uncertain with a ∼ 20 cm resolution, measured with calibration sources.

The νe flux is uniform within the target volume, so the inverse beta decay signals are also

uniform.

The characteristics of an antineutrino interaction are:

• The prompt signal has an energy spectrum characteristic of the νe energy spectrum

and depends on the inverse beta decay cross section.

• The delayed signal has the energy of the 2.2MeV capture gamma ray.

• The time between the prompt and delayed signals should follow an exponential with

time constant of 207µs as measured with spallation neutrons.

• The mean distance between the prompt and delayed signals is tens of centimeters.

• The positions of the prompt and delayed signal pairs are uniform within the target

volume.

8.2 Backgrounds

The backgrounds for the reactor antineutrino analysis come from either uncor-

related or correlated signal pairs. Uncorrelated signals are mostly eliminated with the

delayed-coincidence condition, except for randomly correlated events from the uncorrelated

signal. Such signals are called accidental coincidences. Correlated backgrounds are from

interactions producing both a prompt and a delayed signal, which can be mistaken for
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the inverse beta decay signal. Fast neutrons, 9Li decay, and α-induced backgrounds cause

correlated signals.

8.2.1 Accidental Coincidences

The rate, position distribution, and energy spectrum of randomly correlated events

characterize the uncorrelated signals. The singles rate increases near the balloon radius

(∼ 6.5m), and is high in the chimney region at the top of the scintillator volume as seen

in Fig. 8.1. The singles rate is highest at the detector threshold (∼ 0.8MeV ), declining

rapidly at higher energies as shown in Fig. 8.2. By ignoring delayed-coincidence pairs which

occur at high radius and low energy, the background contribution is reduced.

8.2.2 Muon Spallation

Spallation Neutrons

Cosmic ray muons liberate neutrons by spallation. Neutron capture mimics the

delayed signal of an antineutrino interaction. The background is reduced by ignoring events

correlated with muon interactions. Since the neutron capture time (207µs) is short rela-

tive to the time between muon interactions (∼ 3 s), this does not significantly reduce the

experimental livetime.

9Li Correlated Background

Muon spallation produces 9Li nuclei uniformly in the scintillator volume. 50% of

9Li beta decays (∆Q = 13.61MeV ) are associated with neutron emission. Neutron delayed

beta decay mimics the prompt positron signal and the neutron capture of antineutrino
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Figure 8.1: The reconstructed position of interactions in the detector for one day of livetime.
In this figure, ρ2 = x2 + y2. The color indicates the relative rate as shown in the legend on
the right. The density of events is highest in the chimney region (z ∼ 8000mm) and near
the balloon surface (r ∼ 6500mm).
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Figure 8.2: The reconstructed energy spectrum of interactions in the detector for roughly
one day of livetime. The rate of singles events is highest just above the detector threshold
(∼ 1MeV ), and declines steeply at higher energies.

interactions. The background is identified by correlating the 9Li decays with a previous

muon. The half-life of 9Li (178.3ms) is significant compared to the ∼ 3 s between muons in

the inner detector. An adequate veto for the entire detector after muons would drastically

reduce the livetime. A more involved rejection process is necessary. 8He is another spallation

background which emits neutrons, but as noted (Sec. 7.4) there is no evidence of 8He as a

background.

8.2.3 High-Energy Alpha Particle Correlated Background

Correlated background comes from high energy alpha decays of radioactive con-

taminants. The dominant source of high energy alpha particles in KamLAND is 210Po,

a daughter of the 210Pb contamination of the scintillator. 210Pb, in turn, is a daughter

of 222Rn found in underground facilities. These decays lead to an effectively irreducible
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correlated background. Efforts to reduce the 210Pb contamination by purification of the

scintillator in KamLAND are underway.

210Po decays emitting a 5.3MeV α-particle. The visible energy of the alpha par-

ticle is quenched below the energy threshold for positrons. However, there is a finite prob-

ability that the alpha interacts exothermically with a 13C nucleus, producing 16O and an

energetic neutron. This neutron thermalizes through successive elastic scattering, predom-

inantly with protons. The recoil protons, though also quenched, sometime produce a signal

above the prompt event energy threshold. The thermalized neutron subsequently captures

on a proton, mimicking the delayed event signal.

There are other contributions to the alpha particle background. There is a small

probability that the energetic neutron will inelastically scatter on 12C, with the excited

carbon nucleus emitting a 4.4MeV gamma ray. This produces a 4.4MeV prompt signal

with a delayed neutron. There is also a chance that an 16O nucleus from (α, n)16O is

produced in an excited state. The first two excited states are accessible; ∆Q = 6.049MeV ,

which e+e− pair decays to the ground state, and ∆Q = 6.130MeV , which emits a gamma

ray, mimicking the prompt event.

8.2.4 Fast Neutrons

Spallation neutrons can capture and mimic the delayed antineutrino signal. Neu-

trons produced by muons in the inner detector are rejected by time-correlation with the

muon signal. Energetic neutrons produced in the outer detector or in the rock surrounding

the detector can travel into the inner detector. The water of the outer detector and the

buffer oil region of the inner detector attenuate these neutrons.
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The remaining fast neutrons which enter the scintillator volume can produce cor-

related backgrounds. The fast neutron slows via nuclear interactions producing a prompt

signal. The slowed neutron subsequently captures, producing a delayed signal. Alternately,

multiple neutrons can enter the scintillator producing a pair of neutron capture events.

8.2.5 Geoneutrinos

Beta decays in the decay chains of naturally occurring 238U and 232Th emit electron

antineutrinos, indistinguishable from reactor νe. These are called geoneutrinos due to their

geological origin. KamLAND is the first experiment to measure geoneutrinos [19]. The

maximum geoneutrino energy is 3.3MeV , corresponding to 2.5MeV positrons from inverse

beta decay. Figure 8.3 shows the positron spectrum for the two decay chains. A 2.6MeV

threshold avoids the geoneutrino background.
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Figure 8.3: The positron spectrum from geoneutrino inverse beta decay: 238U decay chain
(solid), 232Th decay chain (dashed).
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8.3 Selecting Antineutrino Candidates

The highly efficient signal selection and background rejection necessary in Kam-

LAND are discussed in the following subsections.

8.3.1 Reconstruction Quality

In order to use event positions and energies to identify antineutrinos, the recon-

struction must satisfy the validity conditions discussed in Chap. 6. The efficiency is based

on the number of events in the valid category. Roughly 0.3% of events fail to generate a

valid reconstructed position or energy. As shown in Fig. 8.4, the fraction varies with the

energy. For nsummax values in the range for antineutrino events (350 < nsummax < 800)

a reconstruction efficiency of 0.99981 is obtained with negligible statistical error. The ef-

ficiency measured using 60Co calibration source data (2.5MeV ) is 0.9996 ± 0.0002. For

68Ge source data (1.0MeV ) the efficiency is 0.998 ± 0.001. The cumulative reconstruction

efficiency is taken as 0.999 ± 0.001 at all energies in the calculation of the experimental

efficiency.

8.3.2 Prompt-Delayed Event Time Separation

The characteristic time between the prompt and delayed event is determined by

the neutron capture time in the KamLAND liquid scintillator. The neutron capture time of

207µs is measured using spallation neutrons. Requiring the delayed event to fall within 0.5

to 660µs following the prompt event has an efficiency of 0.956±0.001, where the uncertainty

comes from the uncertainty in the capture time.
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Figure 8.4: The nsummax distribution for all events (dashed) and for events where the
position or energy reconstruction failed (solid). Reactor antineutrino events have nsummax
values between 350 and 800. The peak of poorly reconstructed events with nsummax values
near 1000 is from noise sources external to the detector.

Figure 8.5 shows the antineutrino signal events with all of the selection criteria

other than the time cut. Figure 8.5 shows the time separation between prompt and delayed

events, fit to the exponential delayed neutron capture and a constant accidental coincidence

rate. A capture time of 190±12ms is obtained. The relative proportions of time correlated

and uncorrelated events are consistent with estimates.

8.3.3 Prompt-Delayed Event Spatial Separation

The prompt and delayed interactions for inverse β-decay occur within centimeters

of each other. The reconstructed positions should be within tens of centimeters when

reconstruction resolution is included. Accidental backgrounds are suppressed with a cut

on the separation distance. Calibration source event distributions are used to estimate the
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Figure 8.5: The temporal separation between prompt and delayed events are fit to a model of
delayed events due to neutron capture (exponential, τ = 207µs) and accidental coincidences
(flat background). The antineutrino delayed event cut is within 0.660µs of the prompt
event.
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spatial separation. Events from the 68Ge positron annihilation source are a good indicator

of the prompt event distribution since the annihilation gamma rays have the least localized

interaction produced by all positrons in the detector.

Neutron captures on 1H from an 241Am-9Be source are used to represent the de-

layed event distribution. Figure 8.6 shows an estimate of the relative distance between

prompt and delayed events from convolving the source distributions, assuming no angular

correlation. The requirement that the two events are reconstructed within 1.6m has an effi-

ciency of 0.991±0.002. The energetic neutrons from 241Am-9Be produce a broader position

distribution than that expected from inverse beta decay. A systematic of 0.5% is estimated

from the detector position resolution for lower energy gamma sources. Figure 8.7 shows

the distance between prompt and delayed interactions for the antineutrino signal. The few

events outside of the selected region are consistent with accidental coincidences.

8.3.4 Prompt and Delayed Interaction Energies

To avoid the geoneutrino background, and the increasing number of accidental co-

incidence events at low energies, a visible energy threshold of 2.7MeV (≈ 2.6MeV positron)

is imposed. The uncertainty from the threshold is estimated by varying the detector energy

response when estimating the expected reactor antineutrino prompt spectrum.

The delayed neutron capture on 1H can be identified with high efficiency since it is

a mono-energetic signal (2.2MeV γ). Based on the spectrum of spallation neutron capture

events within the target volume, a visible energy window from 2.04MeV to 2.82MeV

selects the delayed events. The efficiency of this selection is 0.997±0.002. An additional

related efficiency is the fraction of neutrons that capture on 1H. Considering the scintillator
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Figure 8.6: The position of neutron captures on 1H from a 241Am-9Be source estimates the
delayed event distribution (dashed). This distribution is convolved with the 68Ge positron
annihilation distribution to estimate the νe prompt and delayed event spatial separation
(solid). Events closer than 1.6m are selected for the antineutrino signal, reducing accidental
backgrounds.
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Figure 8.7: Selection cut based on the spatial separation of prompt and delayed events.

molecular composition as described in Sec. 7.2, 0.53% of neutrons capture on 12C. Captures

on other nuclei are negligible. The 1H capture efficiency is 0.995±0.001.

Figure 8.8 presents the prompt and delayed energies for the interactions in the

antineutrino signal. The prompt energies extend out to ∼ 8MeV as expected. The delayed

energies are located in a narrow band around the 2.2MeV neutron capture on 1H gamma

energy. The accidental coincidences rate is low above the energy threshold cut.

8.3.5 Target Volume Selection

The accidental coincidence background rises at the edges of the scintillator volume.

The probability of the prompt or delayed νe interaction energy escaping the scintillator

volume grows near the balloon boundary (r ∼ 6.5m), so the analysis is limited to a 5.5m
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Figure 8.8: Scatter plot of the visible energies of prompt and delayed events of the neutrino
candidates. The antineutrino events should lie in the region 2.7 < Eprompt < 15.0MeV and
2.04 < Edelayed < 2.82MeV . Neutron capture on 12C (4.4MeV γ), 0.53% of the 1H rate,
is consistent with the four events with high Edelayed.

diameter spherical volume. Specifically, when the mean reconstructed radius of the prompt

and delayed event pair is larger than 5.5m, the delayed-coincidence event is rejected. This

criteria serves to define the target volume for calculating the exposure. The physical target

volume measurement introduces the largest systematic uncertainty.

Figure 8.9 displays the mean position of the prompt and delayed event pairs with all

the selection criteria applied except for the target volume cut. As expected, the distribution

is uniform within the target volume and increasing near the scintillator boundary because

of random coincidences.
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Figure 8.9: Mean position of the prompt and delayed event pairs with all the selection
criteria applied except for the target volume cut. Pairs within r = 5.5m (dashed line) are
selected for the νe analysis. The distribution is uniform within statistics inside the target
volume. The rate increases near the boundary because of accidental coincidences.
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Figure 8.10: The time since muons in the scintillating volume for all of the reactor antineu-
trino candidates. A fit of the half-life gives 0.20 ± 0.02 s, consistent with 9Li. Fixing the
half-life to 0.178.3 s, 782 ± 35 time correlated 9Li decays are fit.

8.3.6 Muon Spallation

The muon-induced radioactivity of the detector is rejected by ignoring the data

following muon events. A 2ms veto following all inner and outer detector muon events

reduces the spallation neutron rate by a factor of 6.4×10−5 based on the measured capture

time of 207µs. This removes spallation neutrons as a significant source of background. The

loss of livetime due to the veto is negligible. A 2ms veto following muon events with a rate

of 0.64Hz decreases livetime by only 0.1%.

Figure 8.10 shows the time since muons in the scintillating volume for all of the

reactor antineutrino candidates. The contribution correlated with muons is 782±35 events,

and has the expected half-life of 9Li (178.3ms).

9Li decays near the muon track, so the veto is only applied after muon events in

the liquid scintillator. A 2 s veto rejects 99.96% of the 9Li background. The rate of muons
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in the scintillator is 0.20Hz (see Table 7.1). A simple 2 s veto applied following each muon

would reduce the livetime drastically, so a more complex rejection method is used.

As shown in Sec. 7.5, most 9Li nuclei are associated with showering muons. Fig-

ure 8.11(a) shows the time since all showering or poorly-tracked muons for the delayed-

coincidence events. Although this sample is only 11.6% of the muon events, these events

produce most of the 9Li (756±30 events). The number of 9Li produced following the remain-

ing well-tracked minimum-ionizing muon events is estimated to be 35±15 (see Fig. 8.11(b)).

For the minority of muon events which produce most of the 9Li, the entire detector

is ignored for 2 s to veto this background. For well-tracked muons, the spatial correlation

of the 9Li decay with the muon track is exploited. The 9Li is produced near to the muon

trajectory within the detector. The perpendicular distance of 12B decays from the recon-

structed muon track supports this hypothesis (see Fig. 8.12). 95% of the 12B decays have

a reconstructed position within 3m of the muon track. All prompt νe events reconstructed

within 3m of the muon track are rejected for 2 s following the muon event. The livetime

loss due to the muon veto is discussed in Sec. 8.5.

8.3.7 Antineutrino Candidate Events

A total of 550 antineutrino candidate events are obtained for the entire data set.

Table 8.1 is a summary of the efficiency of νe selection. The combined efficiency is 0.943 ±

0.006. The following section discusses estimates of the remaining unsubtracted backgrounds.
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Figure 8.11: The time interval between muons in the scintillator and reactor antineutrino
candidates. (a) The time correlation with showering or poorly-tracked muon events (11.6%
of muons). (b) Well-tracked muon events (88.4% of muons).
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Figure 8.12: The distance between 12B decays and the associated muon track. The width
of this distribution reflects the perpendicular distance of the production site of 12B from
the muon track, the 12B beta decay position, and the muon track reconstruction resolution.

Table 8.1: Reactor Anti-neutrino Event Selection

Cut Description Efficiency
Vertex ∆R ∆R < 1.6m 0.995 ± 0.005
∆t Prompt/Delayed event 0.5µs < ∆t < 660µs 0.956 ± 0.001
1H(n,γ)2H Delayed Neutron Capture on Proton Efficiency 0.995 ± 0.001
Good Vertex Reconstruction Efficiency 0.999 ± 0.001
Ed Delayed Event Energy 0.997 ± 0.002
Combined 0.943 ± 0.006
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8.4 Residual Background Estimation

The event selection procedure eliminates most of the background. Estimates of

the remaining background are discussed in this section.

8.4.1 Accidental Coincidences

Characterizing the accidental background has two parts. First, the accidental

coincidence rate is determined. Using the event rate, the rate of uncorrelated event pairs

within 660µs is estimated.

Second, the random coincidence spectrum is constructed. All of the events in a

given run are randomly paired, ignoring the actual relative time of the events. An event

pair which does not satisfy the antineutrino selection conditions is rejected. The fraction of

constructed pairs satisfying the cuts is multiplied by the time-coincident rate. The results

is 18 ± 1 expected accidental background events above the 2.7MeV prompt event energy

threshold. The prompt energy spectrum of the event pairs satisfying the selection conditions

produces the spectrum shown in Fig. 8.13.

8.4.2 9Li Background

A simple estimate of the number of 9Li events which survive the spallation cuts is

obtained from the spectrum of candidate event time to previous muons shown in Fig. 8.14.

The number of time-correlated 9Li events is 4±10.

With other assumptions, a more precise estimate comes from calculating the ef-

ficiency of the muon veto. With the known 9Li lifetime, the efficiency of the 2 s time cut,
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Figure 8.13: The constructed prompt event energy spectrum for accidental coincidence
events. The spectrum is determined by randomly pairing singles events, applying the reactor
antineutrino selection criteria.
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Figure 8.14: Spectrum of the time interval of candidate antineutrino events to previous
inner detector muons. The number of 9Li events is 4±10 from the fit.
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εt, is 99.96%. The efficiency of the 3m veto around the muon track is determined from the

perpendicular distance of 12B decays from the associated muon track. 95% of the 12B decays

have a reconstructed position within 3m of the muon track (Fig. 8.12). The 9Li is produced

by different nuclear interactions than 12B, which in principle could lead to a different radial

distribution. A conservative 5% systematic uncertainty is obtained by varying the distance

of the 12B event from the muon track by ±1m. The efficiency of the spatial correlation

with the muon track, εs, is 95 ± 5%. The number of 9Li events following the showering

and poorly-tracked muon events, Na, is 756 ± 30, and the number of 9Li events following

the well-tracked muon events, Nb, is 35 ± 15 (Fig. 8.11). The estimate of the number of

unrejected 9Li backgrounds which are not rejected by the muon veto is,

Nc = (1 − εt)Na + (1 − εtεs)Nb, (8.1)

� 2.1 ± 1.9, (8.2)

consistent with but more precise than the previous estimate. The total 9Li background in

the candidate data is estimated to be 2 ± 2 events.

8.4.3 13C(α,n)-induced Backgrounds

The rate of the 13C(α,n) background depends on the rate of energetic 210Po α-

particles. 210Po, with a half-life of 138.4 days, decays emitting 5.304MeV α-particles. The

rate of 210Po decay is estimated by fitting the quenched α energy peak observed during

dedicated low-threshold runs. Normally the threshold is set above the energy of these α

particles. Fig. 8.15 shows the spectrum, with a fit yielding 39.5 ± 1.6 210Po decays per

second in the 5.5m-radius target volume.
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Figure 8.15: The spectrum of α-particles attributed to 210Po decays. The data was obtained
with a detector threshold of ∼ 0.1MeV . A 15% uncertainty in the yield is due to the
complicated background spectrum below the α peak.

The SRIM (Stopping and Range of Ions in Matter) software package [2] was used

to calculate the dE/dx as a function of α kinetic energy shown in Fig. 8.16.

The resulting α particle spectrum was integrated with the evaluated cross-section

for 13C(α, n)16O [79] to obtain the rate and α energies of the interactions. Incorporating

the α-neutron angular correlation [85, 61], gives the spectrum of emitted neutrons shown

in Fig. 8.17. The fraction of 16O excited state interactions was obtained with the excited

state cross-sections [79]. With the calculated rate of 210Po decays in the current data set,

the number of expected 13C(α,n) interactions are 194, 17, and 2 to the ground, first excited,

and second excited states of 16O respectively.

Constructing the expected spectrum in the KamLAND is the final step in the cal-

culation. A simple Monte Carlo simulated neutron energy loss by multiple elastic scattering

from protons and 12C. Inelastic scattering on 12C was included in the simulation. The neu-
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Figure 8.16: The ionization energy loss of α particles in KamLAND liquid scintillator
calculated using the SRIM software package.
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Figure 8.17: The simulated neutron kinetic energy spectrum for 13C(α,n) interactions due
to 5.304MeV α-particles. 100000 (α,n) interactions were simulated. The broad high energy
peak (solid) is from the 16O ground state. The low-energy neutron peaks are from the first
(dashed) and second (dashed-dotted) excited states of 16O.
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tron interaction cross-sections are taken from [79, 35]. The visible energy produced by each

of these interactions was computed using the model of the detector response described in

Sec. 6.4.4. The resulting visible energy spectrum is shown in Fig. 8.18.
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Figure 8.18: The simulated visible energy spectrum from 13C(α,n) interactions due to
5.304MeV α-particles in KamLAND. The peaks in the spectrum come from neutron in-
duced proton recoils and excited states of 12C and 16O.

8.4.4 Fast Neutrons

Fast neutron events are characterized by examining the events in the inner detector

in the 2ms following events in the outer detector. Events in the outer detector are identified

by an OD nsummax ≥ 10. Inner detector muons are excluded from the sample. Figure 8.19

shows the time spectrum of events following OD events. A contribution from neutron

captures is not visible above the background.

Fast neutron events can be identified by an energetic (> 1000 photoelectrons)
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Figure 8.19: Time spectrum of inner detector events following outer detector events. Muons
in the inner detector are excluded from the sample.

event in the inner detector simultaneous1 with the outer detector signal. The time spectrum

following such events shows clear evidence of neutron capture (see Fig. 8.20). Events in the

following 1.5ms window are required to have an energy greater than 2MeV to suppress

low energy backgrounds.

To mimic antineutrino events, the neutron capture must be preceded by a prompt

event. The initial fast neutron scattering and slowing in the scintillator can produce the

prompt signal. Multiple neutrons will also produce prompt-delayed pairs. Fast neutron

coincidence pairs which satisfy all of the antineutrino cuts are backgrounds for the reactor

analysis. The prompt spectrum of these events is studied by looking at the candidate

events removed in the 2ms following OD muons (see Fig. 8.21). The cuts are loosened to

increase the statistics of the sample2. The energy spectrum consists of an approximately
1Simultaneous means captured within the same trigger period of about ∼ 200 ns.
2Prompt r < 6.5 m, Delayed r < 6.5 m, ∆r < 2 m, and ∆t < 1000 µs
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Figure 8.20: Time spectrum of inner detector events following outer detector events with a
simultaneous high energy event in the inner detector. The fitted time of 0.214 ± 0.014ms
is consistent with the neutron capture time. Muons in the inner detector are excluded from
the sample.

flat component, as well as a peak at the energy of the neutron capture γ-ray from 1H. The

flat component of the spectrum is due to the energy deposited by the initially fast neutron

slowing in the scintillator. It occurs simultaneously with the OD signal. The peak is due to

multiple neutron captures and occurs after the OD signal. This peak is below the prompt

energy threshold for the reactor analysis.

The number of fast neutron events in the antineutrino data is estimated by exam-

ining the events with prompt energy above the reactor region. The fast neutron spectrum

is assumed to be flat. Five candidate events have prompt visible energy between 9 and

15MeV . Assuming a flat spectrum for fast neutron events, this implies 10± 5 fast neutron

events with prompt energy between 2.7 and 15MeV .
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Figure 8.21: Energy spectrum of antineutrino candidates occurring in the 2ms following
OD muons.

Table 8.2: The predicted number of background events above the 2.7MeV reconstructed
energy threshold.

Background Number of Events
Accidental Coincidences 18 ± 1
9Li 2 ± 2
13C(α,n) 25 ± 17
Geoneutrinos 0
Fast neutrons 10 ± 5
Total 55 ± 18

8.4.5 Background Summary

Table 8.2 is a summary of the expected background events for the KamLAND

reactor analysis. The largest contribution is due to the 13C(α,n) background.
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8.5 Detector Exposure

The predicted number of inverse beta decays scales with the number of 1H target

nuclei in the fiducial volume and the total livetime. The product of volume and time,

expressed in units of proton days, is the detector exposure. The exposure multiplied by the

the oscillated νe flux and inverse beta decay cross-section gives the expected number of

reactor antineutrino interactions.

8.5.1 Livetime

The data set discussed in this dissertation was collected from Apr. 2002 until

May 2006. The KamLAND operating efficiency was greater than 90% during this period3.

After eliminating data with poor quality, the total livetime of KamLAND was 1179.3 days,

approximately 80% of the maximum possible.

8.5.2 Proton Density

The density of protons is determined by the chemical composition of the liquid

scintillator. The 1H density is 6.57 × 1028 per m3 as given in Table 4.1. Uncertainty in the

relative ratio of dodecane and pseudocumene introduce a 0.1% systematic uncertainty in

the proton density. The density and temperature variation of the scintillator lead to a 1.3%

systematic uncertainty.
3A high percentage of uptime is also useful to detect neutrinos from rare supernova explosions.
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8.5.3 Target Volume

Only events within 5.5m of the detector center are considered in the present

analysis. The target volume is 696.9m3 of liquid scintillator. Candidate selection is based

on the reconstructed position, not necessarily the actual interaction point. A radial bias in

the reconstructed positions relative to the actual position will shift events into or out of a

5.5m-radius target sphere. This effectively changes the size of the target. Two methods of

measuring the target volume are described below. One method uses 12B decays from muon

spallation. The other uses a specially designed 4π calibration system.

Volume Measurement with 12B

Cosmic rays produce unstable 12B nuclei uniformly throughout the scintillator.

The fraction of 12B decays with reconstructed positions inside the 5.5m volume relative to

the total number in the entire liquid scintillator volume provides a measure of the target

volume.

A critical assumption is that KamLAND is 100% efficient for detecting a 12B beta

decay event within the scintillator volume, and completely inefficient outside. According to

simulation, beta particles which partially deposit energy at the boundary of the scintillator

region introduce a 0.5% systematic uncertainty.

The volume of liquid scintillator within the KamLAND balloon is 1171 ± 25m−3,

obtained by combining measurements of the total scintillator within the KamLAND sys-

tem minus the volume of scintillator in the reserve tanks outside the detector. The final

determination relies on flow meter measurements taken during filling of the detector [68].
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The fraction f is the ratio of 12B spallation events reconstructed inside a 5.5m

fiducial volume relative to the total. The 12B spallation event selection uses a 2ms to 52ms

time cut following an ID muon. A 4 to 20MeV cut on visible energy excludes backgrounds.

Events in coincidence with events in the outer detector (OD nsummax ≥ 10) are excluded,

avoiding fast neutrons. A 300ms to 500ms window after the muons is used for background

subtraction. The volume ratio is,

f =
s5.5 m − αb5.5 m

sTotal − αbTotal
, (8.3)

where s is the number of events in the signal window, b is the number of events in the

background window, and α is the proper scaling of the background window (0.25). A value

of 0.558±0.005 is obtained with a statistical uncertainty of 0.9%. The numbers used in the

expression above are respectively: 6955, 986, 13738, 6890.

The typical energies of 12B events are higher than those of the reactor neutrino

candidates, introducing a systematic uncertainty from a possible energy-dependent radial

bias in the reconstructed position. To estimate the systematic, the ratio f is calculated for

1MeV bins from 4MeV to 14MeV as shown in Fig. 8.22. The data is consistent with a

constant value within statistics. Assuming that f is dependent on the reconstructed energy

E, and neglecting terms quadratic and higher,

f(E) = a0 + a1E, (8.4)

and the uncertainty at a given visible energy is given by,

σf (E) =

√√√√∑
i,j

Cov(i, j)
∂f(E)

∂ai

∂f(E)
∂aj

. (8.5)
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Figure 8.22: Fiducial volume ratio for 1MeV -wide bins in 12B event visible energy. The
solid red points are obtained from the energy reconstruction algorithm used in this work.
Shown for comparison, the dashed blue points are from a simpler energy reconstruction
method, which treats PMTs as on/off binary detectors, ignoring photon statistics. The
energy reconstruction method used here shows no variation with energy, while the simpler
algorithm appears to be biased in energy.
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A fit in the prompt νr energy range of 4 to 9MeV yields a0 = 0.559 and a1 =

0.0000427MeV −1. The covariance matrix of these variables is represented in Eq. 8.5 as

Cov(i, j).

The mean ratio and uncertainty for reactor antineutrino events is obtained by

integrating f across the expected unoscillated antineutrino spectrum S(E). Using the best

fit oscillated spectrum results in a negligible change in these values.

< f > =

∫ E1
E0

f(E)S(E)dE∫ E1
E0

S(E)dE
(8.6)

= a0 + a1 < E > (8.7)

� 0.559, (8.8)

and

< σf > =

∫ E1
E0

σf(E)S(E)dE∫ E1
E0

S(E)dE
(8.9)

� 0.014. (8.10)

This analysis gives an uncertainty of 2.5% for f . The delicate combination of a

separate biases in the position and energy reconstruction could effect f without significantly

distorting the distribution in Fig. 8.22. Such a balance is considered unlikely.

Multiplying the volume fraction by the total volume of liquid scintillator, a target

volume of 655 ± 22m3 is obtained. This volume is 93.9% of the 696.9m3 in a 5.5m-radius

sphere, with a 3.3% uncertainty.

4π Volume Measurement

The antineutrino target volume was also measured using calibration sources. Re-

construction biases of a few mm can be determined using the 4π calibration system. The
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method is illustrated in Figure 8.23. The geometric distances between the sources along

the pole are known to better than 1mm. The known distance is compared with the recon-

structed distance.
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Figure 8.23: Left: Pin-to-pin position measurement. Right: Example 60Co data taken using
the 4π. The color represents the number of events reconstructed at each position.

Each source position is fit with a two dimensional Gaussian. Multiple Gaussians

simultaneously fit all the sources in the pole and the pivot block. For a typical measurement,

the statistical uncertainty of the mean position is roughly 2mm for each source.

Figure 8.24 shows the reconstructed distance deviations between neighboring 60Co

sources. The reconstructed distance is consistent with the known segment length along the

z-axis, except in the neck region of the detector. The pole was then oriented radially from

the detector center. In these off-axis positions, the distance between neighboring sources is

distorted, giving shorter distances at larger radius.

The total radial bias of the reconstruction is measured by comparing the recon-
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Figure 8.24: Left: The distance between neighboring 60Co sources on-axis show no position
bias. Right: Off-axis, neighboring sources reconstruct closer together at higher radii.

structed position of the 60Co source at the end of the 4π pole with a reference pin source

near the detector center. Figure 8.25 shows the results of this measurement for different 4π

pole lengths. The reconstructed pole is shortened with the greatest discrepancy at roughly

r = 4.6m.
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Figure 8.25: Left: Center-to-tip position off-axis measurement. Right: The distance be-
tween a reference source near the detector center and the source at the tip of the 4π system.

The maximum horizontal reach of the 4π is 4.6m. To measure the bias at the
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r = 5.5m fiducial volume boundary, the pole is raised or lowered away from the detector

center. The equatorial region of the volume boundary cannot be reached. Figure 8.26

shows the positioning used to measure the radial biases at r = 4.6m and r = 5.5m. The

measurements with r > 4.6m in Figure 8.25 are taken in a similar manner. The off-center

reconstructed pole length measures the radial bias reduced by a factor of cosθr, where θr is

the angle between the pole and a radial vector.

Figure 8.26: The maximum horizontal reach of the 4π system is 4.6m from the central
axis of the detector. Oriented radially, the pole measures the radial reconstruction bias
at r = 4.6m. To place the pole tip at r = 5.5m off-axis, the pole cannot be oriented
radially through the detector center. The shaded regions display the region accessible by
each method.

The radial reconstruction biases show trends with the pole orientation relative

to zenith. Figure 8.27 shows the angular variation of the high-radius 4π measurements.

The reconstructed pole length is shorter when the pole is oriented at high zenith angles.

Although the trend in the radial bias has unexplained structure, all of the measurements are

within the range of 10mm to −20mm. Extrapolating from the measurements at r = 4.6m,

the inaccessible equatorial region is assumed to be contained within the same range.
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Figure 8.27: The reconstructed pole length depends on the zenith angle of the pole tip
relative to the detector center. The inaccessible region at the detector equator is visible by
the lack of high-radii points in the center of the figure.

A number of systematic uncertainties impact these measurements. The 2-D Gaus-

sian fit may not correctly determine the source position. Using Monte-Carlo distributions,

a 2mm systematic uncertainty was estimated. A radial reconstruction efficiency might

introduce an artificial asymmetry in the event distribution. Using calibration source de-

ployments, no measurable variation in reconstruction efficiency was found. All of the fitting

is done in the azimuthal plane defined by the pole. The uncertainty in defining the plane

azimuth introduces a 1mm systematic uncertainty in the projected pole length. The pole

is not absolutely straight; it will sag slightly due to gravity. During commissioning, a devia-

tion from straight of a few centimeters was measured for the longest pole arrangement. The

sag introduces a 1mm systematic uncertainty in the known distance between a source at

the center and the source at the tip. The reference pin source is not exactly at the detector

center. Variation of the radial bias within 1m of the detector center is less than 2mm. An
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Table 8.3: 4π radial bias systematic uncertainties at r = 5.5m.

Uncertainty [mm]
Pole Length 1
Pole Bowing 1
Phi Projection 1
Fitted Position 2
Reference Source 2
Time Variation 5
Source Shadowing 5
Total 8

observed time variation of the position bias introduces an additional systematic of 5mm,

as measured using sources on the z-axis over the lifetime of the detector. Repeated off-axis

measurements are also consistent within 5mm, but are limited to the final 6 months of

data.

Shadowing due to the pole and source container could impact the event distribu-

tion. To within 5mm, Figure 8.24 shows no evidence for shadowing along the z-axis, unless

it is compensated by reconstruction effects. The roughly 1 cm3 60Co source usually pro-

duces two simultaneous gamma rays. The 241Am-9Be source container is roughly 100 cm3;

energetic neutrons and the 2.2MeV neutron capture gamma result in a broad spatial distri-

bution. Even with the differences in shadowing, the reconstructed positions of the 2.5MeV

summed energy 60Co gammas and 2.2MeV capture gammas are consistent within 5mm.

Table 8.3 lists the systematic uncertainties for the differential measurement of

the radial position reconstruction biases. For the 60Co source at r = 5.5m, the radial

bias including the variation with zenith and systematic uncertainties is measured to be

−5 ± 17mm.

Currently, the bias is only measured near the 2.5MeV 60Co energy. Measurements
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using 2.2MeV neutron capture gamma rays from an 241Am-9Be source are consistent within

5mm. The bias at low energies is measured by comparing the reconstructed position of

68Ge decays with 60Co decays from the same source. This differential measurement avoids

most systematic uncertainties associated with source positioning. At higher energies, the

position of 241Am-9Be events with reconstructed energy from 4.5 to 7MeV are compared

to neutron captures. The relative position of 4.4MeV and 6.1MeV gamma rays from a

210Po-13C source were also measured.

Figure 8.28 shows the reconstructed position for 68Ge decays relative to 60Co events

on the z-axis. The 68Ge events reconstruct at higher radii, roughly 15mm further out at

r = 5.5m. Figure 8.29 shows the difference for off-axis measurements. Measurements closer

to the equator display a larger bias. The relative bias between the 68Ge and 60Co energies

at r = 5.5m is taken as the range of values spanned by the measurements: 20 ± 10mm.
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Figure 8.28: The difference in reconstructed vertical position of 68Ge (1.0MeV ) and 60Co
(2.2MeV ) events from the same source placed on the z-axis.
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Figure 8.29: The difference in reconstructed radial position of 68Ge (1.0MeV ) and 60Co
(2.2MeV ) events from the same source placed off-axis.

The higher energy 241Am-9Be events reconstruct at a lower radius relative to

2.2MeV capture gamma rays within most of the volume. Unlike 68Ge, the bias reaches

a maximum at a radius of r ∼ 3m and is smaller near the target volume boundary (see

Fig. 8.30). Off-axis, the transition is stronger as shown in Fig. 8.31. The higher energy

events reconstruct at a larger relative radius beyond a radius of 5m off-axis. The 210Po-13C

source 4.4 and 6.1MeV gamma rays show a similar trend in Fig. 8.32; the radius of higher

energy events is ∼ 8 cm further out for off-axis measurements.

Table 8.4 summarizes the radial position reconstruction bias measurements.

The radial biases determine the target volume and uncertainty. Table 8.5 sum-

marizes the result for each source. The volume is given relative to a 5.5m radius sphere.

Considering the expected prompt antineutrino spectrum, the fiducial volume is reduced by

1% and the uncertainty is 2% in the total volume.
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Figure 8.30: The difference in reconstructed vertical position of 241Am-9Be neutron capture
on 1H (2.2MeV ) and higher energy (4.5 to 7MeV ) events from the same source placed on
the z-axis.

r [mm]
0 1000 2000 3000 4000 5000 6000

 [
m

m
]

A
m

B
e 

5
 -

 r
A

m
B

e 
2.

2
r

-60

-40

-20

0

20

40

60

AmBe: Equatorial: abs(z) < 3m

AmBe: Polar: abs(z) > 3m

PoC 5 MeV: Last Pin to Tip

Z-axis AmBe Fit

Figure 8.31: The difference in reconstructed radial position of 241Am-9Be neutron capture
on 1H (2.2MeV ) and higher energy (4.5 to 7MeV ) events from the same source placed
off-axis.
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Figure 8.32: The difference in reconstructed radial position of 210Po-13C 4.4MeV and higher
energy 6.1MeV gamma rays from the same source placed off-axis.

Table 8.4: 4π radial bias measurements at r = 5.5m.

Source Radial Bias Reference
[mm]

60Co, 2.5MeV −5 ± 17 Pin source at detector center
68Ge, 1.0MeV 20 ± 10 60Co activity in same source
241Am-9Be , 2.2MeV 0 ± 5 Similar 60Co deployments
241Am-9Be , 4.5 − 7MeV 30 ± 20 241Am-9Be 2.2MeV activity
210Po-13C , 4.4MeV 0 ± 10 Similar 241Am-9Be deployments
210Po-13C , 6.1MeV 80 ± 20 210Po-13C 4.4MeV activity

Table 8.5: 4π Target Volume Measurement

Source Volume Deviation [%] Uncertainty [%]
60Co, 2.5MeV +0.3 0.9
68Ge, 1.0MeV -0.8 1.1
241Am-9Be , 2.2MeV +0.3 1.0
241Am-9Be , 4.5 − 7MeV -1.4 1.5
210Po-13C , 4.4MeV -1.4 1.6
210Po-13C , 6.1MeV -5.6 1.9
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Table 8.6: The total KamLAND target exposure in proton days. This calculation includes
the change of the volume due to radial biases in position reconstruction.

1H Density 6.57 × 1028 protons m−3

Target Volume 696.9m3

Volume Bias 0.99
Livetime 1179.3 days
Muon Veto 0.881
Exposure 4.14 × 1034 proton days

8.5.4 Muon Spallation

The loss of detector exposure due to the muon veto is computed using a simple

Monte Carlo method. Fake νe candidate events are generated uniformly through the target

volume and inserted into the data. The muon cuts described above are applied to the

Monte Carlo signal, and the fraction of fake νe events which remain is equivalent to the

remaining fraction of detector exposure. This remaining fraction of the detector exposure

for the current data is 0.881±0.001.

8.5.5 Exposure Summary

Table 8.6 summarizes the total detector exposure, 4.14× 1034 proton days, for the

current data. Table 8.7 lists the systematic uncertainties in determining the total exposure.

Table 8.8 lists the uncertainties in the expected rate of inverse beta decays per target proton.

The total uncertainty in the expected signal is 3.4%, and the largest contributions are from

the reactor νe flux (2.1%) and the fuel composition (2.5%).



159

Table 8.7: The systematic uncertainties in the determination of the detector exposure. The
dominant component is the reconstruction bias.

1H Density
Scintillator Composition 0.1%
Density Variation 1.3%

Target Volume
Reconstruction Bias 2.0%

Livetime
Muon Veto 0.1%
Total 2.4%

Table 8.8: The systematic uncertainties in the determination of the inverse beta decay rate
per target proton.

Reactor Power 2.1%
Reactor Fuel Composition 1.0%
νe Spectra 2.5%
Inverse Beta Decay σ 0.2%
Total 3.4%
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Chapter 9

Antineutrino Oscillation Analysis

The measured set of antineutrino candidate events are interpreted with the in-

ferred reactor antineutrino flux in terms of the theory of neutrino oscillations. The analysis

determines physical parameters of the neutrino: the mixing angle θ12 and the difference of

the squared masses ∆m2
12.

Various aspects of the experimental results constrain neutrino parameters. A

rate and shape analysis exploits the measured rate and spectral shape to constrain the

neutrino oscillation parameters. Including the time of detection of each event in a rate,

shape, and time analysis provides an additional constraint from the variation of the flux

and effective antineutrino source distance from changes in the power of particular nuclear

reactors. Finally, results from KamLAND are combined with solar neutrino experiments in

a global analysis.
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9.1 The Likelihood Model

The likelihood function compares the data with the neutrino oscillation model.

The general likelihood L,

L(xi|�θ) =
1

Lmax
PP (�θ)

∏
j

Pj(xi|�θ). (9.1)

is expressed as the product of probability distribution functions for the rate, shape, and

time components Pj . Nuisance parameters, parameters in the likelihood model constrained

by independent measurements, introduce a probability distribution PP . Lmax is a normal-

ization determined by maximum likelihood.

The likelihood describes the probability of obtaining the measurements xi given

the model parameter values �θ; it may be reexpressed as an effective χ2, where χ2
min =

−2Log(Lmax) provides the proper offset,

χ2(xi|�θ) = −2Log(L(xi|�θ)), (9.2)

= −2
∑
j

Log(Pj) − 2Log(PP ) + 2Log(Lmax), (9.3)

=
∑
j

χ2
j + χ2

P − χ2
min (9.4)

The elements in this function are listed in Table 9.1. This table is divided into three sections:

measured terms, model parameters, and model-dependent terms. Of particular importance

are the parameters of the model �θ. This includes the physical neutrino parameters θ12 and

∆m2
12 and a number of nuisance parameters.
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Table 9.1: Parameters and terms used in the reactor antineutrino analysis.

Measured Terms Description
Nc Measured antineutrino candidates plus backgrounds
Nbgi

Measured estimate of background events i in Nc

σbgi
Uncertainty of estimate of Nbgi

εc Measurement of efficiency for both νe and backgrounds
σεc Uncertainty of common efficiency
εr Measured reactor antineutrino detection efficiency
σεr Uncertainty of reactor antineutrino efficiency
αj Measured detector energy response parameters (4)
cov[αj , αk] Covariance matrix for energy response parameters
Model Parameters: �θ

θ̂12 Solar mixing angle

∆̂m
2

12 Solar difference in squared masses
θ̂13 Neutrino mass eigenstates 1 and 3 mixing angle
α̂j Detector energy response parameters (4)
N̂bgi

Number of events of background i
ε̂c Event detection efficiency for both νe and backgrounds
ε̂r Additional efficiency for reactor antineutrino detection
Φ̂l Standard Solar model parameters (3)
Model-Predicted Terms
N̂a(�θ) Number of expected antineutrino events
N̂(�θ) Total number of expected events (N̂a + N̂bgi

)
Sa(Eq; �θ) Antineutrino prompt event visible energy spectruma

Sbgi
(Eq; �θ) Visible energy spectrum of background ia

Ra(t; �θ) Instantaneous rate of antineutrino events at time t

Rbgi
(t; �θ) Instantaneous rate of background i events at time t

R(t; �θ) Instantaneous rate of events at time t (Ra(t) + Rbgi
(t; �θ))

Sta(Eq, t; �θ) Instantaneous antineutrino visible energy spectrumb

Stbgi
(Eq, t; �θ) Instantaneous background visible energy spectrumb

aNormalized to unity over candidate energy range.
bNormalized to unity over candidate energy range and time.
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9.1.1 Nuisance Parameter Penalty

The nuisance parameters are allowed to vary within a distribution constrained by

the penalty terms. This procedure ensures for proper correlation of uncertainties, as well

as propagation of uncertainties to the final neutrino oscillation parameter estimates. This

penalty term is constructed,

χ2
P (�θ) =

∑
i

Nbgi
−N̂bgi

εc
ε̂c

σbgi

2

+
(

εc−ε̂c
σεc

)2
+

(
εr−ε̂r
σεr

)2

+
∑

i

∑
j cov−1[αi, αj ](αi − α̂i)(αj − α̂j).

(9.5)

The correlation of the common efficiencies, such as the fiducial volume uncertainty, is prop-

erly applied to all of the background components via the term εc. It is important that

the individual uncertainties in the numbers of background events σbgi
do not include these

correlated uncertainties.

9.1.2 Rate Term

The probability of detecting Nc events given N̂ expected events is just given by

Poisson statistics,

PR

(
Nc|�θ

)
=

e−N̂(�θ)N̂(�θ)Nc

Nc!
. (9.6)

The expected number of neutrino events N̂(�θ) is just the sum of the estimated antineutrino

events and backgrounds computed as,

N̂(�θ) = N̂a(�θ) +
∑

i

N̂bgi
. (9.7)

The expected number of reactor neutrino events is computed by multiplying the expected

reactor neutrino spectrum by the cross-section for inverse beta decay. The prompt positron
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spectrum is convolved with the detector energy response to give a spectrum in visible

energy identical to Sa(Eq; �θ), normalized to events per MeV per target proton. The method

of estimating this spectrum was described in Chap. 5. This spectrum is then integrated

within the prompt energy cuts used to select the candidate events. The result is multiplied

by the number of target protons, and by the common and antineutrino detection efficiencies.

9.1.3 Unbinned Spectral Shape Likelihood

Including the unbinned spectral shape component in the analysis is straight-

forward; the only subtlety is in the normalization. The individual spectral components

must have the proper relative normalization. Furthermore, the total spectrum normaliza-

tion must be independent of the model parameters �θ, otherwise it will distort the rate

component of the likelihood. The resulting probability distribution can be written as a

function of the antineutrino candidate event visible energies E,

PS

(
E|�θ

)
=

1

N̂(�θ)

∑
a,bgi

N̂a,bgi
(�θ)Sa,bgi

(E|�θ). (9.8)

9.1.4 Unbinned Spectral Shape and Time Likelihood

Once the spectral shape probability distribution has been constructed, it is simple

to extend this to include the time of the event t. The individual spectra S are replaced with

the instantaneous spectra St based on the data provided by the Japanese reactor facilities.

Furthermore, the relative normalization is determined by the instantaneous rates R instead

of the numbers of events N̂a,bgi
. The probability distribution is then,

PSt(E, t|�θ) =
1
N̂

∑
a,bgi

R̂a,bgi
(t|�θ)Sta,bgi

(E, t|�θ). (9.9)
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9.2 Analysis Details

9.2.1 Best Fit Parameter Estimation

The reactor analysis effective χ2 functions are minimized using Minuit to determine

the best estimate of the oscillation and nuisance parameters. The uncertainties quoted for

these parameters are those returned by the Minuit Migrad procedure.

9.2.2 Goodness-of-fit Determination

The effective χ2 constructed from an unbinned likelihood function does not de-

termine the statistical goodness-of-fit. Therefore, for the simultaneous Rate and Shape

analysis the antineutrino candidate prompt energy spectrum is binned in 20 bins of equal

probability. The Baker-Cousins χ2 [26] for the binned spectrum and rate is calculated using

the unbinned best fit parameter values.

9.2.3 Confidence Regions

The neutrino oscillation parameter confidence regions are determined using a ∆χ2

approach. The effective χ2 is calculated over a grid of tan2θ12 and ∆m2
12 values. At each

grid point, the nuisance parameters are allowed to vary to obtain the minimum effective

χ2. The confidence contours for the oscillation parameters are defined by the difference in

χ2 from the best fit χ2.
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9.3 Rate and Shape Analysis

The best fit values to the neutrino oscillation parameters of tan2θ12 = 0.45 ± 0.11

and ∆m2
12 = (7.75 ± 0.25) × 105 eV 2 are obtained. The best fit to the visible energy

spectrum is shown in Fig. 9.1, with the binned data overlayed. The reactor and background

contributions are also individually shown: reactor antineutrino (blue), accidentals (red), 9Li

(cyan), 13C(α,n) (green), and total (black). The goodness-of-fit is 55%.
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Figure 9.1: The best fit to the visible energy spectrum with the binned data overlayed. The
reactor and background contributions are: reactor antineutrino (blue), accidentals (red),
9Li (cyan), 13C(α,n) (green), and total (black).

Using the ∆χ2 approach previously discussed, the allowed regions of the neutrino

oscillation parameter space are identified in Fig. 9.2. The best fit values lie in the large

mixing angle solution of the neutrino parameter space, in particular the central (LMA-I)

region. The upper (LMA-II) region described in previous KamLAND analyses is excluded

at the 3σ confidence level. The lower (LMA-0) region is still allowed at the 99% confidence
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level.
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Figure 9.2: The KamLAND rate and shape analysis 95%, 99%, and 99.73% (3σ) confidence
intervals. The best fit point of tan2θ12 = 0.45 ± 0.11 and ∆m2

12 = (7.75 ± 0.25) × 105 eV 2

is marked.

Neutrino oscillation predicts an oscillation of the electron neutrino survival prob-

ability based on the proper time in the neutrino rest frame. As discussed in Chap. 2, the

proper time can be reexpressed in the laboratory by the propagation distance L divided

by the neutrino energy E. Figure 9.3(a) shows the predicted oscillation signature for this

theory. KamLAND detects neutrinos from 19 reactor sites located across Japan, but can-

not discriminate between the sources. Figure 9.3(b) shows how the combination of two

sources at different distances affects the oscillation pattern. The approximate flux-weighted

mean distance L0 of the KamLAND reactor neutrino sources is 180 km. In Fig. 9.4 the

detected neutrino spectrum is binned in L0/E. Each bin is background-subtracted and

divided by the expected number of events assuming no oscillation. The value of each bin

is therefore a measure of the electron neutrino survival probability. The predicted survival
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probabilities of the three allowed LMA solutions are shown. Lower energy neutrino events

(higher L/E) would improve the discrimination between the LMA-1 and LMA-0 solutions,

but the backgrounds at lower energies must be properly characterized. Over the lifetime

of the experiment, the relative flux from each reactor has changed significantly. This vari-

ation of flux alters the expected LMA solution shapes over time. In the next section, the

neutrino detection time is incorporated to improve the measurement of neutrino oscillation

parameters.
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Figure 9.3: a.) The electron neutrino survival probability shown versus the propagation
distance L divided by the neutrino energy E. b.) The combined survival probability due
to two neutrino sources at different distances from the detector.

9.4 Rate, Shape, and Time Analysis

Given the large variation in the expected reactor neutrino flux over time, in-

corporating event time in the model provides an additional constraint on the neutrino
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Figure 9.4: The electron neutrino survival probability versus L0/E. The LMA-0 (dashed),
LMA-1 (solid), and LMA-2 (dotted) solutions are shown. The energy range of the study is
shown with the vertical dashed lines.

oscillation parameters. The resulting best fit values shift to tan2θ12 = 0.48 ± 0.12 and

∆m2
12 = (7.72 ± 0.24) × 105 eV 2. The allowed parameter regions narrow slightly, yet both

LMA-I and LMA-0 solutions are still allowed within the same confidence levels.

9.5 Global Analysis

KamLAND data are combined with the results of solar neutrino experiments to

constrain oscillation parameters. The KamLAND results primarily constrain the difference

of the squared masses, while the solar results orthogonally constrain the mixing angle.

The solar neutrino flux measurements described in Chap. 3 are used. Instead of modeling

the detailed MSW oscillation of neutrinos in the solar medium, an approximation can be

made for oscillation parameters in the LMA region. The higher energy 8B solar neutrinos
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Figure 9.5: The KamLAND rate, shape, and time analysis 95%, 99%, and 99.73% (3σ)
confidence intervals. The best fit point of tan2θ12 = 0.48±0.12 and ∆m2

12 = (7.72±0.24)×
105 eV 2 is marked. The inclusion of event time leads to a greater preference of neutrino
oscillation parameters in the LMA-I (upper) region relative to the LMA-0 (lower) region.

are resonantly oscillated by the MSW effect. The matter-enhanced two-flavor oscillation

results in a suppression of the electron neutrino flux given by,

PMSW (νe → νe) = sin2 θ12. (9.10)

Lower-energy pp, pep, and 7Be solar neutrinos are dominated by vacuum oscillation giving,

Pvac(νe → νe) = 1 − 1
2
sin22θ12. (9.11)

The best fit of the combined results are tan2θ12 = 0.49 ± 0.05 and ∆m2
12 = (7.71 ± 0.25) ×

105 eV 2. The resulting allowed regions of the neutrino oscillation parameter are given in

Fig. 9.6. The mixing angle value is dominated by the SNO charged-current to neutral-

current flux ratio, which directly measures PMSW (νe → νe).
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Figure 9.6: The combined KamLAND and solar experiment 95%, 99%, and 99.73% (3σ)
confidence intervals. The best fit point of tan2θ12 = 0.49±0.05 and ∆m2

12 = (7.71±0.25)×
105 eV 2 is marked.
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Chapter 10

Conclusions

With the analysis presented in this dissertation, KamLAND has provided the

strongest terrestrial evidence for neutrino flavor oscillation. This result culminates 50 years

of reactor antineutrino experiments which began with the detection of the neutrino by

Reines and Cowan. Previous experiments demonstrated that nuclear reactors produce a flux

of antineutrinos understood to within 2%. No evidence of oscillation was found at distances

up to 1 km from the reactor. Solar experiments implied that electron neutrinos were missing,

and SNO showed that the νe were becoming νµ and ντ . Theoretical uncertainty of solar

models, limited energy sensitivity of solar experiments, and the distance from the Sun

prevented detection of a signature specific to oscillation.

The Kamioka mine in the Gifu prefecture of Japan provided an ideal location for

a long-distance reactor νe oscillation experiment. 19 Japanese reactor facilities at distances

of 87 km to 830 km produce 10% of the world’s total nuclear power. 1000m of overburden

provided 2700m.w.e of shielding from cosmic rays. The delayed-coincidence signal of inverse
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beta decay allowed the identification of the ∼ 1 antineutrino interaction per day within 106

background signals.

Between Apr. 2002 and May 2006, 1179.3 days of data were collected. The 5.5m-

radius fiducial volume during this time yielded an exposure of 4.14 × 1034 proton days.

550 antineutrino interactions above a 3.4MeV νe energy threshold were detected, with

an estimated 55 ± 18 from backgrounds. A fit to the rate and prompt spectrum of the

antineutrino interactions support neutrino flavor oscillation with ∆m2
12 = (7.75 ± 0.25) ×

105 eV 2 and tan2θ12 = 0.45±0.11. Including the daily variation of the reactor νe flux gives a

slightly improved estimate of ∆m2
12 = (7.72±0.24)×105 eV 2 and tan2θ12 = 0.48±0.12. The

Large Mixing Angle solution of the solar neutrino problem is preferred. CPT invariance

predicts identical oscillation for neutrinos and antineutrinos. Combining solar neutrino

experiments with KamLAND, a unified analysis gives a best fit of ∆m2
12 = (7.71 ± 0.25) ×

105 eV 2 and tan2θ12 = 0.49 ± 0.05. Solar results constrain the mixing angle. KamLAND

provides the most precise measurement of ∆m2
12, and will continue to for the foreseeable

future. The modulation of the detected antineutrino energy spectrum is a signature specific

to neutrino oscillation, and therefore evidence of massive neutrinos.
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Appendix A

Lossless Compression of Waveform

Data

A.1 Summary

Given the problems with data storage, transportation and even data flow rate

with the KamLAND detector, reducing data size is of great importance. Described here is

a method for lossless compression of waveform data to an average of 0.3 of its current size.

The process combines three steps: pedestal separation, an integer wavelet transform, and

Huffman encoding. Implementing this with some other minor changes reduces KDF files to

25% of their original size, with similar though slightly less compression for SF files.
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Table A.1: The compression of KamLAND data files using the standard gzip routine.

File Type File Size [MB] .gz [MB] Compression Ratio
KDF 268 159 0.59
SF 268 219 0.82

A.2 Introduction

Before implementing compression, the KamLAND Detector is producing an aver-

age of 3 LTO tapes (about 400 GB) of KDF and SF data per day. A large fraction (about

90%) of this is waveform data. Each waveform is a string of 128 10-bit integers (values be-

tween 0 and 1023); therefore, each uncompressed waveform is 1280 bits in length. Using a

lossless compression method (wavelet transform [32] and Huffman encoding [73]), this data

was compressed to an average of 384 bits per waveform, or a factor of 0.30 of its original

size. This was an unoptimized first attempt, so it is likely that one can obtain even higher

compression ratios. Using the standard compression program gzip set to the maximum

compression, significantly less compression was achieved (Table A.1).

Although gzip is a good standard in data compression, the files are reduced to less

than 80 MB by compressing using the method described. A better compression than gzip

is obtained by using knowledge of the data structure.

A.3 Compression Method

This lossless compression method can be decomposed into two stages: entropy

reduction and entropy encoding. To re-obtain the original data, these steps are reversed.

This is similar to a method proposed for lossless archiving of LIGO data [63]. The premise
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is that one first rewrites the data in a form which has low entropy (low redundancy), and

then using this statistical information the data is encoded using a minimum number of

bits. (Numbers that occur more frequently are replaced with short unique bit strings, and

infrequent numbers are replaced with longer strings of bits.)

The zero-th order entropy of a set of integer data can be found from the probabil-

ities pi of each integer occurring,

H = −
∑

i

piln(pi). (A.1)

A flat distribution of integer values would have the highest entropy, and would

result in no compression. The distribution of waveform ADC values can be transformed to

a distribution which is far from flat. In the method described here, pedestal separation and

an integer wavelet transformation [32] were used to reduce entropy, and then zero-th order

Huffman encoding was used to compress the data.

A.3.1 Entropy Reduction

Pedestal Separation

Not to be confused with pedestal subtraction described in Sec. 6.1.2, pedestal

separation maintains copies of integer pedestals which can then be used to restore the

original data including its pedestal distortion. By removing one copy of the pedestal from

all the waveforms from a specific ATWD, the entropy of these waveforms as calculated by

Eq. A.1 is significantly reduced. This is because the fine structure exhibited by neighboring

ADC values is an approximately constant result for each ATWD.
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Integer Wavelet Transformation

Wavelets have gained fame for their ability to compress images, and are used in

the current version of the JPEG image format. The method discussed in this paper does

not use wavelets for compression, since this is a lossy form of compression. Here, wavelets

are used solely to rewrite the 128 integers of the waveform as another set of 128 integers

which have lower entropy.

There are an infinite possible set of wavelet transforms, and the 2-2 Interpolating

Transform from Ref. [32] was chosen somewhat arbitrarily. One condition is that an integer

to integer transformation is used since the entropy would most likely increase if an integer

to real transformation was used. The 2-2 integer interpolating wavelet transform is very

simple, taking only 20 lines to code with the transform itself summarized with only two

equations.

A.3.2 Entropy Encoding

For expediency, the Huffman encoding routines from Numerical Recipes were

used [73], and a detailed description can be found there. There are better algorithms,

such as arithmetic coding, but in this process simplicity was given preference.

The Huffman algorithm takes in a table of symbols (integers in our case), and

their corresponding frequency in the data to be compressed. It then generates an optimized

translation table between the symbols and unique strings of bits. Encoding is done by

replacing the symbols with their bit strings, and decoding is done vice-versa. Of course,

this means that the translation table must be stored with the encoded data so that it can
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Table A.2: The entropy of the distribution of waveform integer values under a series of
operations. The first is just the raw ADC values. Next, the ATWD pedestal is subtracted
from the signal. For the last two entries, the integer wavelet transform has been applied.

Entropy
ADC Only 4.2
ADC - Ped 3.4
ADC / Wavelet 3.1
ADC - Ped / Wavelet 1.8

be later decoded. One important detail is that lossless compression done in this fashion

results in a variable size for the compressed data.

A.4 Compression Results

A.4.1 Entropy Reduction Results

The entropy for four different scenarios were computed according to Eq. A.1.

The integer sample data was taken from the first event (229 waveforms) of the SF file

run 001222 000000 000092.sf. The first scenario is the entropy from just the ADC values

themselves, the second is ADC value after pedestal separation, the third is ADC value

after wavelet transformation and the last is ADC after pedestal subtraction and wavelet

transformation.

A.4.2 Entropy Encoding Results

As a test, a standard frequency table was generated from the first 1000 waveforms

of the previously mentioned SF file from run 1222 and this was used to compress waveforms

from a different run (run 001233 000000 000374.sf). If any integer was not encountered
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in this set of data, it was given a frequency of one in 1000 waveforms by default so that

the encoder would not fail if it encountered it in future data. A different set of data

was compressed with this table to support the idea that one standard frequency table

could be used for compression of all KamLAND data. By using one frequency table some

optimization is lost in compression (since the frequency table is tuned to the data from

which it was generated), but as a benefit only one translation table must be stored for all

data. This also improves the simplicity of implementation. Alternatives span the range of

storing translation tables all the way down to a waveform by waveform basis, but at this

point the overhead of the table negatively impacts compression.

The average compression obtained for 250,000 waveforms (1000 events) from run

1233 is 0.31. There is a long tail which goes out to a ratio of 1.6, where some waveforms

actually expand instead of compress. This is most likely correlated with high energy events

such as muons, which produced non-standard waveforms.

A.4.3 Speed and Reliability

The above 250,000 waveforms were compressed, decompressed and compared to

their original values and no difference was found. This entire test ran in under 30 seconds

on a single standard PC desktop computer.

A.5 Implementation for KamLAND

For the KamLAND data compression, a fixed Huffman table was generated from

a sample data set and was hard-coded into the compression routines. A fixed set of mean
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pedestal data was generated for compression use, but this was not hard-coded into the

decompression software. It is instead written to the data at the beginning of every run for

use in decompression.

An alternate entropy reduction transform was written by Misha Batygov to replace

the integer wavelet transform. While the resulting compression ratio is similar for both

transforms, the new algorithm is twice as fast. This is the transform that is currently

used for compressing the KamLAND data; for the details of this transform refer to the

DiffEntropyHuffmanCoDec software.


