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CHAPTER 1

Introduction

The current model of the evolution of the universe postulates the emergence of space and time in a
singularity called the Big Bang estimated to have taken place 13.7 billion years ago. Following the Big
Bang, the universe expanded and the energy density decreased over time. A timeline of the evolution of
the universe is shown in figure 1.1.
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Figure 1.1: Schematic view of the evolution of the universe in the Big Bang model. From [1]

After a period of rapid expansion (inflation), the so called elementary particle era spans from a time of
t = 107195 after the Big Bang, at an energy scale of around 100 GeV, until the formation of the first nucle-
onsats = 10™*s, corresponding to an energy scale of 0.1 GeV. The physics studied in this thesis takes place
at the high-energy frontier of the particle era. To infer information about physics processes in this regime,
data from the Large Hadron Collider (LHC), one of the largest particle accelerators in the world today, are
analysed. Atthe LHC, protons are brought to collision at a centre-of-mass energy of 13 TeV, recreating in
a laboratory the conditions that prevailed at the very beginning of the particle era shortly after the Big Bang.



Chapter 1 Introduction

The dynamics and interactions of elementary particles are described by the Standard Model of Particle
Physics (SM). It is one of the most well-tested theories in physics at present. However, there are
known inconsistencies within the SM, which makes physicists believe that it is an incomplete theory.
Observations from astronomy suggest that only 4.6% of the matter content of our universe consists of
so-called baryonic matter, whose particle composition is described by the SM, while 23% are made of
a type of matter which only interacts via gravity, also known as dark matter. The remaining 72% are
attributed to so-called dark energy which is deemed responsible for the observed accelerated expansion of
the universe and whose composition is known to an even lesser degree than dark matter. The SM provides
no particle candidate for dark matter and also gives no compelling explanation of the nature of dark energy.

With the discovery of the Higgs boson in the year 2012 by the ATLAS and CMS collaborations at the
LHC, one of the last missing pieces of the SM fell into place, by observing the mechanism responsible
for giving mass to the known particles. Even though the properties of the observed Higgs boson seem
to be consistent with the SM expectation, there are still many open questions connected to it. One of
these problems, called the naturalness problem, is related to the great scale difference between the SM
electroweak scale (250 GeV) and the Planck scale (1019 GeV), where gravity becomes strong. This scale
difference leads to extremely large quantum corrections to the Higgs boson mass. To obtain the observed
Higgs boson mass of 125 GeV the SM parameters need to be tuned exactly to cancel out the corrections.
Such fine-tuning is considered to be un-natural and undesirable in a theory.

Due to these conceptual problems it is believed that the SM cannot be the final answer regarding the
description of the universe in the framework of particle physics. There are many proposed extensions
of the SM (Beyond the SM (BSM) or New Physics theories) which attempt to overcome some of the
difficulties mentioned above, e.g. by providing a natural candidate for a dark matter particle, or introducing
a new interaction at the TeV energy scale which leads to natural cancellation of the large terms correcting
the Higgs boson mass.

One of the aims of the LHC programme is to search for evidence of New Physics by producing
new particles directly. The ATLAS experiment is designed as a general-purpose detector such that it
is sensitive to all SM particle types and able to record many different signatures of new particle de-
cays. Many new particles that could be produced at the LHC are predicted to have masses up to several TeV.

In this thesis a search for a new heavy resonance V' in the decay channel V' — V H with the ATLAS
detector is presented. V denotes a SM electroweak boson (W or Z boson) and H is a SM Higgs boson.
The W and Z bosons are required to decay leptonically, and the Higgs boson decays further into two
b-quarks. Data recorded by the ATLAS detector during 13 TeV LHC proton-proton collisions are analyzed
and scrutinized for the presence of a V'. The main challenge in this analysis is the reconstruction of
the Higgs boson, which obtains a large Lorentz-boost due to the large resonance mass. As a result, the
b-quarks from the H — bb decay are collimated and require dedicated reconstruction techniques. The
second part of this thesis is dedicated to the study of boosted Higgs boson identification algorithms and
their calibration in data. The data-based calibration was newly developed for the ATLAS experiment
within this thesis work. It is using gluon splitting (g — bb) events, which are produced abundantly at the
LHC, as a proxy for a boosted bb event topology.

This thesis is structured as follows: Chapter 2 gives an introduction to the SM and the Higgs mechanism
and introduces different classes of New Physics models. In chapter 3, an overview of the Large Hadron



Collider and the ATLAS detector is given, as well as an introduction to reconstruction techniques for
different particle signatures in the detector. The search for a new heavy resonance V' — VH(bb) is
presented in chapter 4, introducing the effective model used as New Physics benchmark and outlining in
detail the analysis strategy and design. Chapter 5 contains the study of the performance of Higgs boson
identification algorithms in data using g — bb events as well as the first direct calibration of double
b-tagging for the ATLAS experiment. Finally, the conclusion is presented in chapter 6.






CHAPTER 2

Basic Concepts of High-Energy Physics

In this chapter an introduction to the physics of elementary particles will be given. The basic principles
of the current theoretical framework, called the Standard Model of particle physics, will be introduced, as
well as the generation of particle masses via the Higgs mechanism. Finally the role of the Higgs boson in
connection with new physics extensions of the Standard Model will be outlined.

2.1 The Standard Model of particle physics

The theory of elementary particle physics attempts to unify quantum mechanics with the theory of Special
Relativity. Quantum mechanics first established the duality between discrete particles and continuous
waves at small scales. When contemplating the Lorentz-invariant formulation of the equations of quantum
mechanics, a curious dynamics of creation and annihilation of quanta from the continuum emerged
which finally led to the new concept of a quantum field. Particles manifest themselves as quantum excita-
tions of fields and interact via force fields, which in turn also possess particle nature via quantum excitations.

The current theoretical framework to describe elementary particles and their interactions is called the
Standard Model of particle physics (SM). Particles are classified according to their behavior under Lorentz
transformation. While all matter particles transform as Dirac spinor with half-integer spin (fermions),
the force carriers transform like vectors and possess integer spin (bosons). The exception to these cases
is the Higgs boson, which transforms as a Lorentz-scalar and will be discussed in more detail in section 2.3.

Figure 2.1 shows a graphical depiction of the particle content of the SM the corresponding forces to
describe particle interactions. Matter particles are subdivided into quarks, which have fractional electric
charge of +2/3 (up-type) and —1/3 (down-type) as well as leptons with an electric charge of —1 and
neutrinos, which are electrically neutral. Quarks and leptons can be grouped into three generations
which differ only in their mass. In total there are six different types of quarks (flavours) with three
quark doublets consisting of one up-type and one down-type quark. Of special interest for this thesis is
the b-quark, which is part of the third quark generation, with a mass of 4.18i8:8§ GeV (in MS scheme)
[3]. The leptons follow a similar structure as the quarks, with three generations of doublets each
containing a charged lepton and the corresponding neutrino. For each matter particle in the SM there is a
corresponding anti-matter particle with the same mass but opposite charges with respect to the interactions.

The three interactions of the SM include strong, electromagnetic and weak interaction. Each interaction
is connected to a conserved current and a charge, where only particles that possess a nonzero charge



Chapter 2 Basic Concepts of High-Energy Physics

leptons

quarks

photon

Higgs boson

weak bosons

Figure 2.1: Particles and their interactions within the Standard Model of Particle Physics. The blue connecting lines
represent the interactions between different SM particles. From:[2]

participate in the corresponding interaction. The strong interaction (Quantum Chromodynamics, QCD) is
mediated by the gluon, which is a massless spin-1 vector boson. It couples to particles which carry colour
charge, namely quarks and gluons themselves. Colour charge assumes three different values, symbolically
denoted as red, blue and green and three anti-colours, anti-red, anti-blue and anti-green. The nature of
the strong interaction requires that all physical objects are colour-neutral. This leads to the formation
of bound states of quarks, called hadrons. Gluons themselves carry both colour and anticolour, which
means they can couple to themselves (self-interaction). The weak interaction is mediated by three massive
vector bosons, W+, W™ and Z°. The charges associated with the weak interaction are the hypercharge and
isospin. The large mass of the mediator bosons leads to smaller couplings of the weak interaction and a
short interaction range. Finally the electromagnetic interaction is mediated by the massless spin-1 photon,
often denoted as y. In the SM, the neutral fields of the electromagnetic and weak interaction mix, leading
to the unification of the electromagnetic and weak interactions into the so-called electroweak interaction.

2.2 Symmetries and Gauge invariance

In the previous section the structure of the SM interactions was introduced in an ad hoc way. However the
behaviour of the different interactions can be motivated by underlying symmetry principles in a field
theoretical formulation of the SM. The theoretical basis of this formulation of the SM is the Lagrangian
density, which in its shortest form can be written as:

1

‘LSM = _ZF:“VF”V

+ iy Dy .1
+ LH,bosons

+ ‘EH,fermions



2.3 The Higgs mechanism

The first line of equation 2.1 contains the energy-momentum tensor F,,,, of the electroweak fields and the
gluon fields. The first line therefore encodes the kinetic energies of the electroweak bosons and gluons
and their self-interactions. The second line contains the fermion field ¢ (for leptons and quarks) and the
so-called covariant derivative D, which contains both the lepton and quark kinetic energies, as well as
their interactions with the electroweak fields. Furthermore this term contains the interaction of quarks
with gluons. The third line contains the Higgs potential as well as the interactions of the electroweak
fields with the Higgs doublet. Finally the last line contains the interaction of leptons and quarks with the
Higgs doublet. The last two lines are commonly referred to as the Higgs sector of the Lagrangian and
will be discussed in more detail in section 2.3.

The terms in the Lagrangian density must fulfill two criteria: Firstly, each term must be a Lorentz-scalar,
since the action (the integral of the Lagrangian density over time) must be a scalar following the postulates
of special relativity. This requirement dictates the behaviour of the fields under Lorentz transformations.
Secondly, each term must fulfill the principle of local gauge invariance, stating that the terms must
be invariant under spacetime-dependent transformations of a certain symmetry group (gauge group).
The gauge groups are specific for each interaction. The strong interaction requires invariance under
SU (3) transformations whereas terms related to the electroweak interaction must satisfy invariance under
SU(2); x U(1) transformation. (The subscript ; denotes that the weak interaction couples only to
particles of left-handed chirality and thereby maximally violates parity. For a more detailed discussion,
see e.g. [4].) These symmetry requirements dictate which terms are possible in the Lagrangian density
and which terms are forbidden. This governs the structure of all interactions in the SM. In principle, all
allowed terms in the SM Lagrangian density should take place in nature, or there must be an underlying
mechanism for their suppression.

2.3 The Higgs mechanism

The observed particles of the SM have a wide range of different masses. However, including a mass term
directly in the Lagrangian density violates local gauge invariance. To solve this problem, a complex
scalar doublet Higgs field together with a Higgs potential is introduced in the Lagrangian density eq. 2.2:

‘EH,bosons = Dﬂ¢'DlJ¢ - V(¢) 2.2)
V($) = 12¢ ¢+ Ao $)? with > <0, 1>0 '

Figure 2.2 shows an illustration of the Higgs potential, often referred to as the Mexican-hat potential.
The potential itself is invariant under SU(2) x U(1) transformations, however the minimum is moved
away from zero, therefore the potential has a nonzero vacuum expectation value v, also called (VEV). Due
to quantum fluctuations the vacuum will spontaneously be moved into the minimum of the potential and
will no longer be invariant under transformations of the original symmetry group. The original symmetry
is said to be broken spontaneously. From the form of the potential it is visible that fluctuations along
the minimum result in no gradient in the potential, therefore states corresponding to these fluctuations
remain massless. Each linearly independent direction in which these fluctuations can occur without a
potential gradient gives rise to one such degree of freedom. In case of the Higgs potential there are three
massless degrees of freedom which are absorbed by the W and Z bosons. They generate the W and Z
boson masses by providing a degree of freedom for the longitudinal polarization direction needed for a
massive state. This is referred to as the Higgs mechanism. The radial quantum fluctuations around the
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Figure 2.2: Graphical representation of the Higgs potential. From: [5]

vacuum expectation value correspond to a massive scalar field, the Higgs field h(x), excitations of which
give rise to the Higgs boson. In the vacuum state one can therefore substitute:

1 0
IR

The energy scale at which electroweak symmetry breaking (EWSB) occurs is called the electroweak scale
which corresponds to an energy of Egwsg = 250 GeV. From the SM theory point of view, it makes sense
only after EWSB to speak of the massive W and Z bosons instead of the massless fields of the unified
electroweak interaction. It should be noted that, after electroweak symmetry breaking, the vacuum state
still fulfills the U (1),,,, symmetry of the electromagnetic interaction, therefore the photon remains massless.

The spontaneous symmetry breaking (SSB) gives rise to the masses of the weak vector bosons. Fermion
masses still need to be introduced, via their interaction with the complex Higgs doublet:

'LH,fermions = &LY'vagb +h.c. (24)

If the Higgs doublet field is substituted by eq. 2.3, it becomes immediately visible that mass terms arise,
as well as terms describing the interaction of the Higgs field with fermions:

Yo -
LH,fermions = 6‘#1# + Y‘ﬁ‘//h
N 2.5
75 (2.5)
Mermions = %

In the above equation, Y is called Yukawa-coupling. This coupling is a free parameter of the SM
which must be measured experimentally. The coupling strength between fermions and the Higgs field is
proportional to the fermion mass.



2.4 Production and decay of the Standard Model Higgs boson

2.4 Production and decay of the Standard Model Higgs boson

The production modes of a SM Higgs boson at the LHC are shown in figure 2.3 (a). The dominant
production mode at the LHC is the so-called gluon-gluon fusion (ggF), where the Higgs boson is created
via a top quark loop. In the vector boson fusion (VBF) mode, the Higgs is created in association with
two forward quark jets. The vector boson associated production mode is more rare (see figure 2.3 (b)),
however the decays of the associated vector bosons provide a good separation power with respect to
hadronic backgrounds. The rarest production mode among the four shown in figure 2.3 (a) is the top-quark
associated production mode, which is interesting because it directly probes the coupling among the two
heaviest known particles in the SM.
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Figure 2.3: Left: Feynman diagrams for SM Higgs boson production at the LHC. (a) Gluon-gluon fusion, (b)
vector boson fusion, (c) vector boson associated production and (d) top associated production. From: [3]. Right:
Cross-sections for different Higgs production modes in 13 TeV pp-collisions at the LHC [6].

The branching fractions for a SM Higgs boson with a mass of 125 GeV decaying into SM particles
are shown in figure 2.4. The most probable decay mode is to two b-quarks (the decay into top quarks is
kinematically forbidden) with a branching fraction of 58%.

The Higgs boson was discovered in the year 2012 by the ATLAS and CMS collaborations at CERN [7,
8]. Since then, further studies of the properties of the Higgs boson have found it to be consistent with the
SM expectation [9-12] . The bosonic decay modes of ZZ, yy [7] and WW [13] have been observed in
ATLAS, as well as the fermionic decay into bb [14] and 77 [15].

2.5 The Higgs boson as a probe for new physics

Even though the experimental results obtained at the LHC so far suggest that the observed Higgs boson
is consistent with the SM expectation, there are still several open questions related to the origin and
nature of spontaneous symmetry breaking and the Higgs field. One prominent problem, that was already
mentioned in the introduction is the naturalness problem [16-18]. It is related to the mass of the Higgs
boson, which, in next-to-leading order (NLO) perturbative calculation receives radiative corrections with
extremely large values. To obtain the observed Higgs boson mass of 125 GeV precise fine-tuning and can-
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Figure 2.4: Relative branching fractions of the SM Higgs boson with a mass of 125 GeV [6]

cellation between the correction terms is required for which there is no intrinsic explanation within the SM.

There are several extensions of the SM that can protect the Higgs boson mass against large radiative
corrections [19]. One broad range of models assume a new symmetry between fermions and bosons,
called Supersymmetry (SUSY). Assuming SUSY, every particle participating in the loop corrections to
the Higgs mass would acquire a supersymmetric partner contributing an additional loop diagram which,
due to the super partner’s difference in spin would cancel out each SM loop correction at every order of
perturbation theory. Figure 2.5 shows the top loop Feynman diagram correcting the Higgs mass, together
with the diagram contributed by the super partner of the top, called Stop. Supersymmetric models predict
an extended Higgs sector with at least three neutral Higgs bosons and two charged Higgs bosons. For

many SUSY models the lightest supersymmetric particles are expected to be produced at LHC energy
scales, but none have been observed so far.

top-loop stop-loop

Figure 2.5: The top loop contributing to NLO corrections to the Higgs boson mass. Also shown is the stop loop
which appears in supersymmetric extensions of the SM and cancels the top-loop corrections.

Another class of extensions aiming to resolve the naturalness problem assumes a new strong interaction

10



2.5 The Higgs boson as a probe for new physics

regime at the TeV energy scale or above. The new interaction leads to dynamical breaking of the
electroweak symmetry. In dynamical symmetry breaking the role of the Higgs field is played by bound
states of the original strong interaction which, similar to light mesons in Chiral symmetry breaking of
QCD, break the electroweak symmetry. This would imply that the Higgs boson is not an elementary
particle, but a composite bound state. The introduction of a new intermediate energy scale in the TeV
range resolves the naturalness problem, because the magnitude of the NLO Higgs boson mass correction
is proportional to the scale difference between the electroweak scale and the next higher scale where New
Physics enters. If there is New Physics at the TeV scale, the corrections are much smaller than if one
assumes that the SM holds up to the Planck scale of 10" GeV. Fora graphical illustration of the influence
of an intermediate scale to the Higgs mass correction, see figure 2.6. There are several sub-types of the

TeV-scale strong interaction models, including Minimal Walking Technicolor [20-22] , Little Higgs [23]
and Composite Higgs models [24, 25] .

Energy

1019 GeV Planck

s
«Q
®
Zz
o
E
g Strong
?‘g New Physics
1TeV 5 small NLO
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250 GeV EW EW
SM only SM + New Strong

Sector

Figure 2.6: Illustration of different energy scales with and without the introduction of a new strong interaction

regime at the TeV scale. The corrections to the Higgs boson mass are proportional to the scale difference between
the electroweak (EW) scale and the next higher scale of New Physics.

All of the above new physics models predict the existence of heavy vector resonances decaying into
SM particles. It is expected that resonances with masses up to several TeV can be produced directly at
the LHC. The decay of heavy vector resonances into an electroweak boson and a SM Higgs boson is a
natural prediction by many new physics models. In many cases it is an enhanced decay mode. In searches
for heavy resonances, the SM Higgs boson therefore serves as a probe for new physics associated to
the SM Higgs sector. Many new physics searches are not sensitive to all parameters of the underlying

theoretical model, therefore simplified effective models are widely used to conduct searches that are less

model-dependent [26]. An example of an effective model is the so-called heavy vector triplet (HVT)
model [27, 28]. It is introduced in detail in section 4.1.
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CHAPTER 3

Experimental Physics at the Large Hadron Collider

This chapter will serve as an introduction to the Large Hadron Collider, one of the world’s largest particle
accelerators, as well as the ATLAS detector, one of the two multi-purpose experiments at the LHC.
Experimental methods and mathematical tools to extract information about physics processes from the
data recorded by ATLAS will be described in detail.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the worlds largest particle accelerator. It is located at the European
Centre for Particle Physics CERN on the Franco-Swiss border close to Geneva. The LHC tunnel has a
circumference of 27km. Within the tunnel, two proton beams beams circulate contrarotatingly and are
brought to collision at four different points where particle physics detectors are located. The protons,
being charged particles are forced to circular orbits within the LHC tunnel by powerful superconducting
dipole magnets. Particles are accelerated in several pre-accelerators, but also in a single location within
the LHC using electric fields varying at radio frequencies. The beams within the LHC are not continuous
but they consist of many discrete packets of protons called bunches. The maximum number of bunches
within the LHC in Run-2 were 2556.

One of the main goals of the Large Hadron Collider physics programme is the discovery of new
particles by producing them directly and detecting them via their decay products. To produce heavy new
particles directly, a large center-of-mass collision energy +/s is needed. For two beams of energy E, and
E, that collide head-on, the centre-of-mass energy is defined as:

Vs =+/(py +py)° = VAE L E;. CRY

To motivate the use of proton beams at the LHC it is useful to compare electron-positron colliders
and proton-proton colliders. For a circular electron-positron collider the maximum beam energy that is
reachable is always constrained by the losses through synchrotron radiation, which is emitted by charged
particles being deflected on a circular orbit by a magnetic field. The total power radiated via synchrotron
radiation scales with the particle energy to the power of four, decreases with the radius squared and with
the mass of the particle to the power of four. This means that for protons which have 2000 times the
mass of an electron, much higher energies are reachable without considerable losses through synchrotron
radiation. Therefore a proton-proton collider is able to reach higher energies necessary to produce new
heavy particles. The limiting aspect of the center-of-mass energy at a hadron collider is the magnetic field
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strength necessary to force protons onto a circular orbit at high energies. In order to reach a design beam
energy of 7 TeV in the 27 km circumference LHC tunnel, magnetic dipole fields of 8.3 T are necessary.

3.1.1 Luminosity

One of the most important defining parameters of a storage ring is the instantaneous luminosity, defined
as:

_ nNN, f

- s 32
dro .o (3-2)

y

where n is the number of particle bunches in the beams, N; and N, are the numbers of particles per bunch
in beams 1 and 2, f is the collision frequency and o, and o, describe the standard deviation of the beam
in the transverse plane, assuming a Gaussian beam profile. The luminosity quantifies the number of
particle interactions per area and time. Together with the cross section of a particle reaction process it
determines the number of times a particle reaction is expected to occur in an accelerator experiment:

N(pp—>X):fL0'(pp—>X)dt. 3.3)

In the above equation, N denotes the number of events in which the process pp — X takes place, L is the
instantaneous luminosity and o (pp — X) is the cross section for the process pp — X. Equation 3.3
shows that the instantaneous Luminosity has the units em s
The peak instantaneous luminosity achieved at the LHC in Run-2 is 2.1 X 10%* em 27! [29]. To
maximize the luminosity of the LHC the beam parameters need to be tuned. Typical tuning consists of
increasing the number of particle bunches and to decrease the diameter of the bunches in the transverse
plane. For this purpose focusing magnets and corrector magnets at higher multipole order are used.

3.1.2 Proton-proton collisions

Protons are composite objects that consist of quarks and gluons. In general there is an inverse relation
between the energy scale of a probing process and the distance scale that can be resolved, thus, the higher
the energy transfer in a process, the finer the structures that can be resolved. At the energy scale of the
LHC, the sub-structure of the protons can be resolved and the collisions need to be described in the
picture of the high-energy limit of QCD, where partons are asymptotically free. In this picture, not the
protons themselves collide, but the partons within them. The term parton in this case does not refer only
to the known valence quarks (u,u,d) within the protons but include gluons, and the so called sea-quarks,
which are created by gluon splitting within the protons. The fraction of different parton types and their
momentum distribution within the proton are described by the parton-distribution functions or PDFs. A
PDF is usually shown as a dependence on the parton momentum fraction:

¥ = pparton ) (34)
pproton

For a proton made of three bound valence quarks the PDF would be a smeared function with a peak at
x = 1/3. However the results from deep-inelastic scattering show that there is a significant contribution at
low x from sea quarks and gluons. Figure 3.1 shows the PDF of the proton at different energy scales /12.
PDFs cannot be predicted from first principle theoretically, but they need to be measured. The evolution
of the PDFs as a function of the energy scale can be calculated from theory, therefore PDFs that are
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measured at a lower energy scale can be extrapolated to the energy scale of the LHC. At the LHC energy
scale (fig. 3.1 (b)) the interaction of two gluons is the most likely process.
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Figure 3.1: Parton distributions functions inside the proton for different energy scales ,uz. The bands show x times
the unpolarized PDF from the NNLO NNPDF3.0 global analysis [30]. From [3].

At a proton-proton collider the true center-of-mass (CM) energy does not correspond to the collider
CM energy (13 TeV in Run-2), but it is the CM energy of the interacting partons, which carry a certain
fraction of the initial proton momentum, depending on the PDF. The momentum fraction and the CM
energy of the colliding partons is not known a priori. However, since one of the main goals of the LHC
programme is the search for new particles with unknown mass, the different parton CM energies ensure
that a broad range of masses is covered for the direct production of new particles.
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Figure 3.2: Schematic view of a proton-proton collision producing a W boson in association with jets.

A schematic view of a proton-proton collision is shown in figure 3.2. Only a small fraction of the
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proton takes part in the "hard" (high momentum transfer) scattering interaction, which in the end may
produce an interesting physics event. The proton remnants travel onwards along the beam axis, or are
scattered at very small angles. This leads to a high particle density close to the beam which decreases for
larger angles with respect to the beam axis. In the transverse plane the momentum spread of the protons is
well-constrained. In the longitudinal plane the momentum of the bunches is unknown. Therefore it is not
possible to make a statement about the longitudinal momentum of the rest system of the hard scattering
interaction.

Due to the large number of protons in the beam, several collisions occur per bunch crossing, which
manifest themselves as additional interaction vertices within the detector. These additional interaction
vertices are called pile-up. The average number of pile-up vertices in the years 2015 and 2016 was
(uy = 13.4 and 25.1, increasing up to (u) = 36.1 in 2018 [29]. In general, a higher instantaneous
luminosity also corresponds to more pile-up interactions in the detector.

3.2 The ATLAS detector

The ATLAS detector is one of four particle detectors at the LHC. It is a multi-purpose detector of cylindrical
shape (see figure 3.3) that consists of several layers of sub-systems dedicated to the detection of different
particle types [31]. One of the main principles of particle detection in ATLAS is hermeticity of the detector,
meaning that no interacting particle should escape detection. This is is important because (transverse) mo-
mentum balance can be used as a constraint for indirect detection of particles that interact only weakly or not
at all with the detector material. To achieve hermeticity the detector covers almost the full solid angle of 4.

3.2.1 Coordinates and reconstructed quantities

The ATLAS detector aims not only to determine the species of particles produced in a hard scattering
reaction, but also to determine their kinematic properties. This is necessary since short-lived particles
cannot be measured directly in the detector, but their properties have to be inferred from their decay
products using relativistic four-momentum conservation. To determine the four-momentum of a particle,
the energy, transverse momentum and two angles must be measured.

Figure 3.3 shows an overview of the ATLAS detector together with the axes of its coordinate system.
The ATLAS coordinate system is a right-handed spherical coordinate system, where the z-axis lies in
the direction of the beam and the x-axis points to the center of the LHC. The origin lies at the nominal
interaction point in the middle of the detector. The azimuthal angle ¢ is the angle measured in the
transverse plane spanned by the x- and y-axis. Instead of the polar angle 8, which is the ascension
with respect to the beam axis, the pseudo-rapidity n is commonly used in coordinate systems at hadron
colliders. The pseudo-rapidity is defined as:

0
n = —Intan (—) . 3.5
2
The use of the pseudo-rapidity 7 is motivated by the fact that differences in n are invariant under

Lorentz-boost. At a hadron collider this property is advantageous, because the particle multiplicity within
intervals of 7 is approximately constant.
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Figure 3.3: Overview of the ATLAS detector with the detector coordinate system. Two humans are added for scale.
(32]

Having obtained both information about ¢ and 7 one can define a distance measure in the solid angle
between particle 1 and 2:

ARy = \/(m — 1)+ (8 — ). (3.6)

One further important quantity besides angles, transverse momentum and energy is the missing
transverse energy, Er . If a particle such as a neutrino leaves the detector without detection, its
transverse momentum can be determined by reconstructing all visible particle signatures & in the detector

and calculate the component that is missing to achieve transverse momentum conservation:
EPS =3 pry. 3.7)
k

As mentioned before, for a meaningful determination of E[TIliss it is necessary that all visible particles
produced at the hard scattering interaction are reconstructed as precisely as possible within the detector.

3.2.2 Detector components

Figure 3.4 presents a schematic view of a segment of the ATLAS detector showing the different detector
components which will briefly be introduced in this section. Since the most important physics objects
studied in this thesis are jets and tracks for jet flavour identification, the focus of this chapter is to discuss
the subsystems contributing to their reconstruction, namely the Inner Tracker and the Calorimeter.

Inner detector

The innermost detector layer [31], also called Inner Detector or Inner Tracker is dedicated to the precise
reconstruction of charged particle tracks. The innermost part consists of four layers of silicon pixel
detectors. The sensors of these detector layers are divided into two-dimensional segments, so-called pixels,
where each pixel constitutes one separate channel that is read out to record if a charged particle traversed it.
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Figure 3.4: Schematic slice of a segment in the barrel region of the ATLAS detector showing signatures of different
particle species in the sub-detector layers. Relative size of the sub-detectors are not to scale. [33]

Of the four pixel detector layers the innermost insertable B-layer (IBL) is situated closest to the beam pipe,
at 33 mm from the interaction point. The second layer is called the B-layer, because historically it was
the layer closest to the distance in which B-hadrons produced at the primary vertex decay. The following
two layers are named Pixel Layer 1 and 2 !. Each layer of the pixel detector provides a three-dimensional
space-point on the particle trajectory. Due to its fine segmentation, the pixel detector can tolerate
extremely high radiation doses close to the interaction point [34]. The Pixel detector is followed by four
layers of silicon strip detectors, called the semi-conductor tracker (SCT): A single layer of strip detectors
only provides a 2-dimensional space-point measurement, however three-dimensional hit information can
be determined by using a double layer of strip sensors overlaid at an angle. Outside of the SCT a transition
radiation tracker (TRT) is installed which consists of gas-filled straw tubes, that add complementary
hit information up to a distance of 1 182 mm from the beam line. The extremely high granularity of
the silicon pixel and strip detectors ensures a reconstruction of tracks with excellent spatial resolution
necessary to reconstruct the primary vertex where the hard scattering takes place. Furthermore, the decay
vertices of long-lived particles, such as B-hadrons can be reconstructed precisely thanks to the excel-
lent track resolution due to hit information provided by the IBL and B-layer located very close to beam line.

As a whole, the inner detector functions as a magnetic spectrometer: it is inserted in a superconducting
solenoid producing a magnetic field along the beam direction, which forces charged particles on helical
trajectories. The transverse momentum of the charged particles can be deduced from the bending radius
of their reconstructed tracks. For more detail on track reconstruction and parametrization, see section 3.3.

! The naming scheme of Pixel layers is historical. Pixel Layers 1 and 2 were devised before the B-layer and IBL.
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Calorimeters

The ATLAS Calorimeters [31] are used to measure the energy of particles. This is done via a destructive
measurement, which means that the particles are stopped within the calorimeter material and their
deposited energy is measured. There are two different types of calorimeters in ATLAS, namely the
electromagnetic calorimeter and the hadronic calorimeter. The electromagnetic calorimeter is dedicated
mainly to the reconstruction of electrons and photons. In the hadronic calorimeter, strongly interacting
particles such as pions, kaons or protons are detected. If a particle enters into the calorimeter and interacts
with the material it creates a cascade of secondary particles, called a shower. In the electromagnetic
calorimeter, the dominant processes at high energies are bremsstrahlung for electrons and electron-positron
pair production for photons. In a simplified model the shower generation is pictured as an avalanche, where
each of the branchings corresponds to either a bremsstrahlung or pair-production process. The shower
development stops, when the photon energy is below the threshold for pair production. The characteristic
length of a calorimeter is called radiation length and is defined as the length where the energy deposited in
the shower is 1 — 1/e times the energy of the incoming particle. For the hadronic calorimeter, the shower
development is dominated by the strong interaction and nuclear reactions, such as spallation, fission
or nuclear evaporation. Some electromagnetically decaying hadrons, such as 7% or n also initiate an
electromagnetic shower. Hadronic showers are in principle similar to electromagnetic showers, but their
development is much more complex than electromagnetic interactions. Since nuclear interactions have a
smaller cross section than electromagnetic interactions, the hadronic interaction length A, is larger than
the electromagnetic radiation length. This is the reason why the hadronic calorimeter in the ATLAS de-
tector is thicker (1.6 m thickness at 7 = 0) than the electromagnetic calorimeter (0.53 m thickness at 7 = 0).

Both ATLAS calorimeters are so-called sampling calorimeters, which consist of alternating layers of
absorber material and active material to record the shower shape. In the electromagnetic calorimeter the
absorber material consists of lead plates with layers of liquid argon scintillator in between. To reduce the
amount of dead regions and to enable a fast read-out, an accordion-like geometry is chosen for the lead
absorber plates. In the ATLAS hadronic calorimeter, iron plates are used alternatingly with scintillating
tiles.

If a particle deposits energy in a certain segment of the calorimeter it leaves a signal in this segment,
or cell. The individual cell signals are clustered together by the so-called topological cell clustering
algorithm based on their signal significance with respect to the noise [35]. The topological cell clusters
contain spatial and shape information and calibration and corrections depending on the cluster location
and shape are applied to them. The calibrated and corrected topological cell cluster form the basic input
to jet reconstruction algorithms described in 3.4.1.

For charged particles calorimeters provide a complementary measurement to the track measurement.
Neutral particles, such as photons and neutrons, can only be measured in the calorimeters. The energy
resolution of an electromagnetic calorimeter is typically given as:

) 1 1
— =a-—®bdc-— 3.8
Y - (3.8)
where the first term is called the stochastic term, which is due to the statistical fluctuations of the number
of particles N counted in the shower, fluctuations due to the sampling and quantum fluctuations that
scale with VN « VE. The second term is the constant term, which comes about due to inhomogeneities
and imperfections of the calorimeter material or calibration. The third term is called noise term which
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is contributed e.g. by noise of the readout electronics. For the hadron calorimeter there is an energy-
dependent modification of the above behavior due to the effect of non-compensation, meaning a different
response for electromagnetically and hadronically induced shower parts. However, to good approximation
the relation:

10%
TE o =22 (3.9)
E"VE
holds for the electromagnetic calorimeters in ATLAS, while
429
TE o 222 (3.10)

oC
E  VE
holds for the hadronic calorimeter. The increase in energy resolution at high energies and the almost
constant behaviour within the full 47 solid angle as well as neutral particle reconstruction and fast readout

are among the main motivations to include calorimeters in addition to the Inner Detector in a particle
detector such as ATLAS.

Muon Spectrometer

Muons are the only SM particles besides neutrinos that traverse the detector material and reach the
outermost detector layers. The muon spectrometer (MS) [31] provides a complementary measurement of
muons in the outermost layer of the detectors. It consists of gaseous tracking detectors and large toroid
magnets which bend the muon trajectories. Since the volume that the muons travel within the toroid
field is much larger than in the inner detector, the deflection is high enough to retain good momentum
resolution. Muons are reconstructed by matching their MS track to a track in the inner detector. If the
matching fails, muons can also be reconstructed using a stand-alone measurement from the MS. For more
details on muon reconstruction and quality definitions, see 5.2.

3.2.3 Trigger

One of the main challenges at the LHC are the enormous event rates and large backgrounds. The cross
section for an inelastic proton-proton scattering is of the order of 100 mb. In comparison, the production
cross section for a Higgs boson in association with a W or Z boson is ten orders of magnitude smaller, of
the order of 1 pb. Most of the events produced at the LHC are soft QCD events that are not of particular
interest to most current physics analyses and are far too numerous to be recorded and stored. Therefore it
is of vital importance to have an automated procedure that comes to a very fast decision whether or not
an event contains an interesting signature and should be kept or whether it should be discarded. This
automated procedure is called event trigger.

The trigger used in the ATLAS detector consists of two steps called the Level-1 (L1) trigger and the
high-level trigger (HLT) [36]. The L1 trigger is purely hardware-based and makes a first decision based
on geometric or kinematic properties of simplified trigger objects reconstructed from one of the detector
systems. The L1 trigger reduces the event rate from about 4 GHz to 100 kHz. The HLT is purely based
on software and receives information about so-called Regions of Interest (Rol) from the L1 Trigger. The
HLT trigger algorithms perform a local reconstruction of objects within these regions and come to a
decision to keep or reject the event on the basis of their properties. There are different trigger algorithms
for different objects and kinematic properties available in the ATLAS experiment. For some triggers the
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event rate would still be too high despite a kinematic requirement on a physics object. For these triggers
an additional mechanism is introduced called prescale, which ensures that only a certain fraction of the
events passing the trigger requirements are recorded. In total, the HLT reduces the event rate further to
1kHz. The trigger algorithms used to pre-select events in the analyses presented in this thesis include
requirements on the presence of high-transverse-momentum leptons, high-pt jets or missing transverse
energy.

3.2.4 Monte Carlo simulation

A hadronic collision event consists of several different processes that take place at a wide range of energy
scales. The processes of main interest for physics take place only in the hard scattering interaction.
The transition matrix elements for the hard scattering can be calculated using perturbative methods.
However processes such as fragmentation and hadronization that are governed by soft QCD as well as the
interaction of particles with the detector material cannot be calculated from first principle, therefore they
rely on simulations based on models with tunable parameters. Simulations in particle physics make use
of pseudo-random number generators and are commonly referred to as Monte Carlo (MC) simulation.
This section is sub-divided into generation of particle-level events and the detector simulation.

Event generation

Event generation refers to the process of simulating a set of particles that can be fed into the detector
simulation. A variety of general purpose event generators are available, which generate simulated events
starting from a proton-proton-collision, step-wise adding more and more processes to the event until a
complex final states with many particles is reached [37]. One of the default generators used within the
ATLAS experiment, also employed in this thesis, is PyTHia [38, 39]. The event generation in PyTHiA
begins by simulating the hard scattering interaction computed to lowest order of corrections in QCD.
In the next step higher order QCD and QED corrections are added to the event in a parton shower
approximation, which assumes that radiation is emitted at small angle. The PyTHiA generator simulated
both hard radiation from the hard scattering interaction as well as soft components to simulate the
underlying event. At the end of the parton shower, the quarks and gluons from the shower are hadronized
using a phenomenological model with many parameters which have to be tuned to match the observed
data. To simulate specific decay modes, such as decays of B-hadrons, data-based tables of branching
fractions can be used within the EvTGen [40] package. To add the contribution from pile-up, so called
minimum-bias events are simulated and overlaid with the previously generated MC events in the correct
admixture of hard and soft components. Other background processes such as beam gas and beam halo
background can be added by studying data events using the same trigger as is used to study detector noise.

As mentioned above, one of the default event generator in ATLAS is PytHia. However for specific
processes the hard scattering simulation may be done with an alternative generator (e.g. Pownec [41-43])
and its output is fed into PyTHiA. Samples which are generated in this way are usually denoted as e.g.
PowHEG + PyTHiA. To assess the size of systematic uncertainties due to MC modelling of a particular
process, events generated with an alternative shower model (e.g. with the HErRwiG++ [44] generator) are
used for comparison with PyTHia (see section 5.5.1).
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Detector simulation

The detector simulation serves as a model for the interaction of the generated particles with the detector
material. For the ATLAS experiment, the package GEaNT4 [45] is used. It contains a very finely detailed
description of the ATLAS detector geometry and material composition and is able to simulate signatures
that different particles induce in the detector material including the response of the readout electronics.
The material description contains both active detector material (sensors) and passive material (support
structures, readout electronics, cooling pipes etc.).

The first step of the detector simulation describes interaction processes with the material, such as
ionization, bremsstrahlung, multiple scatter, photon conversion or nuclear scattering for hadrons. One of
the most complex and time-consuming steps of the detector simulation is the description of electromagnetic
and hadronic showers in the calorimeters. To reduce the computing time needed per simulated event,
simplified models of the shower development can be used to describe the shower shapes. The second step
of the detector simulation, called digitization contains a model description of the response of the readout
electronics to the processes mentioned above. After the detector simulation an event has the exact same
data format as a real proton-proton collision event from the LHC.

A realistic detector simulation is of vital importance both in the conception stage of an experiment, to
optimize the expected performance of a setup, as well as in final data taking, to enable precise calibrations
and good understanding of the measured data.

3.3 Tracks

Under the luminosity conditions of the LHC in Run-2 up to a thousand charged particle tracks are
present in the ATLAS detector in each event. Tracks are used in almost all reconstruction processes of
physics objects in the detector, be it the reconstruction of leptons, jets, missing transverse momentum
or the removal of pile-up. It is therefore crucial to find a robust way to reconstruct tracks. Tracks
are reconstructed from hits of charged particles in the inner detector (see 3.2.2) by the ATLAS track
reconstruction algorithm [46]. The track reconstruction algorithm employs a step-wise procedure, which
starts with the clustering of hits in the different inner detector layers, and is followed by a first loose
combinatorial track candidate finding sequence. After all possible track candidates are found, ambiguities
are resolved based on a scoring system which ranks track candidates higher that are more likely to
correctly represent a charged particle track. After solving the ambiguities, a track fit is run for a precise
determination of the track parameters using information from all inner detectir systems.

Due to the solenoid field, tracks in the inner detector are bent onto a helical trajectory. The
parametrization of the track is based on five parameters:

qtrack = (q/p’ d()’ Z()’ 0’ ¢) (31 1)

In the above parametrization, g/p denotes the charge-signed inverse of the track momentum and d, and z,
are the transverse and longitudinal impact parameters (IP). The IP denote the distance between a reference
point and the track at the point of closest approach (perigee) in the transverse or longitudinal direction.
A common choice of reference point is either the primary vertex (PV), or the beam spot. In this thesis
the transverse IP is defined with respect to the beam spot, because this definition provides the tightest
constraint on d,,. The longitudinal impact parameter is defined with respect to the PV. A sketch of the
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impact parameter determination is shown in figure 3.5. Sometimes the signed impact parameters are used,
which for tracks in general are defined by the direction of the track curvature. The sign is a measure for
the particle charge. To characterize secondary vertices in flavour tagging it is common to use a different
definition of the impact parameter sign based on the lifetime of the particle whose decay produced the
track (see 3.5.3). The angles 6 and ¢ are the polar and azimuthal angles in the ATLAS coordinate system
(3.2.1). The uncertainties of the track parameter measurements are correlated and are encoded ina 5 x5 co-
variance matrix o, . The diagonal elements correspond to the squared errors on the five track parameters.

Figure 3.5: Sketch of the perigee track parametrization.

The reconstruction of tracks in ATLAS is especially challenging in dense environments that arise for
example in boosted jet topologies. The track reconstruction efficiency in these environments is limited,
resulting in degradation of reconstruction efficiencies e.g. for tracks from long-lived B-hadron decays
from 95% at a B-hadron py of 100 GeV to 82% at 1 TeV [46]. At the beginning of Run-2 the ATLAS
track reconstruction algorithm was specifically optimized in view of the challenges to be met in dense
environments [46].

3.4 Jets

If strongly-interacting objects such as quarks or gluons are produced in a proton-proton collision, they
form a shower of hadrons due to the confinement existing in QCD. This process is subdivided into the
so-called fragmentation, where the initial parton splits into multiple partons, and hadronization, where
the partons form bound states. Both fragmentation and hadronization take place instantaneously, leading
to the production of a collimated shower of particles in the detector, called a jer. To determine the
properties of hadronically decaying objects, for example the Higgs boson invariant mass in the H — bb
decay, one needs to reconstruct the four-vectors of the initial partons. Since the only physical object in
the detector is the hadronic jet, the aim of the jet reconstruction algorithm is to obtain a single four-vector
from the energy depositions in the detector that is related as closely as possible to the four-vector of the
jet of partons after showering.
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3.4.1 The anti-k jet algorithm

A jet clustering algorithm is intended to reduce the complexity of a final state with many hadrons to
more simple objects to be able to make quantitative predictions for hadronic events. Jet clustering means
the mapping of the four-momenta of the hadrons to the momenta of reconstructed jets. A jet algorithm
must fulfill two criteria in order to avoid divergences when considering perturbative calculations. The
first condition is that a good jet algorithm should be infrared safe, so the reconstructed jet axis should
be insensitive to the radiation of a soft gluon. The second criterion is collinear safety, stating that the
jet algorithm should be insensitive to the collinear splitting of a "hard" (high pr) particle. Also it is
important that a jet stay as insensitive as possible to the non-perturbative effects like the hadronization,
which cannot be calculated from first principle, or contributions from the underlying event.

In addition to the above criteria, which are mandatory for calculations one needs to consider the
sensitivity of the jet boundaries to soft radiation. For a soft-adaptable jet algorithm radiation can cause
irregularities at the jet boundaries. For a soft-resilient algorithm the jet shape is insensitive to soft
radiation. In principle it is not clear which degree of sensitivity to soft radiation is desirable, however
experience showed that it is easier to calibrate the energy of a jet if it is more soft-resilient. Additionally,
for a soft-resilient algorithm it is simpler to mitigate contributions from the underlying event.

The default jet algorithm used in the ATLAS experiment is the anti-k; algorithm [47]. The anti-k;
algorithm is used to cluster together four-vectors into proto-jets in a step-wise process, based on the
distance measure:

AZ.
o 2p o 2p i)
d;; = min(ky;, k1) 2 (3.12)
2
dip = kT?

where A?j = (y; — yj)2 + (¢; — ¢J-)2 is the angular distance between two objects i and j and kv; is
the transverse momentum. The variables y; and ¢; are the rapidity and azimuthal angle of particle i
respectively. The parameter R is a free parameter of the jet algorithm and defines the jet cone radius.
The exponent parameter p is equal to —1 for the anti-ky jet algorithm. The measure d;; denotes the
distance between objects i and j, and d;5. Also two other algorithms exist for different values of p,
namely p = 0, called Cambridge-Aachen algorithm and p = 1, called k; algorithm. Both differ from the
anti-k algorithm regarding the clustering of soft components [47].

The jet reconstruction is performed by finding the minimal distance parameter among a set of objects
(initial particles or proto-jets). If the minimal distance is d;;, objects i and j are grouped together to form
a proto-jet. If the minimal distance is d;p, the object i is called a jet and it is removed from the set of
input objects. The clustering procedure is repeated until no objects are left in the set of inputs.

For an event with a small number of hard objects and many soft ones, the anti-k algorithm starts by
clustering the hard objects with their surrounding soft objects. An example event is shown in figure
3.6. If there is a hard particle, surrounded by soft particles, with no other hard particles in a vicinity
of A, < 2R, it will form a conical jet of radius R (see turquoise jet in figure 3.6). If there is another
hard particle within R < A, < 2R, there will be two jets, both of which are not perfectly conical. Their
shape depends on the relative size of their momenta kr; and kr,. If k| > kq, (e.g. green and magenta
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Figure 3.6: Example event at parton-level, clustered with the anti-k| jet algorithm. [47]

jets), jet 1 will be conical and jet 2 will be semi-conical, missing the section overlapping with jet 1. For
kt; = kry, both jets will not be conical but separated by a straight line between their boundaries (e.g.
dark blue and yellow jet in figure 3.6).

In principle, any set of four-vectors can be used as inputs to a jet clustering algorithm. The standard
choice in the ATLAS collaboration is to use clusters of energy depositions in the hadronic calorimeter. For
use in the jet flavour identification also jets reconstructed from inner detector tracks (track jets) are used.
For MC-based studies also the four-vectors of MC truth particles are used as inputs to the jet clustering
to create so-called truth jets. For the clustering of truth jets, only stable truth particles (¢, > 10 mm)
are considered, also particles which do not leave a significant energy deposit in the calorimeter, such as
muons and neutrinos are excluded.

Finally, a jet reconstruction algorithm should be fast, because of the large number of hadrons in an
average jet at the LHC energy scale. Within the ATLAS collaboration the anti-k; algorithm from the
FastJeT package is used for fast and efficient jet reconstruction [48]

3.4.2 Large-R jets

The jet cone radius R is a free parameter of the jet reconstruction algorithm and determines the angular
scale to which the decay products in hadronic final states can be resolved in separate jets. The default
jet radius used by the ATLAS collaboration in Run-2 is R = 0.4. In boosted topologies with very
collimated hadronic final states (see 3.6) a radius of 0.4 is often too wide to resolve the final state in two
or more separate jets, therefore one follows the strategy to reconstruct all decay products in the final state
(e.g. H — bb) within a single large-R jet. The default jet radius for a large-R jet used by the ATLAS
collaboration is R = 1.0.

Because of their large catchment area, large-R jets are more likely to have energy contributions from
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pile-up events in the detector than R = 0.4 jets. To mitigate this, a removal of pile-up contributions
is applied, called jet grooming. Several different algorithms for jet grooming exists. The default jet
grooming algorithm used by the ATLAS collaboration is called jet trimming [49, 50]: For trimming,
small-R k, subjets are reconstructed within the ungroomed large- R jet (parent jet). The k, algorithm is
chosen, because it clusters neighbouring soft components before clustering them with hard components,
which is desirable for the identification of pile-up contributions. After the subjet reconstruction is
completed, all subjets whose transverse momentum fraction is below a certain fraction of the large-R jet
pr are removed. Default trimming parameters used by the ATLAS collaboration in Run-2 are a subjet
radius of R = (.2 and a momentum fraction threshold of f = 5%. The remaining jet is called the trimmed
Jjet. Trimming leads to a more stable behaviour of jet-related quantities with respect to the average number
of pile-up interactions per event (u).

Large-R calorimeter jets are calibrated in the same way as their equivalents with smaller radius, by
studying the ratio between properties of the calorimeter jets and their equivalent truth jet. This calibration
is purely based on simulation and includes a correction of jet mass as well, since the energy scale
correction is applied as a multiplicative factor to the jet four-vector [51]. In a second step called the in situ
calibration [52], energy and mass scale uncertainties are derived based on comparisons between data and
simulation. The energy scale in situ calibration methods make use of the momentum balance in events
with either y + jet, Z(/[) + jet or multijet events where the momenta of the calibrated photon, Z-boson or,
for multi-jet events, a small-R jet can be used to deduce the momentum of the recoiling large-R jet. For
the mass scale in situ calibration, two methods are combined. The first method is using semi-leptonic 77
events to measure the jet mass response using the mass spectra of the hadronically decaying high-p; W
boson or fully hadronic top quark. The second method uses the so-called R, method, where the ratio
between jet properties derived using calorimeter information only and properties derived using inner
detector tracks only is studied, to have two independent measurements from different detector systems
[52]. It should be noted that the in-situ calibration is only applied to jets in data.

3.4.3 Large-R jet mass

The jet mass can be, at first glance, a surprising quantity. If jets originating from a quark (with
the exception of the top quark) are produced at LHC energies the assumption that the jet invariant
mass is negligible compared to the transverse momentum is justified in almost all cases. For gluon
jets it may appear surprising at first that some jets have a non-zero mass, even though the gluon is
massless in the SM. This can be explained by gluons being produced as virtual, off-shell particles. For
large-R jets that contain the full hadronic decay of a heavy object (e.g. H — bb or t — bqgq) the
assumption that the invariant mass is negligible no longer holds. In fact, the invariant mass of the
large-R jet is a very important discriminating variable for the identification of boosted heavy object decays.

Even though the four-vectors of the energy clusters for calorimeter jet reconstruction are assumed to be
massless, the resulting jet four-vector, reconstructed by sequentially adding up the constituent four-vectors,
can have a non-zero mass. The mass resolution depends on the angular resolution of the constituents. At
high transverse momentum, the jet constituents become more collimated, therefore the angular distance
between the energy clusters in the calorimeter decreases on average. As a result the jet mass resolution
drops at high transverse momentum. This loss in resolution can be mitigated by the so-called frack
assisted mass, mA [52], which uses inner detector tracks for the mass reconstruction do to their higher
angular resolution compared to calorimeter clusters. A weighted combination of the calorimeter-based
(m°) and track-assisted mass definition, called the combined mass m™™ is used in many analyses with
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calo

large-R jets [52]. For a H — bb jet, m®™ has a similar resolution as m““'° in the transverse momentum

range pt < 700 GeV, and improves at high transverse momentum [53].

3.4.4 Jet substructure

Jet substructure variables encode the distribution of energy depositions within a large-R jet. The
substructure is very distinct for jets produced by different hadronically decaying objects (see also 3.6.2)
therefore it can be used to identify which object decay produced the jet. A multitude of substructure
variables are available, which are often based on energy correlation functions or geometrical properties
of the jet. A short description of these variables can be found in [54, 55]. In this thesis two substructure
variables are used, namely 7,; and Dg =! which will be explained in more detail in the following.

The variable 7, is defined as the ratio between the 2-subjettiness 7, and the I-subjettiness T, [56, 57] :

D (3.13)
Ty = = .
21 7
The n-subjettiness 7, is determined by reconstructing exactly n subjets using the exclusive k algorithm
(see 3.6.4) and calculating the pp-weighted sum of the minimal angular distance AR (see definition in

3.4.1) between a subjet and an object k that has not been clustered into one of the subjets:

Tn = % ZpT’kmin {AR”" ARy ARn’k} ’

x
o = Z P,k Ros
X

where R; is the jet radius used to reconstruct the original jet. Note that in the special case n = 1, the
1-subjettiness encodes the distribution of energy depositions around the original jet axis. A modification
of the n-subjettiness with additional separation power is called 7, " where wta stands for winner-takes-all,
where the angular distance AR, is calculated with respect to the hardest subjet instead of the nearest subjet.

In this thesis, the 7" is used to calculate subjettiness ratios.

(3.14)

For a large-R jet with two separated energy depositions (e.g. a H — bb jet) the 2-subjettiness has a
small value, whereas the 1-subjettiness has a large value (see figure 3.7). Therefore the ratio 7,; tends
towards small values for 2-prong jets. For a jet from QCD, with just one single collimated energy
deposition, the 1-subjettiness would tend to small values, therefore 7, tends to large values (again figure
3.7). Thus, the variable 7,, is a good discriminator between Higgs boson decays and QCD. Following a
similar argument, the ratio 73, can be used to discriminate between jets from hadronically decaying top
quarks and Higgs boson jets.

The second important substructure variable studied in this thesis is called Déﬁ ) [58, 59]. Itis a variable
encoding the shape of the jet, defined as the ratio of energy correlation functions:

&
p¥ = 3 (3.15)
(&)

# and e;ﬁ ) are the 2- and 3-point energy correlation functions. The energy correlation functions

where e,
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(a) (b)

Figure 3.7: Sketch of the determination of the 7,, subjettiness ratios for (a) a 2-prong jet (e.g. H — bb) with small
7,; and (b) a 1-prong jet (e.g. QCD) with large 7,;. The colours indicate the subjet splitting with the & algorithm.
The x symbols denote the subjet axes and ® denotes the original jet axis.

are defined as:

1
ef =5 ZPT,ipT, jARf}

Pty ij
1 (3.16)
_ B
&= - ZPT,ipT,jPT,kARg'ARikARfk’
Pty ik

where pr; is the transverse momentum of the jet and pr; is the transverse momentum of object i and
AR’Z is the angular distance between particles i and j.

Figure 3.8 illustrates the structure of radiation within a jet with a single energy deposition (/-prong,
similar to QCD jets) and with two correlated energy depositions (2-prong, similar to H — bb jets). While
the 1-prong jet is dominated by a hard radiation component surrounded by soft radiation, the 2-prong jet
has two hard, collinear components, soft radiation as well as soft collinear radiation that is emitted by the
dipole created by the two hard components. Considerations about the angular and momentum scaling of
different combinations of objects from the hard, soft, or soft-collinear components yield the inequalities
(for the case 8 = 1):

(e2)” S €3 5 () (1-prong)

3 (3.17)
0<e3x(ey) (2-prong)

It follows from equation 3.17 that the ratio of the energy correlation functions Dg =!is small for 2-prong
jets and large for 1-prong jets.
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Figure 3.8: Sketch of the radiative structure for a 1-prong jet (left) and a 2-prong jet (right). For the 1-prong jet the
collinear (C) component and soft (S) components are dominant, for the 2-prong jet there is additional soft collinear
(CS) radiation from the hard colour dipole.

3.4.5 Ghost association

In some cases it is necessary to match objects to a jet, for example to match small-R track jets to a
large-R calorimeter jet for flavour tagging. Especially in boosted topologies, simple AR-based matching
procedures often result in ambiguities. Ghost association provides a robust ambiguity-free matching
prescription in boosted jet topologies. For ghost-association, the four-vectors of the objects to be
associated to a jet are added among the list of constituents for the reconstruction of the original jet.
The same jet reconstruction algorithm is run for the ghost-association as was used for the original jet
reconstruction (see 3.4.1). In the example of associating track jets to a large-R calorimeter jet, the
four-vectors corresponding to the track jet axes are added to the list of four-vectors of calorimeter clusters
for the large- R jet reconstruction algorithm. If the track jet four-vectors are clustered within one of the
large-R jets, they are said to be ghost-associated to this jet. To ensure that the four-vectors of the objects
to be associated (track jets) do not distort the large- R jet axis, their transverse momenta are set to zero.
The ghost-association method has the advantage that it can account for irregular jet shapes, or, in the case
of groomed jets, that objects can be associated to an area of a jet that was removed by the grooming.

3.5 Flavour tagging

The identification of the jet flavour is paramount at a hadron collider where the backgrounds from
light-flavour jets from QCD are large and many interesting final states such as the H — bb decay crucially
rely on good separation between light-flavour and heavy-flavour jets.

3.5.1 Properties of b-jets

The most important property of a b-jet is the presence of a secondary vertex (SV) from the decay of a
B-hadron. The long lifetime of the B-hadron, of the order of pico-seconds, as well as its high momentum
fraction can lead to a measurable distance between primary vertex (PV) and the SV. The long lifetime of
the B-hadron can be explained by the fact that B-hadrons decay primarily via the weak interaction which
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has a much smaller transition probability than e.g. strong-interaction processes. The high momentum
transfer is due to the fragmentation function of the b-quark which is shown in figure 3.9. As can be seen
the momentum transfer from the original b-quark to the B-hadron peaks at a value of about 85% of the
original b-quark momentum. For b-jets created at the LHC the distance between PV and SV can be of the
order of millimetres to centimetres.
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Figure 3.9: Fragmentation function of a b-quark fragmenting into a b-hadron measured in e+e collisions at
Vs =91GeV [3]. x5 = Eg/Epe,, denotes the scaled energy of the B-hadron.

Figure 3.10 shows the topology of a B-hadron decay within a b-jet. The b-quark (e.g. from a H — bb
decay) is produced at the primary vertex and immediately hadronizes, forming a B-hadron, which, after a
finite flight distance decays either directly into light hadrons, or, as shown in figure 3.10 decays via a
charmed hadron, such as the D or D*, producing a secondary decay vertex in both cases. Since charmed
hadrons themselves have a significant lifetime, decays via charm hadrons can produce an additional
tertiary vertex, which is not as far removed as the secondary from the primary vertex, but, with sufficient
momentum transfer, the flight distance between secondary and tertiary vertex can be measured in the
inner detector.

-
.-
P e
i=

tertiary vertex
secondary vertex

primary vertex

Figure 3.10: Topology of the production and decay of a B-hadron in a b-jet. [60]

3.5.2 Flavour tagging procedure in ATLAS

The jet flavour identification (flavour tagging) used in the ATLAS experiment [61] consists of several steps
that transform the input jet into a jet with a decision on its flavour content (tagged jet). This procedure is
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depicted in figure 3.11.
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track selection
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flavour tagging
(low-level algorithms)
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tagged jet

Figure 3.11: Procedure of jet flavour tagging in ATLAS.

Most quantities that are used in the flavour tagging algorithms are related to inner detector tracks,
which are associated to the input jet in the first preparatory step. Tracks are associated to jets using
a shrinking-cone association method, where tracks are associated to a jet if they are within a cone of
AR < R where R follows the functional form [61]:

assoc assoc

Rygoe = 0.239 4 ¢ 12270-0164P1/GeV (3.18)

assoc
This means that R, . decreases from a value of R, = R,4.(20GeV) = 0.45 down to a minimal value
of R, = 0.239 with increasing jet transverse momentum. The track association cone size as a function

of pr is shown in figure 3.12. The track-to-jet association is exclusive, meaning that a track that is within
the shrinking cone around more than one jet is associated to the closest jet.

The track-association step takes place regardless of whether the input jet four-vector has been recon-
structed from calorimeter clusters or from inner detector tracks. Upon first consideration it may surprise
the reader that the additional step of associating tracks to a track-jets is necessary. However, the selection
criteria applied to tracks used for the reconstruction of the track jet axis can be different than for tracks
used for b-tagging.

The second step in the flavour tagging procedure in figure 3.11 is the application of a b-tagging
algorithm. Flavour tagging algorithms can be subdivided into low-level algorithms, such as impact-
parameter based algorithms or secondary-vertex-based algorithms, and high-level algorithms which
make use of multivariate analysis methods and use variables calculated by the low-level algorithms as
inputs. The final discriminant for flavour tagging is the output variable of one high-level flavour tagging
algorithm. Typically a threshold on the discriminant at a given b-jet efficiency is used. If the flavour
tagging discriminant determined for a certain jet lies above that threshold, the jet is denoted as tagged.
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Figure 3.12: Size of the AR cone used to associate tracks to jets as well as MC truth particles to jets as a function of
jet pp. The green curve shows the shrinking size of the track association cone. The blue curve shows the fixed cone
for jet labelling in MC based on the association of truth hadrons. The dashed orange line is added for orientation
and shows the fixed R=0.2 cone used for the reconstruction of track jets [61, 62].

For more detail on the definition of thresholds on the flavour tagging discriminant, see section 3.5.7.

3.5.3 Impact-parameter based b-tagging

The impact parameter (IP) of a track is defined as the distance of closest approach between the track and
the PV in the transverse (d,)) or longitudinal (z,) direction. Impact parameter based b-tagging algorithms
make use of the fact that tracks from B-hadrons decaying at a SV typically have a large transverse IP.
Furthermore it is exploited that secondary vertices from decays of long-lived B-hadrons have a positive
flight-distance from the PV along the jet axis. Therefore one can define the so-called lifetime-signed
impact parameter:

sign(do) — { -1 IZPVtrk ’ l:))}et

+1 Upvirk * Uj

Here, Upy denotes the vector from the primary vertex to the track on the point of closest approach, and

17J-et denotes a vector pointing in the direction of the jet axis. Figure 3.13 shows an illustration of the

lifetime-sign determination. Prompt tracks with negative transverse impact parameter are caused by the

finite impact parameter resolution. Also other effects, such as photon conversion or hadronic material
interactions can cause negative d,. For a more detailed description of causes for negative d, see 5.4.

For b-tagging, not only the magnitude of the transverse impact parameter is of interest, but also its
uncertainty. One therefore defines the transverse IP significance s dy -
dy
Sdy = (3.19)

O-dO

where o denotes the measurement uncertainty of d. Tracks from a B-hadron decay typically have a
well-measured large transverse IP, therefore a large significance s dy-

The IP based b-tagging approach crucially relies on good-quality tracks, therefore the track selection is
tight compared to the SV based approach. The IP track selection requires at least 7 precision layer hits (in
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track |

track 2

Figure 3.13: Illustration of the lifetime-signed transverse IP. From [60].

the pixel or strip detectors) of which 2 hits must be in the pixel detector, pr > 1GeV, as well as tight
cuts on the IP, |dy| < 1 mm and |z, sin(f) < 1.5 mm which are intended to reduce the contribution from
pileup tracks [61].

3.5.4 Secondary-vertex based b-tagging

Since the decay of B-hadrons can produce a SV, a natural approach is to reconstruct these vertices using
a vertex finding tool. The presence of a SV within a jet is a good indicator for a b-jet. However, it
is not sufficient to discriminate between b-jets, c-jets and light jets, since charmed hadrons, or light-
long-lived hadrons such as kaons or A-particles can also produce a SV. Therefore different properties
of the reconstructed SV are studied, such as the three-dimensional flight distance between PV and SV
(depicted in figure 3.14). Other important properties are the invariant mass calculated from the sum
of track four-vectors at the SV, which is close to the B-hadron mass, as well as the track multiplicity at the SV.

Figure 3.14: Reconstruction of the secondary vertex and definition of the three-dimensional flight distance. The
black tracks stem from the primary vertex and the blue tracks stem from the SV. The red line corresponds to the
three-dimensional flight distance between the secondary and primary vertex.

To retain efficiency for the reconstruction of the SV, the track preselection for SV-based b-tagging
is looser than for IP-based b-tagging. Typical selection requirements are [61]: pp > 500MeV,
|dgl < 3.5mm, as well as at least one hit in the Pixel layer. Due to the looser requirement, also tracks
from material interaction or decays of light long-lived particles enter, however these are removed by

33



Chapter 3 Experimental Physics at the Large Hadron Collider

imposing certain criteria on the position of the reconstructed SV, or the invariant mass calculated from
the track four-momenta associated to the vertex.

3.5.5 Flavour tagging algorithms in ATLAS

Different algorithms are used for identifying the flavour content of jets in the ATLAS detector. In general,
quantities calculated by the low-level b-tagging algorithms are used as input variables to the high-level
algorithms. In the end, a single b-tagging discriminant is obtained by a high-level algorithm.

Impact-parameter based: IP2D/IP3D

The IP2D and IP3D algorithm are the default impact-parameter based b-tagging algorithms used in ATLAS
[63, 64]. IP2D makes used of the transverse IP significance and IP3D simultaneously uses the transverse
and longitudinal IP significances in two-dimensional templates to account for correlations between the
two. Both algorithms construct templates for different jet flavours and use a Log-Likelihood-ratio to
discriminate between tracks from b-jets and jets of other flavour origin. To increase the separation power
the tracks are sorted into categories depending on their hit pattern in the inner detector.

Secondary-vertex based: SV

The secondary vertex finder (SV) aims to explicitly reconstruct a SV within a jet [63, 64]. All possible
track pairs within the jet are tested for a two-track vertex hypothesis. After removing candidates likely to
originate e.g. from conversions or light long-lived particles, a new vertex fit is performed using only the
tracks from the preceding two-track vertex candidates, removing outlier tracks iteratively until the )(2 of
the fit is optimal. Properties of the found SV that are used for b-tagging are the invariant mass at the SV,
the energy fraction as well as the distance between the primary and SV positions.

Topological b-tagging: JetFitter

The JetFitter algorithm [65] makes use of a so-called Kalman filter to fit the entire topology of the
B — C-hadron decay cascade within the jet. The first step is to assume that both the B-hadron and
C-hadron decay vertices lie on a single line in the direction of the jet axis, which is assumed as seed for
the B-hadron flight direction. All tracks crossing the axis are considered as possible vertex candidates.
These vertex candidates are merged step-by-step until a minimization criterion for the vertex fit is reached.
The axis connecting the vertex candidates is updated in each step. It is assumed to be a straight line
and interpreted as the B-hadron flight direction. The quantities used for b-tagging are similar to the SV
algorithm, however the JetFitter algorithm has the advantage that it can find vertices with only one track,
due to the assumptions about the B-hadron decay topology and flight direction.

High-level h-tagging: MV2

The MV2 algorithm is a high-level b-tagging algorithm based on multivariate Boosted Decision Trees
(BDT) [64]. It uses a set of 24 input variables from the low-level algorithms IP2D, IP3D, SV and JetFitter
[66]. The algorithm is trained on b-, c- and light jets from a simulated sample of #f events as well as
on a simulated sample of a hypothetical Z” decaying to two top quarks, to improve the performance for
b-tagging of high-pt jets. A certain fraction of charm jets is introduced in the training sample to improve
the separation power between b-jets and and c-jets. Different versions of MV2 which have been trained
originally with a c-jet-fraction of f,. = 0%, 10%, 20% are named MV2c00, MC2c10 or MV2¢20 [66]. In
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a later refinement of the MV2 algorithm the fractions were modified to enhance the charm jet rejection
while keeping the light flavour jet rejection similar to the previous version [64]. The refined version of
MV?2 was trained with f,. = 0%, 7%, 15%, whereas the naming scheme (MV2c00, MC2c10, MV2c20)
remained the same. The default algorithm used in ATLAS in Run-2 is the MV2c10 algorithm. The MV2
algorithm is trained for R = 0.4 calorimeter jets. A common approach in ATLAS Run-2, also in this thesis
(see 3.5.8), is to use track jets for flavour tagging. It should be noted that the MV?2 algorithm has not been
retrained specifically for track jets, so the MV2 version optimized for R=0.4 calorimeter jets is used.

3.5.6 Jet truth labelling

In order to define flavour tagging efficiencies in MC simulation, it is necessary to define the true flavour of
a jet. As explained in section 3.2.4, for every simulated event a record of the types of simulated particles
as well as their four-vectors is kept, before any detector effects are taken into account. This record of so
called truth particles can be used to determine the true flavour content of a jet. In principle there are two
ways to determine the flavour of a jet from the truth particles. The first possibility is to use the flavour of
the parton that initiated a jet to determine its flavour, the other is to use the flavour of truth hadrons within
the jet. Since partons are non-physical objects, the standard procedure in ATLAS is to use a hadron-based
truth label. A AR cone-based association is used, where a truth hadron with p; > 5GeV and || < 2.5 is
associated to a jet if it’s four vector lies within AR < 0.3 around the jet axis (cf. figure 3.12). If a hadron
is within that cone for several jets, which is commonly the case in boosted topologies, it is associated to
the closest jet. Therefore, also the flavour labelling scheme is exclusive. The association sequence is as
follows:

1. If a B-hadron fulfills the association criteria, the jet is labelled a "b-jet ".
2. If 1.) is not fulfilled and a C-hadron fulfills the association criteria, the jet is labelled a "c-jet ".
3. If neither 1.) nor 2.) are fulfilled and a 7 fulfills the association criteria, the jet is labelled a "7-jet".

4. If neither 1.) nor 2.), nor 3.) are fulfilled, the jet is labelled a "light-jet".

3.5.7 Performance of flavour tagging

The performance of flavour tagging is expressed in terms of the efficiency to correctly identify true b-jets
as well as the rejection of charm or light jets. The former is called the b-tagging efficiency defined as:

N(true b-jet | identified as b-jet)
€, = .
b N(true b-jet)
The fraction of light, charm or 7 jets that mistakenly is identified as a b-jet by the algorithm is called
the mis-tag efficiency, which, depending on the jet flavour j is defined as:

(3.20)

N(true j - jet| identified as b-jet)
€. =

; 3.21
/ N(true j-jet) -21)

For most b-tagging algorithms the mis-tag rates are very small, especially for light jets, therefore the
inverse of the mis-tag efficiency, called rejection , is commonly used as a performance indicator:

oL (3.22)
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To compare the discrimination power of two b-tagging algorithms it is common to study the light- or
charm jet rejection curves as a function of the b-tagging efficiency. This curve is also called Receiver
operation characteristic, or ROC. A b-tagging algorithm that yields a higher rejection at a given b-tagging
efficiency is the more performant one. In general it is a matter of choice for each analysis whether high
efficiency or a high purity are more important. Depending on this consideration, different operating
points of the b-tagging algorithm are chosen. For the ATLAS experiment, operating points are defined by
their b-tagging efficiency in a standard model ¢7 sample. The recommended operating points, also called
working points (WP) correspond to 60%, 70%, 77% and 80% b-tagging efficiency.

The b-tagging performance has a strong dependence on the jet transverse momentum. Since the
pseudo-rapidity is correlated with the transverse momentum, the performance also varies as a function
of n. Figure 3.15 shows the behaviour of the b-tagging efficiency for varying jet pr for the MV2c20
algorithm:
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Figure 3.15: Dependence of the b-tagging efficiency of the MV2c20 b-tagging algorithm on the jet py for different
working points. [66]

Figure 3.15 shows that for all working points the b-tagging efficiency decreases at low jet pr as well as
at high jet pp. At low pt the cross-section for multiple scattering and hadronic material interactions is
enhanced. Multiple scattering can lead to a less precise measurement of the track parameters. Tracks
from material interactions can create fake SV. Furthermore the distance between PV and SV is lower,
making it more difficult to discriminate between b-jets, c-jets and light jets. At high jet py the track
multiplicity from fragmentation is increased therefore the fraction of tracks from the SV with respect to
all tracks in the jet decreases. This makes the reconstruction of a SV more difficult and leads to a decrease
in the SV resolution. At high pr, tracks become very collimated which can lead to tracks sharing several
hits in the inner detector. This decreases the precision on the track parameter measurements. The same
decrease in measurement precision happens if a B-hadron decays beyond the first inner detector layers.
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All effects lead to a lower SV reconstruction efficiency at high jet p as well as a higher rate of fake SV,
and therefore a lower b-tagging efficiency [61].

3.5.8 Track jet b-tagging

A close correspondence between the jet axis and the B-hadron flight direction is important for b-tagging,
since the jet axis is used as a seed direction for the SV finding as well as a reference axis for the
determination of the lifetime sign of the track impact parameter. It was shown that for jets reconstructed
from inner detector tracks, instead of the standard calorimeter jets, the jet axis is closer to the B-hadron
flight direction [67]. It was found that using track jets for b-tagging leads to a good b-tagging performance
especially for high-pr jets and in dense environments. This is due to the excellent angular resolution
of tracks in the inner detector. Track jets with small radius (R = 0.2) can also be used to resolve the
sub-structure of jets in boosted topologies, where R = 0.4 calorimeter jets already begin to merge. The
procedure where b-tagging algorithms are applied to two track jets within a jet is called double-b-tagging,
and will be discussed in more detail in section 3.6.2.

3.5.9 Flavour tagging calibration

All flavour tagging algorithms used by the ATLAS collaboration are optimized and their performance
is evaluated using simulated events. Differences exist between data and simulation due to imperfect
modelling of properties of tracks in jets that are used by the b-tagging algorithms. This leads to differences
in the performance of the b-tagging algorithms in data and MC. This difference must be understood
precisely and corrected by measuring efficiencies and rejections of a b-tagging algorithm in data. Based
on these measurements, a correction factor is applied to all simulated samples in analyses using b-tagging.
This correction procedure is called b-tagging calibration. The correction factors, also called b-tagging
scale factors (SF), are defined as:

= Sdaa (3.23)
V(@

Scale factors are determined not only for b-tagging efficiencies but also for c-jet and light jet mis-
identification efficiencies. The standard approach for calibrating the b-tagging efficiency in ATLAS in
Run-2 is using a combinatorial likelihood approach in di-leptonic ¢ events [68]. For the calibration of
c-jets, events containing a W boson in association with a single charm jet are selected, using a soft muon
to identify a semi-leptonic charm decay [61]. The light jet mis-identification efficiency, or mis-tag rate
is determined in di-jet events using the so-called negative tag method, which exploits the fact that for
tracks within light jets the distribution of the transverse IP significance, or 3-dimensional flight direction
is approximately symmetric around zero [61]. Each of the SFs is quoted with statistical and systematic
uncertainties whereas these uncertainties are decomposed using an eigenvector decomposition into 3
components for b-jets, 3 for c-jets, and 5 for light jets. For the ATLAS b-tagging calibration for individual
jets, the SFs for the b-tagging efficiency are mostly compatible with one, whereas the SFs for the light
mis-tag rate can reach values up to a factor of two. The standard b-tagging calibration methods for
isolated jets within the ATLAS experiment provide data-based b-tagging efficiency SFs as a function of jet
pr up to values of pp = 250 GeV for track jets 2. For high-p jets above this threshold the SF is assumed
to have the same value as the SF in the highest bin for which a data-based calibration is available, with an
additional extrapolation uncertainty derived from simulation.

2 For calorimeter jets, data-based b-tagging efficiency SFs are available up to pp = 300 GeV.
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Calibration SFs in ATLAS are derived separately for track jets. However, for track jets only the b-jet
efficiency SFs were determined in data. For the c- and light-jet mis-identification efficiency calibration,
the track jet SFs were determined for calorimeter jets and extrapolated to track jets using simulated events.

3.6 Higgs boson tagging

The study of boosted Higgs bosons is of interest for many physics analyses in high-energy physics. The
production of high py Higgs bosons can happen in the decays of hypothetical new heavy resonances,
but also the SM Higgs production at high transverse momentum is interesting, because the relative
contribution of other SM backgrounds decreases at high py. Since the Higgs boson decay into two
b-quarks has the highest SM branching fraction it is useful to consider this final state in boosted analyses.
In a boosted H — bb decay, the fragmentation products of the two b-quarks become very collimated,
making this final state challenging to reconstruct. To meet this challenge, special techniques to identify
boosted H — bb decays have been developed within the ATLAS collaboration, also called Higgs tagging
[53].

3.6.1 Properties of boosted H — bb decays

If a Higgs boson is produced with a transverse momentum p? and decays via the H — bb process, the
angular separation between the b-quarks approximately follows the relation:

2
AR(b,b) ~ 1L (3.24)

Pr

This means that for a Higgs boson transverse momentum of p? > 320 GeV the angular separation would
be smaller than 0.8. The consequence would be that, when reconstructing the two b-jets with standard
R = 0.4 calorimeter jets, there would be regions where the jet cones start to overlap and the association
of decay products to a jet becomes ambiguous. Among other effects this can lead to distortions of the jet
axis, which in turn causes the degradation of the b-tagging performance and a loss of signal efficiency.
To mitigate this, a large-R calorimeter jet with R = 1.0 is used to reconstruct the entire H — bb decay
within a single jet.

Because of the larger jet area, large-R jets are more likely to pick up unwanted contributions from pile-up
processes. To counteract this, low-energy contributions are removed using jet grooming algorithms. The
standard grooming algorithm in ATLAS is jet trimming. For more detail on jet trimming, see 3.4.2.

A large-R jet from a H — bb decay contains two correlated energy depositions. Common backgrounds
include jets from strong interaction quark or gluon production or hadronic top decays. Figure 3.16 shows
an illustration of the substructure of jets produced by the different processes.

Jets from QCD production of a quark or a gluon mostly have a single collimated energy deposition
within the jet, whereas jets from boosted hadronic top quark decays have a three-prong substructure with
one b-jet and two light-flavour jets from the W boson decay. The aim of a Higgs tagging algorithm is to
discriminate between jets from H — bb and jets from QCD and top decays using the known mass of the
Higgs boson, as well as flavour tagging information and the substructure of the jet.
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H q,9 t

Figure 3.16: Illustration of the substructure of jets produced by decays of different boosted SM particles.

3.6.2 Standard Higgs tagging

The standard Higgs tagging procedure in ATLAS refers to an algorithm where the discrimination between
jets from H — bb decays and jets of other origin is made based on a series of cut selections [53]. The
input object for Higgs tagging in ATLAS is always a trimmed large- R jet candidate, with py > 250 GeV
and |n7]| < 2.0. The variables used for the discrimination are the combined jet mass, information about the
flavour content as well as substructure variables. Different sequences of cuts can be combined into a
tagging algorithm with certain characteristics.

Jet mass

The mass of the Higgs boson has been measured to be my = (125.18 + 0.16) GeV [3]. Therefore the jet
mass is a good discrimination variable between jets from H — bb and jets from QCD or top decays. The
combined jet mass (see 3.4.3) is used, because it provides optimal mass resolution over the full mass
range. A mass window around the Higgs boson mass is defined, in which 95% (loose) or 68% (tight)
of the signal events are contained. Since the mass resolution varies with large-R pt, the mass window
boundaries are derived as a function of the jet pr.

Track jet b-tagging

large-R jet candidates from the H — bb decay contain the fragmentation products of two b-quarks. To
determine the flavour content of the large-R jet, small-R track jets are associated to the large-R jet via
ghost-association (see 3.4.5). It is required that the large-R jet has at least two such jets associated. The
MV2c10 algorithm is applied to the track jets with different configurations:

* Double-b-tagging: Both track jets associated to a jet are required to pass a threshold on the
MV2c10 discriminant. The threshold value can be varied according to the desired Higgs efficiency
working point. The default choice is to use the MV2c10 70% b-tagging efficiency working point.

* Single b-tagging: At least one jet among the leading- and subleading-py track jets associated to
the large-R jet must pass the threshold on the MV2c10 discriminant.

» Leading track jet b-tagging: The leading- pr track jets associated to the large-R jet must pass
the threshold on the MV2c10 discriminant.
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* Asymmetric track jet b-tagging: One jet among the leading- and subleading-p track jets must
pass a threshold on the MV2c10 discriminant corresponding to the 70% b-tagging working point,
the other must pass a configurable threshold, which can be different from the 70% working point.

Jet substructure

A great variety of jet variables is available for discrimination of jets with different substructure patterns.
Detailed studies regarding the performance of different combinations were conducted in ATLAS [53].

Among the most promising variables for Higgs tagging are the variables 7,;'“ and Dg =!. For a more

detailed description of jet substructure and 7,;“ and Dg ! see3.4.4.

3.6.3 Higgs tagging performance

Similar to b-tagging, the Higgs tagging performance is assessed by considering both the ability to identify
true Higgs jets as well as the ability to reject jets produced by top quarks or from QCD multijet processes.
In the same way as for flavour tagging, the true origin of a jet must be defined for simulated samples,
using the MC truth record. A true Higgs boson jet (Higgs jet) is defined as a jet with a truth Higgs boson
and two truth B-hadrons from the Higgs boson decay within a cone of AR = 1.0 around the large-R jet
axis. True top jets are required to have a top quark from the truth record within AR = 1.0 of the large-R
jet axis. For QCD jets there are no truth requirements.

The Higgs efficiency is defined as:

_ N(true Higgs - jet| identified as Higgs-jet)

3.25
€H N (true Higgs jet) ( )

The background mis-identification efficiency is defined analogously to flavour tagging:

N(true top/QCD - jet| identified as Higgs jet
€top.QCD = (true top/QCD - jet | identified as Higgs jet) e op/QCD-jet). (3.26)
The top and QCD jet rejection is defined as:
1
rtop,QCD = . (3.27)
€t0p,QCD

Figure 3.17 shows the Higgs jet efficiency for double-b-tagging using the 70% working point as a
function of the Higgs jet pr.

As can be seen in figure 3.17 the Higgs jet efficiency drops at high jet py. This is due to the decrease in
b-tagging efficiency for high-py jets. Finally, for very high py jets the Higgs jet reconstruction efficiency
drops due to merging of the R = 0.2 track jets. This feature is studied in detail in [69].

Figure 3.18 shows the multijet and top jet rejection for a loose mass window cut in combination with
double-b-tagging at the 70% working point as a function of jet pr. In general the multijet rejection of the
Higgs tagger is about a factor of two larger than the top-rejection. This is mainly because the top jet
contains one real b-jet which makes the distinction between boosted H — bb and a boosted hadronically
decaying top quark more difficult than for a QCD jet. Also shown is the impact of systematic uncertainties
on the QCD and top rejections. For the multijet rejection, the b-tagging calibration uncertainty is the
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Figure 3.17: Higgs jet efficiency as a function of jet pr for double-b-tagging with MV2c10 at 70% working point.
From [53].
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Figure 3.18: Multi-jet rejection (a) and top jet rejection (b) for a loose mass window cut in combination with
double-b-tagging at the 70% efficiency working point as a function of jet py. Also shown is the impact of systematic
uncertainties from b-tagging as well as large-R jet energy and mass scale and resolution uncertainties. From [53].

dominant one. For the top rejection, the b-tagging, large-R jet energy and mass scale and resolution
uncertainties each have a similar impact on the rejection.

3.6.4 Advanced Higgs tagging

To counteract the efficiency loss due to merging of fixed-radius track jets (see figure 3.17), more advanced
Higgs tagging methods include the use of three different sub-jet reconstruction techniques which aim to
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be more flexible at high track jet pr [69]. They are briefly explained in the following:

Variable-radius track jets

The reconstruction cone radius of variable-radius (VR) track jet shrinks as a function of track jet pr,
following the functional form:

Reg(pr) = L (3.28)
Pt

In addition to the parameter p, which determines how quickly the effective radius R g decreases as
a function of pr, two other parameters are needed, namely R ;. and R, which define a minimal and
maximal radius, to prevent the VR-track jets from getting too large or too small. A typical parameter set
for VR track jets used for b-tagging in the ATLAS experimentis R, = 0.4, R, = 0.02 and p = 30 GeV.

max min

Exclusive-ky track jets

The exclusive k algorithm is a modification of the standard inclusive k1 algorithm (see section 3.4.1). The
difference to the standard algorithm is that the exclusive ky algorithm will not stop clustering until either
all d;; (defined in eq. 3.12) are above a certain value or a fixed number of sub-jets is achieved. For Higgs
tagging the exclusive kr algorithm is used to reconstruct exactly two jets from tracks ghost-associated to
the large-R jet. The advantage of the exclusive k algorithm is that it has no dependence on an angular
scale (such as the jet-radius), therefore it is expected to be more robust at high jet py. Exclusive kt with
the requirement of exactly two sub-jets is equivalent to reverting the last clustering step of an existing kr
jet into two sub-regions which each are expected to contain remnants of one B-hadron (keeping in mind
that the & algorithm clusters the most highly energetic object last), which makes the approach promising
for Higgs tagging.

Exclusive center-of-mass subjets

As the name says, center-of-mass (CoM) subjet reconstruction relies on information about the boosted
jet system in its center-of-mass system. In the first step, the Higgs candidate jet, including the tracks
associated to the jet are transformed via a Lorentz-boost back to the Higgs candidate rest frame. In the
rest frame, an angular measure y;; is defined as

yij =2+ (1 —cos(8;;)), (3.29)

where 6;; is the angle between the momenta of four-vectors i and ;. Firstly, in the rest frame, subjets
within the Higgs jet candidate are constructed using the EECambridge jet algorithm [70] with the angular
measure y;;. The algorithm is stopped, when exactly two subjets are found. Afterwards tracks i are
associated to a subjet when they are within an angular distance y; o, < Y, to one of the subjets. The
track is always associated to the nearest subjet if the cut criterion results in an ambiguity. After the subjet
reconstruction and track-to-subjet association are finished, the H — bb system is transformed back to
the laboratory frame. The tracks associated to the subjets clustered in the CM frame are used for b-tagging.

Figure 3.19 shows the QCD- and top-jet rejection for a fixed Higgs-jet efficiency of 50% for the three
different advanced subjet reconstruction techniques described above, comparing to the performance of
the standard Higgs tagging algorithm using fixed-radius R = 0.2 track jets. All three advanced subjet
reconstruction techniques outperform the standard fixed-radius jets at high jet pr. In the p; range from
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Figure 3.19: QCD jet (left) and Top jet (right) rejection at fixed Higgs efficiency of 50% as a function of py for
different subjet reconstruction techniques. [69]

250 GeV to 1.5 TeV the best QCD rejection is achieved by the CoM subjet tagging, as well as the highes
Top jet rejection for the range 250 GeV < p; < 600 GeV. Despite it having the best performance, the
CoM tagging as well as the exclusive kt explicitly rely on the double-b-jet topology, and therefore cannot
be calibrated in the standard approach using SM ¢f events. Therefore the most recent recommendation
(for full Run-2 analyses) in ATLAS is to use VR track jets for b-tagging. Chapter 5 of this thesis shows
a prototype for a R = 0.2 track jet double-b-tagging calibration analysis using g — bb events. The
calibration strategy presented in 5 is universally applicable for all three subjet reconstruction techniques
presented in this section.
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3.7 Statistical methods

At the heart of every physics experiment is the process of inscription, meaning the creation of human-
digestible information from observation. At a collider experiment in particle physics, observations
typically consist of high rates of data events which are selected following certain criteria, recorded and
transcribed into various distributions of count rates. However, the process of inscription of experimental
data does not end at this stage. Higher-level physical quantities, such as production cross sections can be
derived from the count-rate distributions, or they can even be used to formally create scientific language
constructs such as the observation or the exclusion of a previously formulated hypothesis. Statistical
methods provide a powerful mathematical framework commonly used for this process of data inscription
in physics. In the following chapter, the basic concepts of statistical data analysis methods used in this
thesis will be introduced, namely the construction of Likelihood models, incorporation and treatment
of systematic uncertainties and, finally, the role of hypothesis tests in searches for new physics. For a
comprehensive introduction to statistical methods in high energy physics, see e.g. [71], upon which the
introductory sections of this chapter are based.

3.7.1 Basic concepts
Inference

Given a theoretical model, with model parameters @ = (6, ..., 6,,) and a measurement result x, the process
of inference is to obtain information from the observed measurement result x about the model parameters
6, or, in more simple words, to get from data to the theory. An example from the context of this thesis
is the inference of the rate of events with a certain jet flavour (8 = (6,)), given a measured transverse
impact parameter significance of tracks within the jet (x) in these events.

The Likelihood

The probability to obtain an outcome x in a measurement, given the model parameters 6 is commonly
denoted as the Likelihood L(x; ). For practical reasons one usually considers the logarithm of the
Likelihood, because of in case of a set of independent measurement outcomes X = (x, ..., X,,) it has
an additive behavior: In L(x; 8) = };In [(x;; 8), where [(x;; @) denotes the probability to obtain the
outcome of an individual measurement x;, given the model parameters 6.

Measurements as a Bayesian or Frequentist?

Given a measurement outcome x that deviates from the true value y, which is considered to be
Gaussian-distributed with a known standard deviation o, the result is commonly quoted as:

Xto.

A good example is the current value quoted for the Higgs boson mass my = (125.18 £ 0.16) GeV. Asa
frequentist, the interpretation of this value is the following: "The statement that m; is in the interval
[125.02,125.34] GeV has a probability of 68% to be true", or, to reformulate: "The statement that m; is
in the interval [125.02, 125.34] GeV is true at a level of confidence of 68%". The frequentist interpretation
always requires a compromise between the accuracy of the statement and the level of confidence in it (e.g.
for the Higgs boson mass a more conservative option would have been to say that at 95% confidence level
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my; is in the interval [124.86, 125.5] GeV, which would be less accurate). In other cases of problems,
one-sided upper or lower limits on a parameter can be a more appropriate choice, as described in 3.7.5.
For the frequentist the above statements only make sense within the context of the hypothetical ensemble
of all independent experiments and their inferred statements, among which 68% (or whichever level of
confidence is chosen) are true. In practice however this ensemble is often hard to achieve, or even to
imagine, especially at the LHC, since it is impossible to e.g. repeat LHC Run-2.

For the Bayesian statistician the interpretation is somewhat more simple. Bayes’ theorem states that
after a measurement x is obtained the probability density function (PDF) describing the observers prior
belief in the value of 6, denoted as 7(8) is updated according to:

f(x]6)
J(x)

where f(0|x) is called the posterior belief, and f(x) = ff(x|0)7r(0) d@. Assuming a uniform prior it
follows that f(6|x) oc f(x]0).

f01x) =

(), (3.30)

Returning to the example of the Higgs boson mass measurement, the Bayesian interpretation states that,
assuming a prior that is flat in a given quantity 6, the Likelihood is equivalent to the posterior probability
and follows a Gaussian PDF: f(u|x) = L(x; u) = #e_(x ~1*20°  For the Bayesian statistician,
quoting the Higgs boson mass as my = (125.18 + 0.16) GeV therefore means that the possible outcomes
of a mass measurement are believed to be Gaussian-distributed, with a width of o = 0.16 GeV around
the most probable measurement outcome of y = 125.18 GeV. With the Bayesian forward definition of
updating the observers belief, it is simple to incorporate new results, simply replacing the prior of the
new measurement by the posterior PDF resulting from the preceding experiment.

It is important to note that even though frequentist and Bayesian approach to statistical analysis
tend to be presented as opposing and incommensurable, in practical high energy physics both are used
alternately and complementarily. The choice of approach is made depending on which one of the two
approaches is the most appropriate for a particular problem at hand. The statistical tools used by the
ATLAS collaboration mostly tend towards frequentist methods, which are also used in this thesis.

3.7.2 Parameter estimation: The Maximum Likelihood method

The task of estimating parameters from observed data (fitting) is ubiquitous in experimental high-energy
physics, e.g. for the reconstruction of tracks, for calibration analyses (see chapter 5 of this thesis) up
to searching for new particles. As already mentioned, the estimation of a parameter consists of the
determination of the so called point estimate, the best approximation of a parameter to its true value,
and its uncertainty, in a frequentist approach typically given as confidence intervals (see 3.7.1). The
maximum likelihood (ML) method is a common frequentist approach to parameter estimation. For a set
of N statistically independent quantities measured in data x = (x, ..., xy), which each are described by
a PDF f(x; @) with parameters § = (6, ..., 6,,), the joint PDF is described by the Likelihood:

N
Lix; 0) = | | f(xis 0). (3.31)
i=1

The maximum-likelihood estimate of the parameters 6, denoted as 9, is defined as the set of values
for which the Likelihood reaches a global maximum. For practical purposes most often the negative
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logarithm of the Likelihood (NLL) ist used:

N

—-InL(x;0)=- ) Inf(x;; 0). (3.32)

i=1

The use of the NLL is more convenient because it is often easier to search for a global minimum rather

than a global maximum, and calculate using sums instead of products of (sometimes rapidly varying)
f(x;; @). The minimization criterion is therefore:

B dln L(x; )

=0 forj=1,...,m. (3.33)

The uncertainties of the parameters  are estimated using the contour given by parameter values 8’
where

2
N

AnL=InL@)-InL,,, = -5 (3.34)

The outer boundaries of this contour for the parameter 6; correspond to the s - o confidence interval
for 6;. Figure 3.20 depicts the 1-dimensional case.
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Figure 3.20: Sketch of the logarithm of a likelihood function. The plot shows the likelihood function (solid) and the
Gaussian approximation around the ML value (dotted line).

For any choice of PDF f(x; 6) it can be shown that the Likelihood approaches a multi-dimensional
Gaussian distribution for an increasing sample size, indicated for the one-dimensional case as the dotted
parabola on the logarithmic scale of figure 3.20. Moreover, —2In L will follow a Xz distribution in
this approximation. Already for a finite number of events, the Gaussian approximation, obtained by
Taylor-expanding the likelihood function around the maximum, is a good approximation of the true
likelihood function. The variance o5 can be obtained by the inverse of the second derivative of the

1 (x—p)’
—3 o for

approximated Gaussian. This is easily visible for the one-dimensional case, because In L o
a Gaussian approximation of L. For the n-dimensional case the covariance matrix V(@) of the parameter

vector is determined:
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2 .
V@) - [ —9%In Lix, 0)
96

l =H"', (3.35)
0=0

where H is called the Hesse matrix which contains the second derivatives of the NLL at its global
minimum.

3.7.3 Binned Maximum Likelihood fits

When considering statistical problems in high-energy physics at collider experiments usually the con-
sidered data samples are very large. It is therefore useful to bin the data to make the calculation of the
likelihood function more efficient. Binned maximum likelihood fits are appropriate for problems where
the parameters affect both the normalization and the shape of the fit function, and where one is interested
in the total rate of a process. In chapter 5 of this thesis a calibration analysis is presented, where the rates
of different jet flavour production modes are measured in data using a shape- and normalization-sensitive
binned maximum-likelihood fit. A similar binned likelihood fit is performed for the VH resonance search
presented in chapter 4.

If one considers a fit problem where the total number of data events N is fixed, and the number of bins
is B, the Likelihood is:

=

B n;
L= ]_[ e L (3.36)
i=1 i

S

It is clearly visible that the Likelihood in eq. 3.36 corresponds to the product of the Poisson probabilities
per bin, to observe n; events in bin i, when v; =: v;(v, 8) events are expected. The variable v = }; v; is
the total normalization of the expected events. The NLL is then given as:

B
—InL(n; v, 6) = ) n;Inv;(v,8) = v + const.. (3.37)
i=1

3.7.4 The Profile Likelihood Ratio

A common situation arising in high-energy physics is that a likelihood function depends on many
parameters, but one is interested only in one specific parameter and its uncertainty. An example for this is
a search for a new particle, where a measurement can depend on multiple parameters (e.g. background
normalizations and shapes that are known only with a certain precision, energy calibrations etc.), but in
the end one is interested only in the signal strength parameter u of the new particle production and its
uncertainty. In a new physics search the signal strength is defined as:

= —Jobs (3.38)

O benchmark

where o, is the observed cross section and o chmark 1S the cross section predicted by a certain
benchmark model. As can be seen from equation 3.38, the case where u = 0 corresponds to the SM-only
hypothesis, whereas ¢ = 1 corresponds to a scenario where the new particle is produced with the exact
cross section as predicted by the benchmark model.
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For a likelihood function with a dependence on many parameters @, and one parameter of interest
(POI) u, one can use the so-called Profile-Likelihood-Ratio defined as:

A(p) = (3.39)

L(x: . 6)
In the numerator of eq. 3.39 the parameters 6 are fitted to their maximum-likelihood values f9, for a

given value y of the POL In practise the parameter y is stepped through and 8 is determined for each value
of p. This procedure is commonly called profiling of the likelihood function. In the denominator both the
parameters 6 and the POI y are fitted to their maximum likelihood values, 8 and i which constitute the
global maximum of the likelihood.

Approximating the profile likelihood ratio in the large-event limit works in the exact same way as
described in paragraph 3.7.2, and the confidence intervals of the POI u can be evaluated according to
equation 3.34, however the evaluation of the profile likelihood ratio is much more complicated, since
at every step of u a new maximization of the numerator of eq. 3.39 with respect to the parameters 6 is
required. For more detail on how to find an approximation for the profile-likelihood ratio, see section
3.7.7 and [72].

A new physics search which makes use of the profile likelihood ratio is presented in chapter 4 of this
thesis.

3.7.5 Hypothesis tests

One important application of statistical inference is the process of decision making on hypotheses, based
on a set of measurements. The aim is to investigate how consistent the data is with a certain hypothesis,
thereby drawing conclusions regarding the validity of the hypothesis, or finally, to discard it. Hypothesis
tests need a clearly-defined, unambiguous hypothesis that is undergoing the test, called the null hypothesis
H,. Often also a complementary alternative hypothesis H, is defined, that is used to optimize the
hypothesis test.

A classical example of a hypothesis test in particle physics is a search for a new particle. In this case the
null hypothesis would be that there is no production of new particle, only previously known background
processes from the Standard Model. This hypothesis is also called background-only hypothesis. The
alternative hypothesis used for limit setting is the signal-plus-background hypothesis, which states that
there is a signal from the production of a new particle on top of the background from the Standard Model.

In frequentist hypothesis testing, the quantity that is used to determine the level of agreement of the
hypothesis with the observed data x is called the fest statistic t(x). There is some freedom of choice
regarding which test statistic to use. A common choice, which is also used in this thesis, is the profile
likelihood ratio (eq. 3.39).

To perform a hypothesis test, one needs to define criteria when to reject the null hypothesis based
on the test statistic . One therefore defines a critical region such that if the test statistic ¢ lies in this
region, H is rejected. If the alternative hypothesis H leads to larger values of ¢ the critical region can be

defined by a cut t > 7, (see fig 3.21 (a)). With the choice of critical region a compromise has to be
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3.7 Statistical methods

made between Type-I errors (H, rejected even though it is true) or Type-II errors (H,, not rejected even
though it is not true). In physics, claiming a false discovery is the more risky behaviour, therefore there
are stringent restrictions on Type-I errors.
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Figure 3.21: Left: Sketch of the statistic probability functions for the null hypothesis (red) and the alternative
hypothesis (blue), with the critical region, as well as Type I and II errors. Right: Same as left, but an observed
value of the test statistic ¢ is indicated by the green line, as well as the p-values p, and p, by the dark red and
dark blue shaded areas.

If finally the test statistic is calculated for observed data (z,,), the p-value p, quantifies how often, if
the determination of ¢ was repeated very often, one would obtain a result as far (or further) removed from
the null hypothesis as the result obtained from data, assuming the null hypothesis to be true (see fig 3.21
(b)). One defines p-values for both H, and H;:

+inf
Poflj\ g(t|Hy) dt, (3.40)
t

obs

tnbs
ple g(t|Hy) dt, (3.41)

inf
where g(f|H;) is the PDF of the test statistic given the hypothesis H;. Often, the p-value is expressed as
the observed significance level Z, defined as:

Z=07(1-p), (3.42)

where @ denotes the cumulative distribution of the unit Gaussian. For p = 2.87 - 1077 we get Z =5Sor
5o significance level. In particle physics the convention is to require a So significance level with respect
to the null hypothesis to claim a discovery and 30 to announce evidence for new physics.

When there is no excess significant enough to claim evidence, a search can be used instead to constrain
parameters of the alternative hypothesis, such as the signal strength u of the new physics process with
respect to the Standard Model expectation. This is done by inverting the hypothesis test, namely switching
the role of the alternative hypothesis H, to the one to be subjected to the test. The parameter of interest
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(in the example the signal strength u) is varied and the corresponding hypothesis is tested, until a value of
(1 is found that results in a value CLg = 0.05, where CL; is defined as:

__h
1-py
This means that all 4 > uc-; _ o5 are excluded at the confidence level of 95%. The value of uc-y _g.05

is also called the 95% CL limit on the parameter u. To investigate whether the observed data is consistent or

in tension with the background-only hypothesis, the observed limit on a parameter is commonly shown in
comparison to the expected limit. The expected limit is the median limit obtained testing simulation-based
datasets generated for the signal-plus-background hypothesis against the background-only hypothesis.

The median expected limit is usually shown with green and yellow shaded bands which indicate the range

in which 68% (95%) of the results are expected if the limit determination was repeated many times, under

the assumption that the background-only hypothesis is true. An illustration of the upper limit distribution
from pseudo-experiments and the determination of the median expected limit and the 10~ and 20~ shaded

bands is shown in figure 3.22.
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Figure 3.22: Example distribution of the upper limit at CL; = 0.05 on the signal strength u using ensemble tests.
The median indicates the expected limit. The yellow and green bands indicate the 10 and 20~ uncertainty bands.

3.7.6 Systematic uncertainties: Nuisance parameters

In hypothesis testing the separation between the null hypothesis and an alternative hypothesis depends on
the level of overlap between the test statistic of the two hypotheses. If there is less separation between
the test statistic distributions for the two hypotheses, the ability to distinguish between them is reduced.
Systematic effects in an analysis need to be taken into account in the test statistic, and often cause a larger
overlap between hypotheses and reduce the sensitivity of the test. In the following this will be illustrated
for the profile likelihood approach, which is applied in chapter 4 of this thesis.

A common approach to include systematic uncertainties in the test statistic is via nuisance parameters.

As already mentioned in 3.7.4 the profile likelihood ratio contains nuisance parameters 6 which are taken
into account but one is not interested in measuring their values. The parameters @ are treated as free when
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3.7 Statistical methods

profiling the likelihood, but they need to be constrained externally e.g. by another measurement. An
example is the rate of a background process v,,, which is predicted with insufficient precision by MC, but
can be determined by measuring the number of events N’ in a sideband region (auxiliary measurement).
In this case another Poisson term is multiplied to the likelihood:

N/
(Tvb) -7V,
——e

N'!
where 7 is a background scale factor that is assumed to be known. The likelihood ratio including the
additional term is profiled with respect to the nuisance parameter v,,.

L(N'; v,) = , (3.44)

Similarly it may happen that the scale factor 7 introduced before is measured with a Gaussian uncertainty

o,. This uncertainty can be taken into account in the test statistic by also profiling = while multiplying the
2 2

likelihood with a Gaussian constraint term (assuming a measured value 7,) of 1/ (VZno-T)e_(T_T‘)) /2o,

Often also a logarithmic normal (also called log-normal) distribution is used, because it resembles more

closely the multiplicative product of many positive random numbers, which is desirable since bin scale

factors are not expected to become negative.

3.7.7 Approximation of the Test Statistics distribution: Asymptotic formulae

In the general case the distribution of the test statistic g(¢|H) can become very complicated. This is the
case especially for the profile likelihood ratio since at every step the minimization procedure has to be
performed for the numerator. One possibility is to use numerical methods such at Monte Carlo simulations
(see 3.7.8), however with a large number of nuisance parameters this becomes computationally very
expensive. An alternative approach is to approximate the distribution of the profile likelihood ratio test
statistic using asymptotic formulae [72]. It was already mentioned in 3.7.2 that the approximation of the
Likelihood with a Gaussian distribution in the limit of large datasets holds also for the profile likelihood
ratio. For a test of the signal strength yu in a dataset that is distributed according to y” this is expressed as:

_ -’ ( 1 )
21In A(p) p-: +0 ) (3.45)
where N is the size of the data sample. The above relation is also referred to as Wilks’ theorem or Wald
approximation [73, 74]. The best-fit u is Gaussian-distributed with a mean y” and a standard deviation
o. The standard deviation can be determined from the covariance matrix of the estimators of the fit
parameters éi, (in the following we set u = 6, for ease of notation) which in the large sample limit can be
written as the expectation value of the second derivative of the Likelihood, similar to the Hesse matrix in
section 3.7.2:

_ 8*InL
Vl——[ ey (3.46)

36,00,

For a fit with only one degree of freedom the test statistic follows a non-central )(z—distribution. For
multiple parameters, as is the case for most analyses in particle physics, the determination of the standard
deviation is more complicated and is estimated using an artificial dataset, called the Asimov dataset.

The Asimov dataset is defined such that if it is used for evaluating the estimators of the parameters 6;, it
yields their true values. In case of a typical particle physics analysis this would mean that the calculation
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of an estimator for any nuisance parameter, for example the jet energy scale, would yield their nominal
value. The Asimov dataset can be used to evaluate the Asimov likelihood L , and the profile-likelihood
ratio A 4:

Lax; s 8) _ Lo p )
La(x; ,6)  La(x; i, 0)

The replacement of 4 = y’ is justified by to the fact that in the Asimov dataset, all parameters are equal
to their estimator values.

() = (3.47)

The standard method to determine the standard deviation o in eq. 3.45 is to determine the second
derivatives of In L 4 using numerical methods, then inverting the Hesse matrix and extracting V{, which
is the standard deviation o of 6, = u. This means that all free parameters of the approximate distribution
of the profile likelihood ratio (eq. 3.45) have been determined. Based on the approximate distribution,
the test statistic, it’s pdf and the cumulative function needed for the determination of the p- and Z-value
can be determined, without the need for running many pseudo experiments.

As already stated the asymptotic approximation is only valid on a dataset of sufficient size. The
recommendation within the ATLAS collaboration is not to use asymptotic formulae when there are zero
observed events. The 95% CL observed upper limit should in this case not be smaller than 3 events. The
methods explained in this section are available in the RooFiT package [75, 76], which is used in the
analysis presented in chapter 4

3.7.8 Ensemble tests

It is possible to estimate certain properties of a statistical model M using so-called ensemble tests or
pseudo-experiments. This means repeating a measurement of a certain parameter many times under the
same conditions and analyzing the result of this measurement. Ensemble tests are used for the analysis
presented in chapter 5 of this thesis.

The ensemble tests begin with the definition of a statistical model. The second step consists of the genera-
tion of pseudo-data, e.g. using a random generator to generate numbers according to a Poisson distribution
as pseudo-data. The statistical model is evaluated for each of the newly generated pseudo-dataset and, for
a large number of pseudo-events, the probability distribution of the parameter in question can be estimated.

For ensemble tests, it is important to show that the estimator of the parameter is consistent and unbiased.
One important test quantity is the /inearity of the estimator: If a pseudo-dataset is generated using the
parameter value 6,,,, the estimator 6 should yield the same value. One can define the so-called pull,
defined as the difference between 6,,, and 6, divided by the standard deviation of . If the mean of
the pull distribution deviates from zero, or if the standard deviation is not equal to one, this points to a

problem with the estimator.
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CHAPTER 4

Search for a new resonance V' —» VH decaying
into final states with leptons and b-jets

In this chapter a search for a new heavy resonance in the decay channel V' — VH — I1,1v, vv + bb is
presented. Many scenarios for physics beyond the Standard Model (BSM) predict the existence of new
heavy particles at the TeV energy scale, which could be produced at the LHC. Some of the predicted
resonances decay preferrably into an electroweak vector boson W or Z and a SM Higgs boson. The
presence of a new heavy resonance would manifest itself as a localized excess of data events above the
expected SM background in the my,; invariant mass spectrum, therefore the search is performed by
scrutinizing for such a localized excess. In this search, a simplified model is used as a benchmark, namely
the Heavy Vector Triplet (HVT) model [27, 28]. This model predicts a set of three vector resonances
with different bosonic and leptonic coupling strengths.

The presented search analysis is performed blindly, meaning that the optimization of the event selection
and the development of the statistical analysis strategy are performed based on simulated data without
looking at the observed data in analysis regions where signal events are expected. Only after the full
analysis strategy is optimized and defined, the final results using observed data are obtained. The VH
resonance search analysis documented here is published in [77]. In this chapter, special attention will be
paid to sections of the analysis where the author of this thesis made a significant contribution, namely the
vvbb channel optimization as well as the combined statistical analysis of all three lepton channels (vvbb,
Evbb, LCbD).

4.1 Introduction to the Heavy Vector Triplet model

As of today there is no complete and compelling theory of physics beyond the SM that is able to make
precise predictions about experimental observables without major assumptions about underlying BSM
model parameters. Several general theoretical frameworks (such as Supersymmetry) exist, that are able to
make predictions for observable phenomena, however the quantitative interpretation of observed effects
can only be made within an explicit implementation of the framework and the translation of experimental
results to other theoretical frameworks or other models is difficult.

The Heavy Vector Triplet (HVT) model [27, 28] attempts to overcome this difficulty by introducing

a simplified, phenomenological approach that makes use of the fact that many searches for heavy new
particles are only sensitive to a very limited set of BSM model parameters governing the resonance mass
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and its couplings to the SM particles in the decay final state. This insensitivity of the searches is due to
the fact that for most analyses it is not possible to resolve the line shape of the resonance peak, but the
measured width is dominated by the detector resolution. The simplified model therefore focuses on the
prediction of on-shell narrow-width new particles, which, depending on the model parameters, can either
be weakly coupled, similarly to theories with an extended Gauge sector [78] or strongly coupled, similar
to composite-Higgs models [79]. A brief overview of different classes of New Physics models is given in
section 2.5.

The simplified model is implemented using a phenomenological Lagrangian that explicitly contains a
narrow-width heavy electroweak-charged spin-1 resonance V', a = 1,2, 3, which manifests itself as one
charged and one neutral vector resonance charge eigenstate, similar to the W and Z bosons in the SM:

viziv?
_H M 0 _ /3
_T V.=V, 4.1

The phenomenological Lagrangian describing the dynamics and interactions of the field V¢ can be
written as:

Vi

1 v my,
Ly = _Z[D'“’ VIIIDH, V7T + TV;?VW
2
+vigyeyVy (H't“D"H - D'H'+“H) + j—cFv,f DR “.2)
\'%4
7

+ gjvcvvvfabcvi va[D”’ V7l + g\Z/CVVHH V; VHHH - %CVVWGabc wHe Vf V.

The first line of equation 4.2 contains the dynamics of the resonance as well as the mass term. It should
be noted however that due to the mixing with the SM W field, the charge eigenstates in the Lagrangian are
not equivalent to the mass eigenstate, therefore m,, does not correspond to the physical resonance mass.
The coupling gy, governs the strength of the interactions of the resonance VM“ , where as the parameters
denoted as ¢ describe coupling modifiers for the individual interaction operators. The coupling g is the

SM SU(2),, gauge coupling.

The first term in the second line contains the interaction of the resonance with the Higgs field, with

¢ = 0 /2 being the Pauli matrices, and the covariant derivative:

DV =0,V +ge® Wy, 4.3)
where W; are the SM weak isospin triplet fields with their coupling g. The second line, after electroweak
symmetry breaking, gives rise to the interaction of the new resonance Vlf’ with the SM W and Z boson and
the physical Higgs field due to the second term of the covariant derivative. The coupling modifier cj; there-
fore controls the strength of the interaction of the new V resonance with the SM vector fields and the Higgs
field. This coupling strength governs the decays W — WH and Z' — ZH ! studied in this search analysis.

The second term in the second line of equation 4.2 contains the interaction of the V' with the SM
left-handed fermions f;. This term is important for the analysis presented here, because it describes
the tree-level production mechanism of the heavy new resonance via the Drell-Yan (DY) process. The

' W’ and Z’ are the mass eigenstates of the HVT resonances, commonly summarized as V.
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Figure 4.1: Feynman diagram of the Drell-Yan production of a new heavy resonance V' and its decay into V = W, Z
and a SM Higgs boson.

Feynman diagram for the production and decay of a V’ is shown in figure 4.1. The fermionic couplings
are controlled by the parameter c.

The third line of equation 4.2 contains three terms and coupling parameters cy v, Cyyvaa> Cvyw-
The interaction terms describe triple couplings among the V' themselves, the coupling of two V' with a
pair of Higgs bosons or a weak W field. However, since the simplified model is only intended for the
description of the direct interaction of one V' with SM particles these terms are considered to be not
relevant for the phenomenological description of physics accessible at the LHC. Specifically, they only
affect the interactions described above via the mixing of the V;‘ with the W;f , but the mixing is a small
effect, such that it can be neglected.

In summary, the coupling gy ¢y is governing the probability of the V' resonance to decay into SM
bosons and the coupling gch /gy is governing the production and decay via SM fermions. Two different
benchmark model types, A and B, for different values of g, are used in the presented search analysis. For
the benchmark Model A the assumption for the parameters is the following:

gvey =g cp/gy =8 /8y (4.4)

This means that the decay branching fractions into fermions and bosons are comparable for Model A.
This assumption is used in certain models predicting an extended gauge sector [78]. Also, the total decay
width of the new resonance decreases for increasing gy,, because of the suppression due to the factor g2 /8y

For Model B, the assumption is:

2 2
8vCy = —8y» & Crl8y =8 /8y 4.5)

which means that the coupling term proportional to ¢ is not suppressed for increasing g,,. This means
that for increasing gy, the decay to di-boson final states becomes dominant. This is common to some
strongly coupled models, such as the minimal composite Higgs model [79]. However, also the total
width increases with gy, such that for very large gy, the assumption of a narrow resonance does no longer
hold. Figure 4.2(a) and 4.2(b) show the decay branching fractions for Model A and g, = 1 and Model B
and gy, = 3. The suppression of fermionic decays for Model B is clearly visible. Figure 4.2(c) shows
the ratio of the cross section for DY resonance production mechanism with respect to that of vector
boson fusion (VBF) production for different resonance masses and collider energies, as a function of the
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coupling modifiers ¢ and cy. As expected, for low ¢ /cy the VBF process dominates, whereas, for
higher c/cy the DY process is the dominant production mode.
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Figure 4.2: (a),(b): Fermionic and bosonic branching fractions of a neutral heavy new vector resonance for the
HVT Model A gy =l (left) and Bgv=3 (right) as a function of the resonance mass. (c): Cross section ratio for DY and
VBEF production of a heavy new vector resonance as a function of the ratio of the fermionic and bosonic couplings
modifiers, for different resonance masses and accelerator center-of-mass energies. From [27].

In the presented search analysis, Model A with gy, = 1 is used as a benchmark model. In addition
the presented results are interpreted in terms of Model B with gy, = 3. Finally the obtained results are
interpreted in the full two-dimensional HVT parameter space (gy ¢y, gch /gy ) in the phase space region
where the narrow-width approximation holds.

The presented analysis is designed to search for the HVT V” in the V' — V H final state with H — bb
and leptonic V boson decays. The Higgs boson is assumed to have purely SM-like properties including
production cross sections and decay branching fractions. The advantage of studying leptonic vector
boson decays is that the presence of high-pr leptons or large missing transverse momentum allows for
efficient event triggering. On the other hand, H — bb is the most probable decay of the SM Higgs boson,
therefore a good signal acceptance is expected in this particular channel. To make the search analysis
as versatile and sensitive as possible in view of an a priori unknown resonance mass, a wide resonance
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mass range is covered. The total width of the signal invariant mass spectrum is dominated by the detector
resolution, therefore the use of the simplified HVT model is justified. The covered resonance mass regime
spans from my,» = 500 GeV to my- = 5TeV. The lower mass boundary is chosen due to inability of the
HVT model to reproduce the SM parameters for lower resonance mass hypotheses. For resonances above
my = 5TeV the expected reconstruction efficiency is expected to be very low due to the extremely high
Lorentz-boost of the resonance decay products.

4.2 Object selection

Lepton selection type definiton

Electrons are reconstructed by matching inner detector tracks to energy clusters in the electromagnetic
calorimeter. Additional identification requirements are imposed on the electron candidates regarding the
track quality, the shape of the electromagnetic shower, the matching between track and energy clusters
and the isolation. A Likelihood-approach is used to combine the information and the Loose and Tight
working points are used in this analysis as defined in [80].

Muons are identified using tracks in the inner detector matched to tracks or track segments from the
muon spectrometer. To extend the detector acceptance beyond that of the inner detector, also muons with
only a stand-alone track in the muon spectrometer are used. Additional selection criteria are imposed on
the quality of the inner detector track and the track or track segment from the muon spectrometer. The
Loose and Medium working points as defined in [81] are used.

Both the electron and muon candidates must fulfill certain kinematic requirements and are sorted into
three different quality categories, called V H loose, ZH signal and W H signal. The V H loose category is
defined to ensure orthogonality (meaning that there is no overlap of events) between the lepton channels
(vvbb, Lvbb, t£bb), based on a looser selection of leptons. The W H signal and ZH signal leptons have
more stringent quality requirements to reduce the background contribution from fake leptons. The criteria
are summarized in table 4.1.

Lepton flavour | Selection type | pp [GeV] In| ID Sd, [mm] | [z, sin @] [mm] Isolation
VH loose >7 <247 | Loose <5 <0.5 LooseTrackOnly
Electron ZH signal >27 same as VH loose
WH signal >7 <2.47 Tight same as ZH signal Tight
VH loose >7 <2.7 Loose <3 ‘ <0.5 LooseTrackOnly
Muon ZH signal >27 <25 same as VH loose
WH signal >27 <2.5 | Medium ‘ same as ZH signal ‘ Tight

Table 4.1: Selection criteria for leptons used in the VH resonance analysis. Here, s, denotes the transverse track
impact parameter significance defined as |d;|/ T4, Zo Tepresents the longitudinal track impact parameter and 6 is
the polar angle.

Tau leptons

A veto on events containing tau leptons is used in the O-lepton channel to suppress backgrounds from
hadronically decaying tau lepton candidates (7;,,4)- The 7;,,4 candidates are reconstructed using small-R
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calorimeter jets with pp > 20 GeV that need to lie within the tracking acceptance region of |17| < 2.5 and
outside of the gap between calorimeter barrel and end-cap region 1.37 < |n| < 1.52. The candidates are
required to have either one or three associated tracks and must comply with the Medium tau identification
criteria. [82]

Jets

Jets are reconstructed from energy clusters in the calorimeter or from tracks in the inner detector, using
the anti-ky reconstruction algorithm from the FastJer [48] package. For a brief introduction to jet
reconstruction, see also 3.4. Large-R jets are used to reconstruct Higgs candidate in the merged category,
and track jets are used to b-tag the large-R jets. Small-R calorimeter jets are used for the reconstruction
of the Higgs candidate in the resolved category as well as for b-tagging. The different jet types used in
this analysis and their selection criteria are summarized in table 4.2.

Jet selection type | Radius Constituents Selection criteria
Forward jets 0.4 Calorimeter cluster pr > 30GeV
25<n1 <45
pr > 20GeV
Signal jets 0.4 Calorimeter cluster In| < 2.5
JVT > 0.59if |n| < 2.4 and pT < 60 GeV
pr > 250GeV
Large-R jets 1.0 Calorimeter cluster In] < 2.0
at least one track jet
pr > 10GeV
Small-R track jets 0.2 Tracks In] < 2.5
at least 2 track constituents

Table 4.2: Selection criteria for Jets used in the VH resonance analysis.

Muon-in-jet correction

Muons inside the b-jets stem from semi-leptonic decays of B-hadrons. Since a muon does not deposit a
significant portion of its energy in the calorimeter, this component does not contribute to the reconstructed
jet energy. To correct the jet energy, the reconstructed muon four-vector is added to the jet four-vector
[53]. For small-R calorimeter jets the closest muon within a cone of AR < 0.4 around the jet axis is added.
Muons with pr > 5 GeV and without requirements on the isolation are considered for the correction. For
large-R jets the closest muon within a cone of AR < 0.2 to the axis of one of the associated track jets is
used. This association scheme is chosen because the track jets serve as proxies for the B-hadron flight
directions within the Higgs candidate jet. For small-R calorimeter jets an additional correction is used
to account for biases due to the presence of neutrinos and jet resolution effects. This so-called PtReco
correction is based on a jet-pp-dependent scaling of the reconstructed jet py to truth-level jet pr. [14]
The corrected jet four-vectors only enter the calculation of the invariant mass my, g of the reconstructed
final state. No PrReco-like correction is available for large-R jets, therefore none is applied.
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Missing transverse energy

As described in section 3.2 the missing transverse energy is calculated by imposing energy conservation
in the x-y-plane of the detector and calculating the missing component to the energy balance based on all
reconstructed physics objects. In addition to so-called hard terms in the ET 5% calculation from muons,
electrons, photons, T-leptons and jets, a track-based soft term is introduced, using tracks from the inner
detector that are not associated with the hard terms. Tight quality requirements and association to the

primary vertex ensures robustness of the soft term against pile-up tracks. [83]

An additional quantity that is related to the missing transverse energy and which is used in the event
selection of the VH resonance analysis is Hy , defined as:

miss
ET

HP™ = (4.6)

VEE9 + S + S5 + B

where the denominator is the square root of the scalar sum of the transverse momenta of the hard
terms. The scalar py sum is proportional to the Ef"™ resolution, therefore HI™™ is related to the Ef"™™
significance. Placing a cut on the significance H%“iss corresponds to applying a tighter selection in events
with well-measured Ef"* as opposed to a looser selection in events with a larger uncertainty on the Ef"™™

In the presented analysis, a cut on Ep/( HI™S

channel.

is used to veto missing transverse energy in the 2-lepton

Overlap removal

Different physics objects can have similar signatures in the detector, so they can in principle pass
reconstruction criteria for more than one type of object. For example, an electron in an environment with
additional activity in the detector could also be interpreted as part of a hadronic jet. To avoid duplicate
objects, a procedure to resolve these reconstruction ambiguities is imposed, which is called overlap
removal. The standard procedure recommended in ATLAS is as follows:

¢ Electrons and Muons: If an electron and a muon candidate share the same track, the electron
candidate is removed, and the muon candidate is kept.

* Electrons and Jets: If there is a calorimeter jet candidate within AR = 0.2 of a surviving electron
candidate, the jet is removed and the electron is kept. For a surviving jet that fulfils the criteria
JVT > 0.64, pr < 50GeV and || < 2.4, electron candidates are removed if they are within
AR = min(0.4,0.04 + 10 GeV/p}) with respect to the jet axis.

* Muons and Jets: If there is a muon candidate within AR = 0.2 of a jet candidate with a low number
of tracks carrying a significant portion of the jet momentum 2 the jet is removed. For surviving
jets that pass the following criteria: JVT > 0.64, pp < 50GeV and || < 2.4 a concurring muon
candidate is removed if it is within AR = min(0.4,0.04 + 10 GeV/ p‘T‘) with respect to the jet axis.

* Electrons and large-R Jets: If there is a large-R jet candidate within AR = 1.2 of an electron
candidate, the large-R jet is removed and the electron is kept. No overlap removal between muons
and large-R jets is applied.

2 NumTrkPt500PVI®t < 3, or (p’T'/ SumP{TrkPt500PVI® > 0.7 and pjTet / p’Tl < 2), where NumTrkPt500PV and
SumPtTrkPt500PV are the number and py sum of tracks from the primary vertex with a track py of at least 500 MeV
associated to a jet.
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4.3 Event categorization

As mentioned in the introduction to this chapter, events from three different decay channels are considered
in this analysis, which differ in the number of leptons produced in the electroweak vector boson decay. The
events are categorized into three different lepton channels (0-, 1-, and 2-lepton channel, for vvbb, Cvbb,
£tbb respectively) based on the number of VH-loose leptons (see 4.2) in the event. The lepton channels
are strictly disjoint, by requiring that the O-lepton channel contains no VH-loose leptons, the 1-lepton
channel contains exactly one, and the 2-lepton channel contains exactly two same-flavour VH-loose
leptons. A graphical summary of the regions after the full categorization sequence within a lepton channel
is shown figure 4.3. The details of the categorization will be discussed in the following.

H-bb nuTaZjeﬁ b- Higgs candidate Top control
topology | (mack-) jets mass region?
1-tag signal opposite
sideband flavour
: leptons
|
2-tag =l (2-lepton only)
sideband
signal
1-tag .
sideband dditi |
merged . a Itona
signal b-tags
2-ta
s sideband

Figure 4.3: Sketch of the analysis regions used in the VH resonance analysis.

Since the V' search analysis covers a wide range of hypothetical resonance masses, the py range of
the resonance decay products is very large. This has an impact especially on the reconstruction of the
H — bb decay. At low resonance masses the py of the Higgs boson is low, therefore its decay products
can be reconstructed as a pair of two R = 0.4 calorimeter jets. This event topology is referred to in the
following as the resolved category. In case of a large resonance mass the Higgs boson is produced with a
large transverse momentum, therefore the H — bb decay products are very collimated. The complete
H — bb decay is reconstructed within a single large-R jet. This event topology is called the merged
category. Figure 4.4 shows a sketch of the resolved and merged H — bb decay topologies.

To categorize the events into resolved or merged topology while achieving an optimal analysis sensitivity,
the so called Priority Resolved Signal Region (PRSR) categorization scheme is adopted, which classifies
events according to the classification sequence shown below. The sequence is followed from top to
bottom, whereas the next step is invoked only if none of the previous attributes apply to the event. If none
of the listed attributes apply, the event is discarded.

1. The event belongs to the resolved signal region.

2. The event belongs to a resolved side-band, or top control region.
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4.3 Event categorization

(a) H — bb decay in resolved topology  (b) H — bb decay in merged/boosted topology

Figure 4.4

3. The event belongs the merged signal region.

4. The event belongs to a merged side-band, or top control region.

The categorization in signal regions and background control regions is performed based on the invariant
mass of the H — bb candidate. In the resolved category this corresponds to the invariant mass of the
di-jet system formed by the two signal small-R jets. In the merged category it is the invariant mass of
the large-R jet, using the so-called combined mass that uses not only calorimeter information, but also
tracking information to improve the mass resolution [84] (see also 3.4.3). A two-sided mass window
requirement around the Higgs boson mass my; = 125 GeV defines the signal region. Events that lie in
the sideband-regions outside this range are sorted into the background control region. The lower and
upper bound of the signal mass region depend on the topology category and the lepton channel, and are
summarized in Table 4.3. In the resolved category, a tighter mass window is chosen, because the mass
resolution is better compared to the merged category.

topology 0-lepton 1-lepton 2-lepton
resolved | 110 < m;; < 140GeV/c® | 110 < my < 140GeV/c” | 100 < my < 145GeV/c”
merged | 75 < my < 145GeV/c? | 75 <m; < 145GeV/c* | 75 < my < 145GeV/c?

Table 4.3: Definition of the H — bb candidate mass range for signal regions in the different lepton- and
topology-based categories.

The Higgs candidate mass windows in the resolved analysis are defined such that an optimal sensitivity
is obtained. In the merged regime the cut corresponds to 90% signal efficiency, when using the
calorimeter-based mass [85]. The window was not re-optimized for the combined calorimeter mass
definition that is used in this analysis, but the difference is expected to be small.
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Furthermore, the categorization within each lepton channel and topological region is based on the
number of jets identified as b-jets (b-tagged jets) in the event. In this analysis the MV2c10 algorithm is
used to identify b-jets at the 70% efficiency working point [61, 64]. In the resolved category, the events
are classified, based on the number of b-tagged small-R jets. If there are two b-tagged small-R jets the
event belongs to the 2-fag category. If only one of the small-R jets is b-tagged the event is sorted into
the /-tag category. In the merged category the 1-tag and 2-tag categories are defined depending on the
number of b-tagged track jets associated to the large-R jet.

In addition, a categorization is performed in the merged category regarding the number of additional
b-tagged track jets not associated to the large-R jet. Events with a so-called additional b-tag can be used
to constrain the background from top-quark pair production. Figure 4.5 shows a sketch of the event
topology with an additional b-tagged track jet. In the resolved 2-lepton analysis another top background
control region is introduced, where two opposite-flavour leptons are required. For signal events one
would expect two leptons with the same flavour.

Figure 4.5: Sketch of the top-background-sensitive merged region with an additional b-tagged track jet not associated
to the large-R jet candidate.

4.4 Background processes

There are several SM processes with a similar final state as the decay V' — VH — €, {v,vv + bb.
The Feynman diagrams of the most important background processes are shown in figure 4.6. The top
quark pair production process (¢f) with one or both W boson decaying leptonically is one of the main
backgrounds, because it contains real b-jets from the top quark decay. However, also fully hadronic
top-quark pairs with mis-identified non-prompt leptons or mis-measured jet energies leading to non-zero
missing transverse momentum can contribute. Another main background is the production of leptonically
decaying SM electroweak bosons (W or Z) in association with jets (V+jets). The W or Z boson can be
produced together with real b-jets, or with charm or light jets that may be mis-identified by the b-tagging
algorithm. Smaller backgrounds originate from the production of SM electroweak boson pairs (diboson),
one of which decays hadronically, the other leptonically, as well as events with a single top quark with
real leptons and b-jets in the final state. The contribution from QCD multijets, as discussed in 4.5.2
stems mainly from mis-measured jets faking missing transverse momentum, or contributing a non-prompt
lepton. Finally, the non-resonant production of a vector-boson associated SM Higgs boson is considered
as an irreducible background in this analysis. The yields of the individual SM background processes in
the signal regions of the O-lepton channel are presented in table 4.4.
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(a) b)

(© (d

LS

(e) (f)

Figure 4.6: Background processes in the VH resonance analysis. Top: Main backgrounds (a) top quark pair
production (example: dileptonic #7), (b) SM vector boson V+ jets production, Middle and Bottom: processes
with smaller background yields (c) single top quark production (example: t-channel), (d) SM vector boson pair
production (example: WZ) and (e) QCD multijet production (f) SM vector-boson associated Higgs production.
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Process Resolved Merged
1-tag 2-tag 1-tag 2-tag
tt 22900 + 890 | 6640 + 180 | 1650 + 160 68 + 12
Single top 2440 + 330 552 +76 217 £ 52 154 +4.1
Diboson 317 £ 41 412+5.8 188 + 30 34.8+4.8
Z+1 580 + 210 1.3+1.3 310+ 130 | 0.38 £0.29

Z+ (bl,cl) 8240 + 840 50+ 17 910+ 160 | 10.1 £3.7
Z + (bb,bc,cc) | 1280+ 170 | 1270 £ 150 | 238 +45 101 + 16
W+ 960 + 300 3+2 227 + 95 1.0+ 0.6

W + (bl, cl) 5960 + 1100 56 +17 770 230 6.6 +£3.2
W + (bb, bc,cc) | 530+ 150 470 + 130 112 +44 40+ 16

SMVH 55 +21 102 £ 39 7.4+29 47+1.8
tth 104 +£5.3 7.8+3.9 1.4+£0.7 0.2+0.1
% 102 + 54 41 £22 17.7+9.5 1.4+£0.8

Total 43400 +£200 | 9240+95 | 465079 282+ 14 ‘

Table 4.4: Summary of postfit background yields in the O-lepton channel of the VH resonance analysis. From [77].

The backgrounds in this analysis are estimated based on the prediction from Monte Carlo Simulation,
except for the QCD multijet background in the 1-lepton channel which is estimated using a data-based
method [77]. Table 4.5 summarizes the Monte Carlo generators used for each of the physics processes
that constitute the background. All of the listed simulated samples include the effect of pile-up (see
section 3.1.2) by overlaying every generated signal and background event with simulated minimum-bias
events. Every event is passed through the GEanT4 ATLAS detector simulation [45] (see also section
3.2). The same standard ATLAS reconstruction software is applied in simulated events and in data. More
information about the generated samples is given in [77].

4.5 Event selection

In order to improve the ratio of signal events to background a series of selection requirements are applied
in the three different lepton channels. The focus will be on the 0-lepton channel event selection, but also
1-lepton and 2-lepton will be outlined. The selection requirements are different for the resolved and
merged analysis categories.

4.5.1 Dataset and Trigger strategy

The data used in this analysis is proton-proton collision datafrom the LHC at a center-of-mass energy
of Vs = 13 TeV recorded with the ATLAS detector in the years 2015 and 2016 corresponding to an
integrated luminosity of (36.1 + 1.2) T Only data events are used, where all subsystems of the detector
were fully operational.

In the zero-lepton channel events are selected using the unprescaled Ey' iss triggers with the lowest
possible threshold. The triggers used in the O-lepton channel of the VH resonance analysis for different
periods of data-taking are listed in table 4.6.
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Physics Process MC Generator

Top-quark events
tt POWHEG +PYTHIA 6
single top s-channel =~ POwHEG +PYTHIA 6
single top t-channel PowHEG +PyTHIA 6
single top Wt-channel = PowHEG +PyTHIA 6

V + jets
W — ¢ty SHERPA 2.2.1
Zly" -t SHERPA 2.2.1
Zly" — vy SHERPA 2.2.1
Diboson
wWw SHERPA 2.2.1
|4 SHERPA 2.2.1
YA SHERPA 2.2.1
Standard Model Higgs
qq - WH — {vbb PyTHIiA 8
qq — ZH — ttbb PyTHIA 8
qq — ZH — vvbb PyTHIA 8

PowHEG + PyTHIA &
PowHEG + PyTHIA 8

qq —» ZH — ttbb
gg —> ZH — vvbb

Table 4.5: List of MC generators used for the SM background simulation for the VH resonance analysis.

Dataset/Period Trigger
2015 HLT_xe70

2016 - Period A - D3

HLT_xe90_mht_L1XES0

2016 - Period > D4

HLT_xel10_mht_L1XES50

Table 4.6: Summary of E%niss triggers used in the O-lepton channel of the VH resonance analysis.

The nomenclature of Ef'*

triggers in table 4.6 is as follows: HLT xe70 denotes an Et

miss

trigger with a

threshold on the trigger-level missing transverse energy of ETmiSS > 70 GeV, whereas L1XES50 corresponds
to a Level-1 E" trigger threshold of 50 GeV and mht refers to an algorithm that calculated Ef™ as
the negative transverse momentum vector sum of jets reconstructed with the anti-ky algorithm from
topological calorimeter cells in the detector [36]. For more detail on the different trigger levels, see also
3.2.3. The trigger strategy in the 1- and 2-lepton channels is documented in tables 4.8 and 4.7. For more

details on the 1-lepton and 2-lepton channel strategy, see [77].

4.5.2 Resolved selection

The events in the resolved category are required to have at least two signal jets (see table 4.2). Also events
with a larger number of signal jets or forward jets are included.

In the O-lepton channel the missing transverse energy Ex™ is required to be larger than 150 GeV. The
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cut is chosen such that the efficiency of the ET' iss trigger (HLT_xe70) has reached the maximum-efficiency
miss

plateau of 85% [36]. An additional cut on pp— >30GeV is imposed in the region with 0 and 1 b-tagged
jets to suppress non-collision backgrounds.

Additionally a cut is placed on the scalar sum of the pt of the two leading signal jets (2-jet events) and
the third leading pr signal jet or forward signal jet (in events with three or more jets). The scalar sum Sy
is required to be larger than 120 GeV for 2-jet events and larger than 150 GeV for events with three or
more jets. This requirement is intended to remove a region that is mis-modelled in simulation, due to a
dependency of the trigger efficiency on the jet activity in the event.

In order to suppress the multijet background contribution, a series of requirements is placed in the
O-lepton channel. The main source of multijet background in this channel is a mis-measurement of the
energy of a jet. As a result, the missing transverse energy is aligned with the respective jet for multijet
background events. The cuts for multijet-suppression therefore mainly make use of the angles between
EF™ and the jets:

AG(ET™, EFer) < 90°

Ag(et,, jet,) < 140°

AG(ERS h) > 120°

min[A¢(ET™, presel. jets)] > 20°

In the above list, ¢ refers to the azimuthal angle, jet; and jet, are the two signal jets that form the Higgs
boson candidate 4. The above cuts are designed such that they reduce the multijet background in the
O-lepton channel below 1% such that it can be neglected. In the region with 4 or more jets, some multijet
remains, which is why the cut on min[A¢(ET"™, presel. jets)] was tightened to 30°.
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Figure 4.7: Pre-fit distribution of the angular distance A¢ between the Et  vector and the closest jet. Left: Without
any Anti-QCD cuts, Right: With all Anti-QCD cuts applied.
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Figure 4.7 3 shows the effect of the anti-QCD cuts for one region in the O-lepton analysis. Before the
anti-QCD cuts listed above are applied, it is clearly visible that the multijet contribution is cumulated at
angles close to the jet axis, due to the previously described mis-measurement of the jet energy. After
all anti-QCD cuts including a cut on min(Aqﬁ(E%ﬁss, jet)) is applied, no more background from QCD

multijets is present in this region.

A veto on events containing hadronically decaying tau leptons is applied, to reduce the background
contribution from 7 and W + jets background. No tau veto is applied in the final HVT V' combination
when combining 0-, 1- and 2-lepton channels, in order to enhance the signal efficiency for the W’ signal
for the decay W' — WH — tvbb.

Additionally the invariant mass range of the Higgs boson candidate is reduced to 50 GeV < my <
200 GeV to reduce the mis-modelling in MC. A summary of the selection in the O-lepton channel can be
found in table 4.7. The selection requirements for the 1- and 2-lepton channels in the resolved category
are summarized in table 4.8 and 4.9.

Selection 0-lepton resolved 0-lepton merged
Trigger ET" trigger
0 lepton veto V H loose electrons and muons
veto medium taus
EPSS 150 GeV < E™ \ 200 GeV < Ef™
e > 30 GeV
> Pr > 120 (2 jets) or 150 GeV (at least 3 jets) -
Jets > 2 signal jets > 1 large-R jet
> 1 track jet
associated to leading large-R jet
Leading jet py > 45 GeV -
my 50 GeV < my < 200 GeV
|minAg(ET"™, jet)| > 20° or > 30° (at least 4 jets)
|IAG(ET™, h)| > 120°
|Ap(etl jet2)] < 140° \ -
|A¢(Efrnlss pIFmss)l < 90°

Table 4.7: Event selection requirements in the 0-lepton resolved and merged categories in the VH resonance analysis.

4.5.3 Merged selection

Events in the merged category are required to have at least one large-R jet. The leading large-R jet in
the event, which is the candidate for the H — bb decay is required to have at least one ghost-associated
track jet. The same requirement on p™** >30 GeV is required as in the resolved case. Ef"™ is required to
be larger than 200 GeV. The multijet-suppression is achieved by a similar set of cuts as in the resolved

O-lepton analysis:

1t s important to note that this figure shows the distribution before the fit, as well as for multijet from MC, therefore
discrepancies between data and MC are not unexpected.
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Selection 1-lepton resolved 1-lepton merged
Trigger Electron Event: Lowest unprescaled e]s:ctron trigger,
Muon Event: Lowest unprescaled E7 > trigger
1 lepton exactly 1 WHLoose electron/muon which should also pass the WHSignal criteria
miss ET"™ > 80 GeV in electron events miss
Er EFS > 40 GeV in muon events Er >100 Gev
po(W) pr(W) > (=3.26 X 10°) - m +709.60 | ppr(W) > 394 - In(myy [GeV]) - 2350
lower cap of pr(W) > 150 GeV
My 50 GeV < myy < 200 GeV
Jets 2 or 3 signal jets > 1 large-R jet
> 0 forward jets > 1 track jet
associated to leading large-R jet
Leading jet pr > 45 GeV -
Veto on events with 3 or more b-jets -

Table 4.8: Event selection requirements in the 1-lepton resolved and merged categories in the VH resonance analysis.

Selection 2-lepton resolved \ 2-lepton merged
Trigger OR of lowest un-prescaled single lepton triggers
1 VH loose +1 ZH signal ‘ 2 ZH signal
2 lepton same flavour (ee or uu)
oppositely charged leptons for pu events in resolved regime
My max(40GeV;-0.03 - m(ZH) + 87 GeV) < m(££)[GeV] < 0.013 - m(ZH) + 97GeV
EF™S)\Hy EY™/\Hy < "0 + 115VGeV
> 2 signal jets > 1 fat jet
Jets > 1 track-jet
associated to leading fat jet
my 50 GeV < my < 200 GeV
Leading jet py pr > 45 GeV \ -
pr(Z) myy > 320 GeV: pp(Z) > 20 GeV + 9VGeV - Vm(ZH)[GeV] - 320 GeV

Table 4.9: Event selection requirements in the 2-lepton resolved and merged categories in the VH resonance analysis.

miss

* A¢(jet, ET ") > 20° where jet denotes every accepted small-R jet

« AG(ET™, pI™™) < 90°

« AG(ET™, large-R jet) > 120°

Also in the merged category the tau veto is applied, but not for the HVT V' combination. Also the mass
range is restricted to 50 GeV < m; < 200 GeV, where m; denotes the Higgs boson candidate large-R jet
invariant mass. A summary of the selection requirements in the O-lepton channel can be found in table
4.7. The selection requirements for the 1- and 2-lepton channels in the merged category are summarized
in table 4.8 and 4.9.
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4.6 Reconstruction of the VH invariant mass

4.6 Reconstruction of the VH invariant mass

The final discriminant in this analysis is the invariant mass of the resonance candidate, myy. To obtain
myyy, the four-vectors of the Higgs boson candidate and the electroweak V boson candidate are added. In
the merged category the Higgs boson candidate is the large-R jet. In the resolved category the Higgs
boson is reconstructed by adding the four-vectors of the two signal jets. The electroweak boson candidate
is reconstructed from EITIliss and leptons, depending on the lepton channel:
* 0-lepton channel (Z — vv):

In the 0-lepton channel, only the transverse momentum of the Z — vv candidate can be measured.

Therefore the full invariant mass of the ZH system is not accessible, and the transverse mass

mr(ZH) is used instead:

mp(ZH) = \ (P + [ERS])2 — (ph -+ B2 7

In the above equation, p'Tl denotes the transverse momentum vector of the Higgs boson candidate
and ET™ the missing transverse energy vector.

* 1-lepton channel (W — ¢v):

In the 1-lepton channel the W boson candidate is reconstructed from a lepton and a neutrino. To
reconstruct the full invariant mass of the W boson, an additional step is needed, since only the
transverse momentum of the neutrino is accessible in the detector. A mass constraint is applied,
since the W boson mass of m,, = my, ppg = 80.385GeV [3] is known. The mass constraint
for m,, leads to a quadratic equation, which can be solved for the z-component of the neutrino
momentum, p,. If there is a complex solution to the quadratic equation, the real component is
taken as p,. If there are two real solutions, the smaller one is used for p,. With p, known, the full
invariant mass of the WH system, my, yis calculated.

¢ 2-lepton channel (Z — ¢{):
In the 2-lepton channel all lepton four-vectors can be fully reconstructed in the detector. The Z
boson candidate is reconstructed by adding the two lepton four-vectors and m . is constructed by
adding the four-vectors of the Z boson and Higgs boson candidates.

Since the mass of the SM Higgs boson is known to be my ppg = (125.18 £ 0.16) GeV [3] the resolution
if the invariant mass my, g in the resolved analysis can be further improved by scaling both four-vectors of
the two b-jet candidates by the factor:

_ My ppG

Ju=

(4.8)
Mpp

where my ppg is the known mass of the SM Higgs boson and m,,, is the mass of the di-b-jet system.
This operation effectively constrains the mass of the di-b-jet system to exactly the known Higgs boson
mass. It should be noted that the mass-dependent scaling of the di-b-jet system is performed only after
the my,;, mass window selection cut, therefore the b-jet energy scale corrections described in section 4.2
are very important for the event selection, despite the mass constraint being applied afterwards. In the
merged category no mass-dependent scaling is applied to the large-R jet four vector.

To further improve the mass resolution in the 2-lepton channel, the four-vectors of the leptons from the
Z candidate are scaled by:
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m
fZ _ Z,PDG (49)

Meg

where m pp is the known mass of the Z-Boson of m ppg = (91.1876 £ 0.0021) GeV [3] and m,, is
the invariant mass of the dilepton system. Note that in both cases the rounded values of my = 125 GeV
and m, = 91 GeV have been used for the scaling, since the invariant mass resolution achievable in this
analysis is much lower than the world-average mass measurement uncertainties.

4.7 Systematic uncertainties

One can categorize the systematic uncertainties applied in this analysis into experimental and Monte-
Carlo-modelling-related uncertainties. The experimental uncertainties are related to the reconstruction
of the different physics objects in the detector, whereas the modelling uncertainties parametrize the
difference in the final discriminating variable as observed in different MC simulations. A summary of the
considered experimental uncertainties related to different objects can be found in Table 4.10.

The modelling uncertainties are derived for the (transverse) invariant mass of the V H system. They are
determined for the main background processes tf, V+jets and single top (for 1-lepton channel only) by
comparing the distribution of myy and myyy (in the O-lepton channel) in the nominal MC samples to
various alternative samples with different generators and varied simulation parameters. The modelling
uncertainties are split in two components namely the normalization, or acceptance uncertainty and the
shape uncertainty.

4.8 Statistical analysis

The aim of this search analysis is to scrutinize the V H final state invariant mass spectrum for the presence
of an excess of data events over the SM background prediction. Using the terminology of statistics, this
analysis is a hypothesis test of the SM background-only hypothesis against a New Physics signal plus
background hypothesis.

The parameter one is interested in measuring is the New Physics signal strength u. However, many
of the cross sections of the SM background processes are not known with perfect precision and also
experimental uncertainties as well as MC modelling uncertainties of quantities used for the event selection
play an important role. As mentioned in section 3.7.4, for a statistical problem with many parameters but
only a single parameter of interest (in this case the signal strength ), the profile likelihood ratio is a useful
concept. In this analysis, the profile likelihood ratio is therefore used as a test statistic for the hypothesis test.

A complex likelihood fit model is used, with u as a parameter of interest and all other parameters, such
as background normalizations and systematic uncertainties included as nuisance parameters (NP) (see
3.7.6). The fit to data yields information about the signal strength of a possible New Physics contribution,
while simultaneously providing auxiliary measurements to constrain the NP describing normalizations of
MC templates as well as systematic uncertainties.

In the 1- and 2-lepton channel, the full invariant mass myy; is used in the fit, whereas the transverse

mass mryy is used in the O-lepton channel. The fit is performed individually in each of the channels.
In the end the statistical combination of the different channels is performed. In total six different fits
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Systematic Uncertainty

Brief Description

Event-related
Lumi
PRW_SF

uncertainty on total integrated luminosity
uncertainty on pile-up reweighting

Electron-related
EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR
EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR
EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR
EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR
EG_SCALE_ALL
EG_RESOLUTION_ALL

trigger efficiency uncertainty
reconstruction efficiency uncertainty
identification efficiency uncertainty
isolation efficiecny uncertainty
energy scale uncertainty
energy scale uncertainty

Muon-related
MUON_EFF_TrigStatUncertainty
MUON_EFF_TrigSysUncertainty
MUON_EFF_STAT
MUON_EFF_SYS
MUON_EFF_STAT_LOWPT
MUON_EFF_SYS_LOWPT
MUON_ISO_STAT
MUON_ISO_SYS
MUON_TTVA_STAT
MUON_TTVA_SYS
MUON_SCALE
MUON_ID
MUON_MS

trigger efficiency uncertainty
I

reconstruction and identification efficiency uncertainty for muons with p_t > 15 GeV

reconstruction and identification efficiency uncertainty for muons with p_t < 15 GeV

I
isolation efficiency uncertainty
Il
track-to-vertex association efficiency uncertainty
I
energy scale uncertainty
energy resolution uncertainty from inner detector

energy resolution uncertainty from muon spectrometer

R=0.4 Jet-related
JET
JET_JER_SINGLE_NP
JvtEfficiency
FT_EFF_Eigen_B
FT_EFF_Eigen_C
FT_EFF_Eigen_L
FT_EFF_Eigen_extrapolation
FT_EFF_Eigen_extrapolation_from_charm

energy scale uncertainty in 21 components
energy resolution uncertainty
Jet Vertex Tagger efficiency uncertainty

flavour tagging efficiency uncertainty, 3 components for b-jets

4 components for c-jets
5 components for light jets

efficiency uncertainty from extrapolation to high-py jets

efficiency uncertainty for tau-jets

R=1.0 Jet-related
SysJET_Comb_Baseline_Kin
SysJET_Comb_Modelling_Kin
SysJET_Comb_Tracking_Kin
SysJET_Comb_TotalStat_Kin
FATJET_JER
FATJET_JMR

large-R jet energy scale (py and mass scale fully correlated)

large- R energy resolution
large-R mass resolution

R=0.2 track Jet-related
FT_EFF_Eigen_B
FT_EFF_Eigen_C
FT_EFF_Eigen_L

FT_EFF_Eigen_extrapolation
FT_EFF_Eigen_extrapolation_from_charm

flavour tagging efficiency uncertainty, 3 components for b-jets

4 components for c-jets
5 components for light jets

efficiency uncertainty from extrapolation to high-py jets

efficiency uncertainty for tau-jets

MET-related
METTrigStat
METTrigTopZ
MET_SoftTrk_ResoPara
MET_SoftTrk_ResoPerp
MET_SoftTrk_Scale
MET_SoftTrk_Scale

MET_JetTrk_Scale

trigger efficiency uncertainty
I

track-based MET soft-term longitudinal resolution uncertainty
track-based MET soft-term transverse resolution uncertainty
track-based MET soft-term longitudinal scale uncertainty
track-based MET soft-term longitudinal scale uncertainty
track-based MET scale uncertainty due to tracks in jets

Table 4.10: Summary of the experimental systematic uncertainties used in the V H resonance analysis with their

explanations.
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are performed for this analysis: the 0-,1- and 2-lepton channels, as well as the combination for the Z’
(0+2-lepton channels), W’ (0+1-lepton channels) and V’ (0+1+2-lepton channels) each have an individual
fit. The focus here will be laid on the 0-lepton channel as well as the V' combination.

To study the my; spectrum and to search for an excess, a binned maximum-likelihood fit using the
RooStats package [72, 75, 76, 86, 87] is performed to observed data using templates describing the
signal and background distributions. For a more detailed description of the profile likelihood method,
hypothesis tests and the limit setting procedure, see section 3.7. The result of the statistical analysis is the
95%CL limit set on the HVT resonance production cross section times branching ratio.

4.8.1 Fit inputs, regions and binning

The main backgrounds in the V H resonance analysis are W or Z bosons events produced in association
with two or more jets, as well as 7 events. All background processes that are considered in the fit are
listed in table 4.11. The jet flavour labels (/1, ¢/, bl, bc, cc, bb) of the V +jets backgrounds refer to the truth
hadron labels (described in 3.5.6) of the two signal jets in the resolved category and the two track jets
associated to the large-R jet in the merged category. Several background templates with small event
yields were merged before fitting, indicated by summation signs, because the fit is not sensitive to the
individual components.

Sample nomenclature in V H fit model
Wa+1l=W+II)

W +clbl = (W +cl) + (W + bl)
W+hf=(W+bb)+(W+bc)+ (W +cc)
Z+1l=(Z+1])

Z+clbl =(Z+cl)+ (Z +bl)
Z+hf=(Z+bb)+ (Z+bc)+ (Z+cc)
1t
1t +V
tt +h
diboson=Z2Z + WW + WZ
single-top=s-channel+¢-channel+Wt
multijet (only in 1-lepton channel)
SM V H production
HVT W’ and Z’ (separate)

Table 4.11: List of processes and merging of MC templates for the VH resonance fit.

The fit regions used in the individual lepton channels are summarized in table 4.12. In some cat-
egories with low event yields, regions can be combined across different number of b-tags or different
my,, mass ranges. This helps to decrease the influence of statistical fluctuations on the fit parameters
in these regions. For example, the low and high m,;,, sideband regions are combined in the 1-lepton channel.

Figure 4.8 shows the contribution from the merged and the resolved category to the expected limit to
illustrate which categories contribute the largest sensitivity to the analysis in different regions of phase
space. It can be observed that the resolved signal region contributes the most sensitivity for a resonance
mass up to 1.2 GeV. The sensitivity for the resolved category increases with increasing resonance mass in
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4.8 Statistical analysis

topology region 0-lepton | 1-lepton | 2-lepton
2-tag resolved signal region 2 b-tags, > 2 jets, SR v v v
1-tag resolved signal region 1 b-tag, > 2 jets, SR v v v
2-tag merged signal region 2 b-tags, > 1 large-R jets, 0 add. b-tags v v v
1-tag merged signal region 1 b-tags, > 1 large-R jets, 0 add. b-tags v v v
resolved my,-sideband control region 1 or 2 b-tags, > 2 jets, nBBCR X v X
resolved top ey control region 1 or 2 b-tags, > 2 jets, opp. flav. leptons X X v

Table 4.12: Definition of the H — bb candidate mass range for signal regions in the different lepton- and
topology-based categories.

this regime, because the SM background contributions get smaller, as can also be seen in the myy spectra
in figure 4.20. For higher masses the sensitivity in the resolved category deteriorates because of lower
signal efficiency. This is due to the merging of R = 0.4 calorimeter jets as well as the known decrease in
b-tagging efficiency at high jet py. This effect has been studied extensively for the optimization of Higgs
tagging [53]. The merged category is not contributing to the sensitivity at low mass, mainly due to the fact
that the PRSR categorization scheme ( cf. 4.3) employed here, preferably sorts events at low resonance
mass into the resolved category. However, at low mass the merged category also suffers from a low signal
efficiency. This is caused by the fact that for low resonance masses the separation between the b-jets from
the H — bb decay is too large to be reconstructed within the large-R jet. At high resonance masses the
merged category contributes the most sensitivity. The plateau in the expected limit is reached due to the
fact that at very high resonance masses there are almost no events from SM background any more. In
addition, the signal reconstruction efficiency drops due to b-tagging efficiency loss at high pr and, at
very high resonance masses, the merging of the R = 0.2 track jets. The sensitivity in the intermediate
mass region from 1.2 TeV to 1.8 TeV both the contribution from the resolved and the merged region are
important. To ensure a smooth transition when combining the two categories the PRSR scheme is used,
because it provides optimal sensitivity in the intermediate resonance mass regime.

To constrain the normalization of a certain SM background process in the fit, control regions that are
enhanced in events from this process can be used. For the two-lepton channel a region where the two
leptons are of opposite flavour is used as a control region for the ¢# background contribution. Figure
4.9 shows the expected limit for the O-lepton channel when considering only the signal regions in the
fit and when adding additional control regions in the m,; sidebands or a top control region. As can be
seen, there is no significant improvement in the expected limit when adding additional control regions
in the my,, sidebands or a top control region, except for an improvement up to 15% when adding the
my,, sideband regions for very low and very high resonance masses. Since the signal regions themselves
provide enough constraint on the normalizations of the other background contributions, all other regions
introduced in section 4.3 are used as fit validation regions instead. Since the contribution of the 0-lepton
channel compared to the other lepton channels expected to be small for very low resonance masses (see
figure 4.19) and in order to benefit from studying the post-fit agreement between data and MC in an addi-
tional validation region (see 4.9.5) only the resolved and merged signal regions were used in the O-lepton fit.

The fits to the myy and myyy spectra are performed using a binning of the distributions that is chosen
such that the sensitivity of the analysis is maximised, while not being subject to statistical fluctuations.
The choice of binning has a significant impact on the fit stability and sensitivity.
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Figure 4.8: Comparison of the expected limits for the O-lepton channel with different regions being considered in
the fit. The solid black line shows the limit using the resolved signal region only. The red curve represents the limit
using the merged signal region only. The dashed blue line shows the two regions combined.

Figure 4.10 shows the expected limit in the O-lepton channel for different binning strategies. The
standard binning uses non-equidistant bins which are summarized in table 4.13. This binning strategy
originates from the search for a pseudo-scalar boson A — ZH 4, and was optimized by hand to yield the
best sensitivity.

myyy range [TeV] bin width [GeV]

0-1.0 100

1-1.2 200
1.2-1.5 300
1.5-2.2 700

>2.2 1000

Statistics Requirement AN%C / Né\glc <0.75
Bin Content Né‘;{lc >0

Table 4.13: Standard non-equidistant bins used for the 0-lepton channel my;y distribution in the resolved and merged
categories. Né\i’flc denotes the content per bin, and AN%IC is the statistical error on the bin content, both for the
total sum of the background Monte Carlo.

An alternative binning strategy shown in figure 4.10 uses the following parametrization of twice the
standard deviation of the W’ resonance peak in simulation:

, 155 — 4
Whin _ 40 4 195 =40 ~(mVH—500) (4.10)

Gev ~ T 2800-500 \Gev

* The A — ZH search analysis was published alongside the presented HVT resonance search in [77]
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Figure 4.9: Comparison of the expected limits for the O-lepton channel with different regions being considered in
the fit

Eq. 4.10 is determined by studying the standard deviation of simulated HVT W’ my signal distribution,
assuming a Gaussian signal distribution, for different resonance mass points and fitting a linear function.
For the expected limit curves shown in figure 4.10 an additional requirement on the bin statistical error
to be smaller than 70% (15%) was made. For all three binning strategies bins with zero predicted SM
background content are merged into the next adjoining bin, to avoid having bins with zero background
prediction, for which the binned likelihood makes no sense.

As can be seen in figure 4.10, the standard binning from table 4.13 and the resolution-based binning
with loose bin statistics requirement yield similar sensitivity, whereas the resolution-based binning with a
tighter requirement on the statistical uncertainty yields up to 50% worse expected limit, especially at high
masses, where a tight requirement on the bin statistics leads to a coarser binning. Because of the higher
sensitivity and more simplicity with respect to the resolution-based binning, the standard binning scheme
as described in table 4.13 is used in the O-lepton channel.

4.9 Fit diagnostics

In the previous section the main tool to study the sensitivity of the resonance search was the expected limit.
To study the performance of the profile likelihood fit in more detail it is important to define additional
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Figure 4.10: Comparison of the expected limits for the O-lepton channel with different binning options being
considered in the fit

figures of merit to estimate and compare the fit performance as well as methods to diagnose possible
problems. In the following section the diagnostic tools used to validate and optimize the statistical model
will be introduced and results will be discussed:

4.9.1 Nuisance parameter pull distributions

As discussed in section 3.7.6 systematic uncertainties are incorporated in the Profile Likelihood fit via
the introduction of Nuisance Parameters (NP). One distinguishes between so-called floating nuisance
parameters, which are allowed to vary freely in the fit, and constrained nuisance parameters which are
associated with a Gaussian- or log-normal penalty function. Floating nuisance parameters are used to
adjust the normalization of processes whose cross-sections are not well measured and which can be
sufficiently well constrained in the data. Constrained nuisance parameters are used in all other cases,
where a value for a cross-section or for a systematic shift like the Jet energy scale is measured or calibrated
with a certain uncertainty.

In the V H resonance O-lepton analysis the 77 background normalizations are treated as floating nuisance

parameters, as well as the normalizations of the Z + (bb, cc) and Z + (bl, cl) backgrounds. In figure 4.12
these nuisance parameters are denoted by the prefix norm.
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4.9 Fit diagnostics

Figure 4.11 illustrates how a pull distribution is determined. A pull distribution is created by releasing
one nuisance parameter from the fit, scanning it, and studying the effect on the profile likelihood ratio
(PLR). According to Wilk’s theorem (section 3.7.7) the scan of a nuisance parameter should yield a )(2
distribution of the PLR. The pull distribution shows the best-fit value of the nuisance parameter as well
as the uncertainties based on the 10 band around the minimal negative logarithm of the likelihood. It
therefore allows to study if the PLR indeed follows the expectation from Wilk’s theorem and whether the
best-fit value and width of the nuisance parameter is consistent with the expectation.

A6,
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profiling
\ +20

scan \\ scan
NP NP+
2 / +1o
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without NP NP, NP:
profiling “pulled” “constrained” “non-
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Figure 4.11: Sketch explaining the determination of the nuisance parameter (NP) pull distribution. The left figure
illustrates the behaviour of the negative log likelihood ratio (NLLR) when profiling different nuisance parameters.
The right figure shows the corresponding NP pull distribution.

When speaking about pull distributions often the term constraint is used, not to be confused with
the aforementioned log-normal or Gaussian constraint of a NP. This term describes the narrowing of
the parabola of the negative log-likelihood ratio (NLLR) while profiling the NP compared to the NLLR
without profiling the NP. In the pull distribution this narrowing can be seen for nuisance parameters
whose uncertainties are smaller than the yellow and green 20" and 1o error bands.

For nuisance parameters that are associated with a penalty function it is unlikely that the maximum
likelihood is reached for a parameter configuration where a nuisance parameter is shifted (pulled)
significantly from it’s central value at zero (see figure 4.11). If several nuisance parameters show such
behaviour, this can point to an issue with the fit convergence or an insufficient agreement between
data and simulation. If the fit is able to constrain a nuisance parameter in data much more than in
simulation, this can indicate that the prefit uncertainty was overestimated. An occurence of many
nuisance parameters that are significantly more - or less - constrained in a fit to data compared to the
fit to the Asimov dataset (defined in 3.7.7) can serve as an indicator for problems with non-parabolic
PLR behaviour, fit convergence or modelling problems in simulation. To diagnose such problems,
figure 4.12 is used, which shows the nuisance parameter pull distribution for the fit in the VH reson-
ance O-lepton channel. Each point corresponds to a nuisance parameter. For an explanation of the
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NP names, see table 4.10. The coloured boxes indicate groups of different types of systematic uncertainties.

The error bars of the points shown in 4.12 encode how well the fit is able to constrain the respective
nuisance parameters. Figure 4.12 shows a comparison between nuisance parameters of the fit to the
Asimov dataset (red points) and the fit to data (black points) for a resonance mass of 1.5 TeV. For a good
fit, the black points should not be removed beyond the one-sigma-band of the red point. One exception
in 4.12 is the NNLORW nuisance parameter, which encodes a sequential reweighting of the top-quark
and 77 pair py spectra in simulation to agree with next-to-next-to-leading-order parton level prediction.
This reweighting is intended to imrove the agreement between data and MC. If the NNLO reweighted
spectrum matches the observed data better, a pull of the corresponding nuisance parameter is expected
and no sign of a fit problem. Furthermore it should be noted that for a NP that describes a freely floating
NP (such as #f and Z+jets normalizations), a strong constraint and a pull are expected.

Another criterion for a good fit behaviour is that the error bars on the black nuisance parameters from
the fit to Data should not be much bigger or smaller than for the red points from the fit to the Asimov
dataset. Figure 4.12 gives an indication that the O-lepton channel fit converges and behaves as expected.
For each step of the fit model optimization, new pull distributions such as 4.12 are created and a good fit
behaviour is verified.

4.9.2 Nuisance parameter ranking

To understand the behaviour of the profile likelihood fit it is useful to understand which of the systematic
uncertainties has the most impact on the determination of the signal strength u. To estimate the impact of
a certain nuisance parameter, it is scanned within the =10 band around their nominal value during the
profile likelihood fit while all other nuisance parameters are allowed to vary as usual and are minimized to
their best-fit-value. The best-fit signal strength f is recalculated for each value of the nuisance parameter
under study. The nuisance parameter for which [ varies the most is ranked the highest.

Figure 4.13 shows the nuisance parameter ranking plots for the O-lepton channel fit for different mass
hypotheses for the Z’ resonance. For both mass points the floating normalization nuisance parameters for
the dominant backgrounds have a significant impact on the estimation of fi. For the lowest mass point
my = 500 GeV the most influential nuisance parameters are the uncertainties on the flavour tagging of
c-jets for R = 0.4 calorimeter jets. In general one can see that many of the flavour tagging uncertainties
are among the ten highest-ranked nuisance parameters. This is because V+jets and 7 processes contribute
a significant background fraction in the O-lepton channel and the flavour admixture plays an important
role for the shape of the myyy distribution. The c-jet-related uncertainty is of particular importance since
the c-jet contamination is high and uncertainties on the c-jet mis-identification efficiency are large. The
importance of the calorimeter jet flavour tagging uncertainty for low resonance masses can be explained
by the fact that at low mass mainly the resolved categories contribute to the analysis sensitivity (cf. figure
4.8), which make use of R = 0.4 calorimeter jets for flavour tagging.

As an example for the nuisance parameter ranking at high resonance masses, the mass point m» = 2 TeV
is shown in figure 4.13. Furthermore, at high resonance masses masses, the merged Higgs boson decay
category becomes the most important contribution as can be seen by the appearance of the track-jet
related b-tagging uncertainties in the nuisance parameter ranking. As can be seen also in figure 4.15 at
this mass point the statistical uncertainties are dominant.
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Figure 4.13: Nuisance parameter ranking for the O-lepton channel fit. Figure (a) shows the ranking for a VH
resonance mass hypothesis of 500 GeV, (b) shows the ranking for the 2 000 GeV mass hypothesis. The yellow
bands show the influence of the respective NP on u before the fit.

4.9.3 Nuisance parameter correlations

To understand the behaviour of the nuisance parameters in the fit it can be helpful to consider correlations
between them and study if they behave as expected.

Figure 4.14 shows the correlation matrix for the fit in the O-lepton channel. Only nuisance parameters
that have a correlation of at least 35% are included in the matrix. Comparatively large correlations
include e.g. the uncertainty related to the b-tagging efficiency and the normalization of the 7 background.
This is expected since there are real b-jets among the signal jet candidates from #f event. Therefore, if
the b-tagging efficiency increases within its uncertainty, so does the 7 background normalization. A
smaller correlation of the b-tagging efficiency uncertainty with the Z+heavy-flavour-jets background can
be observed for the same reason, also between the c-tagging uncertainty and the Z + c/bl background.
The largest anti-correlation is observed between nuisance parameters describing the jet pile-up and
flavour composition. Also visible is the anti-correlation between the large-R jet energy and mass scale
(JET_Rtrk_comb_Kin) with the ratio of the merged and resolved category. This is expected since the
change of large-R jet energy scale only affects the merged category while the resolved category is only
indirectly affected because of the PRSR categorization scheme.

4.9.4 Breakdown of statistical and systematic uncertainties

It was already mentioned that one of the challenges of the VH resonance is the fact that it covers a very
wide mass range. Especially in the high-mass regime it is expected that the dominating uncertainty will

80



4.9 Fit diagnostics

norm_Zclbl
norm_Zhf
norm_ttbar_LO ] 0.8
dium_JET_Comb_Baseline_Kin
Zigen_B_0_AntiKt4dEMTopoJets
gen_C_0_AntiKt2PV0TrackJets

— 0.6

Zigen_C_0_AntiKt4EMTopoJets 0.4

Zigen_C_1_AntiKt4EMTopoJets
3n_Light_0_AntiKt4EMTopoJets

— 0.2

21NP_JET_Flavor_Composition
1NP_JET_Pileup_RhoTopology
MODEL_TTbar_Herwig
MODEL_TTbar_rad

NNLORW

XS_Welbl

Zclbl_MerResRatio
Zhf_MerResRatio
ttbar_MerResRatio_LO

Itag2pjet_Optv_SR_mVH _bin 0 [

Magpjet Opv SRmVHONS | ) | | 10 b bbb

5 £ g & 2 2 g2 2 & 5 x o T 5 2 2 g o o
T 53¢ 38 8838 8 53¢k 38883 o0
N g Y 3 2 3 3 38 3 8§ - 6 = & & o 5 5
E 8§ 2 &8 § &2 2 8 ¢ & T ¥ 2 A =1

E £ £ £ 8 3§ 8§ &§ & 8 &8 T 8 2 4 8 8 & I I
5 2 % & £ £ £ £ £ E £ ¥ E 2 % £ g I I
e e & 5 6§ = = = 3 2 8§ H 5 & 8 E E
E 8§ © $ O o W o g i S = o | |

2 g T T T 4 . F o | | 5 T

2 £ § £ £ £ 8 ¢ J a 3 £ 2 o o

s 8 £ E E £ 8 3 m Q s N TS S

O, < < < < < [ T [=) = 5 g g

| | < | | | | o S & &

5 9 o S %k & = =0 2

Y m I o o ® S W 3 B

Figure 4.14: Nuisance parameter correlations for the O-lepton channel in the final fit configuration. Only correlations
above 35% are shown.

be the statistical uncertainty, since not many background events are expected at high mass.

O-Lepton HVT

§1‘4 —— Sys.up
= | —— Sys.down
gl2| — Stat. up
E — — Stat. down
o
g [ P
0.8F e
o /
i \ /)
0.6/~ \ /
0.4 / \\
. /
B A\
0.2 AN
- N
L ———
B 1 1 ‘ 1 1 ‘ 1 1 1 1 ‘ 1 \“T\‘\
00 1000 2000 3000 4000 5000

Z' mass [GeV]

Figure 4.15: Expected fractional impact of the statistical and systematic uncertainties on the total uncertainty on the
best-fit signal strength [

Figure 4.15 shows a breakdown of the fractional impact of the statistical and systematic uncertainties
on the total uncertainty on the best-fit signal strength f for different Z” resonance mass hypotheses. It can
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be seen that below a resonance mass of m,, = 1 TeV the systematic uncertainties dominate. For resonance
masses above the crossing point at 1 TeV the statistical uncertainties are dominating the total uncertainty.
Therefore one can conclude that the VH resonance search analysis can still benefit, especially in the
high-mass regime, from studying a larger dataset.

4.9.5 Validation regions

As mentioned in section 4.8.1 the my;, sideband regions as well as the top-background-sensitive regions
with an additional b-jet outside of the large-R jet are not used as control regions in the O-lepton fit, but
can be used to validate the post-fit agreement between data and simulation. For this validation study,
the background correction factors determined in the fit to the signal regions are extrapolated to the
side-band and additional jet regions. If the post-fit agreement between data and simulation in the valida-
tion regions is good, this serves as an indicator that the fit is able to describe the SM background expectation.

As can be seen from figures 4.16 and the agreement between data and SM background prediction in
the validation regions is good. Some deviations are visible for the low-mass regime of merged 1-b-tag
side-band region. This is due to the fact that the yield in the low-mass region is dominated by the resolved
categories, so the constraint on the background normalizations are driven by these categories.

4.10 Combined analysis of 0-, 1- and 2-lepton channels

As already mentioned in 4.8, several scenarios for the production of a new heavy vector resonance
decaying to V H are studied within this analysis. Among these scenarios is the one where the Z’ and
W’ are mass-degenerate. To study this case, all three lepton channels are combined in order to obtain
the optimal sensitivity. In addition, the case where Z’ and W’ have different masses is studied. For this
scenario a combination of the 0- and 2-lepton channels is performed for the Z” signal hypothesis, as well
as a combination of the 0- and 1-lepton channels for the W’ signal hypothesis. In the following chapters
the focus will lie on the Z’ combination as well as on the full HVT V' combination, because they were
developed and optimized in the course of this thesis work. More details on the W’ combination can be
found in [77].

Whereas the 2-lepton channel has only a contribution from the Z’ signal, both the 0-lepton and the
1-lepton channel have contributions from both the W’ signal as well as the Z’ signal. For the O-lepton
channel the contribution from W’ — W H contains mainly events where the W-boson decays further into
a hadronically decaying 7 lepton. For the 1-lepton channel, the contribution from the Z" — ZH mostly
are 2-lepton events where one lepton fails the selection criteria. For the Z’ combination the contribution
from 7 leptons is removed by applying a veto on hadronically decaying tau leptons (cf. 4.2). The input
channels and signal contributions for the three different combined fits are summarized in table 4.14.

Figure 4.17 shows the contribution of the W’ and Z’ signals to the O-lepton channel expected limit,
with and without the veto on tau leptons applied. As can be seen the contribution from the W’ signal is
small compared to the contribution from Z’ — ZH — vv + bb.

The combination is performed after the fit model optimization for the individual lepton channels. This
means that the probability density functions (PDF) for signal and background templates of the individual
channels are combined. It is very important that the individual channels are orthogonal (no overlap of
events between lepton channels, ensured by the selection criterion on the number of loose leptons) such

82



4.10 Combined analysis of 0-, 1- and 2-lepton channels

> ——— T — > ——— T —
© 10° ¢ data ) ¢ data

g , BE1.5TeV HVT g , B 1.5 TeV HVT

£ 10°s Vs=13TeV, 36.1 fo" 1i, single top £ Vs=13TeV, 36.1 fb" i, single top

o B . Il W+(bb,bc,cc) o B . Il W+(bb,bc,cc)

I_|>_, 10 0lep., > 2 jets, 2 b-tags B W (bl,cl), Wal I_|>_, 0lep., > 2 jets, 1 b-tag B W (bl,cl), Wal

m;<110 GeV || m,>140 GeV  gg7.(bb,be,cc)
B Z+(bl,cl), Z+1
- [0 other

#1 uncertainty

m;<110 GeV || m,>140 GeV gy 7.(bb,be,cc)
I Z+(bl,cl), Z+1
[ other

#1 uncertainty

2 2
f f o P Y
E E L] vy
T m ‘ ‘
© © 300 1000 2000
> >
[0} ¢ data [} ¢ data
g . 1.5 TeV HVT g . 1.5 TeV HVT
£ Vs=13TeV, 36.1 fb 1, single top e Vs=13TeV, 36.1 fb 1t, single top
9 . Il W+(bb,bc,cc) 9 . Il W+(bb,bc,cc)
> 0lep., > 1 large-R jet: S 0lep., > 1 large-R jet:
“ 2 be:ags [/] :rdie‘b-::gss = ZV?L.:';I)' W)+ ! “ 1 :-’l’ag [ a;;geb.-talz: = ;W(g:'ﬁl)’ W; !
d - +(bb,be,cc) 4 - +(bb,be,cc)
m;<75 GeV || m”>145 GeV [ | Z+I£bl,cl), Z+l m;<75 GeV || m”>145 GeV [ | Z+I$bl,cl), Z+l
[ other .. [ other
Z7 uncertainty o Z7 uncertainty
2 15 2 1.5F T +
S 1 ° et o 0d ¢ 4
< < i 1
& 05 ‘ & os: ‘
500 1000 2000 3000 500 1000 2000 3000
my,, [GeV] my,, [GeV]
(© (@)

> T T T T T
[o) ¢ data
g , 1.5 TeV HVT
£ Vs=13TeV, 36.1 for 1t, single top
5] .
I_|>_, 0 lep., > 1 large-R jets = W:E:Ibg)c ’\‘I:\;:zl
1+2 b-tags, 0 add. b-tags mz +(bb:bc:cc)
75 GeV <m, < 145 GeV I Z+(bl,cl), Z+1
| e [ other
#1f uncertainty
2 1.5F T
X E
f e o © & T -
ER -
.Sk I
© 500 1000 2000 3000

my;, [GeV]
(e)

Figure 4.16: Post-fit distribution of the mass of the reconstructed V H system in the O-lepton channel in the resolved
((a) with 2 b-tags, (b) with 1 b-tag) and merged ((c) with 2 b-tags, (d) with 1 b-tag)m,, side-band regions as well as
the top-background-sensitive region with an additional jet ((e) merged signal mass region with < 1 b-tags).
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0-lepton channel | 1-lepton channel | 2-lepton channel
Z’ combination 7' signal - 7' signal

with 7-veto
W’ combination W' signal W’ signal -
without 7-veto
HVT combination | W' & Z’ signals | W’ & Z’ signals Z' signal
without 7-veto

Table 4.14: Summary of the channels and signals used in the combinations.
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Figure 4.17: Comparison of the expected limits for the 0-lepton channel with or without 7-veto as well as with or
without contribution from the W' — W H decay.

that the combined PDF can be determined from the product of the individual channel PDFs. The main
development task for the combined analysis is then how to treat nuisance parameters that are correlated
between the input channels.

All NP corresponding to experimental systematic uncertainties, such as the jet energy scale uncertainty,
are correlated between channels. For the NP regulating the background normalizations, the correlation
scheme has to be decided based on physics arguments. In some cases, the NP governing the normalizations
are treated fully decorrelated between the lepton channels. In other cases, additional degrees of freedom
are introduced via constrained NP to allow the fit to adjust the background normalizations slightly
differently in the individual channels. Figure 4.18 shows the NP pull distribution for the NP responsible
for adjusting the dominant background normalizations (7 and V+jets) for the HVT combination and the
individual lepton channels.

In the following, the correlation scheme for the nuisance parameters responsible for adjusting the
dominant background normalizations will be explained:

* tt: The tt cross-section is treated using three separate floating nuisance parameters in the three
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Figure 4.18: Comparison of the floating normalization Nuisance Parameter pulls for the 0-, 1- and 2-lepton
individual fit and the HVT combination.

lepton channels (norm_ttbar_LO,*_L1,*_L2). This choice can be motivated by the fact that the
tf normalization can be well constrained in all three lepton channels, indicated by the small error
bars in figure 4.18. A further motivation for keeping the normalizations separate is the fact that
the ¢f contributions to the 0-, 1- or 2-lepton channels come from different processes (dileptonic
tt, semi-leptonic ¢7, hadronic #7) and different regions of phase space. Additionally all nuisance
parameter regulating the ratio of the ¢ background between merged and resolved channel are
decorrelated for all three channels.

* Z+(bb,cc)and Z + (b, cl): The SM background of a jet associated either with two heavy-flavour
jets or one heavy-flavour and one light jet is well constrained in the 0- and 2-lepton channels,
particularly in the 2-lepton channels, as can be seen in figure 4.18 (norm_Zclbl, *_Zhf). The
1-lepton channel does not provide a significant constraint on both normalizations. The process and
phase space from which the Z + (bb, cc) and Z + (bl, cl) events originate are similar. Therefore
a single common floating nuisance parameter is used across all three channels to describe the
normalization of the two processes. To allow for additional freedom to adjust the normalization
in the less-sensitive O-lepton channel a constrained acceptance ratio between 0- and 2-leptons is
introduced. All acceptance ratio nuisance parameters, such as the acceptance ratio between the
merged and resolved region are treated fully correlated between the two channels.

* Z +[: The contribution from Z+jets events with two light jets is small in all three lepton channels
due to the b-tagging requirements, as can be seen in figures 4.20 and table 4.4. Therefore a common
constrained nuisance parameter is used in all three channels to describe the normalization of this
background process in the fit. Additionally, a constrained acceptance ratio parameter is introduced
in the O-lepton channel to allow the Z + [ normalization to differ between 0-, and 2-lepton channel.

* W+ (bb,cc) and W + (bl, cl): For the W+jets process with either two heavy-flavour or one
heavy-flavour and one light-flavour jet the constraint is mainly driven by the 1-lepton channel, as
can be seen in figure 4.18 (norm_Wclbl, *_Whf). Therefore the normalization of this process is
described by a common floating normalization parameter in all three lepton channels. A constrained
nuisance parameter describing the acceptance ratio between 0- and 1-lepton as well as between
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Chapter 4 Search for a new resonance V' — V H decaying into final states with leptons and b-jets

0- and 2-lepton channel is added in the O-lepton channel. All other acceptance ratio nuisance
parameters are correlated between channels in the same way as for Z + (bb, cc) and Z + (bl, cl).

* W + [: The SM production of a W with two light-flavour jets yields a small contribution in all
three channels. Therefore the normalization nuisance parameter treatment is similar as for Z + [,
with an acceptance ratio parameter that allows for freedom for the normalization to differ between
0- and 1-lepton channel.

All other background normalizations are small in comparison to ¢ and V+jets. They are described by
log-normal constrained nuisance parameters which are treated as fully correlated between the different
lepton channels.
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Figure 4.19: Comparison of the ratio of the expected HVT production cross section limits with respect to the
theoretical prediction for the benchmark Model A, for the 0-, 1- and 2-lepton channel individual analyses as well as
the combined HVT V' fit.

Figure 4.19 shows the ratio of the expected 95% CL upper limit on the HVT V’ production cross
section with respect to the theoretical prediction of the HVT Model A for the three individual lepton
channels as well as their combination. It is visible that the 2-lepton channel dominates the sensitivity a
low resonance mass hypotheses (1, < 600 GeV). This is due to the excellent mass resolution of the
2-lepton channel, especially in the resolved category, which allows for a good discrimination between
signal and SM background in the low-mass regime. At high masses the 2-lepton channel is the least
sensitive of the three, because the efficiency to reconstruct two extremely high-pt leptons drops, which
leads to a small signal acceptance for high resonance masses. In addition, because for high-py leptons
the tracks in the inner detector become almost straight, therefore the momentum resolution deteriorates,
which leads also to a worse resolution of the invariant mass my;y. Furthermore the branching ratios for the
2-lepton decay mode decrease for high mass. Both the O-lepton channel and the 1-lepton channel retain
a larger signal acceptance up to high masses. The 1-lepton channel is the most sensitive at high mass,
because due to the presence of one lepton and the use of the W boson mass constraint the resolution of
the invariant mass myy; is higher than in the 0-lepton channel, which, due to the presence of only missing
transverse energy to reconstruct mryy, has a lower resolution. At low mass both the 0- and 1-lepton
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channels are less sensitive than the 2-lepton channel, because both rely on the reconstruction of missing

transverse energy which has a lower resolution and therefore also leads to a lower resolution of myy.

4.11 Results

After the statistical model is validated and well understood, the final fit model configuration is decided
upon and the post-fit myy; distributions in the signal regions can be studied in data. Figure 4.20 shows the
transverse mass mryyy in the O-lepton channel resolved and merged signal regions. The observed data
agrees well with the simulated SM background prediction within the quoted uncertainties. More post-fit
myyy distributions in the 1- and 2-lepton channels can be found in figures A.1 and A.2.
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Figure 4.20: Post-fit distribution of the transverse mass of the reconstructed V H system in the O-lepton channel in
the merged and resolved signal regions (SR). (a): resolved SR with 1 b-tag, (b): resolved SR with 2 b-tags, (c):
merged SR with 1 b-tag, (d): merged SR with 2 b-tags. From [77].
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Chapter 4 Search for a new resonance V' — V H decaying into final states with leptons and b-jets

Since no significant excess of the data with respect to the estimated SM background is observed, limits
at 95% confidence level on the Heavy vector triplet production cross-section times the branching ratio of
the decay H — bb + c¢ are set using a modified frequentist CL; method with asymptotic formulae (see
3.7.5 ff.). The reason why the branching ratio for the decay of the Higgs boson both to b-quarks and
c-quarks is considered is the significant fraction of charm quarks mis-identified as b-quarks, between
8.3% for R=0.4 calorimeter jets and 14.2% for small-R track jets [61, 64]. The HVT signal MC sample
used in this analysis contains resonance decays with both H — bb and H — ¢¢ final states, and, even
though the analysis is optimized for the H — bb case, there is a non-negligible fraction of H — ¢ final
states.
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Figure 4.21: Expected and observed limit for Z’ production for the 0-lepton channel individual fit. The dashed blue
line shows the expected limit with the green and yellow bands representing the 1o~ and 20 uncertainty intervals.
The solid black curve describes the observed limit. the red dashed and magenta solid line describe the theoretical
prediction from the HVT model A and B respectively.

Figure 4.21 shows the expected and observed limit on the Z" production cross section times branching
ratio based on the O-lepton channel only. The observed limit is lower by 1 — 20~ compared to the expected
limit for resonance masses above 700 GeV. This is due to a downwards fluctuation of the observed data
with respect to the SM background prediction. When comparing to the post-fit myyy distributions in
figure 4.20 there are bins with downward fluctuations visible in the data in the resolved 2-tag region as
well as the merged region. Especially at high mass the low observed limit is caused by bins with no
observed data events but with a small predicted SM background content.

To study the scenario where the Z” and W’ resonances have different masses, limits are set on the
production cross section of the Z" and W’ resonances separately. The Z’ and W’ combinations are
performed according to the description in 4.10. The limits for Z" and W’ production are shown in figures
4.22 and 4.23 respectively. For the Z’, in the mass regime above 1 TeV the observed limit is lower than
the expected limit, due to a statistical fluctuation of the data in the O-lepton channel. From the intersection
of the theoretical prediction with the observed limit curve one can deduce that the existence of a Z’
resonance is excluded for m, < 2.65TeV for the HVT Model A, and for m,» < 2.83 TeV for Model B.
For the W', the mass hypotheses my, < 2.67 TeV for HVT Model A and my, < 2.82TeV for Model B.
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Chapter 4 Search for a new resonance V' — V H decaying into final states with leptons and b-jets

Finally, the scenario is studied in which the W’ and Z’ resonances are mass-degenerate (figure 4.24).
All three lepton channels are combined according to the procedure described in 4.10 under the assumption
my = my,. The existence of a HVT resonance V' is excluded for a mass m,+ < 2.80TeV for the
benchmark Model A and my+ < 2.93 TeV for the benchmark Model B.
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Figure 4.24: Expected and observed limit for the HVT V' combined fit. The dashed blue line shows the expected
limit with the green and yellow bands representing the 10~ and 20 uncertainty intervals. The solid black curve
describes the observed limit. The red dashed and magenta solid lines describe the theoretical prediction from the
HVT model A and B, respectively. From [77].

4.12 Interpretation within the HVT simplified model

The observed limits on the V'’ production cross section times branching ratio as shown in figure 4.24 can
be translated into exclusion contours within the parameter space of the HVT model. Figure 4.25 shows
the exclusion limit at 95% confidence level in the 2-dimensional HVT parameter plane { gch /8v-8vCh}
(see section 4.1) for V' resonance mass hypotheses of 1.2 TeV,2.0 TeV and 3.0 TeV. All HVT models
whose parameters lie outside of the exclusion contours, are excluded for the specific mass hypothesis.
The violet points denote the parameter combinations that constitute the aforementioned benchmark model
A and B, for different values of the coupling g,,. Figure 4.25 assumes a mass-degeneracy between the W’
and Z’. Also it is assumed that the fermion coupling ¢ is universal for all quark and lepton generations
and that other coupling parameters concerning more than one new heavy vector boson, such as gy ¢y v,
g‘Z/cVV mn and cyyy do not contribute to the V” cross section in the considered decay channel (see also
4.1). This assumption can be motivated by the fact that the only way these couplings enter the considered
decay scenario is via the mixing of the new heavy vector boson with the W, which can be shown to be a
small contribution. [27]
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Figure 4.25: Observed exclusion contours within the HVT model parameter space for the HVT V' combined fit.
The blue solid and dashed lines show the boundaries of regions in the parameter space that are excluded for different
V' resonance mass hypotheses. The magenta points indicate the location of specific model parameter configurations
corresponding to Model A and B with gy, = 1 and gy, = 3. From [77].

4.13 Conclusions and prospects

In this chapter a search for a new heavy resonance V' in the decay channel V' — VH — €¢, (v, vv + bb
with the ATLAS experiment in 36.1 fb~! of LHC pp-collision data was discussed. This decay channel
is interesting because it makes use of the SM Higgs boson as a probe for BSM physics. The final state
with leptons and b-jets considered in this analysis is advantageous because of efficient triggering of
high-pt leptons and the large Higgs boson branching fraction into b-quarks. The presented analysis
covers a wide Higgs boson py range and, especially in the high p; regime, makes extensive use of boosted
Higgs boson identification methods, such as R=0.2 track jet double-b-tagging as well as the large- R jet mass.

No significant excess of the observed data with respect to the Standard Model background was
found, therefore limits at 95% C.L. are set, excluding the resonance hypothesis for various parameter
configurations in framework of the HVT model for resonance masses my < 2 —3TeV.

For resonance mass hypotheses above 1 TeV the uncertainty of the presented analysis is still dominated
by the data statistical uncertainty, therefore it would be desirable to perform a similar search analysis
on a larger dataset. Figure 4.26 shows a projection of the expected limit for the full Run-2 dataset
of 1401b7", neglecting possible analysis improvements, updated reconstruction and higher simulation
statistics. Figure 4.26 shows an expected improvement of about 50%, which is expected considering that
the Full Run-2 dataset is about 3.8 times bigger than the dataset used in this analysis.

Further improvements to the presented analysis could include the use of more advanced Higgs boson

identification algorithms (introduced in section 3.6.4) that retain a higher signal efficiency for very
high-p; H — bb decays. One promising method is the use of so-called variable-R (VR) track jets, whose
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Figure 4.26: Expected limit for the HVT V' combined fit. The widely dashed blue line shows the expected limit with
a luminosity of 36.1 fb~'. The narrowly dashed line shows the projection of the expected limit with a luminosity
scaled to 140 fb™". No new data or analysis improvements are taken into account.

jet cone radius shrinks as a function of the jet p and is therefore more resilient against the merging of
fixed-R track jets at very high Higgs boson p; [69]. At a resonance mass around 3 TeV, the use of VR
track jets in the merged 2-tag category? is expected to gain a factor of two in signal efficiency while
retaining a similar top-jet rejection.

Furthermore it became clear that in this analysis the flavour-tagging-related uncertainties are among
the dominant systematic uncertainties. At high jet pr the uncertainties are derived using MC-based
extrapolation methods with large uncertainties and no data-based estimate is yet firmly established within
ATLAS. A possible improvement to the presented resonance search analysis would be to improve the
understanding of flavour tagging performance in data for high-p and boosted close-by b-jet topologies.
In the next chapter of this thesis the first direct data-based measurement of track-jet double-b-tagging
efficiencies in gluon splitting (g — bb) events with the ATLAS experiment will be presented.

3 The leading background contribution in the 2-tag merged category is from #7 events.
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CHAPTER 5

Double-b-tagging calibration in g — bb events

The identification of boosted Higgs bosons decaying to b-quarks (Higgs tagging) is an important method
for analyses searching for the decay of hypothetical heavy resonances into final states with Higgs bosons,
or for studying single or double Higgs boson production at high transverse momenta. An example for a
search analysis making heavy use of Higgs tagging techniques is the search for a heavy resonance V' in
the decay channel V H (bb), as presented in this thesis.

In order to apply a Higgs tagging algorithm in an analysis, it needs to be calibrated using real data,
however no direct calibration method for Higgs tagging existed within the ATLAS experiment so far.
The work presented in this chapter pioneered Higgs tagging calibration techniques in ATLAS by using
events with gluons splitting into b-quark pairs (g — bb) to study the close-by double-b-jet topology in data.

One of the simplest ways to construct a Higgs tagging algorithm is to study the flavour content of the
Higgs boson candidate jet. Double-b-tagging with small-R track jets is used to investigate whether the
candidate jet contains the hadronization products of two b-quarks. A detailed introduction to Higgs boson
identification and double-b-tagging in ATLAS is given in 3.6.

In the following chapter, a method to calibrate double-b-tagging directly using g — bb events will
be introduced. A useful feature of this calibration analysis is that it provides a test bench to validate
the agreement between data and simulation for jet properties used for Higgs tagging in an environment
with two close-by b-jets. The validation of jet properties related to Higgs tagging was adapted for LHC
collision data at 13 TeV by the author of this thesis and is documented in [53]. The development of the
g — bb analysis into a full double-b-tagging calibration is a novel approach for the ATLAS experiment
and is documented for the first time in this thesis.

5.1 Calibration strategy

Double-b-tagging relies on a specific event topology of a large-R jet with two subjets, therefore a direct
calibration of double-b-tagging can only be performed using events with this topology. The aim of
the study presented in this chapter is a direct data-based calibration of the double-b-tagging efficiency,
therefore one needs to select a data sample that contains boosted jets with two B-hadrons inside. A
sample of such events that are produced with high rate at the Large Hadron Collider contain the decay of
a gluon into two b-quarks, also referred to as gluon splitting or g — bb.
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512(pT,1,pT,2; )

Hl(pT,l,nl,“-) X Hz(pT,z,nz,-'-)

(a) Product of single b-tagging SF (b) Double-b-tagging SF

Figure 5.1: Different strategies to calibrate double-b-tagging. Figure (a) shows the standard approach where two
single-b-jet scale factors are multiplied, (b) shows the new approach to determine a direct double-b-tagging scale
factor.

Figure 5.1 illustrates the difference between the standard ATLAS approach for calibrating double-b-
tagging of track jets and a direct double-b-tagging calibration. The standard approach in ATLAS is to apply
two single track jet scale factors!, derived for isolated jets, via an event weight calculated by multiplying
the two track jet b-tagging scale factors and treating them as uncorrelated. In the direct calibration one
double-b-tagging scale factor is applied which depends on the correlated kinematic properties of both
track jets.

The advantage of calibrating double-b-tagging directly on a sample of boosted di-b-jets is that all
correlations between the two b-jets and topology-specific properties of the events are taken into account,
which is not the case in the standard approach. Also the new method allows to perform the calibration
using real data in the regime of extremely high momenta beyond a track jet transverse momentum of
Proirack jer = 250 GeV. The standard b-tagging calibration analyses only give MC-based extrapolation
uncertainties of the scale factors in this high-p regime. In addition, the new calibration method provides
a natural approach to determine scale factors for more complicated b-tagging approaches used in boosted
Higgs boson identification, for example using a so-called asymmetric b-tagging approach where different
b-tagging operating points are used for the two sub-jets (see section 3.6.2). When using the standard
single-b-tagging scale factors in this case, the treatment of the uncertainties becomes very difficult,
because they are correlated between the looser and tighter b-tagging working points. The correlation
between the uncertainties comes about because the calibration of the tighter working point would use
a subset of the same data and MC as the calibration for the looser working point. The calibration of a
Higgs boson identification algorithm using asymmetric b-tagging in g — bb events provides scale factors
and their uncertainties in a simple, monolithic way.

! For an introduction to ATLAS flavour tagging calibrations, see section 3.5.9.
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5.2 Object selection

In this section the object selection for the g — bb calibration analysis is described. There is a large
overlap with the selection for the VH resonance analysis described in section 4.2. References are added
where applicable.

Jets

Large-R and small-R calorimeter jets as well as small-R track jets for the g — bb calibration analysis are
reconstructed in the same way as for the VH resonance search analysis (see section 4.2 and table 4.2).
The large- R jet is required to have at least two ghost-associated (see section 3.4.5) small-R track jets.

Flavour tagging

The double-b-tagging strategy chosen for the g — bb calibration is the same as for the merged category of
the V H resonance search analysis presented in chapter 4, section 4.5.3. The 70% b-jet efficiency working
point of the MV2c10 algorithm [61, 64] is used on the small-R track jets associated to the large-R jet.

Muons

Muons are reconstructed in the same way as for the VH resonance analysis, however the selection
requirements are different in this analysis, because in the g — bb calibration analysis muons are used
to identify semi-leptonic B-hadron decays within jets. A series of requirements on the muon ID track
are applied, as well as at least Loose quality requirements, defined in [81]. The quality requirements for
muons are summarized in table 5.1, as recommended by the ATLAS collaboration [81]. The quality
requirements are inclusive, meaning that all medium and tight muons are also loose muons. The muon
inner detector track selection is summarized in table 5.2. These requirements are intended to remove
contributions from pile-up events and are applied to all muon types and qualities [81]. Furthermore,
muons are required to pass a selection on the transverse momentum py > 5 GeV and the pseudorapidity
In| < 2.5.

Track-to-jet association and flavour labelling

A central part the presented analysis is a template fit of a track-based flavour sensitive variable <st> (see
5.4), therefore tracks are associated to the small-R track-jets. Since the analysis is intended for a flavour
tagging efficiency calibration the track selection is kept similar to tracks used as input to the b-tagging
algorithms. As a result the same track association scheme as for flavour tagging is adopted, which is
described in more detail in 3.5.2.

It is necessary to define the true flavour of a jet to define flavour tagging efficiencies in MC. In
the g — bb analysis the exclusive AR cone-based association of hadrons from the MC truth record,
described in 3.5.6 is used for truth-labelling jets. Only the truth flavour labels of the small-R track-jets
are considered.

Track selection

In addition to the AR requirements for the track-to jet association, tracks are required to pass the loose
track selection requirement defined in [88]:
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Quality

Muon Type

Requirements

Tight

Combined

# precision layer hits >1
combination )(Z/NDF <8
pr- & n-dependent cuts on g/p-significance
pr- & n-dependent cuts on ID/ME/CB momentum imbalance

Medium

Combined

q/p-significance < 7
# precision layer hits >1, or
(# precision layer hits = 1
and # holes in precision layer < 2 and |77|<0.1)

StandAlone

[n]>2.5
#precision layer hits >2

Loose

CaloTagged

|71<0.1
CaloLRLikelihood > 0.9 or
CaloMuonIDTag > 10

StandAlone

nl < 0.1

Table 5.1: Summary of muon requirements used for the g — bb analysis [81].

ID Track Requirements for Muons

# pixel hits+ # crossed dead pixel sensors > 0

# SCT hits+ # crossed dead SCT sensors > 4

# pixel holes + # SCT holes < 3

successful TRT extension where expected:
1.

1<|nl <1.9: n>5and 9% < 0.9n

__ hits outliers
where n = ngy + nRT

longitudinal impact parameter z; sin(¢) < 2 mm

transverse impact parameter of ID track: d, < 2mm

Table 5.2: Summary of Muon ID track requirements used for the g — bb analysis [81].

Loose Track Requirements
pr > 400 MeV
Inl <2.5
# silicon hits (Pixel + SCT) > 7
# shared modules < 1
# silicon holes < 2
# pixel holes < 1

Table 5.3: Summary of LOOSE ID track requirements used for the g — bb analysis. [88]

5.3 Event selection

Events considered in this analysis are required to have a hard-scatter primary vertex with at least two
tracks with pr > 500 MeV [89]. In case there is more than one primary vertex candidate, the one with
the highest )’ p% of the associated tracks is used. To reject non-collision backgrounds such as calorimeter

noise, beam halo interactions or cosmic rays, a standard jet cleaning procedure is used [90].

In order to select boosted g — bb topologies, events are required to contain at least two jets, one of
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which is the g — bb candidate and the other is a recoil jet that ensures a sufficiently high momentum
of the g — bb candidate jet and also is used to trigger the events when recording data with the ATLAS
detector. The g — bb candidate jet is a trimmed large-R calorimeter jet, with the selection criteria
described in 5.2. The recoil jet is a small-R calorimeter jet. The reason for using single small-R jet
triggers and therefore small-R calorimeter jets as proxies for the recoil jet is mainly historical, because no
large-R triggers were available in the reduced datasets used for the first implementation of the calibration.
A sketch of the g — bb event topology is shown in figure 5.2.

Figure 5.2: Sketch of the g — bb event topology.

To select di-jet events in data, a single jet trigger with an online Ev;, threshold of 380 GeV is used
[91]. This was chosen, because it is the lowest un-prescaled single jet trigger in the ATLAS data-taking
periods of the years 2015 and 2016. It is required that the recoil offline small-R calorimeter jet is matched
to the online jet by requiring that the online trigger jet axis lies within AR < 0.4 of the leading offline
small-R calorimeter jet axis. To ensure that the plateau of the trigger efficiency is reached, a cut on
the transverse momentum of the offline recoil jet pr > 500 GeV is imposed. The plateau of the trigger
efficiency should be reached to avoid including events from the trigger-turn-on region for which there
are known discrepancies between data and simulation, which would require a special pp-dependent jet
trigger calibration. In the plateau region just one jet trigger calibration scale factor is needed to adjust
the total normalization. A cut on the large-R jet transverse momentum in the range of pr > 450 GeV
to pt > 500 GeV is also commonly used in other analyses using boosted Higgs or W boson tagging
techniques [92, 93].

The g — bb candidate jet corresponds to the leading large-R jet with two small-R track jet associated
to it as described in section 5.2. In addition it is required that at least one of the small-R track jets
has a muon within a AR < 0.2 of the track jet axis. The presence of a muon within the track jet is
required to enrich the selected multijet sample in events with b-jets, because semi-leptonic B-hadron
decays produce muons within jets. In principle, also electrons in jets are an indicator for semi-leptonic
B-hadron decays, however it is difficult to distinguish between non-isolated electrons and hadronic jets,
therefore electrons are not used in this analysis. The leading track jet with an associated muon is in the
following referred to as muon-jet (u-jet). The leading jet among the list of remaining track jets associ-
ated to the large- R jet is referred to as non-muon-jet (! y-jet), regardless of whether it contains a muon or not.

97



Chapter 5 Double-b-tagging calibration in g — bb events

Only events with a g — bb candidate jet p; > 500 GeV are considered, in order to avoid a bias due to
the mis-match of the jet areas between the online jet used for triggering (R = 0.4) and the large-R jet
(R = 1.0). For a more detailed description on this requirement, see section A.2.4.

The main focus of this analysis lies on the flavour composition of the g — bb candidate large-R jet.
The flavour composition is defined as the flavour of the partons that initiated the muon- and non-muon
subjets. In simulations this information can be accessed from the MC truth record, where the hadron-and
cone-based exclusive truth labelling strategy as described in section 3.5.6 is applied. In the following,
the flavour content of the large-R jet will be encoded in a double-label of the structure F, F,,, where
F,, is the flavour truth label of the muon-track-jet and F), is the flavour truth label of the non-muon-
track-jet. Both F p and F, . are elements of the truth label set (B,C,L), resulting in a total of nine flavour
combinations. It was found that the contribution from jets produced by hadronic 7 decays can be neglected.

5.4 Flavour fraction fit

Since the double-b-tagging scale factor should encode only the difference in double-b-tagging efficiency
between data and simulation, all other sources of differences should be corrected beforehand. It is a
known fact that the currently available multijet simulations do not provide adequate modelling of the
relative fractions of the large-R jet flavour content. To correct for this mis-modelling, a data-based
normalization correction is applied, based on a template fit of the flavour-sensitive variable (s4 ). In the
following, this procedure is referred to as the flavour fraction correction.

The variable <st> is defined as follows: From the tracks that are associated to the small-R track jets
within the large-R jet, as described in section 5.2, the three tracks with the highest track transverse
momenta are selected and the average of their transverse impact parameter (IP) significance (defined
in equation 3.19) is calculated. For more detail on the calculation of the transverse IP significance, see
section 3.5.3. The distribution of the variable (s4 ) for different jet flavour pairs is shown in figure 5.3.

The transverse IP significance is large for well-measured tracks with a large IP. This is typically the case
for tracks originating from the decay of long-lived B-hadrons. In other related analyses [94, 95] the Sd, of
the most significant, or second most significant track among those associated to the track jet is chosen
as flavour-sensitive variable, however the average among the three leading tracks is better modelled in
simulation. 2 The three tracks leading in pr are chosen, since tracks from the B-hadron decay typically
carry a large fraction of the initial b-quark momentum.

Different types of events contribute in different regions of the signed transverse impact parameter
significance distribution. To illustrate the different components, figure 5.4 shows the s, distribution for
tracks from B- and C-hadrons as well as primary and secondary tracks from light-flavour jets. One can
discern three main components in 5.4: Firstly, the s, of prompt tracks in light-flavour jets follows an
approximately Gaussian distribution. Since prompt tracks stem from the primary vertex, the distribution
is symmetric around zero, with positive and negative tails due to the limited resolution of the transverse
impact parameter measurement. Tracks from real C- and B- hadrons have a long tail towards positive
significances, because of the long lifetime of heavy-flavour hadrons. Since the B- and C- hadrons
possess a large fraction of the initial parton momentum, their flight direction and the resulting secondary
vertex position are correlated with the jet axis, leading to predominantly positive lifetime signs. This

2 For more detail on alternative variables see A.2.1
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Figure 5.3: Averaged transverse impact parameter significance, (s ), distributions for the muon (left) and non-muon
jets (right). The double flavour labels denote the flavour of the jet pair, with the muon-jet stated first. From [53].

situation is different for light long-lived particles and, especially, photon conversions or hadronic material
interactions occurring in light-flavour jets. Their flight direction is not correlated, or, in case of long-lived
light hadrons, much less correlated with the jet axis. Therefore even though there are still tails towards
large impact parameter significances, the probability to obtain a positive or negative lifetime-sign is
approximately equal, leading to a more symmetric distribution with large tails both in the positive and
negative regime. The total light jet s dy distribution is an admixture of prompt tracks, tracks from light
long-lived hadrons and photon conversion, leading to a narrower s, distribution than for heavy-flavour
jets, but with enhanced tails.
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Figure 5.4: a) Transverse signed impact parameter significance distributions for tracks from B- and D- hadrons as
well as primary and secondary tracks in light jets. From [96]. (b) illustration of distributions of tracks within the jet
for track categories used in (a).

Since the flavour composition varies as a function of the track jet transverse momenta, the template fit
is performed in twelve two-dimensional bins of muon-jet py (denoted as pr(j,)) and non-muon jet py
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(denoted as py(j, #)). The bin boundaries are summarized in table 5.4.

fit category

muon-jet pr/GeV

non-muon-jet pp/GeV

pr(j,) < 100

pr(iy) < 100

100 < pr(jy,) < 200

200 < pr(jy,) < 300

pr(jy,) > 300

100 < pr(j,,) < 200

pr(jy,) < 100

100 < pr(jy,) < 200

200 < pr(jy,) < 300

pr(jy,) > 300

pr(j,) > 200

pr(jy,) < 100

100 < pr(jy,) < 200

200 < pr(j,,) <300

pr(jy) > 300

Table 5.4: Two-dimensional track jet pr bins used for the flavour fraction fit.
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Figure 5.5: Distributions of the average transverse IP significance (sdo) for the muon and non-muon jet in
(100, 200) GeV bin of the muon jet and non-muon jet pr’s . From [53].

As mentioned before, each flavour components is named after the truth label of the respective muon-
and non-muon track jet among (B, C, L). This allows for a total of 9 different components, however the
components LC, BC, CB and LB are very small (< 1%), therefore they are merged into one of the larger
components, namely the one with most similar <Sd0> template shape. The shape-similarity between two

templates is estimated using the integral measure:
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1 (pi(x) = pr(x)°
2 p1(x) + py(x)

A small value of S is obtained for very similar distributions p; (x) and p,(x). For each of the small-yield
components, the most similar component with larger yield is determined based on the minimal value of S
(tables in A.2.2). As a result, the merging scheme LB, LC — LL, BC — BL, CB — CL is chosen. A
total of 5 flavour components remains, namely BB, BL, CC, CL and LL.

S =

S.D

The normalization of each of the five flavour component is adjusted based on the simultaneous fit of
templates for the (84,7 of the muon- and non-muon track jet to data 3. It is possible to fit the muon-jet and
non-muon-jet distributions simultaneously because the ( st> are uncorrelated between the two track jets
(see section A.2.3). The largest correlation between muon-jet and non-muon jet <st> is 4.5%, for the BB
flavour component.

The template fit is performed as a binned Maximum-Likelihood (ML) fit. For an introduction to the
ML method, see 3.7.3. The likelihood in each two-dimensional track jet p category is defined as follows:

Ndala
Npins ( N.MC,total i

_ i MC,total
= L—O[ e exp (-N, ) (5.2)
where
Nﬂav=5
]viMC,total _ Z fj “n (5.3)
7=0

Here, n; is the content of each flavour component j in bin i and f; is the fitted normalization correction

factor for each of the five aforementioned flavour components. Nflata is the content of bin 7 in data. In
total one obtains 12 x 5 = 60 fitted flavour fractions and normalization correction factors.

A non-equidistant binning is used for the (s4 ) distributions in the fit. The binning is chosen such that,
going from left to right, a new bin is created only if the relative MC statistical error on the total bin content
is smaller than 25%. If the rightmost bin has an error larger than that it is merged with its adjoining
neighbour. In the region with lowest statistics this binning scheme results in 12-56 bins for the muon-
and non-muon jet (sd0> combined, which means that the fit has enough degrees of freedom to constrain
the five flavour fractions in each fit category. The (s4 ) distributions of the muon- and non-muon-jet are
shown in fig. A.7 to A.10 for all fit categories.

Table 5.5 shows the fitted flavour fractions in the two-dimensional bins of track jet p. The BB fraction
in the fitted bins varies between 3.2% and 8.9%.

Table 5.6 shows the fitted normalization correction factors that determine how much the prefit-fractions
were corrected to match the data. The correction factors quoted in this table were adjusted such that the
total normalization difference between data and MC is not included.

3 1t should be noted that the data is "double-counted" because the muon- and non-muon jet distributions are fitted simultaneously.
The fit uncertainty is therefore in principle underestimated by a factor V2, however the fit uncertainties due to data statistical
errors are negligible with respect to the other uncertainties.
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fit category pr/GeV

BB

BL

CC

CL

LL

pr(iy,) < 100

pr(iy) < 100

0.044 + 0.007

0.117 £0.012

0.091 +0.021

0.204 + 0.024

0.544 £ 0.014

100 < py(j,) < 200

0.087 + 0.004

0.139 + 0.006

0.052 + 0.009

0.238 £0.013

0.484 + 0.006

200 < pr(jy,) < 300

0.066 + 0.004

0.164 + 0.007

0.110 £ 0.011

0.140 £ 0.013

0.520 + 0.006

pr(iy) > 300

0.085 + 0.004

0.121 £ 0.008

0.090 + 0.013

0.176 £ 0.018

0.528 + 0.006

100 < pr(j,) < 200

priy,) < 100

0.056 + 0.004

0.101 £ 0.006

0.019 £ 0.010

0.177 £ 0.014

0.647 + 0.009

100 < pr(jy,) <200

0.063 + 0.004

0.117 + 0.006

0.071 + 0.009

0.159 + 0.013

0.590 + 0.007

200 < pr(jy,) < 300

0.063 + 0.005

0.117 £ 0.008

0.065 +0.012

0.206 + 0.017

0.548 + 0.009

1) > 300

0.071 + 0.007

0.113 £0.012

0.029 £ 0.018

0.206 + 0.030

0.581 +£0.014

PrGi) > 200

priy,) < 100

0.034 + 0.002

0.113 + 0.003

0.028 + 0.005

0.116 + 0.008

0.709 + 0.005

100 < pr(jy,) <200

0.052 + 0.003

0.107 + 0.005

0.054 + 0.007

0.123 £ 0.013

0.664 + 0.009

200 < pr(jy,) < 300

0.053 + 0.005

0.076 £ 0.011

0.081 £ 0.013

0.154 £ 0.025

0.635 +0.015

pr(iy) > 300

0.034 £ 0.010

0.138 +£0.022

0.050 + 0.031

0.052 + 0.052

0.726 £ 0.022

Table 5.5: Fitted flavour fractions in the g — bb-enriched sample. The errors are statistical errors from the fit only.

fit category py/GeV

BB

BL

CC

CL

LL

pr(i,) < 100

pr(iy) < 100

0.769 + 0.125

1.014 +0.102

2.161 £ 0.492

1.572 £ 0.183

0.830 + 0.023

100 < pT(j!#) < 200

1.420 + 0.062

0.845 +0.039

1.014 £ 0.185

1.442 £ 0.077

0.867 £ 0.011

200 < pr(jy,) < 300

1.080 + 0.069

0.997 + 0.041

1.976 £ 0.196

0.863 + 0.083

0.935 £0.012

prjy) > 300

1.475 £ 0.078

0.744 + 0.049

1.744 £ 0.246

1.157+£0.115

0.917 £0.011

100 < pr(j,,) < 200

pr(jy,) < 100

1.698 +0.130

1.126 + 0.072

0.705 +0.371

1.527 £ 0.124

0.881 +£0.012

100 < pr(jy,) < 200

1.266 + 0.080

1.000 + 0.053

1.855 £0.228

1.223 +£0.103

0.887 £ 0.011

200 < pr(jy,) < 300

1.100 + 0.084

0.922 + 0.064

1.531 +£0.290

1.602 +0.134

0.851 +£0.014

prjy) > 300

1.302 £ 0.125

0.796 + 0.084

0.659 +0.411

1.668 + 0.246

0.913 + 0.023

pr(i,) > 200

pr(jy,) < 100

1.691 + 0.096

1.581 £ 0.041

1.473 £ 0.236

1.290 + 0.085

0.886 + 0.006

100 < pr(j,) < 200

1.378 £ 0.074

1.183 + 0.057

1.913 £ 0.239

1.239 £ 0.126

0.892 £ 0.012

200 < pT(j!”) < 300

1.184 £0.113

0.855 +£0.121

2.660 +0.430

1.583 +0.254

0.860 + 0.021

prjy) > 300

0.891 + 0.257

1.437 £ 0.227

1.581 +0.984

0.520 + 0.521

0.989 + 0.031

Table 5.6: Fitted relative flavour fraction correction factors in the g — bb-enriched sample. The errors are statistical
errors from the fit only. The correction factors were adjusted, so that the correction of the total normalization
difference between data and MC is not included.

5.5 Validation of Higgs tagging variables

As mentioned in the introduction, one of the goals of the studies in the g — bb final state is the validation
of Higgs-tagging-related variables, such as large-R jet properties and substructure variables, as well as
distributions related to b-tagging. The aim is to investigate the agreement between data and simulation in
a sample that contains two close-by b-jets. A sufficiently pure g — bb sample is obtained by applying
double-b-tagging using the MV2c10 algorithm at a 70% working point after the template fit.

The reason why it is important to validate the modelling of jet properties related to Higgs tagging
in a sample of close-by b-jets is, firstly, that the standard jet energy scale calibration is performed in
a flavour-inclusive multijet sample [52] and, secondly, that the standard b-tagging calibration is using
tt-events [68, 97]. Both of these samples contain few events with a close-by b-jet topology or none at all.
Therefore it is not a priori clear whether the default uncertainties derived in these samples are sufficient
to cover possible differences between data and simulation in close-by b-jet environments. Studying the
modelling of jet properties and flavour tagging in data in g — bb events provides an ideal setup to test
this.

In this subsection large-R jet properties, such as the transverse momentum, the large-R jet mass
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and the substructure variables D, and 7,; (introduced and defined in section 3.4.4) will be studied in
the g — bb-enriched sample after the flavour fraction correction and applying double-b-tagging. The
variables D, and t,; were selected for the validation study because they were among the most powerful
jet substructure variables for Higgs tagging [53]. In addition, the double-b-tagging rate and kinematic
properties of the muon- and non-muon-jet are studied.

It is important to note that, for the validation study, the (s, ) fit for the flavour fraction correction is
performed in the sample before applying the double-b-tagging (pre-tag), and the pre-tag flavour correction
is applied in the sample after double-b-tagging (post-tag).

5.5.1 Systematic uncertainties in validation study

For the validation, the impact of systematic variations on the Higgs-tagging-related variable distributions
are studied directly, meaning that the effect of a systematic variation on the variable shape and not only
on the flavour fraction normalizations are considered. This way it is possible to investigate whether the
default systematic uncertainties are sufficient to cover possible discrepancies between data and simulation
also in topologies with close-by b-jets.

Systematic uncertainties on the variable distributions shown in section 5.5 are determined bin-by-bin,
by considering the difference between the nominal and the systematically varied variable distribution. In
both cases the flavour fraction correction factors from the same (s, ) fit, performed in the nominal sample,
are applied. The upward and downward differences between the nominal and the varied distributions
in each bin are added up in quadrature. In the following, the systematic variations considered in the
validation study will be discussed briefly. A summary of the impact of the systematic uncertainties on the
BB and non-BB event yields is given in figure 5.7.

Large-R jet energy, mass and substructure scale

The large-R jet energy mass and substructure scale uncertainties are determined in a sample of flavour-
inclusive dijet events, by comparing track-only-based quantities with calorimeter-only-based quantities
[52]. The scale uncertainties on the energy and the mass as well as the substructure are treated as fully
correlated.

Large-R jet energy and mass resolution

The uncertainties on the large-R jet energy and mass resolution are parametrized as a smearing degrading
the large-R jet energy resolution by 2% and the mass resolution by 20% [49, 98]. The resolution
uncertainties are one-sided and are symmetrized in this analysis.

Flavour tagging scale factor uncertainties:

The standard single track-jet flavour tagging efficiency scale factors and their uncertainties are applied in
the post-tag distributions. The scale factors are applied using the standard multiplicative-event-weight
approach as described in section 5.1. For more information about flavour tagging calibration scale factors
and their uncertainties, see section 3.5.9.
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Generator modelling uncertainties

To investigate the influence of a different parton shower model on the Higgs-tagging-related jet properties,
simulated events generated with the HErwic++ MC generator were compared to the nominal events
generated with PyTHia8. The difference between the distributions is a one-sided systematic uncertainty
which is smoothed and symmetrized.

Fit uncertainties

The uncertainties on the flavour fractions from the (sdo) template fit are correlated among each other,
because the flavour template normalizations are varied simultaneously in the fit to minimize the negative
log likelihood. The impact of the fit uncertainties on the large-R jet properties are therefore estimated
using fully correlated error propagation for a variable f:

4

of 9f

AN = ) -3,
— IN; ON; Y

Lj=

5.4

where i, j are indices of the five flavour components (BB, BL, CC, CL, LL) and Z; j is the covariance
matrix obtained for each fit. Especially, we obtain for the total normalization of all flavour components:

(AN ) = VEV, (5.5)

where Ny, = Z?:o N; is the total normalization, v = (Ngg, Ng;, Ncc, Nop, Np ) is a row vector of the
normalizations of each flavour component and X is the covariance matrix.

Since the fit is performed in two-dimensional categories of the muon jet and non-muon jet pr and a
covariance matrix is obtained for each category, calculating the impact of the statistical fit uncertainty on
the global“ distributions of the large-R jet properties becomes too complex for analytical evaluation of
the error propagation. This is because the relative contribution of each fit category in a single bin of the
large-R jet distribution varies. Therefore an approach using pseudo-experiments is used in combination
with a principle component decomposition of each of the covariance matrices from the flavour fraction
fits. The covariance matrix is diagonalized and five eigenvalues A; and eigenvectors e; are obtained. A
new set of fit parameters €.,,q, is created by allowing the parameters obtained from the nominal fit ¢
to randomly vary within the fit parameter space as spanned by the eigenvectors:

nom

cpseudo = Chom T Z ri€; (56)
i

where r; is a Gaussian-distributed random variable whereas the Gaussian probability density function has
a standard deviation of \//l_, of the eigenvalues of the covariance matrix. This random-walk in the fit
parameter space is repeated two thousand times for each fit category and a new post-fit distribution for
the large-R jet related variable is obtained. For each bin of the large-R jet related variable, a probability
distribution of the bin content is obtained, which is fit using a Gaussian function. The standard deviation
of the fitted Gaussian is used as an estimate for the total fit uncertainty of the considered bin. As an
example, figure 5.6 shows the distribution of the bin content in bin 7 of the large-R jet Dg =!_distribution,
demonstrating the Gaussian behaviour.

# Global here means summed over all (muon-jet pr, non-muon-jet pp) fit categories.
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Figure 5.6: Determination of the fit uncertainty in bin seven of the Dg =! distribution using pseudo-experiments.

Source Signal (B,B) [%] Background (non-B,non-B) [%)]
Jet scales 9.0 7.3

Jet energy resolution 1.0 1.8

Jet mass resolution 0.1 0.2

JVT 0.01 0.01

b-tagging related 9.5 27

Modelling 23 13

Fit statistics 1.0 0.1

Figure 5.7: Impact of the systematic uncertainties on the BB and non-BB yields in the g — bb validation study.
From [53].

5.5.2 Jet kinematics and b-tagging results

Figure 5.8 shows the transverse momentum distribution of the muon and non-muon track-jets as well as
the large-R jet pr distribution, before and after double-b-tagging. It is visible how the double-b-tagging
algorithm changes the flavour composition such that the main contribution are now events from the BB
category and the contribution from other flavour categories are small. The muon-jet py spectrum is
harder than that of the non-muon jet, because of the selection criterion of the muon-jet being the leading
pr track jet with an associated muon. The agreement between data and simulation is good both before
and after b-tagging. The dominant uncertainties in the post-tag sample are the b-tagging SF uncertainties.

Figure 5.9 shows the double-b-tagging rate, defined as:

ijets, double-b-tagged

Tb-ta
g
A’j ets, total

(5.7)

105



Chapter 5 Double-b-tagging calibration in g — bb events

x10°
> FroT T T T T T T &
o 160~ ATLAS o -
O F o V{s=13Tev,36.1fb"  —¢ E
O 140~ g-bb -enriched sample — .
[T} E  Before b-tagging J
2 120 B .
c C I BB B
Q I~ —+— data |
Li 1005 Herwig model. uncert. |
total uncert. -
O
s 1.5: ]
g ]
|
a N 3
0.5¢ ]
0 50 100 150 200 250 300 350 400 450 500
Muon jet P, [GeV]
x10°
R B e e B R RARE e
% 300: ATLAS 0w B
O F(s=13Tev,36110" ¢ 1
8 250~ g-bb-enriched sample B cc —
m E Before b-tagging el ]
T 200RuN ——E5 =
g —+4— data |
w C Herwig model. uncert. T
150[= total uncert. -]
100 3
50;‘\_\1\; =
— ]
O
s 1A5: ]
g ]
] IS
[a) 1: 1
0.5 ]
0 50 100 150 200 250 300 350 400 450 500
Non-muon jet P, [GeV]
x10°
% . F ATLAs T ]
L E LL |
O 300 {s=13Tev, 36.1 b % o .
8 r g-bb - enrich»ed sample B cc B
m 250— Before b-tagging = -
c r I e 3
g 200K —¢— data —
w C Herwig model. uncert. |
150 total uncert. =
100/ =
50 -
0 T
s 1.5: ]
8
©
o 1:
0.5F ;
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(bottom) before (left) and after (right) b-tagging. The b-tagging scale factors and the flavour fraction correction have
been applied. The light shaded band indicates the total uncertainty. The red band shows the b-tagging uncertainty.
The blue shaded band in the ratio panel indicates the modelling uncertainty given by the difference between the
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Figure 5.9: Comparison of the double-b-tagging rate as a function of the large-R jet pr in data and MC simulation.
The light shaded band indicates the total uncertainty. The red band shows the b-tagging uncertainty. The blue
shaded band in the ratio panel indicates the modelling uncertainty given by the difference between the distributions
predicted by PyTtHia and HErwiG. From [53].

where Nigs double-b-tageed denotes the number of large-R jet g — bb candidates, independent of their
flavour content that have a positive double-b-tagging decision and Njg (o, denotes the number of all
g — bb candidates after the preselection described in 5.2. The b-tagging efficiency of MV2c10 drops for
higher jet pr, which leads to a lower double-b-tagging rate at high p;. For the double-b-tagging rate,

good agreement is observed between data and simulation.

5.5.3 Jet mass and substructure results

Since jet substructure variables can also be used for the identification of boosted Higgs bosons, two
example variables, 7,; and Dl; =! that showed promising separation power between large-R jets from
Higgs boson decays and jets from top or QCD background [53] were studied in the g — bb environment
in terms of their agreement between data and simulation. For an introduction to jet substructure, including
a detailed description of the variables 7,; and D/; =! see 3.4.4. In addition, the large-R jet mass is studied,
which provides also good discrimination power for Higgs boson identification.

Figure 5.10 shows the large-R jet mass distribution as well as the large-R jet Dg “land T, distribu-
tions before and after double-b-tagging. The mass distribution is nonzero because firstly the gluon
in the splitting process can be virtual therefore having a nonvanishing mass. Secondly, since the
fraction of different QCD processes is not well modelled in simulation, there is no explicit require-
ment on the truth events for the jet be to caused by a single gluon splitting process. Therefore, in
principle also other QCD processes with a similar topology could contribute, which leads to non-zero mass.

Both the Df =land 7, substructure variables should peak towards small values for a two-prong Higgs
jet. Since the events considered in this study are produced by the decay of a colour-octet gluon, instead
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Figure 5.10: Distributions of large-R jet mass (top), Df =l (middle) and 7,, (bottom) before (left) and after (right)
b-tagging. The light shaded band indicates the total uncertainty. The red band shows the b-tagging uncertainty.
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distributions predicted by Pytaia and HErwig. From [53].
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of a colour singlet Higgs boson, they are expected to have different radiation characteristics and energy
correlations between the two hard energy deposits. This is why the substructure distributions in g — bb
can deviate from the expectation for a real H — bb jet. For both variables, the ratio between data and
simulation shows a deviation from unity, however the total magnitude of the deviation is covered by
the total uncertainty. Since the correct modelling of parton showers is one of the most difficult tasks
in a simulation (see section 3.2.4) and the substructure variables strongly depend on the parton shower,
deviations are not unexpected. As mentioned, the difference between two different shower generators
(PytH1a and HERWIG) is included as a systematic uncertainty and shown also as a separate uncertainty
band. However, based on figures 5.8 and 5.10, no clear statement is possible on whether one shower
model shows better agreement with data than the other for D’f “land Ty-

The successful validation of jet substructure variables concludes the use of the g — bb-enriched sample
as a test bench for studying the modelling of Higgs tagging variables in a close-by b-jet environment. In
the following, the next steps are taken to use the g — bb sample to calibrate double-b-tagging using real
data.

5.6 Scale factor calculation

The main goal of the g — bb calibration is to measure the double-h-tagging efficiency in data. The
template fit of the variable (84,7 as described in section 5.4 can be used to measure the flavour composition
of the two track jets within the large-R jet in data. As a result, the double-b-tagging efficiency calibration
scale factors can be determined using g — bb events.

The scale factor « encodes the difference between the double-b-tagging efficiency in data and MC and
is defined as:

BB

€ ata
K= - (5.8)

€MC

where egﬁa ef,[BC are the double-b-tagging efficiencies in data and simulation respectively. The efficiency
is defined in the following way:

NBB

EBB _ double];l])s—tagged’ (59)
N total

where N(ﬁflble_b_tagged is the number of BB jets, which pass the double-b-tagging requirement and Nggl is

the total number of BB jets. The efficiency from simulation can easily be extracted by using the truth

flavours of the track jets associated to the large-R jets. In data, it is not possible to determine the double

flavour content of the large-R jet on an jet-by-jet basis. However it is possible to estimate the fraction of

true BB jets in data via the (sd0> template fit as is described in section 5.4.

Figure 5.11 demonstrates the extraction of the fraction of BB jets in data for a simplified case where
there are only two bins in the (84,7 distribution and only three different flavour pairs . The fit to data is

performed using the (sd0> templates in the sample where no double-b-tagging is yet applied (@ — @).
Let this sample be called the post-fit pre-tag sample. The flavour fraction correction factors that are

3 In the real analysis the binning is based on the bin statistical error, which leads to at least 12 bins in (sd0> and five flavour pairs
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Figure 5.11: Sketch of the determination of the BB fraction in data from the <Sd0> flavour fraction fit.
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determined from the (s, ) fit are then also applied in the sample where the double-b-tagging is applied. It
is important to note that there is no new fit performed in the sample that passes the double-bH-tagging
requirement. The sample that passes the double-b-tagging cut and has the flavour fraction correction
factors applied is called the post-fit post-tag sample (@).

The denominator of equation 5.9 can be determined from the post-fit pre-tag sample. Since the template
normalizations are fit to match the data in the pre-tag sample, the integral of the corrected BB template
can be interpreted as the total number of BB-jets before double-b-tagging. The numerator of equation 5.9
must be determined in the post-fit post-tag sample. Since the scale factors encode the difference between
data and simulation, we assume that the difference that we observe in the post-fit post-tag sample (@)
is entirely due to a difference between the double-b-tagging efficiency in data and MC. Therefore the
numerator of equation 5.9 is determined by subtracting the integral of the post-fit non-BB background
templates from the integral of the data distribution (@).

5.6.1 Systematic uncertainties in double-b-tagging calibration

In the calibration analysis the influence of the systematic variations on the flavour fractions and double-b-
tagging efficiencies are of main interest, to determine the total uncertainty on the double-b-tagging scale
factors.

For the double-b-tagging calibration the treatment of the systematic uncertainties is focusing mainly on
the <Sd0> fit. One therefore discerns between systematic uncertainties that affect the shape of the (sd0>
distribution and those which only affect the normalization. In general, for each systematic variation, the
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double-b-tagging scale factors are rederived and the differences of the upward and downward variations to
the nominal value are added up in quadrature. Table 5.7 presents a summary of the size of the systematic
uncertainties described below.

Systematics not affecting (sdo) shape

The systematic uncertainties that do not affect the <Sd0> shape include large-R jet energy scale, energy
resolution and mass resolution. The main effect of varying these systematic uncertainties up and down is
a change in the number of jets that pass or fail the kinematic thresholds for the large-R jet (see section
5.3). No change in the distribution of <st> is expected, since the small-R track jets are unaffected by
changes in the large-R jet energy and mass. Therefore the template fit is not performed again in the varied
sample, but the nominal fit correction is applied to the systematically varied sample to recalculate the
scale factors.

Systematics affecting <sd0) shape

The systematics listed below affect the <Sd0> shape. New simulated templates are derived from MC for
each systematic variation in the following way:

* Transverse impact parameter resolution:

Since the transverse impact parameter d,, is one of the main ingredients of the template variable
<sd0>, the quality of it’s description in simulation is crucial for this analysis. It has been observed
that there is a disagreement between simulation and data for the transverse impact parameter
resolution. Therefore a smearing procedure has been derived by measuring the transverse impact
parameter resolution in dijet, Z + jets and minimum bias events [61] in fine categories of pt and 7.
In this analysis the smeared transverse impact parameter is used as nominal. The difference between
the smeared and un-smeared distributions are assumed as a one-sided systematic uncertainty, which
is symmetrized.

* Light long lived hadrons:

Light hadrons such as Kaons or Lambda particles can have a significant lifetime. In connection
with a high momentum transfer these light flavour hadrons can create a secondary vertex which can
lead to large (84,7 values even though no B-hadron is present in the jet. This mainly affects the
(sd0> template shape of the CL, BL, and LL templates, as was described in 5.4. Since the fraction
of these light hadrons is not well described in simulation, a systematic uncertainty is associated
to this. It is derived by searching the event truth record for the presence of a track from light
long-lived hadrons among the tracks used for the b-tagging of one of the small-R track jets and
varying their event weight up and down by 10%, following the procedure described in [61].

* Photon conversions:
Photons in the ATLAS detector can convert into an electron-positron-pair, spontaneously or
triggered by interactions with the detector material. If a conversion occurs within the inner detector
the two electron tracks can mimic a secondary vertex which can lead to large <st> values despite no
B-hadron being present in the jet (see also 5.4). Since the conversion rate is not precisely known,
the truth record is searched for the presence of a conversion occurring within a small-R jet (with
the same association requirements of truth particles to tracks as for the light long lived hadrons)
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and the corresponding events are weighted up and down by 10% [61].

* Hadronic material interactions:

The interaction of hadrons from the primary vertex with material in the inner detector can lead to
secondary tracks with a large impact parameter and therefore a large (84,7 Which can distort the
templates as described in section 5.4. Since the rate of this process is not well known, a systematic
uncertainty is assigned to it by searching the truth record for the occurrence of a hadronic material
interaction and weighting the corresponding events up and down by 10% [61]. A hadronic material
interaction is searched for by checking all truth particles with a specific barcode from the detector
simulation that indicates a secondary interaction. If the track does not stem from a B-hadron and if
none of the above conditions for conversions or light long-lived particles is met, a hadronic material
interaction is assumed.

* Muon Fakes:
In this analysis context a fake muon refers to a reconstructed muon where no muon is present in
the truth record within a cone of R = 0.2 around the reconstructed muon. Reasons for this can be
calorimeter punch-through effects resembling a muon signature, or in-flight decays. An associated
systematic uncertainty is derived by weighting the fraction of events with a fake muon up by a
factor of three [61].

* Generator dependence:

Differences between the event generators and the shower model can affect the jet kinematics and
also the shapes of the (sdo) distributions. To estimate the impact the fractions are re-fitted using
events generated with HErRwic++. Since the number of events in the alternative HErwic++ MC
sample is much smaller than in the PyTH1A8 sample, the fit is performed without splitting in bins
of muon-jet-pr and non-muon-jet-pr and one global double-b-tagging scale factor is calculated
for both generators. The difference between the two scale factors of 11% is assigned as a global
modelling uncertainty on the double-b-tagging scale factors.

For each of these systematic variations, a new set of <Sd0> templates is derived and the flavour fraction
correction fit is newly performed for each variation. With the re-fitted flavour fraction, the systematically
varied scale factors are calculated.

Data statistical uncertainty

The data statistical uncertainty concerns the limited statistics on the (sdo) distributions from measured
LHC data. To estimate the impact of this uncertainty, a method based on pseudo-experiments is used. A
set of ten thousand new (s ) distributions per fit category is created by setting each histogram bin content
to a Poisson-distributed random integer, where the mean of the Poisson-distribution is the bin content
in the original data histogram. The error in the new histogram’s bin is set to the square root of the bin
content. With each of the pseudo-datasets, the flavour fraction correction fit is newly performed and the
scale factors are obtained for each set. The scale factors are histogrammed and a Gaussian distribution
is fit to the histogram similar to section 5.5.1 (cf. also figure 5.6). The standard deviation of the fitted
Gaussian function is taken as the data statistical error on the scale factor.
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MC statistical uncertainties

The uncertainties that stem from MC statistical uncertainties have to be subdivided into two parts:

1. The first part concerns the MC uncertainty associated with the template distributions. To estimate
the impact of the template statistical uncertainties on the scale factor, pseudo-experiments are used
once more. A set of ten thousand new <st> templates (in each double flavour and track jet pr
category) is created, where in each template bin the bin content is replaced by a Gaussian-distributed
random number, where the mean of the Gaussian corresponds to the bin content in the original MC
template and the standard deviation of the Gaussian distribution corresponds to the MC statistical
error in this bin. The template fits are newly performed for each set of these pseudo-templates and
a new scale factor is determined for each. The scale factor is histogrammed for each of the ten
thousand pseudo-experiments, and a Gaussian distribution is fit to it. The standard deviation of
the fitted Gaussian distribution is assumed as the scale factor uncertainty due to the template MC
statistical uncertainty.

2. The second component of the MC statistical uncertainty concerns the count rates N(E)Eble_b_mgged

and Nggl in the numerator and denominator of the double-b-tagging efficiency in MC (eq. 5.9). It
is calculated by propagating the statistical error on the count rates through the efficiency calculation
using Gaussian error propagation. The efficiency measured in data is unaffected by this uncertainty.

Non-BB flavour tagging uncertainties

After double-b-tagging, the non-BB flavour templates are subtracted from data to determine the number
of double-b-tagged BB jets in data (see section 5.6). However it is known, that also the mis-identification
of non-b-jets, especially for light-jets can be subject to large scale factors. The presented calibration is
intended only for a double-b-tagging BB efficiency calibration, which should only correct for disagreement
between data and MC in the BB components. Therefore the standard flavour tagging scale factors derived
for b-tagging of isolated jets are applied for all non-BB flavour fractions (BL, CC, CL and LL) and their
respective uncertainties are taken into account in the same way as for the validaton study (see 5.5.1).
Since the flavour tagging efficiency scale factor uncertainties only affect the total flavour normalizations,
the fit is not reperformed for this systematic variation.

5.7 Extrapolation from semi-leptonic to inclusive b-jet sample

While selecting g — bb events (5.3), the requirement that one of the two track jets associated to the
large-R jet has an associated muon from a semi-leptonic B-hadron decay serves the purpose to enrich
the sample in BB jets. However, this selection requirement also biases the B-hadron composition of the
g — bb sample, because it increases the fraction of semi-leptonic B-hadron decays. This also causes
a bias in the admixture of B-hadron species in the g — bb sample. Different B-hadron types decay
with different track multiplicities. In addition, different B-hadrons have different lifetimes, therefore the
separation between primary and secondary vertex is affected by the hadron composition in the sample.
Since the b-tagging algorithm MV2c10 is sensitive to these properties, it is expected that the b-tagging
efficiency is different for semi-leptonic and inclusive B-hadron decays.

The aim of the g — bb double-b-tagging calibration is to provide scale factors that are independent
of a specific sample selection. However, the scale factors are derived in a sample that is biased in the
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fraction of semi-leptonic B-hadron decays, which may also bias the double-b-tagging scale factor. As a
result, an extrapolation procedure is introduced to estimate the impact of this bias. Ideally, one would
remove the muon selection requirement to obtain an inclusive unbiased B-hadron sample, recalculate the
double-b-tagging scale factors for the inclusive sample in data and MC and calculate a multiplicative
correction to the original scale factor. However, since the (sd0> fit and the determination of the efficiency
in data is not possible without the muon requirement, one cannot determine the efficiency in data for the
inclusive sample. As a result it was decided to make a purely MC-based estimate of the extrapolation
uncertainty, by studying the difference between the double-b-tagging efficiencies in simulation with
and without the muon selection requirement. This is possible, because the efficiency in simulation is
independent of the <st> fit. It is then assumed that the efficiencies in data and simulation vary in the
same way, which is equivalent to the statement that the scale factor as defined in equation 5.8 does not
change when extrapolating from the semi-leptonic to the inclusive sample. The MC statistical error on
the estimated efficiency ratio between semi-leptonic- and inclusive sample is then used as an estimate for
the extrapolation uncertainty of the scale factor.

The double-b-tagging efficiency (for the 70% x 70% WP) in the inclusive sample without the muon

requirement was found to be ef,IBC’mCl = (45.9 £ 2.4(stat.))% . For the sample with the muon selection

the double-b-tagging efficiency is ef,IBC, u = (40.0 £ 1.4(stat.))%. For the efficiency ratio

BB

MC _ “MC,incl

Ce = %3 (5.10)
€EMC.u

the value c?” € =0.98 + 0.06(stat.) is obtained. A summary of further studies regarding the dependence
of the ratio ci” € on the semi-leptonic branching fractions, B-hadron p spectrum, as well as the generator
can be found in the appendix A.2.5. No clear dependence on these parameters was found. In the following,

the uncertainty Acéw € = 0.06 is assumed as extrapolation uncertainty on the scale factor.

5.8 Calibration Results

Figure 5.12 shows the double-b-tagging efficiencies in data, e?ﬁa, and in MC, GEABC, as defined in equations
5.8 and 5.9. One would expect that the efficiency of double-b-tagging using twice the 70% working
point of the MV2c10 algorithm is €®® ~ 0.7% ~ 0.5. There are several reasons for deviations from
this expectation: Firstly, the cut requirement on the MV2c10 discriminant for the 70% working point
corresponds to 70% b-tagging efficiency inclusive in jet p only in a t7 sample, and may deviate in the con-
sidered g — bbsample. Secondly, the efficiency drops for very low and high py jets (see also section 3.5.7).

Figure 5.13 (a) shows the double-b-tagging scale factors determined in the g — bb-enriched sample.
For the first time, scale factors have been determined in a dataset with two close-by b-jets for jet pr above
250 GeV, where the standard ATLAS b-jet efficiency calibration fully relies on extrapolation uncertainties
derived in simulation only. It can be seen that all scale factors are compatible with a value of one, with
the exception of the scale factor in the bin of py(u-jet) < 100 GeV, pr(non-u-jet) > 300 GeV which
is shifted from one by 2.4 standard deviations (top left bin in figure 5.13 (a) ). For comparison with
the standard ATLAS approach (see also 5.1), figure 5.13 (b) shows the double-b-tagging scale factors
calculated by multiplying the standard single track-jet b-tagging scale factors (see section 3.5.9) for the
two track jets associated to the large-R jet, assuming the py spectrum of the simulated g — bb-enriched
sample. Comparing figure 5.13 (a) and (b) it is clearly visible that all scale factors from the g — bb-based
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Figure 5.12: Double-b-tagging efficiencies in MC (top) and data (bottom) in a g — bb-enriched sample.

calibration agree within their uncertainties with the values determined by the standard ATLAS calibration.
The uncertainties on the g — bb scale factors are larger than the uncertainties assumed for the standard
ATLAS calibration, however, especially at high track jet momenta the g — bb scale factors access a new
regime for data-based calibrations for the first time.

Table 5.7 shows an exemplary breakdown of the statistical and systematic uncertainties considered in
the calibration analysis (as described in 5.6.1) for one bin of (muon jet py > 200 GeV, non-muon jet pr >
300 GeV) and their fractional impact on the calculated double-b-tagging scale factors. It can be seen
that the g — bb calibration analysis is dominated by systematic uncertainties, with the transverse impact
parameter smearing uncertainty having the largest impact. Further important systematic uncertainties
include flavour tagging uncertainties for the non-BB flavour components as well as the shower and
hadronization modelling uncertainties and the MC statistical uncertainty on the (84,7 templates. One
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Figure 5.13: Top: Double-b-tagging scale factors determined via the template fit in the g — bb calibration. Bottom:
BB scale factors as calculated from the ATLAS standard calibration for single track jets, by multiplying the scale
factors of the individual track jets. The assumed (muon-jet, non-muon jet) py distribution is taken from the dijet
MC as is used for the g — bb scale factor calculation.

can conclude from table 5.7, that, in order to improve the g — bb calibration analysis and to reduce
the scale factor uncertainties, better understanding of the transverse impact parameter modelling in the
ATLAS inner detector is essential. Furthermore improved flavour tagging calibrations of the light-jet and
c-jet mis-tag rates could yield a substantial reduction of uncertainty. Furthermore, additional simulation
statistics would be desirable.
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] Systematic Variation Impact on Scale Factor
Jet energy & mass scale up -1.3%, down 4%
Jet energy resolution 0.3%
Jet mass resolution 0.9%
Jet JVT efficiency up -0.3%, down -0.3%
Conversion up -0.9%, down 1.2%
Hadronic material interactions up 0.7%, down -0.6%
Light long-lived particles up 0.4%, down -0.3%
Fake muons 0.13%
transverse IP smearing 12%
Non-BB flavour tagging up -10%, down 8%
Modelling (PyTHIA vs. HERWIG) 10%
Semi-leptonic-inclusive extrapolation 4%
Template statistical uncertainty 10%
Data statistical uncertainty 8%
total 24 % ‘

Table 5.7: Exemplary breakdown of the fractional impact of the statistical and systematic uncertainties on the
double-b-tagging scale factors in the category ( u — jet pr > 200 GeV, non — u — jet pr > 300 GeV ).

5.9 Conclusions and outlook

A direct calibration of track jet double-b-tagging has the advantage that it can take into account correlations
between track jets in a close-by b-jet topology. Furthermore, it can be implemented in a straightforward
way to be used for more complex X — bb identification algorithms, where the standard approach of
multiplicative event weights fails, e.g. when several b-tagging working points or even multivariate
X — bb tagging approaches which make use of the full MV2c10 discriminant and not a fixed working
point. The results documented in this chapter show that it is possible to measure the double-b-tagging
efficiency in g — bb events and calculate calibration scale factors. It was shown that the associated
uncertainties are of the order of twenty percent. The most important uncertainties in this calibration
analysis stem from the understanding of the modelling of (sdo) and flavour tagging uncertainties of the
non-BB flavour components, as well as from the data and simulation statistical uncertainties. To improve
the g — bb-based calibration in the future, studies of the track impact parameters in data and precise
modelling of the inner detector are crucial. Furthermore it is important to advance the calibrations of light-
and c-jet mis-tag efficiencies in data and to reduce the uncertainties of the corresponding scale factors.
Studies aiming towards an advancement and optimization of the g — bb-based direct double-b-tagging
calibration have already begun within the ATLAS collaboration.

To apply the g — bb-based calibration in a physics analysis with boosted X — bb final states one
further step is needed, to remove the dependance on the muon-in-jet selection criterion, namely to change
the jet bins in which the scale factors are calculated from p-jet pr and non-u-jet pr to leading and
sub-leading track jet py. This way, the definition of the scale factors is more universal, such that analyses
applying direct double-b-tagging scale factors do not explicitly have to require a muon in one of the track
jets. No significant change in the central value and uncertainties of the scale factors is expected . Also
other variables may be used for the differential scale factor measurement, such as the AR between the two
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track jets associated to the large-R jet.

To extend the presented g — bb-based double-b-tagging calibration to a full calibration of an X — bb
identification algorithm (which is using additional information to b-tagging, such as the jet mass or
substructure) some careful considerations are necessary. In this context it is important to note that g — bb
events, due to their origin from the decay of a color octet gluon, have different radiative properties as
the decay of a color-singlet object into two b-jets such as a Higgs boson, in addition to the different
gluon mass. Therefore a g — bb-based calibration so far can only serve as a background calibration for
X — bb tagging, similar to a light-jet mis-identification-efficiency calibration for h-tagging in ATLAS
(see 3.5.9). A calibration in events containing Z — bb decays can serve as a more signal-like calibration
for X — bb tagging, however current studies showed that the signal-to-background ratio in Z — bb
events is still small. Therefore g — bb-based calibrations are an important test bench to explore how
X — bb identification algorithms can be calibrated directly in the future. The identification of boosted
X — bb final states becomes more important, e.g. in searches for Mono-Higgs bosons, as well as for
di-Higgs-boson final states extending to higher-mass ranges, therefore there is a growing need for a direct
calibration method. The work performed in the course of this thesis has laid the foundation for such direct
calibration approaches with the ATLAS detector.
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Conclusion

This thesis summarizes work performed on the search for new physics in final states with boosted Higgs
bosons decaying to b-quarks with the ATLAS detector. The presented analysis makes use of the effective
theory framework of Heavy Vector Triplets (HVT) that predicts a set of three vector resonances V'
(two charged W'* and one neutral Z") with masses in the TeV range. The aim is to search for evidence
for a heavy resonance decaying via a SM W or Z boson and a SM Higgs boson into final states with
leptons and b-jets. No significant excess of the data over the SM prediction are found, therefore limits
are set on the production cross section of the HVT resonances. The presence of a W'* is excluded for
a mass my, < 2.67(2.82)TeV for the HVT Model A (Model B) and a Z " is excluded for masses up to
my < 2.65(2.83) TeV. Assuming a mass degeneracy between W'* and Z’, the HVT V' can be excluded
for masses my,» < 2.80(2.93) TeV for Model A (Model B).

One of the main challenges in the search for new physics in connection with the SM Higgs boson is the
reconstruction of boosted Higgs boson decays. As shown in the VH resonance search, if the Higgs boson
is produced in the decay of a heavy new particle it can obtain a large Lorentz-boost. In this thesis methods
for reconstructing boosted Higgs bosons (Higgs tagging) in the decay mode H — bb are introduced. The
main focus is on the study of jet properties and flavour tagging in close-by b-jet environments in data.
Gluon splitting events in the mode g — bb are used as a proxy for collimated b-jet topologies, because
gluons are produced much more abundantly in pp-collisions at the LHC than Higgs bosons. Finally, a
new method to calibrate double h-tagging in g — bb events is presented. This new approach allows to
derive efficiency scale factors for double b-tagging directly, which take into account correlations between
the two small-R track-jets in the boosted bb-topology. The derived double b-tagging scale factors are
compatible with the scale factors determined for isolated b-jets in ATLAS and have a total uncertainty of
the order of 20%.

The calibration of double-b-tagging in g — bb events is a pioneering study for background mis-
identification efficiency calibrations for Higgs tagging algorithms in general, e.g. using multivariate
analysis techniques. Several important search analyses with boosted H — bb or X — bb decays, such as
the search for a boosted Higgs boson in association with a dark matter particle, the study of boosted SM
Higgs bosons, or low-mass resonances decaying to two b-quarks can benefit from the new calibration
approach described in this thesis. Similar calibration approaches in more signal-like events such as
Z — bb are currently under study.

It has been shown in this thesis, that, after the discovery of the Higgs boson and establishment of its
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SM-like properties, the research connected to the Higgs sector still provides a wide scope for testing the
SM and constraining new physics. The study of the boosted H — bb decay mode sparked the development
of many new reconstruction techniques to meet the challenges posed by this unique hadronic final state.
The development of a prototype for the calibration of boosted H — bb identification algorithms in ATLAS
opens up new possibilities to employ more complicated algorithms in the future that can help improve the
sensitivity of physics analyses in this final state.
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Additional information

A.1 V H resonance additional post-fit spectra
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Figure A.1: Post-fit distribution of the transverse mass of the reconstructed V H system in the 1-lepton channel in
the merged and resolved signal regions. From [77].
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Figure A.2: Post-fit distribution of the transverse mass of the reconstructed V H system in the 2-lepton channel in
the merged and resolved signal regions. From [77].

A.2 g — bb calibration additional studies and plots

A.2.1 Studies of alternative template variables

An alternative flavour-sensitive variable for the flavour fraction template fit is the transverse impact
parameter significance s dy (defined in equation 3.19) of the most significant track (with the largest absolute

value |54, |), denoted forthwith as s?oax. Figure A.3 show the distributions of sI;OaX for the different flavour

components of the g — bb candidate jet.

In comparison with the average transverse IP significance <Sd0> (see figure 5.3), the variable s?oax has
more separaration power between the different flavour fractions. However there is a shape in the post-fit
Data/MC ratio for this variable, as can be seen in figure A.4.

Among the reasons for the mis-modelling observed in figure A.4 could be that the sﬂfoax could be more
sensitive to track outliers, which are difficult to describe correctly in simulation. As a result, the more
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Figure A.3: Maximum impact parameter significance sgi)ax distributions for the muon (left) and non-muon jets
(right). The double flavour labels denote the flavour of the jet pair, with the muon-jet stated first.

8 415
wn 10°F S
S F B BB 8 .
Z C -1 -
- Vs=13 TeV, 36.1 fb S 10°E
© 3 I BL -Zo E Vs=13 TeV, 36.1 fb”' E SE
10° non-muon jet Emcc r non-muon jet —ts
: sg})ax [ JcL 10°E <Sd0> CjCL
- L & L
10°s —+—Data I Data
3 : . \ -
. B Fit Uncertainty 107 [ Fit Uncertainty
- 100<pr(p-jet)<200GeV E 100<pr(p-jet)<200GeV
102E 300>pr(non-p-jet) 10 r 300>pr(non-p-jet)
10 10 f
1 1
2F 2F
S s
8 1.0E A | s % |
CRE e + 8 12 3
ot SoA e = 08 Pt
0.6E 06
EE 03
7 — L o— 0 20 %0 0
0 20 0 tr%?]sverse ‘ItF(’) significggce Sfi';a’go transverse ﬁgslgnmcance ¢ Sdog

Figure A.4: Maximum impact parameter significance s?oax (left) and average IP significance (sdo) (right) distributions

of the non-muon jet in the bin 100 < pr(u —jet < 200 GeV, 300 GeV < pr(!u —jet). The double flavour labels
denote the flavour of the jet pair, with the muon-jet stated first.
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robust <Sd0> was chosen as a fit variable for the g — bb calibration.

A.2.2 Template similarity test

The pre-fit yields of all possible di-trackjet flavour components in the g — bb candidate jet are shown in
table A.11.

Flavour | Pre-fit fraction
BB 6.5%
BC 1.0%
BL 13.1%
CB 0.46%
CC 4.9%
CL 15.2%
LB 1.6%
LC 2.9%
LL 54.1%

Table A.1: Pre-fit flavour fractions before b-tagging. No split in 2-dimensional track-jet p bins is applied.

Templates with small yields (< 3%) should be merged into template with larger yields (> 13%). As
described in section 5.4, the integral measure

1 (i) = pr(x)°
2 P1(x) + py(x)

is used to determine the similarity between the template shapes, to decide which templates to merge.
The results of the similarity check are shown in tables A.2:

S = (A1)

From the highlighted numbers in table A.2 (c) it is visible that the merging prescription should be
LB—LL, CB—CL, BC—BL, and LC—LL. This merging prescription agrees with the one found for a
similar 8 TeV analysis [94].

A.2.3 Template correlation test

For the correlations between the muon-jet Sd0 and the non-muon jet Sd0, the following values were found:

The errors quoted are only the fit statistical errors. As can be seen the correlations between muon-jet
and non-muon jet Sd0 are small.

A.2.4 Small-R jet trigger threshold studies

As described in section 5.3 data events for the g — bb calibration analysis are selected using a single
small-R jet trigger. This is due to large-R jet triggers not being available yet in the considered dataset.

! This study was made for a previous ATLAS software version (R20.1) but the result is not expected to change
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BL | LL | CL BL | LL | CL

LB | 05 |0.02]0.16 LB | 041 | 043 | 043

CB | 0.32 | 0.25 | 0.12 CB | 0.50 | 0.52 | 0.52

BC | 0.09 | 0.44 | 0.21 BC | 0.12 | 0.13 | 0.13

LC | 047 | 0.02 | 0.13 LC | 0.14 | 0.16 | 0.16
a) b)

BL LL CL
LB | 046 | [023 | 0.29
CB | 041 | 038 | 032
BC | [0.100 | 0.28 | 0.17
LC | 031 | [0.09 | 0.15

c)
Table A.2: Similarity measure S (see eq. A.1) for the muon-track jet (a), and non-muon-track jet (b) and the average

S between muon- and non-muon track jet (c). No split in 2-dimensional track-jet pr bins is applied. The highlighted
numbers show the most similar large- and small-yield templates.

Flavour | Corr(muon-jet S ;,, non-muon jet S ;o) [%c]
BB 45+£09
BL 1.7+0.6
CC 1.2+09
CL 1.3+£0.5
LL 0.1+0.3

Table A.3: Correlations between the S, of the muon-jet and non-muon jet.

To avoid the trigger turn-on region, which is not well described in simulation, a cut is placed on the
trigger-matched small-R jet in the event to ensure that only events are considered for which the jet trigger
is fully efficient. The g — bb candidate jet is a large-R jet which is back-to back to the small-R trigger jet.
Due to the difference in jet area, a bias is introduced, as can be seen as a discrepancy between data/MC in
the g¢ — bb candidate large-R jet py in figure A.6. This bias is present, even if the probed jet is not used
for triggering, due to the dijet balance in the event, which means that a cut on the trigger jet also affects
the back-to-back g — bb candidate jet.

Figure A.6 shows a schematic view of how the bias due to the mis-match of the jet areas comes about.
There is a mapping between small-R and large-R jets which is different for different types of jets. This
leads to a shift in scale as well as a dilution of the trigger turn-on curve for the large-R jet. This means
that for a too low cut on the small-R trigger jet, the trigger is not fully efficient regarding the large-R jet.

To resolve this mis-match of the jet areas, either large-R jet triggers must be used, which was not
possible due to their absence in the dataset, but will be implemented in future versions of the g — bb
calibration analysis. For the time being, a tighter requirement on the transverse momentum of the g — bb
candidate jet py > 500 GeV was introduced to remove the region where mis-modelling was observed.
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Figure A.5: Large-R jet py of the g — bb candidate jet. A discrepancy between data and MC is observed in the
low-py regime, which is attributed to a bias due to the mis-match between the small-R trigger-jet area and the
large- R probe jet.

A.2.5 Additional studies for extrapolation from semi-leptonic to inclusive b-jet sample

As described in section 5.7 the extrapolation uncertainty is estimated based on MC simulation only,
assuming that the efficiencies change in the same way for data and MC. To validate this assumption,
the influence of possible differences between data and simulation on the efficiency in the inclusive
sample, ef,,BC’mcl is estimated. The efficiency is determined without splitting in categories of muon-jet
and non-muon jet pr. Among the effects studied the difference in the fraction of semi-leptonic B-hadron
decays, the B-hadron p; and the difference between two different MC generators. This study serves to
estimate how much the extrapolation correction factor in data cga[a is expected to vary with respect to
mc data MC s justified.

¢, — and to test if the assumption that c,

B-hadron decay fractions

The truth B-hadron fractions in the sample were reweighted to the fragmentation fractions and branching
ratio values currently measured in data, based on [3]. The difference between the efficiencies observed
between the nominal and the reweighted sample is below 0.1%. This is expected, since the MC samples
used for these studies make use of the EvTGEN [99] package to correct the b— and c—hadron decay
fractions in the generated sample to match the values measured in data.

B-hadron p; spectrum

Differences in the modelling of the B-hadron fragmentation could manifest themselves in a difference of
the B-hadron py spectrum, which in turn could affect the b-tagging performance. To study the impact of
this, the sample was reweighted based on the truth B-hadron p; spectrum, weighing events such that the
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Figure A.6: Schematic explanation of the bias introduced by the mis-match between the small-R trigger-jet area and
the large-R probe jet in the g — bb calibration analysis. The mis-match due to different jet catchment areas (top
row, for different cases) leads to a shift and dilution of the trigger turn on curve for the large-R jet (middle row).
The dijet balance (bottom row) in the event leads to the bias taking effect even though the probe jet is required to be
back-to-back to the trigger jet.

B-hadron pr scale is shifted by 10% up and down. The efficiencies ef,,BC’mcl measured for the nominal
and reweighted samples differ by 1.2%.

Generator difference PYTHIA/HERWIG

Differences due to the parameters for event generation or introduced by the shower model could affect the
double b-tagging efficiencies. To estimate the size of this effect, the efficiency ef,IBC,ind was calculated
once in the sample generated with PyTHia and once in the sample generated with HErwic. No difference
was observed.

In summary, none of the variations studied above showed a significant impact on the behavior of the
MC double-b-tagging efficiency in the inclusive sample. The conclusion is therefore that the estimation
of the extrapolation uncertainties based on MC only is supportable in this study.
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A.2.6 (sdo) post-fit plots

This section documents the postfit <st> distributions of all fit categories split in pp(u — jet), pr(lu —jet).
The distributions are shown separately for the muon-jet (fig. A.7 and A.8) and the non-muon jet (fig. A.9
and A.10).
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Figure A.7: Post-fit distributions of the flavour-sensitive variable (sdo) of the p-jet in two-dimensional bins of
p — jet and non-u-jet pr. The bin boundaries in the individual captions are given in GeV.
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Figure A.8: Post-fit distributions of the flavour-sensitive variable <st> of the p-jet in two-dimensional bins of
p — jet and non-u-jet pr. The bin boundaries in the individual captions are given in GeV.
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Figure A.9: Post-fit distributions of the flavour-sensitive variable (sdo) of the non-u-jet in two-dimensional bins of
p — jet and non-u-jet pr. The bin boundaries in the individual captions are given in GeV.
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Figure A.10: Post-fit distributions of the flavour-sensitive variable (sdo) of the non-u-jet in two-dimensional bins of
p — jet and non-u-jet pr. The bin boundaries in the individual captions are given in GeV.
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