Thomas Drescher

Zero Modes in Compact Lattice QED

Diplomarbeit
zur Erlangung des Magistergrades der Naturwissenschaften
verfa3t am Institut fiir Theoretische Physik
an der Karl-Franzens-Universitat Graz
Betreuer: Univ.-Prof. Dr. C. B. Lang
Graz, 2003



Meinen Eltern gewidmet



Contents

1 Introduction
1.1 Overview . . . . . . o s,

2 Continuum formulation
2.1 QED in the continuum . . . . . .. ..o
2.1.1  Chiral symmetry . . . ... .. ... ... ... ..
2.1.2  Euclidean formulation . . . ... ... ... .. ... ..
2.2 Path integral formalism . . . . . .. ... ... .. ... ...
2.2.1 The path integral in quantum mechanics . . . . . . . .
2.2.2  Functional integrals . . . . . . ... .. ... ... ..
2.3 The Landau pole problem . . . . . ... ... ... .. ....

3 The space-time lattice

3.1 Lattice regularization . . . . . . . . ... ...
3.2 Gauge field discretization . . . . . . .. ..o
3.3 Fermions on the lattice . . . . . .. ... ... ... ...

3.3.1 The naive discretization . . . . ... ... .. .. ...

3.3.2 Wilson fermions . . . ... .. ... ... .. .....

3.3.3 More Dirac operators . . . . . . ... ... L.
3.4 Observables on the lattice . . . .. ... ... ... .. ....
3.5 Renormalization on the lattice . . .. .. .. ... .. ....
3.6 The phase structure of compact lattice QED . . . . . . . . ..
3.7 Gauge field generation . . . ... ... ... L.

4 Dirac operators and the GWR
4.1 Ginsparg-Wilson fermions . . . . .. ... ... L.
4.2 Overlap Fermions . . . . . . . ... ... ... .. ... ...
4.3 Chirally Improved Operator . . . . .. .. ... ... .....
4.3.1 Expansion . . . . . ... oo
4.3.2 System of coupled equations and boundary conditions .
4.3.3 Truncation. . . . . . .. .. ... ...

11

12
12
13
15
16
20
22
23
24
26
29

31
31
33
34
35
37



CONTENTS

4.3.4 Solving the system of coupled equations . . ... ...

5 Technical part
5.1 Motivation . . . . . . . ... ...
5.2 Topology of the gauge background . . . . . . . ... ... ...
5.3 Zero modes of the Dirac operator . . . . . ... .. ... ...
5.3.1 Localization properties of zero momentum modes . . .
532 TI'ydensities . . . . . . . . .. ...

6 Results and Discussion
6.1 Gauge fields and Diagonalization . . . .. .. ... ... ...
6.2 Zero mode statistics . . . . . . ...
6.3 Monopole statistics . . . . . . . ...
6.4 Density of the smallest eigenvalues . . . . . .. .. ... ...
6.5 Localization . . . . . . .. . ... ...
6.6 Other densities . . . . . . . .. ... .. ... ... ...
6.7 Visualization . . . . ... ... ... ... ...
6.8 Further checks on the topological objects . . . . . . ... ...

7 Conclusions and Outlook

A Technicalities
A.1 Elements of the Grassmann algebra . . . . . . .. ... ...
A.2 Functional Integrals . . . . .. ... ... ... ... ... ..
A.3 Euclidean definition of v-matrices . . . . . .. ... ... ...

B Acknowledgement
List of Figures

List of Tables

il

39

43
43
44
46
46
48

50
20
o1
23
26
58
o8
60
65

67

69
69
71
74

76

77

78



Chapter 1

Introduction

In the 1940’s quantum electrodynamics (QED), the quantum field theory
of electromagnetism, became fully developed by Freeman J. Dyson, Richard
P. Feynman and Julian S. Schwinger in the United States and Shinichiro
Tomonaga in Japan. QED deals with processes involving the creation of
elementary particles from electromagnetic energy, and with the reverse pro-
cesses in which a particle and its antiparticle annihilate each other and pro-
duce energy. The fundamental equations of QED apply to the emission and
absorption of photons by atoms and the basic interactions of photons with
electrons and other elementary particles. These photons are virtual; that
is, they cannot be seen or detected in any way because their existence vi-
olates the conservation of energy and momentum. The particle exchange
is merely the force of the interaction. Nowadays QED is part of the stan-
dard electroweak model [1-3], which describes all phenomena of both the
electromagnetic and weak interactions in the presently known energy range.

An important feature of QED (as well as of QCD) is the invariance under
local symmetry transformations. The local symmetry group is a continuous
one; it is the well known Abelian group U(1).

In principle, QED is able to describe the electromagnetic interactions of
charged particles with high accuracy within the framework of renormalizable
continuum perturbation theory. This is a result of the marginal strength
of the coupling constant. Thus, the study of lattice QED can neither be
motivated by as yet unexplained phenomena nor by a lack of computational
methods. But still there are several reasons why people study lattice QED:

e Compact lattice QED is the simplest (Abelian) gauge theory and may
serve as the prototype for all compact gauge theories on the lattice
in 4 dimensions. It exhibits a twofold phase structure, separated by
a mass gap: one phase with a massless particle, the photon, called
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the Coulomb phase and one phase which shows confining. Though the
QED confining phase is unphysical and is not realized in nature we can

probably learn something which will be useful in other theories showing
confinement (like QCD).

e Studying the phase transition behavior of QED will give useful in-
formation for other theories exhibiting phase transitions as well. To
understand the behavior and occurrence of phase transitions is also an
important subarea of statistical mechanics.

e In the confining region, where the coupling becomes strong, various
topological objects can be observed, like monopoles, Dirac sheets, Dirac
plaquettes, toron charges etc. Their possible connection to the appear-
ance of zero modes of the Dirac operator is of special interest.

e An apparent mathematical inconsistency in QED is the occurrence of
so called Landau poles in the perturbation regime of the renormalized
coupling constant. This pole would be absent if QED would have an
ultraviolet stable fixed point for the running coupling outside the per-
turbation region. The lattice provides a non-perturbative formulation
and seems thus to be a proper way to study the Landau pole problem.

Another not less important aspect is the numerical effort in computer sim-
ulations. Since numerical investigations of Abelian models are much easier
and faster than for other more complicated gauge groups, studying the U(1)
model may provide useful results applicable to more general theories.

1.1 Overview

The thesis is organized as follows. The next chapter is supposed to be a short
recapitulation of the QED basics in the continuum, including the introduction
of Euclidean space-time and an explanation of the Landau pole problem.

In the third chapter the lattice is introduced as a regularization scheme
and some lattice operations are defined. Being familiar with the lattice basics
we can discretize the gauge field part and the fermion part of the QED action.
When discretizing the fermion part a problem, called the fermion doubling
problem, occurs. Light is shed on this unwanted phenomenon before several
ways leading more or less out of this dilemma are discussed. Thereafter
attention is given to renormalization on the lattice and the phase structure
of compact lattice QED. The Metropolis method for updating the gauge
fields is discussed.
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In chapter 4 Dirac operators which overcome the fermion doubling prob-
lem while still perpetuating chiral symmetry are covered. One of these so-
lutions is called the chirally improved Dirac operator. As I have done some
calculations on it this operator will be discussed in more detail.

Chapter 5 deals with the ideas and methods one can use in order to extract
physical relevant results. The importance of studying the gauge fields as well
as the zero momentum modes is shown and possibilities to bring the results
in relation are discussed.

The sixth chapter is devoted to the presentation and discussion of the
obtained results.

In the last chapter the obtained results are summarized and suggestions
for further studies are given.
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Continuum formulation

This chapter ought to be a summary of quantum electrodynamics in the con-
tinuum. The intention is after the discretization of space-time, maintaining
as many continuum symmetries as possible and taking the limit of infinitesi-
mal small lattice spacing to finally again attain at the results presented here.

2.1 QED in the continuum

The QED action in the continuum [4]
SQED = _SG + Sp (2.1)

consists of the pure gauge field part Sq

1 v
Se = 12 d'z F,, F* (2.2)
and the fermion part Sy
5 = [ s (@)1 D, - Myua), (2.3)

where F),, = 0, A, — 0,A, is the Abelian gauge field strength tensor, D, =
0, +1ie A, denotes the covariant derivative and A, is the vector potential. M
and e denote the bare fermion mass and bare electric charge (or the coupling
constant), respectively. Here, 1)(z) and ¢ (z) represent the fermion fields and
obey the rules of Grassmann algebras (see the Appendix). The 7, are the
4 x 4 Dirac matrices satisfying the algebra

{%,%} :2,9“”7 MZO,,S
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There are two types of Abelian gauge transformations

U (x) = e 1% (2), 0eU(1), (2.4)

which can be applied to the fields in (2.1) depending on whether or not 6 is
a function of x:

0 = constant global gauge transformation

0=0(x) local gauge transformation.

A global Abelian gauge transformation is defined by

V(@) = ()
U(@) — 1% (x)
A, (z) — Au(x) real fields,

} complex fields (25)

and ¢ can be a different number for each complex field. Later, ¢ will be
associated with the electric charge.
If the Lagrangian is invariant under the transformations (2.5), Noether’s
theorem predicts the conserved quantity

Tt =qyt. (2.6)

By identifying ¢ = e, this is the electromagnetic current and we may charge
conservation interpret as a consequence of a global gauge symmetry of the
theory.

Let us now generalize the gauge transformation by requiring 6 to de-
pend on the local space-time point, i.e. § = 6(z). The QED-Lagrangian is
invariant under the following local Abelian gauge transformations:

U(z) = G2)(z)
P(x) = P(x)G () (2.7)
Au(l’) — A+ é G(x)@HG_l(x)
where
G(z) = e t¢0@), (2.8)

The requirement of local gauge invariance does neither allow for a possible

mass term for the vector field nor a possible symmetric field combination to
appear in the Lagrangian. Thus, we can infer that the requirement of local
gauge 1nvariance dictates the form of QED.
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2.1.1 Chiral symmetry

The effect of breaking chiral symmetry is a key feature of the theory of strong
interactions, QCD. This theory is in the confining phase for all values of the
coupling constant. We shall see a bit later that QED also has a confining
phase for certain values of the coupling constant and hence we expect chiral
symmetry breaking to occur in this theory as well.

In the case of massless fermions, i.e. M = 0, the QED-action (2.1) is also
invariant under so-called chiral transformations

Y(@) = e P(x), Y= (a)e . (2.9)

The suitable operator describing chiral symmetry is 5 and is defined in the
following way:
V5 = Y0123 (2.10)

When working with Euclidean coordinates 75 has to be multiplied by ¢. Fur-
thermore 5 is hermitean and has the following two properties:

VsV = =5 and  (75)? = 1. (2.11)

At this stage one can define so-called projection operators out of the 75

Py = %(1i75)- (2.12)

Applied to a field v, P. projects out the components ¢+ = Pr1p, which are
eigenstates of 75 and take on the values +1.

An indicator of spontaneous chiral symmetry breaking is the generation
of a chiral condensate, meaning

(W) #0 (2.13)

even for massless fermions. This is indeed observed in the confining phase of

QED.

2.1.2 Euclidean formulation

Further calculations will be done in Euclidean space-time, meaning that we
choose the time coordinate to be purely imaginary

2 = —iz*,  with 2'€R. (2.14)

This is the so-called Wick rotation. In order that Euclidean correlation
functions can be transformed back to Minkowski space-time they have to obey
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a positivity condition, called reflection positivity (see e.g. [5]). Performing
the Wick rotation we end up with a Euclidean metric d,,, for the coordinates

bt

zoy =0,y = 'yt + 2%y + 2%+ atyt =~k (2.15)

Here the dot (star) denotes the scalar product in Euclidean (Minkowski)
space-time. Note, that the covariant and contravariant components of a
Euclidean vector are identical. Choosing the y-matrices in a hermitean way
vF =42 and vF = —iy* we end up with the Euclidean QED action

SE. = SE 4+ 8F (2.16)

where )
SE = 17 d'z F,F,,, (2.17)
S = [ s (@) Dy + Mu(a). .19

Hence the action (2.1) goes over into iS5,,. Note, that in Euclidean coordi-

nates 5 has to be multiplied by 4.

2.2 Path integral formalism

Path integrals were first proposed by R. Feynman [6] and have many advan-
tages compared to the operator formalism when quantizing fields [4]. Almost
every book on quantum field theory devotes some pages to path integrals (see
for example [3,4,7,8]) and therefore I will not go too deep into the details.

2.2.1 The path integral in quantum mechanics

The quantum mechanical transition amplitude is given by
(2 |z, t) = (z'|e  HE D), (2.19)

Dividing the time interval ¢~ ¢ into n equal parts and inserting (n-1) complete
sets of eigenstates one arrives at

(o' t|z,t) = /d:r;l oy (@ e HE D Y (g emH D),
(2.20)
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To further specify the Hamilton we make use of the Baker-Hausdorff formula
and by means of a Fourier transformation we arrive at

CiH dry...dz,_ .n_l m , Tpy1 — Tk
(@pae” 0 ) I/WGXP(ZE :Af{g(ﬂT)LV(l‘k)})-
m k=0

(2.21)
Let n — oo and the exponent becomes

/OT dt {%(%)2 - V(w)} = /OT dt L(z, ) = S. (2.22)

This is the classical action for a particle moving along a path x(t) from x to
x’. The integration is over all possible paths x(t) and hence the measure of
integration can be written as

m
lim (=——)"%dz, ...dv, , = Dx. 2.23
dm (oiag) den - dano = Da (2.23)
Now we have arrived at the path integral representation of the quantum
mechanical amplitude

(z|e HED ) = /DxeiS. (2.24)

2.2.2 Functional integrals

As we want to do quantum field theory we have to translate the representation
of quantum mechanics to path integrals. In field theory one has to deal with
vacuum expectation values of field operators, called the Green’s functions.
From these various correlation functions can be obtained.

The formalism developed in the last chapter holds for any quantum sys-
tem, so it should hold for a quantum field theory (QFT). The exact derivation
can be found in any field theory book (see e.g. [3,4,8,9]) and hence I will give
just the ’translation rules” when going from quantum mechanics to quantum
field theory without deriving them exactly:

zi(t) «— o(Z,t)
1+— T

H dz;(t) — [ [ do(z,t) = D¢

S:fdtL<—>S:fdtd3:U£
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Euclidean field theory Classical statistical mechanics
Action Sy Hamiltonian H

Units of action h Units of energy = kiT

e—Su/h e PH

[ Dgee/h Partition function ) _ e ##
Vacuum energy Free energy

Vacuum expectation value (0]O]0) | Canonical ensemble average (O)

Time ordered products Ordinary products

Green’s functions Correlation functions

Mass M Correlation length £ = 1/M
Regularization: cutoff A Lattice spacing a
Renormalization: A — oo Continuum limit a — 0

Table 2.1: The table shows the equivalence between a Euclidean field theory and
classical statistical mechanics.

Now we can write down the Green’s functions in terms of functional integrals

O6(en)o(w) . 6()10) = [ Do oa)o(e) .. olan)e™ (22

7 = / D¢ e (2.26)

Note that the integrand is oscillating due to the imaginary exponent. But
again changing from Minkowski to Euclidean space-time will result in

7Z = / D¢ e 8, (2.27)

with S being the Euclidean action. The exponent has become real now and
it is a reasonable statistical weight for the fluctuations of ¢.

As mentioned in the introduction there is a close connection between
Minkowski and Euclidean Field theory and statistical mechanics. This is
most transparent if the field theory is quantized using the Feynman path
integral approach. Table (2.1) shows the equivalences between classical sta-
tistical mechanics and Euclidean field theory. This will be seen even more
clearly when we are introducing the lattice as a regularization scheme.

From now on the Euclidean formulation will be used and unless explicitly
stated any labeling refering to this shall be dropped.
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2.3 The Landau pole problem

As mentioned in the introduction, an apparent mathematical inconsistency
in QED is the existence of the so-called Landau pole. It appears in the
perturbative behavior of the renormalized coupling constant as a function of
the cut-off parameter.

The Callan-Symanzik §-function is defined as

Bla) = _A@_i)em’ (2.28)

where « is the renormalized fine structure constant, A the cut-off and the
derivative is to be taken at fixed bare coupling e and renormalized mpg. The
dependence of oo on A is obtained from the differential equation

da B
dlnA

—B(a) (2.29)

and we obtain for the one-loop approximation to the (-function with only
one fermion species

A o 2 e
(o) = Tradmamy B =5 “= 5 (2:30)

Trying to send A to infinity while keeping «ay fixed, o approaches zero and
the theory would be trivial. Two-loop contributions would not change the
result qualitatively.

Now consider the renormalized coupling e% = 4ra instead of a. The
S-function now determines the change of e% as a function of u, the renor-
malization scale. The differential equation is obtained to be

def (1)
dlogpu.

= Be2 (6%(#)), 662 = 471—5 (2'31)

and in the one-loop approximation we find

2 _ 6%2(#0)
) = T o (BufAm T eo) (2:32)

e% (1) has a pole at the scale

47
,ULandau == MOeXp <m> 5 (233)
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if it is equal e%(uo) at the scale pg. The position of the Landau pole is
changed by the two-loop contribution to

Bae2 T
,uLandau = MO <2R—W> g eXp<—> (1 + O(e%(ﬂg)), (234)
47Tﬁ1 )
and substituting e%(p) = 47/137 we end up with a very high scale, far away
from any reasonable scale. This mathematical inconsistency can be resolved
if the full B-function has the zero at e% = e2, an ultra-violet stable fixed

point. This means that the solution of (2.31) for e% (1) always tends towards

e2 as p goes to infinity. The zero of (2.29) implies that we can tune g near

Qo = €2/4m in a way such that for A — oo, a gets an arbitrary finite value.
Thus, if such a fixed point exists, the continuum limit is non-trivial.

The zero of the S-function may be associated with a QED phase transition
in the bare parameter space. At this critical point €2, which is in the strong
coupling regime, the chiral symmetry of the massless theory is spontaneously
broken and the chiral condensate (1)1)) becomes non-zero. Later on the phase
structure of QED is discussed in more detail.

To find a solution to the Landau pole problem, QED has to be formu-
lated in a non-perturbative way. Thus, it was self-evident to investigate the
problem on the lattice (see e.g. [10,11]).

It should be mentioned that QED is not the only theory showing the
Landau pole problem. Every theory which is not asymptotically free suffers
from this problem.

Herewith the recapitulation of the basics of continuum quantum electrody-
namics is completed and it’s high time to continue with the introduction of
the space-time lattice.
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The space-time lattice

When doing QFT one has to deal with several types of divergencies. Reg-
ularization is an important tool to get rid of them. This in turn means a
kind of cut-off for some parameters. Up to the present several possibilities
are known to do so.

In 1974 K. Wilson [12] came up with the idea to introduce a space-time
lattice and put a field theory on it. The first question physicists were inter-
ested in was whether QCD is able to account for quark confinement. The
lattice allows one to use non-perturbative techniques and to keep gauge in-
variance; it therefore provides a way to make predictions in the low energy
range using numerical methods.

The next chapters will explain the main concepts of lattice gauge theory
with the focus on the U(1) gauge group.

3.1 Lattice regularization

In the quantum mechanical case the path integral is defined as a limit of a
finite-dimensional integral resulting from a discretization of time. This will
now be carried over to field theory by considering the functional integral as
a limit of a well-defined integral over discretized Euclidean space-time.

We begin with introducing a hyper-cubical lattice
AN=aZ"'={z|z,/a € Z} (3.1)

where a is the lattice constant and u = 1,...,4. A field ¢(z) is defined on
the lattice points x € A. Carrying over some analogies from the continuous

case we set
(f.9) = _a*f(z)g(x) (32)

x

12
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and define the lattice forward and backward derivative by
1 X
ML) = —(f(@ -+ af) = f(2)

ALg(r) = ~(g(x) — glx — ai) (33

where /i is the unit vector in the direction . We have

(ALf 9) = —(f. D9) (3.4)
This implies
(ALF ALY = =(F 0,00 = (f,81) (3.5)
where the lattice d’Alembert operator O = —AZA{E acts on functions as
1
Of (1) =) —5(2f(2) = flr +ap) = f(z —apr) . (3.6)

p=1

On such a lattice the fields ¢ and v are located on the sites, i.e. 9(z) and
().

3.2 (Gauge field discretization

The gauge fields are described by variables connecting different lattice points
with finite separation a. They point and act in certain directions and hence
they are provided with a vector index u. The local gauge invariance from the
continuum theory (2.7) has to be reflected by the transformation properties
of the lattice equivalent of the gauge field. Therefore we introduce so-called
parallel transporters. They are obtained from taking the path ordered expo-
nentials of the gauge field. Such a parallel transporter points from a lattice
point x in a certain direction p and is called link variable

U, (z) = eteatn(®@), (3.7)

The link variables are elements of the gauge group U(1) and transform under
local U(1) gauge transformations as

Uu(2) = A@)Uu()A @ + aft). (3.8)
The link variable has the property

U (z)= U;L(:C — aj) (3.9)

©w
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Y
A

A A

x T+ [ x T+ U
Uu(z) U_(x+f) = U;ﬂ(x)

Figure 3.1: Graphical representation of link variables.

and is therefore a directed quantity.

Unfortunately the lattice regularization scheme breaks the rotational or
Lorentz-frame independence. But in the continuum limit, as a — 0 all these
symmetries are restored.

The next step now will be to find gauge invariant quantities in terms of
these link variables.

In principle it is possible to consider the straightforwardly discretized
version of the gauge action (2.17). In this case the vector potential A, (z)
takes on values in the interval (—oo,+00) and we are talking about non-
compact lattice QED. This theory can be used to study the Landau pole
problem (see for example [10,11]).

Nothing forbids us to restrict the link variables to the interval (—m, +7].
The exponent can be seen as a phase, giving the same values for integer
multiples of 2. These link variables are called compact link variables (3.7)
and in this case we are talking about compact lattice QED. For more details
on compactifying QED the reader is refered to [12] or promised to later
chapters.

The simplest way to obtain a gauge invariant variable is to consider the
path-ordered product of such link variables around a closed path

Up=U,,(x) =U,(z)U, (2 + aﬂ)U/I(x + a2\ U} (). (3.10)

where the hat on the g and v denotes the unit vector in the particular
direction. U, is called plaquette variable and is visualized in Figure 3.2.

From this quantity the so-called Wilson gauge action or plaquette action
can be constructed

Sw=Su[U:] =B ) _ (1 - Rels(2)), (3.11)

xT,u>v

where 3 = 1/¢? is the inverse squared bare coupling parameter. This can be
seen if we take a closer look at the plaquette action in the continuum limit.
Therefore we use (2.5) and

ad, A, (z) = A, (x + i) — A (x) + O(a?). (3.12)
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Figure 3.2: The simplest gauge invariant object on the lattice: a closed loop,
called the Wilson loop.

Then we take the limit a — 0 and obtain for the plaquette action

SE:—§§:aﬂﬂA@F@@ﬁ+CXf) (3.13)

We immediately see the connection between the electric charge e in the con-
tinuum limit and the parameter 5 in (3.11)

g=1. (3.14)

By rescaling the gauge fields A, we can get rid of any explicit factor of a.
Therefore we can equally well put a = 1, i.e. use dimensionless quantities.

Such a discretization scheme is in a way arbitrary. But from universality
it follows that we can manipulate the behavior of the lattice theory by adding
terms which vanish as a — 0 but do not alter the physical properties in the
continuum limit.

3.3 Fermions on the lattice

The next step will consist of a discretization of the fermion part of the action
(2.18). Actually we are left with the problem of finding a formulation for
the derivative of the continuum Dirac operator on the lattice. This turns
out to be quite a difficult task. Furthermore we demand the Dirac operator
to have as many continuum properties as possible. This includes the correct
behavior under gauge transformations as well as the invariance of the action
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under charge conjugation, parity, rotations and translations. In addition the
Dirac operator is required to be vs-hermitean, i.e. Dvys = v;D7.

The problems arising from the discretization (the occurrence of so-called
doublers) of (2.18) are discussed in the next section 3.3.1. A first solution of
this dilemma is provided by the Wilson fermions, which are subject of section
3.3.2. Other ways of improving the continuum limit of fermions are well-
known and are mentioned afterwards in a short way. A major disadvantage
of these solutions is that they explicitly break chiral symmetry. The best
improvement is obtained from operators, which obey the so-called Ginparg-
Wilson equation [13]. More about these operators is discussed in chapter
4.

3.3.1 The naive discretization

We begin by considering the Euclidean Dirac equation
S = [ dwile) (0, + M)ula). (3.15)

where the Euclidean ~-matrices 75 satisfy the algebra

{/75775} = 26#1/'

From now on we will use the Euclidean y-matrices and the labels reminding
of this will be dropped again. The fields ) and 1) are four-component spinor
fields and will be labeled by Greek indices.

Let us begin with putting the fields on the space-time lattice. The fields
) and 1) then live on the lattice sites n which are separated by the lattice
spacing a. To write the action in form of dimensionless lattice variables
(denoted with a ”hat”) we have to scale M, ¥ and ¢. This can be achieved
by making the replacements

M—>%]\}[,

Ya(@) = —5ta(n), (3.16)
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and (5# is the antihermitean lattice derivative defined by

~

() = 5ldaln+0) = daln — ] (3.17)

The lattice version of (2.18) now reads

Z 1% aﬁ n m)lgﬂ(n)a (318)
n,m,,3
where
1 R
04,8 n, m Z 5 ’}/M aﬂ mn_HQ — 5m,n—ﬁ] + Mémnﬁa@. (319)
I

The correlation function

/ DYDY (Yha(n) ... Jﬁ(m) e S

(tha(n) .. dp(m).. ) = LA . (3.20)
[ Dy Dipe—5F
with the integration measure defined by
DYDY = [ dda(n) [T dibs(m), (3.21)
n,o m,3

can now be obtained by differentiating the generating functional
Zln. i = / DD ¢S+l ()i ()4 () ()] (3.22)

with respect to the Grassmann sources (see Appendix A.1). The integral
(3.22) can be performed, giving (see Appendix A.1)

Z[n, 7] = (det K )eXmmas T (WK (mng(m) (3.23)

The simplest case we can consider is the two-point function, which is given
by

((a(n) a(m)) = K3 (n,m). (3.24)

At this point let us take a look at the continuum limit of (3.24), which
corresponds to the physical correlation function

(a0 Galu)) = lim — Gy (5,2, Ma) (3.25)

a—0 a3

where Gug(n, m, M) = K 5(n,m).

«Q
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Let us switch to momentum space for a moment. On an infinite volume
lattice the Dirac d-function 9,,, is given by

T A
— ip (n—m)

whereby the hat on p = ap again denotes the non-dimensionality of these
variables. Using the Fourier representation of the delta function (3.26) in
(3.19) and we obtain

s d4ﬁ ~

Kog(n,m) = / R og(p) e ) (3.27)

. (2m)*

where

Kop(p) = =i Y (Y)as sin(p) + Mdag. (3.28)

m

Note that the integration in (3.27) is restricted to the interval [—m, 7|. Now
let us make the ansatz

Koftnm) = [ G Guatp et
s\ = ) Gy

where Gop(p) is the Green’s function in discretized momentum space and
execute the summation over o and /3 to obtain

; Y [ it Mas
Ko3(n,m) = ($a(n) s(m)) = / (27:;4[ %ngp TMQ] 8 i (n—m)
- p

(3.29)
The most obvious thing now would be to rescale 1[1 and M and to take the
limit @ — 0, keeping the quantities ¢, M, x = na and y = ma fixed. But this
means that we must know which quantities are to be held fixed. However, in
our naive procedure we arrive at the correct continuum limit (3.25). After a
trivial change in the integration variables we find that

) T A =i S VP + Mag oin (@)

(Va(z) ¥p(y)) = lim SO Cr T S e Ve , (3.30)

a—0

where p,, is given by
. I,
Pu =~ sin(p,a). (3.31)

The integral will be dominated by momenta which are small compared to
the inverse lattice spacing and we may set p, — p, + O(a?). Then the above
integral would reduce to the well-known 2-point function in the limit a — 0.



CHAPTER 3. THE SPACE-TIME LATTICE 19

Figure 3.3: Plot of sin(p,a)/a versus a in the Brillouin zone to display the fermion
doubling problem.

This is still not entirely satisfactory since sin(p, + m) = sin(p,,) all give the
same result p7(p,) = P, (py + 7). Thus, within the Brillouin zone the sine
function (3.31) has 16 zeros! This is the origin of the so-called fermion
doubling problem. Inside half of the Brillouin zone in each direction, near the
continuum limit, the deviation from the straight line behavior occurs only
for large momenta where both, p, and p,, are of order 1/a. What actually is
destroying the correct limit are the zeros of the sine function at the edges of
the Brillouin zone. The result is that there are sixteen regions of integrations,
where p, takes a finite value in the limit @ — 0. Fifteen of these involve high
momentum excitations of the order m/a, which give rise to a momentum
distribution having the form of a single particle propagator. Hence these
lattice theory actually contains sixteen species of fermions. In d dimensions
the number would be 2¢, meaning it doubles for each additional dimension.
The inclusion of the gauge fields does not solve the doubling problem either.

The chiral transformations, defined in (2.9) are realized on the lattice if
vsM + M~s = 0. The naive lattice action satisfies the hermiticity property
vsM~s = MT. Thus the Euclidean lattice action has to be antihermitean in
the massless limit for chiral symmetry to hold.

The question now is under which general conditions a lattice theory ex-
hibits doublers. The answer is given by the Nielsen-Ninomiya theorem [14].
Consider a generalized action such that S~'(p, M = 0) = iF'(p). Then the
corresponding lattice theory will have doublers, if:

e [(p) has a periode in momentum space of %’r
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e the momenta on the lattice are continuous in the range {0, 27}.
e F(p) is continuous in the momentum space

e F(p) — pu7y, for small momenta and coincides with the continuum
theory in the limit a — 0.

e the action possesses chiral symmetry.

We have seen now that our naive ansatz of discretizing the fermion fields is
accompanied by the occurrence of unwanted doublers. But fortunately there
are several possibilities to obtain the correct continuum limit, i.e. eliminate
the extra fermion species. They all have in common that one has to pay the
price that chiral symmetry on the lattice is explicitly broken. An alternative
way, neither without any problems, to retain a chirally symmetric formulation
(with only a local breaking of chiral symmetry) is provided by the Ginsparg-
Wilson relation [13] and is subject of later chapters.

3.3.2 Wilson fermions

This is the most popular way dealing with the doubling problem and was
first elaborated by Wilson in 1974. As already mentioned above there is
some freedom to add terms to the naive action in a way that the zeros of the
denominator at the edges of the Brillouin zone are lifted by an amount pro-
portional to the inverse lattice spacing. These terms of course have to vanish
in the continuum limit. A good candidate would be a second derivative:

S§") = Sp— 5 3 b(n) D), (3.32)

where 0 is the four-dimensional lattice Laplacian

Oip(n) = [2(n) — (n+ i) — d(n — )]

I

Here r is called the Wilson parameter, which is expected to be irrelevant at
the renormalization or finetuning of lattice observables. Therefore and also
for convenience we may set it later on equal to 1. By setting 1& = /%Y
and O = ¢?0, we see that the Wilson term vanishes with O(a) in the naive
continuum limit. Inserting for Ijl[)(n) one obtains for the Wilson fermion
action

SE =37 d(n) KW (m), (3.33)
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with
KW) = (M + 4r)6,m (3.34)

nm

1
- 5 Z[(T - Vu)am,n—i—,a + (7" + ’YN)(Sm,n—/l]
un

For r # 0 chiral symmetry is explicitely broken, even for M — 0. The Wilson
action now leads to the following two-point function

™/ d4p [_Z Z ’yuﬁu + M(p)} 6'L'p(acfy)

(Y(2)¢(y)) = lim B S M) , (3.35)
with )
M(p) = M + ;T 3 sin2(pu%). (3.36)

For any fixed value of p,, M(p) approaches M as a — 0. But near the
boundaries of the Brillouin zone M (p) diverges as a approaches zero.
The interaction matrix is often expressed in a manner containing the links

KU = Gum—r Y [0 =2)Un(0)0n s+ (r+7) Uf (0= )8 m] (3.37)

n>0

so that (3.33) becomes

S = 3" G KW [0 (m), (3.38)

with the so-called hopping parameter s

1

= ———— (3.39)
M + 2dr

and rescaled fermion fields by the coefficient \/2r/a3. Here d is the num-
ber of dimensions. Figuratively the local term tries to keep the fermion at
the same site while the non-local term makes the fermion hop to the near-
est neighbour site with strength x. The fermion matrix (3.37) exhibits the
following properties

e there is a remnant of discrete symmetries: 75K,%)T[U]”y5 = Kﬁ%)[U],
i.e. it is y5-hermitean

o D()An) K [UIAT(m)i(m) = 0(n) Kin (U} (m),
i.e. covariance under the gauge transformations (3.8).
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The adjoint KflVTZ)T is taken with respect to the coordinate and spinor indices.

From (3.39) we see that for the free theory in 4 dimensions the fermion mass
is given in terms of the lattice parameters x and r as

1 1 1
- (3.40)

with m = 0 at k = k. = 1/8r. In the interacting case we perpetuate (3.40)
but demand k. depending on the lattice spacing a. The renormalization of
k. implies that the fermion mass has both multiplicative and additive renor-
malizations and follows from the explicit breaking of chiral symmetry by the
term proportional to 7 in (3.37). Thus, Wilson’s solution for the fermion dou-
bling problem is accompanied with the unwanted effect of explicitly breaking
chiral symmetry.

3.3.3 More Dirac operators

The so-called staggered fermion formulation will be mentioned here just for
the sake of completeness without working out the details. For details the
reader is refered to [15,16].

To prevent the function (3.31) from vanishing at the corners of the BZ
we try to eliminate the unwanted fermion modes by reducing the BZ, i.e.
doubling the effective lattice spacing. Therefore in principle we have to dis-
tribute the fermionic degrees of freedom in such a way that the effective
lattice spacing for each type of Grassmann variable is twice the fundamental
lattice spacing and the action has to reduce to the continuum form in the
continuum limit. The doublers are transformed to 2%?2 fermion flavours by
means of the spin diagonalization of the naive action. This formulation is
invariant under global chiral symmetry transformations (2.9). However, in 4
dimensional space-time the staggered fermion model contains 4 mass degen-
erate flavours.

Yet another method to improve the fermion part of the action in the contin-
uum limit @ — 0 comes under the name of clover improvement (for details
see e.g. [16-18]). Sheikholeslami and Wohlert proposed to add another term
to the fermionic Wilson action

Sw + Cswiw(@UuVFuv(x)w(:[)'

o, are commutators of Dirac matrices (A.14) and F),, the discretized field
strength tensor.
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This completes the discussion of Dirac operators breaking chiral symmetry
and we may now write down the full QED action for e.g. Wilson fermions:

Son|U, ¥, 9] = 521—— - Uh)
+<M+4r>zzz<n>w<n>—§zw<n><r—w>m<n>w<n+m (3.41)

+P(n+ f)(r +7,) Ul (n)ip(n)].

To calculate any correlation function of the fermionic as well as of the link
variables, (3.41) has to be used in a path integral formulation. This is subject
to the next section.

3.4 Observables on the lattice

The lattice QED action for Wilson fermions (3.41) consists of the pure gauge
part (3.11) and the fermion part (3.38)

SQED[U ¢ ¢] [ ] + SW[U w 1/}] (3'42)

In order to extract measurable quantities we have to insert (3.42) into path
integrals. The path integral will comprise integrations over all U,,. These are
elements of a unitary group and the integrations have to be performed over
the whole group manifold, which in the present U(1) case is parametrized
by one real angular variable, restricted to the interval [0, 27). As the gauge
invariance of the action should not be quashed during the integration process
the integration measure must be gauge invariant as well and is given by

DU =[] dou(n). (3.43)

Here I have used the parametrization U, (n) = ¢®«("). The integration mea-
sure (3.43) is called Haar measure (see e.g. [19]). Now we can compute corre-
lation functions of the Dirac fields and link variables from the path integral
expression

<0> _ %/DUD@/}DQ/JO[U,Q,D,@ZJ}G_SQED[U’%M’ (344)

with the partition function (or normalization constant)

= / DU Doy Dy ¢~ Saen[U::4] (3.45)
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The fermion part of the action is a bilinear form in the Grassmann valued
variables ¢ and 1. The fermionic fields can be integrated out analytically
(see Appendix A.2). To this end we have to use the generating functional of
the theory. In our case it is given by

A
67 Zn,,m 1150‘ (’I'L) KUCﬁ (n’m)wﬁ (m)+2n,a [ﬁ‘l (n)wﬁ (n) +1/’a_(n)77a (TL)] ,

WU, 7,n] = ! / DU Dty Dy eS¢V (3.46)

where K,3(n,m) is the lattice Dirac operator (3.19). Making use of the
equations from Appendix A.2 we finally end up with

1 _ _
I/V[U7 7, 77] — E/l)(]det[(e—Sp[U}ezn,m,a,g na(n)Kaé(n,m)ma(m). (3_47)

With this expression fermionic fields appearing in the path integral can be
transformed into propagators, which depend on the gauge field only. Expec-
tation values can be obtained by differentiating (3.46) or (3.47) with respect
to the Grassmann valued sources 7,(n) and 7,(n).

It is not possible to calculate ensemble averages for products of Grass-
mann variables using statistical methods. But the fermionic contributions
to the action are bilinear in the fermion fields ¢ and 7 and hence we can
perform the Grassmann integrals and rearrange the path integral expression
for the euclidean correlation function into a statistical mechanical average
with a new effective action. Unfortunately, this action (due to the determi-
nant) depends in a non-local way on the bosonic fields to which the fermion
fields are coupled. And it is this non-locality which makes computational
evaluations of correlation functions so time consuming.

3.5 Renormalization on the lattice

The most important question in lattice theories is whether in the continuum
limit the integrated theory corresponds to any theory like QED, QCD, etc.
Or in other words, if there is a critical region in parameter space where
correlation lengths diverge and one can remove the cutoff. The procedure is
a variant of the renormalization group methods and is non-perturbative.
Suppose a lattice theory contains parameters ;. An example would be
£ in (3.41). Multiplying by suitable powers of the lattice constant a, all
Q; can be defined as dimensionless quantities Q; = aQ;. Suppose further
we must rely on a numerical calculation of (3.22) where the lattice spacing
does not appear. Now we introduce the physical correlation lengths &;. The
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corresponding lattice quantity éz will vary as a is changed. In the case a — 0,
& must diverge in order to keep the physical quantity &; fixed. Dimensionless

masses have the form .
M; = =, (3.48)

i
leading to the following expression of e.g. the exponentially decaying two-
point function with distance n between the two points in units of a:

(6:(2) sz + najt)) oc e /5. (3.49)

Inserting in this expression &; from (3.48), the typical behavior of the propa-
gator for a particle with mass M; is obtained. The divergence of éZ ifa—0
means that the continuum limit is realized for M; — 0 at a critical point
of the theory. Thus, a fundamental requirement for the construction of a
continuum limit is the existence of a continuous phase transition, i.e. the
transition must be of second or higher order for some critical values 5.

Another important condition for the renormalizability of a lattice theory is
the validity of a scaling behavior of the parameters approaching the criti-
cal point (); — Qf. Masses in lattice field theories usually have a scaling
behavior of the type

1

(2

or in the case Q) = oo,

1
— =aM; ~ Oéie_biQi, b>0. (351)

If one of the equations (3.50) and (3.51) holds, the limit Q); — QS for masses
can be performed resulting in
M; oy
M1 n aq ’

(3.52)

This is a nice result since taking a value for M; from e.g. the experiment
in GeV we easily obtain predictions for the other masses in the continuum
limit. Additionally, by solving (3.50) and (3.51) for a information about the
size of the lattice constant in (GeV)™! in the vicinity of the critical point is
obtained

1 1
a~ Eaﬂ@ —Q° a~ Eale’bQ. (3.53)
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This result shows that any calculation, both practical and analytical, should
be performed in the vicinity of the critical point.

Other physical quantities, like the coupling constant or the condensate,
are treated in a similar way.

QCD has the nice property of being asymptotically free and hence the
critical point is at ¢ = co. The scaling behavior of (3.51) holds with a value
of b known from renormalization group analysis. Thus quite reliable results
have been obtained by extrapolating quantities into the limit a — 0.

NN
~—_

Figure 3.4: Tuning the lattice spacing a in order to keep physics the same.

To gain better insight into renormalization on the lattice the situation is
depicted in Figure 3.4. Suppose the number of lattice points within the en-
closing circle corresponds to a bare quantity living on the lattice, for example
the mass M. We want to hold the quantity M (represented by the circle)
fixed by its physical value. As we make the lattice spacing finer and finer,
more and more lattice points migrate into the circle to keep the volume (M)
constant. Thus, if physics is to remain the same at all lattice spacings, the
bare parameters of the theory must be tuned to a in a way depending on the
dynamics of the theory.

3.6 The phase structure of compact lattice
QED

In the last section it was shown that a theory in order to be renormalizable
has to show critical behavior at certain points in parameter space. The
situation for QCD has already been mentioned above.

In the case of Abelian lattice gauge theory the situation is much more
complicated. For a more detailed discussion see [20]. For large values of 3,
i.e. small values of the bare charge, these theories have properties which can
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be proved by a perturbation expansion. In the case of QED this includes
the massless photon field and the Coulomb force between static charges, up
to higher order. So far this sounds satisfactory but as we decrease 3 below
some critical parameter [3., the theory exhibits properties quite different from
those at large 3. The expansion in this G-regime is called the strong coupling
or high temperature expansion. In this phase, the confining phase, phenom-
ena absent in the Coulomb phase, do occur: the gauge balls [21] acquire a
non-zero mass, the static potential between static charges is directly propor-
tional to the distance between them [12] and it amounts to the formation of
monopole-antimonopole pairs [22].

Including charged fermion fields will bring about additional parameters
to 3. For the case of staggered fermions, leading to a 3-dimensional phase
structure, see [23].

Here I will concentrate on Wilson fermions [24] with the additional pa-
rameter x, which itself will depend on 3 at the critical point of the theory:

ma = %(% . miﬂ)) (3.54)

Now the vacuum contains additionally a fermion condensate. Starting with

K T
|
o |
L __ = |
0.25 === %e(5) |
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\\ |
S
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~~ . chiral limit
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| Coulomb phase
0 |
0 B =~ 1.01 00

Figure 3.5: The phase structure diagram for compact lattice QED.

zero fermion mass leads to a spontaneous breaking of chiral symmetry, the
fermions gain mass and furthermore a massless pseudoscalar Goldstone boson
is present.

All these effects lead to two phases with totally different properties. For
large values of 3 everything ever heard about Abelian gauge theories holds.
But for small values of 3 the theory shows completely different properties
similar to QCD. The two phases are separated by a phase transition in a
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region where both, the weak and strong coupling expansion, break down.
This happens at 3 ~ (. where correlation lengths diverge. This is a point of
non-analycity.

Many interesting questions emerge concerning the confinement phase and
the phase transition. For example whether it is possible to construct a con-
tinuum theory preserving the properties from the confinement phase. If this
is the case there would exist a continuum theory which has not yet been
formulated as a lagrangian continuum theory. In order to push the contin-
uum limit the theory needs a critical point. An obvious candidate would be
the just mentioned phase transition. This point (and its immediate neigh-
borhood) is accessible only by numerical methods. It is of great interest
whether the phase transition is a continuous one or of first order. For the
Wilson action it turns out that the transition is of weak first order [25-27]
but still some calculations suggest a second order phase transition [20, 28].
For other actions the behavior at the phase transition is different.

Another thing of interest is the question whether the Landau pole problem
could be solved. No Landau poles occur if the phase transition would be of
second order. Other unexpected non perturbative results are obtained in the

0.7 ; ‘ ; ‘ ; ‘ 0.7— ; ‘
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Figure 3.6: The plots show the behavior of the mean plaquette action (Wp)
around the phase transition 3, ~ 1.011 for two different lattices.

Abelian lattice gauge theory by including simultaneously scalar and fermion
fields of the same charge, called the xU¢s-model [29].

From lots of calculations the critical point of the theory in the infinite
volume limit was obtained to be (3. ~ 1.011. This can also be seen in figure
3.6. Although the average plaquette action is not an order parameter, the
steep increase is an indicator for critical behavior. Note, that the larger the
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lattice becomes the more exactly the critical point is approached. This is of
course what we expect because of finite size scaling.

In what follows the properties of zero modes and possible connections
to gauge field topology are investigated. As we shall see, the zero modes
only occur in the confining phase and thus it is of interest to know about
the precise value of the critical coupling. For a calculation of (. with high
accuracy see [30].

3.7 (Gauge field generation

The so-called Metropolis method is in principle applicable to any system and I
will just talk about the basics. Suppose, we have a configuration C'. Then we
propose another configuration C” with a transition probability Py(C — C")
which only has to fulfill the following microreversibility requirement:

Py(C — C') = Py(C' — C). (3.55)

In the case of a U(1) gauge theory we suggest a new configuration by just
choosing one of the link variables and multiplying it by exp(ip), where p is
random variable from (—m, 7]. In this case (3.55) is clearly satisfied. The next
step consists in the question whether C” should be accepted or not. The rule
for making the decision is the following: if the action has been lowered, i.e.
exp(—S(C")) > exp(—S(C)), then we accept the new configuration. In case
the action has increased, the new configuration is accepted with probability

P !
o—5(C)

To this end a random number r from the interval [0, 1] is generated. Then
the new configuration is accepted if r < P. Otherwise we reject C’ and keep
the old configuration. It can be easily shown that this algorithm satisfies
detailed balance and is ergodic [15]. It is used in general to update a single
variable at a time.

The name overrelaxation stands for a particular way choosing the trial
element for updating. The aim of the overrelaxation algorithm is to speed
up the updating process. In this case a trial link variable is chosen far away
from the original one such that the action remains invariant. A possibility
then is to choose the new link as U’ = UyU ~'U,, with U, being an element of
the chosen gauge group. This method changes individual links although the
sum of plaquettes (and the action) remains unchanged. Hence the algorithm
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is non-ergodic. Instead of the canonical ensemble, this algorithm creates the
microcanonical ensemble with constant action. The main advantage of the
overrelaxation algorithm is hat it can be used to counteract critical slowing
down.

In practical computations these two algorithms are often used in common
and alternating to take advantage of both.



Chapter 4

Dirac operators and the GWR

In the last chapter several solutions to overcome the fermion doubling prob-
lem and to obtain the correct continuum limit have been discussed. But
they come with the unwanted concomitant effect of explicitely breaking chi-
ral symmetry. An abandonment of other essential properties like unitarity
and locality causes serious problems and hence usually chiral symmetry is sac-
rificed. However, in 1982 Ginsparg and Wilson wrote a paper [13] about the
lattice equivalent of continuum chiral symmetry, embodied in the Ginsparg-
Wilson relation, which will be the basis for the operators discussed in this
chapter. Although it is not possible to fully retain chiral symmetry on the
lattice some solutions which break chiral symmetry in a ’soft’ local way ap-
peared recently and are part of this chapter.

4.1 Ginsparg-Wilson fermions

Any chiral symmetric Dirac operator in the continuum limit satisfies the

relation

As already mentioned, this relation is violated by all Dirac operators from
the previous section because of the additional terms, which are necessary to
remove the doublers. In order not to explicitly break chiral symmetry a new
expression for the definition of chirality on the lattice is needed. In doing so,
(4.1) is modified by a term which vanishes in the continuum limit as a — 0
and we arrive at the Ginsparg-Wilson relation (GWR) in its original, full
form [13]:

¥5D + D5 = 2aDvys RD. (4.2)

Here a is the lattice spacing and R some local function of the gauge fields,
which value depends on the chosen Dirac operator. It can be used to optimize

31
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the spectral properties and often R is set to 1/2, leading to an exactly circular
spectrum. If the Dirac operator has no zero modes (4.2) can be rewritten in
the following form

1
R—= —nefD 4.
2@’75{ , Y5} (4.3)

and R can be seen as the measure of the amount of chiral symmetry break-
ing of the inverse Dirac operator. Obviously the term on the right hand
side of (4.2), which causes the breaking of chiral symmetry, vanishes in the
continuum limit. Thus, the chiral symmetry in the continuum limit is re-
stored. The modification of the Ginsparg-Wilson relation corresponds to a
modification of the chiral symmetry transformations (2.9) (see also [31])

g s GNPy, gei-Job, (4.4)

Several operators are known to fulfill the Ginsparg-Wilson relation either
exactly or approximately. Two of them, Neuberger’s overlap operator and
the so-called chirally improved operator, will be discussed in more detail here.

But afore some spectral properties of an operator satisfying (4.2) will be
worked out.

e Suppose |1)) to be an eigenvector of D with complex eigenvalue A

(75D + Dys)|ih) = (A + A") ys]¢) = (@ Dys D)|ib) = a AXs9), (4.5)

where I have used the v5-hermiticity of D. Reforming the last equation
yields

2
j@A:MR (4.6)

As X can be written as A = z+1y with x, y real, an equation describing
a circle around 1/a is obtained
2x 5 9 1, o 1
— =a"+ = (r—-)"+y =—. 4.7
Ty (0= P4y = (4.7)
Thus the Dirac operator has its eigenvalues on a circle around A = 1/a.
In the continuum limit, when a approaches zero, the circle becomes
larger, meaning that the unphysical doubler region moves in this limit
towards infinity and decouples from physical quantities.

e Consider an eigenvector v, of the Dirac operator, satisfying the equa-

tion D) = AJb.). Multiplying from the left with (¢.|ys and using
~s-hermiticity yields
(@5 D0e) = Mtbelyslte) = (| DIyslebe) = X (Wl yslipe).  (4.8)

Thus (¢.|75]1.) = 0 unless A is real.
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e Looking again at the equation D|¢,) = A|¢),.) and making use of

D' = 45D (4.9)

it is easily seen that
(5D = (e[ \". (4.10)

But this means that the complex eigenvalues come in complex conju-
gate pairs A\, \*.

Applying the projection operator (2.12) to eigenvectors 1), corresponding to
real eigenvalues, the zero modes, it is seen that

and vanishes for non-zero eigenvalues.

Currently three formal solutions to (4.2) are known: Neuberger’s overlap
operator [32,33], domain wall fermions [34] and the perfect actions [35, 36].
The only operator which can be constructed exactly is the overlap operator.
The other operators obey the Ginsparg-Wilson relation only in certain limits.
The overlap operator and its properties will be discussed in more detail in
section 4.2. Aside from the above named solutions an approximate solution
of (4.2) is also known. This is the chirally improved operator, which is a
good compromise between chiral properties and computation time and will
be discussed at length in the next section.

4.2 Overlap Fermions

A Dirac operator satisfying the Ginsparg-Wilson relation (4.2) preserves chi-
ral symmetry on the lattice without fermion doubling. In general no ultralo-
cal solution of the GWR does exist.

A few years ago Neuberger and Narayanan [32,33,37] came up with the
idea of the overlap Dirac operator. Neuberger’s overlap operator possesses
the nice feature of realizing exact chiral symmetry on the lattice and it can
be shown to have no fermion doubler modes. The massless overlap operator
D., has the form

D, — %[1 +se(Ho)] (4.12)

where H,, is some Hermitian Dirac operator, constructed from an arbitrary

Dirac operator
Hy = v5(s — Hy), (4.13)
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and € is the sign function. In general one uses for H, the usual Wilson Dirac
operator with negative mass term and s is a real parameter in the range
|s| < 1 which may be adjusted in order to minimize the probability for zero
modes of Hy. If H, is already an overlap operator D,, = H, for s = 1
because €(e(Hy)) = e(Hy).

The sign function may be calculated [38] by the spectral representation

e(Hy) =) ehilthi) (], (4.14)

(2

where |1);) denotes the i eigenvector. This definition cannot be used in
practical computations because for realistic calculations the Dirac matrix
is of size O(10* — 10°). The overlap operator has to be used many times
by entering diagonalization or conjugate gradient inversion tools and has to
be constructed newly for each gauge field configuration. Thus, in practical
implementations the sign function in (4.12) is calculated using

Hy Hy

E(H):ﬁ: \/Hiv%

One possible approximation of the inverse square root is to use Chebychev
polynomials [39]. This method provides exponential convergence in [d, 1],
where ¢ (and thus the order of the polynomial) depends on the ratio of the
smallest to largest eigenvalue of HZ. For small § a large number of terms is
needed.

A mnon-locality in Neuberger’s overlap operator can only arise from the
inverse square root in (4.15). In the SU(3) case the authors in [40] calculated
analytically bounds for the small field region and showed that Neuberger’s
operator is local with exponentially decaying tails. In the large field region
the locality could not be guaranteed for all fields but the authors [40] were
able to show that near zero modes of the inverse square root of (4.15) do not
by itself imply non-locality.

(4.15)

4.3 Chirally Improved Operator

The numerical implementation of the fixed point Dirac operator and the
overlap operator is a very (computation) time consuming and expensive task.
Thus, a new attempt for solving the Ginsparg-Wilson equation has been
suggested by [41,42], called the chirally improved Dirac operator D;. The
idea is simply to expand the most general lattice Dirac operator in a series
of simple basis operators on the lattice. As I have done some calculations
on the D¢, its construction and some properties will be elucitated in more
detail.
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4.3.1 Expansion

The derivative term on the lattice is usually written as

N —

4
> [Un @)y = Unl = )80 (4.16)
pn=1

But likewise we can write the derivative term having regard to all the sym-
metries as

4
1 - -
1 § [ (@ + 1)0s20, — Unle — @) 7' Ulw — 200) 15%—2;1,1/} - (417)

As there are many more terms one could think of, an ansatz for the most
general D must admit of a superposition of all discretization possibilities of
the derivative term.

In (4.16) we find a single hop in positive p-direction and a single hop in
the negative direction, corresponding to the plus and minus signs. In (4.17)
the hops are of length 2 and this can be continued to arbitrary lengths. In a
short hand notation [42] a path of length n is denoted by

<yl g, .. by >, L€ {£1,+2, 43, +4}. (4.18)

With this notation and the sign(l) abbreviated by s(I) (4.16) and (4.17) can

be written as
Z% > sl < 1>, (4.19)
l=%u

—Z%Z )< 1l>. (4.20)

l=%p

and

As we do not want the doublers to appear a term which distinguishes between
the physical modes p, = 0 and the doublers p, = 7 is needed. Such a term
is included in the standard Wilson term and has to come with a 1 in spinor
space. Further generalization of the Dirac operator means an inclusion of the
remaining elements I', of the Clifford algebra, i.e. tensors, pseudovectors,
pseudoscalar. We end with the following form of the lattice Dirac operator
[42]:

D= Zr > <hyly s,y >, (4.21)

peEP™

where the set P consists of paths p with length [p| and ¢} being the complex
weight correponding to p.
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The next thing to do is to demand for some symmetries of D. We want
to maintain translation and rotation invariance, invariance under charge and
parity conjugation and additionally ~s-hermiticity. The first thing, transla-
tional invariance is achieved through requiring the paths P¢ and their co-
efficients ¢ to be independent of the starting point, whereas the rotation
invariance requires a path and its rotated image have the same weight.Parity
demands to include for each path p the parity-reflected copy with coefficient
Spariy * Cp- Lhe signs s7, . are defined via v4T'ays = ), - Lo

More exciting is the inclusion of C' and 75-hermiticity. Both of them relate
the coefficient for a path p and its inverse p~! together. Thus all coefficients
¢, are restricted to be either real or purely imaginary. Furthermore, the
coefficents for p and p~" only differ in their signs, defined by CT,C = 53, -
I'? where T denotes transposition.

Collecting all the results we see that the paths in the ansatz group to-
gether and we obtain for the most general D (see also [43]):

«

DEH[81+SQZ<Z1>+832 <ll,l2>+34z<l1,l1>...:|

I l27él1 L
+Z’7# Z S(ll) [Ul <y > 49 Z (< ll,lg >+ < lg,ll >)
W li=%p loFEp
+v3<l1,l1>...} (4.22)
2

+ Z’YM%/ Z S(ll)S(lg) Z €5 [tl < li,lj > .. }

p<v Lh=+u ij=1

lo=*+v
3

—+ Z Yu Y Yp Z S(ll)S(lg)S(lg) €ijk |:CL1 < li, lj, lk > .. i|

pn<v<p li==%p,lo==Fv i,5,k=1

la==xp
4
s D sl)s()s)sl) D mn|pr < bk by b >
Li=+1,lo=+2 ij k=1

l3=+3,l4=+4

The v,-matrices are chosen to be in the Euclidean chiral representation, i.e.
Yo = ”yl, and hence all the coefficients s;, v;, t;, a; and p; remain real. The €’s
denote the totally anti-symmetric tensors with 2,3 and 4 indices, respectivly.

All paths in a group have the same length, are related by symmetries and
must come with the same coefficient (up to sign factors).

In (4.22) only the leading terms of an infinite series of groups of paths
is shown. Thus the dots in (4.22) indicate that longer paths are omitted.
Actually an expansion of (4.2) contains infinitely many terms as it is known
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that no ultra-local solutions of the Ginsparg-Wilson equation exists. Until
the practical implementation starts, the chirally improved operator is kept
in its most general form, i.e. no truncation is performed.

4.3.2 System of coupled equations and boundary con-
ditions

Having expanded the lattice Dirac operator we can insert (4.22) into the
Ginsparg-Wilson equation (4.2) and reform it to obtain

E=—D —~v5Dvs + v5DysD. (4.23)

Now FE is hermitean since D is 7s-hermitean. An exact realization of the
GWR would correspond to £ = 0.

To find a solution to the linear part of E is no problem. A little bit more
complicated is the computation of v5Dv5D but it can be done in a formally
straight-forward manner. First the two elements of the Clifford algebra are
multiplied together giving again an element of the algebra. Then the paths
of the two terms have to be multiplied. This works quite comfortable in the
above introduced short hand notation (4.18):

<oy lyy o by > x < U0 Uy 1 >=< Uyl L Ul >
(4.24)

In the case that two consecutive hops are opposed they cancel each other
< ll, lg, R lj—la lj, —lj, lj+1, R ,ln >=< ll, ZQ, R lj—la lj+1, Cey [, > . (425)

Applying this rule all products of paths are reduced to their true length. Then
the paths are rearranged with regard to their symmetry properties and one
again ends up with an infinite series. From that series the coefficients, each
itself representing an infinite series, are obtained. In order to find a solution of
the Ginsparg-Wilson equation the left hand side of (4.23) must be zero. This
means that the coefficients have to vanish simultaneously and we are left with
the problem of solving a system of coupled equations. Before trying to solve
the system of coupled equations we have to add boundary conditions on our
system. This leads to two additional equations: one including only terms
from the scalar sector and the other including only terms from the vector
sector. An additional degree of freedom is added by introducing parameters
2s(3) and z,(3). Each term in the boundary conditions is multiplied by a
certain power of these parameters, making high order terms less important.
The generalized boundary conditions take the form

0 = 51 + 8892, + 485327 4 85427 . .. (4.26a)
1= 2012, + 24v92” + duzz> + ... . (4.26b)
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The parameters are chosen such that they optimize the spectrum properties
of D near the origin.

4.3.3 Truncation

The expansion of the most general D led to a system of coupled equations
with infinitely many terms. The same is valid for the boundary conditions.
Therefore an appropriate truncation of D is needed in order to leave a finite
solvable problem. The arising question is where the truncation should be
performed.

In the beginning of this section when expanding the most general D we
have included paths of different length. Thus, the appropriate choice for
a cutoff parameter is given by the length of paths in each term in (4.22).
Figure 4.1 shows that the coefficients taken from table 4.1 roughly exhibit
an exponential decrease. Hence the negligence of longer paths provides the
searched cutoff parameter. Though a solution of the Ginsparg-Wilson cannot
be ultra-local [44], locality is achieved if the Dirac operator D, , decreases
exponentially as |z — y| increases. But there is also a practical part which
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Figure 4.1: Half-logarithmic plot of the coefficients. The cross corresponds to the
values obtained for 3 — 0o, the diamonds to 3 = 1.03. The lattice size is 8.

justifies the truncation. Of course, the more terms one includes from (4.22)
the better gets the approximation of the Ginsparg relation. But every new
term included increases the computing time. So one has to make a satisfac-
tory compromise between quality and numerical cost. It turned out that the
storage cost lies below the ones of the overlap operator but above the ones
of the usual Dirac operator.

At this place I add some remarks on the parameters and equations. A
solution of all equations for a finite parametrization of the Dirac operator
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would lead to an ultra-local solution. But this is not the case because the
system of coupled equations is overdetermined and a solution can only be
found for the leading terms, the path length again being the cutoff parameter.

After the truncation, leaving only paths with maximum length of 4 in
lattice units, one is left with a set of 51 parameters (13 scalars, 18 vectors,
15 tensors, 4 pseudovectors, 1 pseudoscalar and z,, z, from the boundary
conditions) and 99 equations (including the two boundary conditions). This
is the starting position for further calculations.

4.3.4 Solving the system of coupled equations

Many lattice calculations involving the chirally improved Dirac operator have
been done recently [38,41,42,45,46] for QCD and it turned out that the D,
provides a completely alternative possibility to do lattice calculations within
an acceptable amount of time and costs.

My aim was to implement D¢, for lattice QED. First of all I should
mention that [ was able to do some calculations in the Coulomb phase but
didn’t succeed in solving the system of coupled equations for the confining
phase satisfactorily.

In order to obtain values for the huge set parameters for the chirally im-
proved operator first of all I tried to find some similarity in the their behavior.
To solve the system of coupled equations I have used the Minpack-package,
providing several ways to deal with systems of non-linear, coupled equations,
a conjugate gradient program and Mathematica. Especially Mathematica was
quite handy to use when one already has a good idea for the starting values.
In the free case, with all gauge links set to 1.0, a calculation and plot of the
eigenvalue spectrum was quickly obtained. I started with a set of 6 param-
eters and continued by adding more and more parameters. For every new
parameter I recommenced from the free case, slowly approaching the critical
value of B, = 1.01 until § = 1.03, where I still obtained good results for the
parameters [ have chosen. To match the number of expansion coefficients a
new equation had to be included for every new parameter. The criterions for
choosing these equations were:

- the equation which contains all parameters was always included;
the boundary conditions (4.26a) and (4.26b) were always implemented

- in order to meet locality requirements of the Dirac operator the shortest
paths should be more important then larger ones

- large coefficients of the parameters will give bigger contributions
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Figure 4.2: The free case, 3 — oo, all gauge links are set to 1, lattice size 8%.
The parameters are taken from table 4.1. Note, that near the origin, the region of
physical interest, the eigenvalues lie on the Ginsparg-Wilson circle. The plot was
done with Mathematica.

- linearly occurring parameters are more important, because all param-
eters (except the first one in the scalar sector) are (much) smaller than
1

Despite the above named criteria giving at least a short guide line, the equa-
tions have to be chosen very carefully because many combinations do not fit
together.

The equations for the boundary conditions still contain some freedom for
adjusting the spectrum. A reduction of z, leads to a displacement of the
spectrum on the real axis to the left and is used to adjust the spectrum so
that it runs through the origin, corresponding to m = 0. A reduction of z,
stretches the spectrum in imaginary direction. Choosing these parameters
identical led just in the case for big § (6 ~ 5 and higher) to some proper
results. The splitting between 2z, and z, becomes larger and larger as (3
reaches (.. Actually one can impose boundary conditions also on the tensor,
pseudovector and pseudoscalar sector [43], but this has only been done for
the tensor sector without improving the result significantly.

Table 4.1 shows the parameter values for the free case and for two values
of B near the phase transition. Figure 4.3 shows the physical interesting part
of the spectrum close to the origin. All the above named results were actually
easily obtained in the Coulomb phase.

The next step would of course lead into the confining phase. But this
was not that easy. Going below § = 1.03 the spectrum started to shrink, the
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B=00 |B=103 |B=105
sl | 1.390137 | 1.621192 | 1.620093
2 | -0.023669 | -0.022216 | -0.022109
3 |-0.019902 | -0.021383 | -0.021137
s5 | -0.001719 | -0.001435 | -0.001421
s8 | -0.003074 | -0.003773 | -0.003763
s10 | -0.000612 | -0.000420 | -0.000410
s13 | 0.009736 | 0.001171 | 0.001663
vl | 0.017454 | 0.019790 | 0.019665
v2 | 0.034295 | 0.040631 | 0.039696
v4 | 0.000776 | 0.003264 | 0.003362
v5 | 0.001406 | -0.000333 | 0.000388
t1 | 0.000043 | -0.002169 | -0.001545
2 | -0.041665 | -0.027316 | -0.028861
t3 | 0.010719 | 0.011143 | 0.011073
t5 | 0.017047 | -0.048020 | -0.042481
Z | 1.0 0.963 0.973
Z | 1.0 0.883 0.878

Table 4.1: The first column shows the Dc; parameter values for the free case,
whereas the other two columns show parameter values somewhat above the phase
transition.

eigenvalues crowded in the middle of the Ginsparg-Wilson circle. Neither
a big change in the adjusting parameters z; and z, nor choosing different
parameters and sets of equations helped out of this dilemma. Also the above
named criteria did not apply. It seems that the phase transition has big
influence on the parameters. But as there are no general rules for selecting
those one is quite lost.

What remains are some open questions and ideas which could eventually
apply to the QED confining phase.

The phase transition seems to destroy the 'memory’ of the parameters
from the Coulomb phase. Maybe one has to start again with a small set of
equations in the confining phase. Also other equations and parameters may
become important and in general new criteria for selecting those should be
chosen. Possibly two boundary conditions are too less and other ones may
become relevant as well.

This was a short summary of the calculations and the results I did on the
chirally improved operator. As already mentioned, without finding general
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(a) (b)
Figure 4.3: Results from 8! lattices. (a) shows the lowest 80 eigenvalues

at 5 = 1.05. (b) shows the lowest 50 eigenvalues at § = 1.03. The circle
indicates the GW-circle with radius 1 and center at 1.

applying rules for involving new parameters and/or equations, this is quite
an extensive task. Nevertheless, spectrum information can be obtained in a
much faster way than using the overlap operator and in a much more precise
way than using only the usual Wilson operator.



Chapter 5

Technical part

In this chapter the motivation and technical background for the study of zero
momentum modes is presented. First the topology of the gauge background
is explored. Thereafter the essential features of zero-modes are discussed.
Whenever possible a connection between those subjects will be established.

5.1 Motivation

The Atiyah-Singer index theorem [47] relates the topological charge of the
background gauge field configuration to the number of fermionic zero-modes
of the Dirac operator. A major progress in understanding the manifestation
of the index theorem on the lattice was the realization that the eigenvectors of
the lattice Dirac operator with real eigenvalues should be interpreted as the
lattice counterparts of the continuum zero-modes (cf. collection of results
in [48]). This can be understood from the fact that only eigenvectors v
with real eigenvalues can have non-vanishing pseudoscalar matrix elements
(¥ |y51), like the zero-modes in the continuum.

The Atiyah-Singer index theorem states a particular connection between
the background gauge field and the fermionic fields. Hence it is of interest
to study the topology of the gauge background as well as the properties of
the zero modes of the Dirac operator. The next step would be to look for
possible connections between those.

In this chapter the background and technical details of both, the zero
momentum modes and their possible relation to the gauge background are
discussed.

43
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5.2 Topology of the gauge background

In three dimensions a theory with internal symmetry group U(1) shows con-
finement for all values of 3. This can be understood as the result of topologi-
cal excitations [49,50]. Thus it is naturally to ask which topological artefacts
are contained in 4-dimensional QED. In the next subsections topological ob-
jects of the gauge field configurations like monopoles, Dirac sheets and others
will be discussed and possible connections to the zero mode occurence of the
Dirac operator will be established. The authors in [51] conjecture that chi-
ral symmetry breaking in compact lattice QED can be ascribed entirely to
monopoles.

The appearence of confinement in three dimensions can be led back to the
occurrence of magnetic monopoles. The search for monopoles makes use of
Gauss’s law. By measuring the total magnetic flux passing through a closed
surface in the lattice we can determine whether or not the surface closes
about a monopole.

As we shall see in the next section lots of effort have been invested in
order to ascribe confinement in QCD to monopole condensation. In compact
lattice QED, magnetic monopoles occur naturally in the confining phase.
The study of those may serve to better understand the confining mechanism
in QCD. The interested reader is refered to [51-56].

First we rewrite the Wilson action (3.11) in the form

SUl=p Z (1 —cosOy ), (5.1)
T, u>v
where the link variable U, , = exp(if,,) € U(1) and §,, € (—m,7]. The
plaquette angles are given by 0, ., = 0y, +0s1p,p — Outop — O € (—4m, 4m).
Then the flux can be defined for small angles 6 by [22]

ds-B=>" ds“%ewp(vyep —V,0,) =Y b, (5.2)
surface surface
where 05 is the oriented plaquette angle. According to this definition the net
flux for any closed surface would be zero because each link appears twice,
once with plus and once with minus sign.
Now we assume according to [22] that the plaquette angle 6, ,, consists
of a physical flux 6, ,, which lies in the range (—, 7] and Dirac strings which
carry 27 units of flux. Then we obtain

em,uu - éx,;w + 27Tna:,uua (53)

where ng ,, = 0,£1, %2 is the number of Dirac strings passing through the
plaquette 0, ,,. Plaquettes with n,,, # 0 shall be called Dirac plaquettes.
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The monopole content of 3d cubes is obtained by simply counting the number
of Dirac strings entering or exiting the cubes

2 My ) = Vo€poulao i = 2T€ 000V oMy - (5.4)

The middle part of (5.4) is the lattice equivalent of M(z) = V - B. Adding
multiples of 27 to any of the link variables can move the Dirac strings but
cannot change the net number entering or exiting a volume. From the above
said it is clear that we have to choose the compact formulation of QED in
order to extract the topology discussed here.

In close respect to the monopoles are the Dirac sheets. The dual integer

valued plaquettes
. 1
nx,,uz/ = §€}LVp0nz,p,0' (55)

form Dirac sheets bounded by the worldlines of monopole-antimonopole pairs.
Dirac sheets can also be closed surfaces in the absence of monopoles and an-
timonopoles due to the periodic boundary conditions. Monopoles are topo-
logically point-like objects in 3 dimensions and their worldlines on the dual
lattice are closed, either within the lattice volume or by the periodic bound-
ary conditions. A Dirac sheet in a 2-dimensional plane on a 4-dimensional
lattice must contain at least L - L Dirac plaquettes.

In 4 dimensions the monopoles become 1-dimensional, and, due to the
magnetic flux conservation, they form closed loops. Instead of (5.4) one can
also calculate the net flux through the volumes

1 _ _
2rM,, = 56,,0“1,(9#,,,“0 —Opvs), (5.6)

where M, (z) can adopt the values 0, +1, £2. It is clear that adding multiples
of 27 to any of the link variables can move the Dirac strings but does not
change the net number entering a volume. To count the monopoles in the
whole system the monopoles from the subsystems (in my case cubes of unit
volume) are simply added up.

The magnetic charge M, which is defined in (5.6) and has the following
properties:

e M is quantized and assumes the values 0, +1, +2
e In the case M # 0 there exist a magnetic current j.

e The monopole currents are conserved and form closed loops on the
lattice. The loops are closed either by the lattice volume or by the
periodic boundary conditions.
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5.3 Zero modes of the Dirac operator

In chapter 4 we have seen that (¢|ys|1)) is zero unless the eigenvalue \, sat-
isfying D) = A|¢)), is real. Furthermore, applying the projection operator
P, defined in (2.12), we obtain the chirality £1 of the zero modes. Only
exact zero modes should have definite chirality. For later convention a zero
mode with (¢|Ps|yp) = £1 is called right-(left-)handed.

Having obtained a lot of spectra we have to identify eigenmodes as zero
modes. Using the overlap operator from the last chapter we know that the
eigenvalues have to come in complex conjugate pairs (4.10) and are projected
somehow on the unit circle. The real eigenvalues of the kernel Dirac operator
in the physical part of the spectrum are projected to the left and characterized
by having a zero imaginary part.

5.3.1 Localization properties of zero momentum modes

It is well-known in QCD that if we have an instanton configuration, the Dirac
operator will show a zero mode localized in space-time around the center of
the instanton [46,57]. Nothing is known about the localization properties of
zero modes in QED. In order to quantify the localization, gauge invariant
observables, which inherit this localization, have to be consulted. To gain
a bit more insight into the properties of these zero modes is subject of this
chapter.

The simplest gauge invariant quantity which displays this localization is
obtained by summing |)(z,d)|? over the Dirac indices d at each space-time
point z. The lattice version of this scalar density p(z) is given by

plx) = v(z,d)Y(z,d) = ¥i(x)(@), (5.7)

where 1(z, d) is an eigenvector of the lattice Dirac operator, normalized in a
way that

Zp(x) = 1. (5.8)

For an eigenvector 1, being a zero-mode of our Dirac operator, v5¢ is also
an eigenvector with y51) = 4 because as 72 = 1, the eigenvalues of 75 can
only be £1. With this knowledge the so-called chirality is defined as

ps(@) =Y w(w, d) sz, d) = F ()50 (@), (5.9)
d

The chirality actually provides a measure for the amount of chiral symmetry
breaking because it takes on its largest value for the zero modes, namely
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+1, and is zero otherwise. Again it is assumed that the eigenvectors are
normalized.

Of course one can define many more gauge invariant densities p,(x) in
the same manner as (5.7) and (5.9).

A convenient localization measure taken over from condensed matter
physics, the so-called inverse participation ration, is introduced for further
quantization of the localization (see for example [38]). It is defined as

I=VY px) (5.10)

where V' is the volume of the lattice. To become acquainted with this variable
a closer look at some extreme values I can take on may be helpful [58].

e [ is largest if the whole contribution to the density results from one
lattice point . With the normalization condition (5.8) this states that

p(r) =0, and p(x)® = Gy (5.11)

Summing p(x)? over all lattice points z we obtain 1 and thus the inverse
participation ratio (5.10) is [ = V.

e Now we assume the opposite case, namely the density is equally dis-
tributed on all lattice sites,

1 1
= — and = — 5.12
pa) = and pe)® = (512
In this case the summation of p(z)? over all lattice points is V' and the
inverse participation ratio gives 1.

e Another case of interest occurs if we have n non-overlapping objects,
each occupying a volume Vj and p(z) = r inside the volume. Outside
of the volume p(z) = 0 and hence r = 1/nV}. The inverse participation
ratio now gives

"1 174 1
I = == 1
Vv T T e (513)

where p = nVj/V is the density of the objects. Note that for p = const,
I should be independent of the volume V.

From the cases considered above we can conclude that the inverse partici-
pation ratio is large if the scalar density is localized and decreases to 1 the
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more the density is spread out. Thus it is an appropriate measure for the
localization of an eigenmode.

Analogously to (5.10) the pseudoscalar inverse participation ratio is de-
fined by

I =V ps(x)”. (5.14)

This is a measure for the localization of the pseudoscalar density ps(x). In
the case of exact zero modes, I5 is equal to I because p(z) = |ps(x)| for these
configurations. This is because of the chirality of the zero modes which is
+1. Generally it follows from (5.7) and (5.9) that

p(x) > [ps()] (5.15)

and from (5.10) and (5.14) we obtain
1> (5.16)

If we consider an eigenmode corresponding to an eigenvalue far from the
origin, ps(x) will be much smaller then p(z) and fluctuate around zero. In
this case I is expected to be significantly smaller than /. But the closer the
eigenvalues come to zero the more increases I and the ratio I5/1 is expected
to be close to 1.

5.3.2 [I', densities

In the last section we have seen by looking at the inverse participation, a
measure for localization, that we can expect clearly localized objects in the
confinement phase of QED. As already mentioned there are more then only
the scalar and pseudoscalar densities which one can consider. For every
element of the Clifford algebra we can define a density in the same manner
as (5.7) or (5.9)

Po(x) =Y t(x,d)Toth(x,d) = ¥ (2)Toeh(x), (5.17)

where T', denotes an element of the Clifford algebra (for the notation and
numbering of I', see the appendix). The idea behind the calculation of the
different densities is to see whether the right and left handed zero modes are
sensitive to different topological sectors and whether there are interrelations
between the different I', densities.

When analytically calculating (¢ (z,d)|Is¢(x,d)) a certain correlation
between the elements of the Clifford algebra I', is expected concerning the
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WT50) = +1 | (@T150) = —1
b1 =rn b1 = —Pu
P2 = P12 P2 = —P12
b3 = P13 b3 = —D13
b1 = P14 P4 = —DPua

Ps = —D1o Ps = P1o
Ps = P9 Ps = —DP9
Pr = —Ds Pr = —Ds
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Table 5.1: The table shows the interrelation between the densities of the different
topological sectors, expected from the commutation relations between the Dirac

matrices.

chirality of the eigenmodes. Table 5.1 shows the expected interrelation in
the densities (5.17) between the I',’s for different chirality. Note, that the
usual used =5 is denoted by I';5 now! The results in the table are simply
obtained by using the anti-commutation relation for the Dirac matrices v,

and 5 (I'i5).



Chapter 6

Results and Discussion

The first sections contain a summary of the results I have obtained by fol-
lowing the afore described methods and ideas. An attempt of interpretation
and discussion of the results is attached. At the end of this chapter some
visualization of the localization of modes is presented.

6.1 (Gauge fields and Diagonalization

To obtain the background gauge fields I have used the Metropolis updating
algorithm discussed in section 3.7. All configurations are well uncorrelated,
separated by 5000 updating sweeps, each sweep consisting of 3 Metropolis
and one overrelaxation step applied to every link on the lattice. Different
values of J were used in the Coulomb phase as well as in the confining phase
but most of the calculations were done for 3 = 0.99, just below the phase
transition in the confining phase (this is actually only valid for a lattice size
> 8%).

For the values of (3 near the phase transition I have produced several hun-
dred well uncorrelated configurations on the 4, 6* and 8* lattices and 100 on
124 lattices. The number of configurations deep in the confining phase and
in the Coulomb phase was kept lower.

For the computation of the eigenvalues and eigenvectors the so-called implic-
itly restarted Arnoldi method [59] was used. This is a diagonalization routine
for large, sparse non-hermitean matrices. As input operator I have used the
overlap operator with the usual Wilson operator, built up from the before
produced gauge field configurations, as kernel. From the overlap formalism
(section 4.2) we know the physical part of the spectrum to be near the origin.
Thus, only the lowest 12 eigenvalues and eigenvectors were calculated for the
8%, 6% and 4* lattices, whereas on the 12* lattices the lowest 10 eigenvalues

50
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were calculated. The search criterion for the eigenvalues was their modulus,
meaning the computation of eigenvalues around the origin until the desired
number and accuracy was achieved.

6.2 Zero mode statistics

In the next step it was of interest to look for exact zero modes of the Dirac
operator. The criterion for identifying an eigenvalue as a real one was the
condition, that the chirality is +1.

Ho n(()O) n(()l) n(()2) n(()3) ngot

400 | 397 | 3 0 0

400 | 376 | 24 0 0 24
0
)

o || o || &~ || t~

500 | 323 | 173 4 181

12 | 100 36 44 15 89

Table 6.1: Number of zero momentum modes ng/) with degeneracy v for different

lattice sizes and 3 = 0.99.

Hoon | 0| R n@ ] piet
400 321 76 3 82

400 253 143 4 151
400 165 206 29 264

o || O || B~ ||

)

Table 6.2: Number of zero momentum modes n ’ with degeneracy v for different
lattice sizes and 3 = 0.9.

In the confined phase lots of zero modes were found whereas no zero
modes appeared in the Coulomb phase. The zero-mode number is depicted
in table 6.1 for 8 = 0.99 and in table 6.2 for § = 0.9. n(()y) denotes the number
of configurations showing ng zero modes with degeneracy v. Thus, the total
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number of zero modes of all configurations for a given lattice size is
o
niot = Z vng. (6.1)
v=1

For 3 = 0.99 the highest observed degeneracy was 3 on the 124 configurations.
No zero modes were found in the Coulomb phase.

The small number of zero modes on the 4* lattices can possibly be ascribed to
the fact that phase transitions on smaller lattices take place somewhat below
(. or that the lattice is to small and finite size effects become important.
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zero mode degeneracy v

Figure 6.1: The plots show the number of zero momentum modes versus the zero
mode degeneracy for two values of the inverse coupling. On the y-axis the number
of zero modes is divided by the number of configurations.

The importance of finite size effects can be visualized even more clearly.
Figure 6.1 shows the number of exact zero modes with plus or minus chirality
for two different values of 3. The scale on the x-axis denotes the degeneracy
v with the sign being the chirality +1. The scale on the y-axis represents
the number of zero modes divided by the number of configurations. Clearly
a volume dependence of the degeneracy of the zero modes is seen. The zero
mode degeneracy is increased the more volume is available. This can be
observed for both 7 =0.99 and g = 0.9.
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Figure 6.2: This figure shows the logarithm of the number of the zero modes
normalized by the number of configurations versus the logarithm of the volume.

In figure 6.2 the total number of zero modes, defined in equation (6.1),
divided by the total number of configurations is plotted against the volume
in a double logarithmic plot for two values of 3. Both lines tend to reach
the value nf* /N = 1 as the volume increases. But this implies that in the
infinite volume limit all configurations should exhibit zero modes. On the
other hand this again supports the importance of finite size effects in small

lattice volumes.

6.3 Monopole statistics

Having obtained the configurations exhibiting exact zero modes the next
step was to look at the topology of the configurations themselves. Possible
relationships between the zero mode degeneracy and the topological objects
are tried to be established.

Following the definitions from section 5.2 the percentage of monopoles of
the whole lattice volume was calculated. To obtain the correct normalization
the monopole number is divided by 4 - L* because on the dual lattice the
monopoles are one-dimensional objects and from equation (5.4) we see that
we also have to take the four directions p into account. The number of
Dirac plaquettes in a 2-dimensional plane is calculated as well. This quantity
is called a Dirac sheet by the authors in [55]. As Dirac sheets defined in
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L v Npp/V T,
4 0 0.034(7) 6.15
4 1 0.075(52) 11.98
6 0 0.026(3) 11.90
6 1 0.028(9) 12.1
8 0 0.016(4) 11.88
8 1 0.016(5) 11.85
8 2 0.016(7) 11.2
12 0 0.0065(18) 11.75
12 1 0.0075(20) 11.90
12 > 0.0063(23) 11.85
12 3 0.0065(29) 12.13

Table 6.3: Percentage of monopoles %n,, of the whole lattice volume and number
of Dirac plaquettes in a two-dimensional plane np, per lattice volume for different
lattice sizes and zero mode degeneracy v at § = 0.99. The values in the table
are averages over all configurations. The numbers in brackets denote the relative
error.

equation (5.5) are gauge invariant objects I will refer to them simply as
Dirac plaquettes. In the same step the magnetic charge M from equation
(5.6) was calculated.

The results for the monopoles and Dirac plaquettes are shown in tables
6.3 and 6.4 for two different values of 3 in the confining phase. The second
column denotes the zero mode degeneracy v. At these 3 values a large
number of monopoles was found. At § = 0.99 more than 10 percent of
the lattice volume consisted of monopoles. This value is increasing as the
coupling becomes stronger and at f = 0.9 we observe nearly 20 percent
monopoles. All lattice sizes and topological sectors v show nearly the same
monopole percentage except the 4% lattice at 3 = 0.99. The reason was
suggested in the last section and may be due to finite size effects or the
smaller (3, value for smaller lattices.

The number of Dirac plaquettes slightly differs on the different lattices
but is nearly constant for all topological sectors for a given lattice size.
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L v Npy/V Yonm
4 0 0.062(9) 19.40
4 1 0.064(18) 19.48
4 2 0.054(20) 18.93
6 0 0.027(8) 19.45
6 1 0.026(9) 19.38
6 2 0.034(13) 18.73
8 0 0.016(4) 19.56
8 1 0.016(5) 19.45
8 2 0.016(7) 19.28

Table 6.4: Percentage of monopoles %n,, of the whole lattice volume and number
of Dirac plaquettes in a two-dimensional plane np, per lattice volume for different
lattice sizes and zero mode degeneracy v at 3 = 0.9. The values in the table are
averages over all configurations. The numbers in brackets denote the relative error.
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Figure 6.3: The plot shows the exponential suppression of monopoles in the

Coulomb phase.

On the other hand the number of monopoles is exponentially decreasing
(Figure 6.3) as @ shifts through 8. but doesn’t vanish completely until § ~
1.6, depending on the lattice size. The stronger the coupling the more the



CHAPTER 6. RESULTS AND DISCUSSION 56

monopole number increases. As § — 0 it is expected that the whole lattice
volume consists of monopoles.

The same exponential decrease in the Coulomb phase was also observed
for the number of Dirac plaquettes.

Concerning the magnetic charge it was found that for § ~ (. almost all
monopoles have magnetic charge M = +1. As a cross-check the net magnetic
flux (see section 5.2) through the whole lattice volume was calculated and
always obtained to be zero.

By looking at the tables 6.3 and 6.4 and comparing the values for different
topological sectors obviously no clear correlations can be concluded. Some
values are somewhat different from others but this may be due to the low
statistics. We may draw the conclusion that no relevant relationship bet-
ween the zero mode degeneracy of the Dirac operator and the occurrence of
topological objects of the corresponding background gauge field at this stage
can be established.

6.4 Density of the smallest eigenvalues

Interesting conclusions can also be drawn by the studies of the near zero
modes and hence it may be worth to throw a short glance at those.

Chiral symmetry breaking is a key feature of the theory of strong inter-
actions, QCD. This is accompanied by the creation of a chiral condensate
(np). Tt is related to the density of eigenvalues p(\) of the Dirac operator
at the origin via the Banks-Casher relation [60] and this in turn is related to
the pion mass via the Gellmann-Oakes-Renner relation [61]. Compact lattice
QED shows a confining phase for certain values of the coupling constant and
hence we might also expect the appearance of a chiral condensate. The con-
densate is built up from the small eigenvalues and hence it was self-evident
to look at the smallest eigenvalues of the Dirac operator.

The distribution of the smallest eigenvalue p(\,,;,) for a given lattice size
L is obtained by binning the imaginary part of the eigenvalue and counting
the number of eigenvalues in each bin. The result is shown in figure 6.4 for
two different values of 3 and the topological sectors v = 0, 1. The exact zero
modes have been left out. The sector v = 2 and the distribution for L = 4,6
in the v = 1 have been left out because of the low statistics.

A common feature of all of the figures in 6.4 is that the smallest eigenval-
ues start to crowd near the origin as the lattice size increases and (3 decreases.
In the sector v = 0 and 3 = 0.9, p(\...) reaches zero already on 4% lattices
whereas at § = 0.99 only larger lattices have eigenvalues near the origin. The
distribution in the topological sector v = 1 is clearly farther from the origin
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Figure 6.4: The plots show the distribution of the smallest non-zero eigenvalue
P(Amin) on the y-axis versus the imaginary part of the eigenvalue. The left-hand
plot (a) corresponds to 3 = 0.99 whereas the right-hand plot (b) represents the
data at § = 0.9. Notice the difference in scaling on both axis.

then in the sector v = 0. This may be understood from the fact that the
'space’ at the origin is already occupied by a zero mode (which have been left
out in the distributions p(\,.,)) and is a typical feature in random matrix
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theory.

From the presence of near zero modes very close to the origin the build-up
of a chiral condensate is supported.

On the whole the distributions in figure 6.4 show a similar shape. This
can be explained by random matrix theory, which predicts the statistical
properties of the spectrum near the origin based on universality arguments
[62]. For a study of the statistical properties of the low lying edge of the
spectrum in lattice QED see for example [55,56].

6.5 Localization

Until now it has not been checked whether the zero modes and near zero
modes are localized or not. In subsection 5.3.1 the inverse participation ratio
as a suitable measure for the localization of eigenmodes was introduced. In
order to observe the predicted localization also the exact zero modes have
been included.

The inverse participation ratio (5.10) is shown in figure 6.5. It is obtained
by binning according to Im(A). The obtained distributions are symmetric
with respect to the real axis and hence only the part with Im(A)> 0 is
shown. For all values of 5 and lattice sizes (I) is large in the vicinity of the
origin, meaning that the zero and near zero modes are localized objects. It
should be mentioned here that for single exact zero modes (I) reached values
of about 5 — 7, which is significantly larger than for the non-zero modes.
Thus we can conclude in agreement with assumptions made in subsection
5.3.1 that the exact zero modes are localized are well localized objects.

The also mentioned pseudoscalar inverse participation ratio has not been
calculated explicitely but its properties will be clear when discussing the
results for the densities from different topological sectors in the next section.

6.6 Other densities

In subsection 5.3.2 it was pointed out that the scalar and pseudoscalar den-
sities are not the only ones one can consider. Actually there are 14 more and
the question is whether the left- and right-handed zero modes are sensitive
to the different densities and if the expected interrelations from table 5.1 are
fulfilled.

The definition of the I'-matrices can be found in A.3. For the calculation
of the densities equation (5.17) was used. Note, that I';5 in this context is the
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Figure 6.5: The graphs show the inverse participation ratio for different lattice
size and different 3. Notice the difference in scaling on the y-axis for the L = 12
lattice.

usual 75! In order to check whether the interrelations predicted in table 5.1
hold, certain densities are compared because they are expected to give the
same result. If we consider for example an eigenmode with (¢|I'15¢) = +1,
it follows that |¢)) = [['15¢) and thus e.g.

b1 = <¢’F1F15W> = <¢|P1|¢>- (6'2)

The pseudoscalar density was obtained to be exactly 41 in case of exact
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zero modes and zero otherwise. The densities in the vector (p; — ps) and in
the axialvector (p1; — p14) sector fulfill the relations predicted in table (5.1).
They have zero magnitude in case of exact zero modes and take on values
O(10~! — 1072) for non-zero eigenmodes.

The densities in the tensor sector (ps — pig) adopt values O(10~1 — 1072)
in magnitude in case of zero momentum modes whereas the interrelations
from table (5.1) are fulfilled.

For non-zero modes the predicted relations are not valid any longer in all
sectors whereas the magnitude is O(107! — 1072).

From the obtained results it can be concluded that the vector, tensor and
axialvector sector are not very useful concerning the studies of localization
properties. With the exception of the scalar and pseudoscalar density, there
seems to be no clear sensitivity of the different I',’s to the zero momentum
modes.

To anticipate part of the next section, no clear structure in the 3-dimensional
visualization of the respective density has been observed.

6.7 Visualization

In order to better understand the body structure of the occurring density
objects it is desirable to have a visualization of these objects. The visual-
ization of the 4-dimensional objects was performed by making 3-dimensional
cuts through the lattice, namely in all 4 directions. Thus, on a L* lattice I
obtained all in all 4 - L. 3d volumes, L in each direction. Then the 3d cuts in
each direction have been joined into a movie in order to visualize the "time
evolution’ of the density objects in certain directions.

The 3-dimensional cuts through the lattice and their visualization have
been done with IDL. The picture sequence in figure (6.6) shows the evolution
of the scalar density for the 4 directions on a 8 lattice. The density corre-
sponds to an eigenvector of an exact zero-mode with positive chirality. For
negative chirality states the density would not change in form, just in sign.
The down-arrows point in the different directions of the evolution. Due to
the periodicity of the boundary conditions the sequence does not end at pic-
ture 8 but starts at picture 1 again. The number on the right shows the order
in which the pictures should be viewed and the arrows pointing to the right
indicate the respective cut number for the different cuts. The density isosur-
face was chosen large enough to show the the dominating localized objects
and small enough to not overwhelm the plot with background fluctuations.
The value of the depicted isosurface is the same for all pictures showed in
the sequence.
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Evolution of the scalar density on a 8* lattice
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continue on the next page
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6 —

8 —

Figure 6.6: The four sequences show the 'time’-evolution for the scalar density
for a zero-momentum mode with positive chirality. The down arrows denote the
direction (x,y,z,t) in which the cuts 1...8 have been done.
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Some structures occurring in the scalar density

Figure 6.7: The six plots show some density structures which frequently occur
when cutting the scalar density. All graphs are obtained from exact zero modes.
Figures (a) and (b) are from 8* lattices, whereas (c)-(f) are from 124 lattices.
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Different topological objects are seen in these plots. There are clearly
localized loop-like objects which are closed by the periodic boundary condi-
tions. Localization in this context means that these object do not change
very much in size and their position on the lattice. That these objects form
closed loops on the periodic lattice can be seen if the sequences are used
as a never-ending flip-book following the down pointing arrows. This might
be the worldlines of monopole-antimonopole pairs. Follow for example the
arrow pointing down in t- or y-direction. But there are also such objects
which are not closed by the boundaries. Again making use of the flip-book,
these objects will appear as a kind of pulsars.

In all observed sequences no direction was somehow outstanding con-
cerning the structure, meaning that the anti-periodicity of the boundary
conditions has no influence on the density.

For zero modes with definite chirality we have for the eigenvectors vs|1) =
+[¢)). Thus the density is equal for right-handed eigenmodes and differs in
sign for the left-handed modes. This has also been observed.

Figure (6.7) shows some special objects which have been observed more
or less often in the density structure. 6.7(a) shows two localized structures
distinct from each other. Sometimes they are stable over some evolution
steps and may connect to each other. The result is an ’elongated bubble’
shown in 6.7(f). The larger the lattice the more separated localized objects
occur. This can be seen on the cutout 6.7(c) from a 12* lattice. Quite
often the localization is accompanied by a lot of fluctuations, which appear
and vanish from one picture in the sequence to the next (see figure 6.7 and
6.7(e)). Objects, as depicted in 6.7(b) and 6.7(d), only occur very seldom,
though they are very ’beautiful’ in their structure.

Generally, the structures were observed to be much more distinct on the
larger lattice volume. On 4% lattices the finite size effects made it almost
impossible to detect a single localization. This confirms the results obtained
from the inverse participation ratio, namely the increase of the localization
as the lattice size increases.

Going to near zero modes and maybe even further away from the origin
such structures do occur but only for a short part in the sequence. In this
case it is almost impossible to speak about localization because these objects
are hardly to distinguish from the increasing fluctuations.

The same procedure was repeated for configurations deep in the confining
phase, at 3 = 0.9. Objects exhibiting the same structures do occur with an
even narrower localization. On the other hand though their ’life-time’ was
much shorter than at § = 0.99.

Conclusive we may say that the localizations in the scalar density have
been proved by eye, too, and the results obtained from the inverse participa-
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tion ratio have been confirmed.

It should be mentioned here that the study of these visualizations has to
be done by hand. Thus, only a short amount out of the huge set of eigen-
vectors has been elaborated and seen through. The results here may not
have statistical significance, though the expected localization is confirmed
and interesting graphical material to think about has originated.

6.8 Further checks on the topological objects

The confining phase of QED clearly shows well localized objects. In order to
gain further insight into the occurrence and behavior of the different density
objects, two tests concerning the behavior of the densities under a change in
the gauge fields, were applied to the gauge fields.
First I have added a phase ¢, to the link variables on each lattice site ,
defined by
Gpp=27mn/L, n=1,...,L, pu fixed (6.3)

where L denotes the lattice extension in the considered direction and u can be
one of the four euclidian space-time directions. Than, for a certain direction
i, the angle of the link variable is shifted to 0,, — 0, ,+ ¢, ,. The reason to
do so was to eventually observe a kind of winding of the topological objects
in 3 dimensions.

The link angle ¢, , was added to 6,, in a single direction pu, whereas
this was done for a fixed p = (e.g. p = 1). This procedure was applied
only to configurations exhibiting a zero mode. Such an additional phase
leaves the plaquette action invariant. However, due to the finiteness there
is no gauge transformation connecting the two systems. The characteristic
polynomial coefficients of the eigenvalue equation involve traces over closed
loops and thus may differ due to periodically closed loops. The number of
monopoles and Dirac plaquettes did not change, either. Only the number of
Dirac plaquettes was different for the gauge fields with the new phase.

The Dirac matrix was diagonalized again and the eigenvalues were com-
pared with the ones without an added phase. The result was that the config-
urations with the new phase only sometimes showed the zero mode contained
in the original configuration. This means that adding a phase in one direction
will not always result in a configuration again exhibiting a zero mode.

When looking at the 3 dimensional density structure of the new eigenvec-
tors we obtain a completely different picture, no matter in which direction
the phase was added. Thus, changing 6, , in e.g. the ¢-direction will alter
the density structure in the xr—, y— and z—direction as well.
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Secondly, when discretizing the Dirac operator for a given gauge configu-
ration the boundary conditions were changed from mixed-periodic to periodic
ones. The idea was again to eventually observe a certain change in the density
structure.

The eigenvalues and eigenvectors were calculated again and the corre-
sponding densities were compared with the ones obtained from mixed-periodic
boundary conditions. Also in this case the observed new 3-dimensional struc-
ture had no similarity with the old one at all. There was also a change in
the monopole and Dirac plaquette number observable.

No certain pattern in the manner the density structure changes by adding
a phase or changing the boundary conditions has been. Nevertheless, the
structures do change and it will be part of future work to maybe find such a
pattern.

Again this has to be done by hand and only a few configurations have
been exploited.



Chapter 7

Conclusions and Outlook

The first practical part of my thesis consisted of searching for parameters for
the chirally improved operator. This was possible for all values of 3 in the
Coulomb phase, even quite close to .. Below the phase transition several
problems prevented me to find suitable parameters keeping the eigenvalues
on an approximate Ginsparg-Wilson circle.

The second step was to study the properties of the zero momentum modes
and eventually exhibit a possible connection between the zero-mode degener-
acy of the Dirac operator and the underlying gauge field configurations. To
this end the eigenvalues and eigenvectors for the overlap operator were cal-
culated. In the confined phase zero modes were found, its number depending
on the lattice size and the value of the inverse coupling. Some statistics con-
cerning the zero mode degeneracy of the Dirac operator at different values
of # has been obtained.

For the pure gauge field part the monopole number and number of Dirac
plaquettes were calculated for all gauge field configurations at different values
of 3, both, in the confining phase and in the Coulomb phase. A large number
of monopoles and Dirac plaquettes was found in the confining phase.

Apart from the exponential decrease of monopoles and Dirac sheets and
the absence of zero modes in the Coulomb phase no clear evidence for an in-
terrelation between these topological objects and the number of zero modes
of the Dirac operator was found. The obtained statistics suggests to the con-
clusion that magnetic monopoles play an important role in the confinement
mechanism of lattice QED.

In a third step properties of the zero and near zero modes of the Dirac
operator were computed. The smallest eigenvalues were binned according to
their imaginary part. After having obtained this distribution the so-called
inverse participation ratio was calculated. It provides a way to measure
the localization of eigenmodes. The evidence for localization comes from an

67
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increase of the inverse participation ratio for near zero modes. For exact zero
modes it is significantly larger than for only near zero modes and hence the
conclusion is that the exact zero modes are well localized.

The scalar density, included in the inverse participation ration, is only
one out of 16 which have been calculated. The density (¢(z)|T'15¢(z)), rep-
resenting the chirality of eigenmodes, was obtained to be exactly +1 for the
right-(left-)handed zero modes. All other densities were obtained to fulfill
certain interrelations but are not a skilled help concerning the study of lo-
calization properties.

After having found that the exact zero modes are well localized it is prefer-
able to visualize these localizations. Therefore 3-dimensional cuts through
the lattice were performed in order to get further insight into the localization
properties of the eigenvectors. The above mentioned localization is certainly
seen for values of 3 not too far beneath the phase transition and as long as the
density (¢(z)|T0(x)) is exactly £1, i.e. for exact zero modes. The stronger
the coupling the smaller the localization of these objects. A lot of interesting
structures did occur whereas they are not yet understood completely. Some
of these objects were also closed by the periodicity of the boundary condi-
tions and might be the worldlines of monopole anti-monopole pairs. Others
showed clear localization but no closure within the lattice volume.

Two tests concerning a shift in the phase of the link variables have been
applied to the gauge fields in order to further shed light on the structure of
these objects.

Content of further studies may be to apply a cooling procedure to the
gauge fields which could eventually remove the fluctuating background seen
in the density pictures. This could in turn improve the localization.

The localization of the zero momentum modes has been shown by looking
at the inverse participation ration and confirmed by their visualizations. Lots
of structures did occur during the visualization whereby also a lot of new
questions arose. Though the visualized densities have to be seen through by
eye and hence their studies are quite time consuming, it may be helpful in
order to get more insight into the localization properties of zero modes.



Appendix A

Technicalities

A.1 Elements of the Grassmann algebra

The mathematics or formalism to deal with anticommuting c-numbers was
already developed by Grassmann in the latter half of the 19th century.

The Grassmann numbers are constructed from real or complex numbers
and generators. For every fermion state we define a pair of Grassmann vari-
ables (C;, C’;r ), which are called generators of an Grassmann algebra, if

{cl.c;} ={C.,c;y ={C],Ci} =0, ij=1,...N.

Note that C? = 0. In applications, we are interested in functions of products
of n and 7, where

n=vCi,  0=1C;.
1 and 1) are Dirac c-number spinors and conjugate spinors. A general element
of this algebra is defined as a power series in the n;’s. This power series has
only a finite number of terms, i.e. for one 1 and one 7:

f(n.n) = Z falim)™ = fo+ faim. (A.1)
n=0

The coefficients f, are assumed to be complex numbers. The addition of
Grassmann numbers and multiplication with ordinary numbers is ensured by
means of addition and scalar multiplication in any vector space. The main
thing in dealing with Grassmann numbers is to integrate them. To define
functional integration, we just need an analog of f_oooo A given Grassmann
variable 77 can at most appear to the first power in a function f. Therefore
the following rules are sufficient to calculate an arbitrary integral:

/dm =0 /dmm = 1.
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In multiple integrals one has to keep in mind that the integration measures
{dn;} anticommute among themselves as well as with all 7;’s

i.e. they are also Grassmann variables. ' and dn' are defined by the anti-
commutator

{n,n'y =0,  {dn,dp'}=0.

With these rules the integration of a function is defined as follows
/dndan(nT,n) = —/dannf(nT,n) = fi.
A simple application of this rule is

/ dnfdne'n = / dn'dn(14 An'n) = =\

Another example shows the case with an additional pair of Grassmann vari-
ables ¢ and &

/dndne—/\nnJrfnJrnf — e e

Derivatives with respect to Grassmann variables can also be defined on the
space of functions (A.1). Assume we want to differentiate f(n) with respect
to n;. Then we define the following rules:

e f(n) does not depend on 7; — ain (n)=0

e f(n) depends on 7n; — define a left (right) derivative by bringing the
variable 7; all the way to the left (right) and then apply the rule

9 j) .
8mm =1 (left), nia—ni =1 (right). (A.2)

Two examples should help to become confident with the above rules:

0 L
o= T 1A

—

_ 0
Uinja—ﬁ = 1.
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Notice that the integration over 7; is entirely equivalent to partial differenti-
ation with respect to n;,

[ dntn) = 5-sto.

Some applications, which are needed very often in field theory to deal with
Feynman path integrals, are easily derived from what was said above about
dealing with Grassmann variables and are discussed in Appendix A.2.

A.2 Functional Integrals

As an application of the integration rules for Grasmann variables we try to
obtain a path integral representation of fermionic Green functions.
Consider the integral

N
Z[4] = / [] dédeie Shmréave. (A.3)
=1
This can be rewritten as
— N —
e—ZﬁYjﬂ &dii& H e~ YL A
i=1

and since 777 = 0, only the first two terms in the expansion of the exponential
will contribute, giving

e Zum S = (1— §A1;,&,) . (1 — EvAwiy&iy)-

The integration rules from Appendix A.1 imply that the integrand in (A.3)
must contain the product of all Grassmann variables and therefore the only
term to be considered is

G =D &&&E . &ininAi, Avy .. Aniy.

The product of Grassmann variables in the above equation is antisymmetric
under the exchange of any pair of indices and hence we may introduce the
antisymmetric e-tensor to find

G(f, 5) = 51515252 .- -ngN Z Eilig..‘iNAlilAZig . ANiN-

115 IN
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But the expression under the sum is nothing other then the determinant and
we get

G(&,€) = (detA)&1&16Es .. Enén.

Now we replace this expression in (A.3) to obtain

/D<§§_>€_Zf\,jj—1 46 — det A, Ay

where the integration measure has the form

N
(€6) = [ [ dads.
=1

Another integral which is needed quite often is the following one:
N N i
Z[n, 7] = / H d&dge” Di=1 fiAijgj"‘Zi(gini‘f‘T_]ifi)’ (A.5)
=1

where the sources {#;} and {n;} now are elements of the Grassmann algebra
as well. In order to evaluate (A.5) we first make a shift in the & and ¢

variables o
- 5 Z nkAkl ;

- Z Azl
k

and rewrite the integral (A.5) as follows

Z[n,m) = ( / Hd&dfle b= 1f‘if‘wfé->e—2%w%%.

As the integration measure (A.2) is invariant under the above transformations
and with the help of (A.4) we find that (A.5) finally becomes

Z[n, i) = (detA)e™ Zia= A5, (A.6)
What one now wants to do with these functional integrals is to differentiate

them in order to obtain expectation values of fermion operators. To this
purpose we look at integrals of the following type:

Ko s lA /D&@yﬁ@fsz Shabaus (A7)
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and show that

(A.8)

N
Z1 R Zl H {577” 5772 } [77:77]

=1

n=n=0

We start by expanding the exponential in (A.6) into a power series and
making some careful resorting of the n’s and n’s by using the anticommutation
rules for Grassmann variables. Then we apply the left and right derivatives
(A.2) and finally obtain the important result

/D(f_f)fil NI -gigefzf’vj:l&A”éj (A.9)

= (—1)/V2(det A) > (—1)P AL AL
P

Z”Pl uip,
where the sum extends over all permutations

-/ -/ -/
P (SN AU
: i i i
A

and (—1)77 is the signum of this permutation.
As a particular case of (A.10) we obtain

| Dl T = (@era) A (A10)

from where we can define the two-point correlation function

J DE€)&igje” > 40
fD 55 =2, &iAigEs

(€&)) =

and we obtain with help of (A.4) and (A.10)
(&&5) = A
This can be generalized to arbitrary correlation functions

f D(gg)le . -filgyl .. .gi;e_zi,j A€
f D(fg)e*Zi,j EiAijfj '

(& - &by &) =
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A.3 Euclidean definition of y-matrices

Lattice field theory is done in Euclidean space-time. Hence the metric in
Minkowski space-time g, has to be replaced by a Euclidean one d,, It is
convenient when doing lattice calculations in Euclidean space-time to also
replace the usual Dirac matrices by a new set of y-matrices v,(n =1,...,4),
satisfying the algebra

{ s W} = 20, (A.11)

The Euclidean y-matrices are hermitean 4 x 4 matrices and I have used the
following representation in my calculations:

00 0 -1 0 00 -1
100 =1 0 B 0 01 0
M=o i 0 o0 2= 0 10 o0
i 0 0 O -1 0 0 O
0 0 -1 0 0010
10 0 0 1 10001
B=Li 0 0o 0] *TL1o0o0 0
0O -1 0 O 01 00
The 75 matrix is defined in the following way:
10 0 O
- 101 0 O
00 0 -1
vs anti-commutes with all other Dirac matrices
{75,7.} =0 (A.12)
and has the property
(v5)* = 1. (A.13)

The commutators of the Dirac matrices define the 0, matrices in the fol-
lowing way: '
7

O 5 Ve, W) (A.14)
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0, is anti-symmetric in the indices p and v and therefore vanishes for y = v.
Thus we obtain 6 ¢ matrices.
One more subset of matrices can be constructed by multiplying each v,
from the left by 5.
Thus, all in all, one is left with a set of 16 4 x 4 matrices, which are
specified and named according to their symmetry properties:
scalar S: I['h=1
vector V,: D=y, Te=7 ,Is3=2,Ts=7%
tensor sector 1),,: I's = —%[71,72} I's = —%[71,73] 7= —%[71774] )
Ts = —3[v2, 73], To = —3[v2,74] , Tro = — 373, 74]
axialvector A,,: F'in=v»n,Te=%» %2, Ts=%m"m,lu=73"n
pseudoscalar P,:  TI'is =717 73 Y

The capital Greek letters are the abbreviations I have used in the text and
my programs. Note, that 75 is denoted by I'15 now!
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