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Abstract

The subject of this work is the development of a data-driven method for the background

estimation for neutral MSSM Higgs searches in the decay channel h/H/A→ µ+µ−. The

method employs signal-free control samples from the e+e− and e±µ∓ final states and is

based on the vanishing decay rate h/H/A → e+e−. In contrast, for the background pro-

cesses the decay rates into electrons and muons are equal at particle level. Differences

between the electron and muon final states at reconstruction level arising from the detector

response and the presence of Bremsstrahlung and final state radiation are studied in de-

tail. The accuracy of the method is evaluated for the dominant background contributions

from Z boson and tt̄ decays. Detector-related systematic uncertainties concerning muon,

electron and jet reconstruction are taken into account. Finally, the presented method for

the background estimation is used to evaluate the exclusion limits at a confidence level of

95 %.
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terstützung danken und dafür, dass sie mir mein Studium ermöglicht haben.
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Chapter 1

Overview

The Large Hadron Collider (LHC) at CERN is now ready to start operations and first col-

lisions are expected in late 2009. In the next 15 years the LHC will produce proton-proton

collisions with a centre-of-mass energy of up to
√
s = 14 TeV at a luminosity of up to

1034 cm2s−1. This will allow to discover and study new phenomena which can give an-

swers to open questions in our current understanding of the elementary particles, their

interactions and the early evolution of the universe. In particular, the general-purpose de-

tector ATLAS is designed to discover a large variety of new physics processes. The design

and the properties of the ATLAS detector and the LHC are summarized in Chapter 2 since

this thesis as been performed in the context of the ATLAS experiment.

Our current understanding of the elementary constituents of matter is combined in the stan-

dard model of particle physics. This theory was developed during the last century, has been

tested thoroughly in the past decades and has proven to be extremly successful providing

predictions of unprecedented accuarcy and very good agreement with measurements. The

only prediction of the standard model which could not be confirmed yet by experiments

is the existence of the Higgs boson. Its discovery is one of the main goals of the ATLAS

experiment. In spite of its success, the standard model cannot give satisfactory answers to

several observations and open questions in particle physics. Therefore many new theories

have been developed which contain the standard model as an effective theory at low ener-

gies. One prominent model is the minimal supersymmetric standard model (MSSM) which

introduces supersymmetry to the standard model with minimum modifications. Besides the

extended particle content due to supersymmetric particles, the MSSM predicts five Higgs

bosons, three neutral and two charged ones. In this thesis, the search for the neutral MSSM

Higgs bosons with the ATLAS experiment is studied. An overview, of the standard model

and the MSSM is given in Chapter 3.

The decay modes of the neutral MSSM Higgs bosons called A, h, H depend on a large

number of parameters. In this thesis a common scenario is assumed where the couplings of

the Higgs bosons to down-type fermions are strongly enhanced. In this case, the dominant

discovery channel is the decay into a τ -lepton pair. With respect to this mode, the decay

into two muons is suppressed. On the other hand the latter channel provides a very clean

signature. In Chapter 4, the search for h/H/A → µ+µ− decays is discussed with focus

on the study of the detector performance for the reconstruction of the signal signature.

Furthermore, the signal production and the dominant background processes are discussed.

Since the h/H/A → µ+µ− channel suffers from a low branching ratio and the signal is

superimposed by standard model processes with high cross sections, both for discovery

and exclusion of the signal, the background has to be known very well. In Chapter 5, a

method for the estimation of the background from measured collision data is presented

which employs signal-free control samples. The method makes use of the equal branching

ratios and kinematic properties of the decays into electrons and muons in the background

processes at particle level. Different effects on the reconstruction level which can degrade

9



10 Chapter 1. Overview

the performance of this method are studied in detail. Possible systematic effects arising

from the event selection criteria are also discussed in this chapter. Finally the accuracy

of the background estimation is evaluated for different integrated luminosities to probe its

performance under several early data taking scenarios.

Systematic uncertainties play an important role for the signal sensitivity, especially for

early data runs where several detector effects still have to be understood. The effects of

systematic uncertainties on the expected signal and background as well as on the back-

ground estimation are studied in Chapter 6 with conservative assumptions on the level of

understanding the detector performance.

Finally, in Chapter 7 the performance of the background estimation method developed in

this thesis is tested. For that purpose the exclusion limits for the decay h/H/A → µ+µ−

are evaluated using information from the control samples.



Chapter 2

The LHC and the ATLAS

Experiment

The standard model of particle physics is one of the best theories ever estab-

lished. Nevertheless neither all particles that are predicted by the standard

model have been found, nor the standard model can answer all open ques-

tions remaining in particle physics. To discover further hints that could either

prove the standard model or lead to new physics beyond, more powerful ac-

celerators are needed that allow to create heavier particles or to study very

rare processes. The Large Hadron Collider (LHC) at CERN is the next step

in this progress. After more than 15 years of design and construction, it will

be ready to start operations in autumn 2009. Four experiments will study

the proton-proton and heavy ion collisions produced by the LHC: The two

multi-purpose detectors ATLAS and CMS, the B-physics experiment LHCb

dedicated to the CP-violation in the B-system and ALICE, an experiment

specialized in heavy ion collsions to study the quark-gluon plasma.

Since this thesis is performed in the context of the ATLAS experiment, LHC

and ATLAS are briefly introduced in the following. This chapter is based on

the references [1] and [2] which provide more detailed information on this

topic.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is an accelerator ring located at CERN1 near Geneva and

crosses the border of Switzerland and France. It is installed in the tunnel of the former LEP2

e+e− collider which has a circumference of 26.7 km. More than 1200 superconducting

dipole magnets with a design magnetic field of more than 8 T deflect the two proton beams

which are accelerated to an energy of up to 7 TeV per beam in opposite direction. This leads

to proton-proton collisions with a maximum centre-of-mass energy of
√
s = 14 TeV. Each

beam is divided into ∼ 2800 bunches with up to 1011 protons per bunch. At a correspond-

ing design luminosity of L = 1034 cm−2s−1 the bunches will collide 40 million times per

second at four interaction points where the experiments are placed. Figure 2.1 shows a

drawing of the LHC ring and its four experiments ATLAS, CMS, ALICE and LHCb.

On average 24 inelastic p-p collisions will occur in every bunch crossing which leads to

a severe experimental challenge: every possible interesting event is overlaid by 23 pile-

up interactions. Furthermore due to the dominating QCD jet production cross-sections

the pile-up is generally characterized by a large QCD jet activity. Therefore the LHC

1Counseil Européen pour la Recherche Nucléaire
2Large Electron Positron Collider

11



12 Chapter 2. The LHC and the ATLAS Experiment

experiments have to be able to identifiy the rare physics processes of interest in a high

background environment.

The LHC is also designed for heavy ion collisions. In this operation mode lead nuclei

with an energy of 2.26 TeV per nucleon are used to probe for example the formation of the

quark-gluon plasma. This colour-deconfined state of matter is supposed to be created at

very high energy densities as they were present in the early evolution of the universe. In

this operation mode the LHC can achieve a luminosity of 1027cm−2s−1.

Figure 2.1: Schematic drawing of the LHC accelerator and the four experiments ALICE,

ATLAS, CMS and LHCb. On the surface the CERN site and the access points are shown.

During the beam commissioning phase in September 2008 proton beams at an energy of

450 GeV circulated successfully in the LHC for the first time. On September 19th a faulty

superconducting connection between two dipole magnets lead to a severe damage of several

magnets in one sector. The repair work demanded a shutdown which is still ongoing. Due

to this incident it is planned to restart LHC operation in autumn 2009 with lower centre-of-

mass energy and luminosity. During the first year of operation one expects an integrated

luminosity of about 200 pb−1 at a centre-of-mass energy of
√
s = 10 TeV. The work

presented in this thesis is dedicated to the analysis of those early collision data.

2.2 The ATLAS Experiment

The ATLAS3 detector is a multi-purpose experiment. With its overall size of 44 m in length

and 25 m in height it is the largest particle detector ever built. Figure 2.2 gives an overview

of the ATLAS detector and its subdetectors. The experiment is designed to study the rich

physics potential at the LHC, ranging from precision measurements of standard model

parameters up to the search for new physics phenomena. The following list introduces a

few benchmark physics goals:

3A Toroidal LHC ApparatuS



2.2. The ATLAS Experiment 13

• The precision measurements of the standard model parameters include the measure-

ment of the top-quark and gauge boson properties, since those particles will be pro-

duced in abundance at the LHC. An accurate measurement of the corresponding

production cross-sections allows for a better understanding of the background con-

tributions to all new physics searches.

• The most prominent new particle ATLAS is searching for is the Higgs boson. The

Higgs boson of the standard model will be produced with a very low cross-section

of some 10 pb, depending on its mass and it will decay in several decay modes. For

a discovery of the Higgs boson therefore several decay channels have to be studied.

This puts stringed requirements on the detector performance in particle and jet iden-

tification, momentum measurements and the reconstruction of the missing transverse

energy EmissT . Similar searches are also performed for the Higgs bosons predicted

by supersymmetric theories.

• In supersymmetric theories with conserved R-parity the sleptons and gauginos are

decaying in cascades, producing standard model particles and a lightest stable su-

persymmetric particle (LSP). The LSP interacts only weakly and therefore escapes

the detector without leaving any signal. This would result in a significant missing

transverse energy and therefore requires a reliable measurement of EmissT .

• With its unprecedented centre-of-mass energy the LHC provides access to a wide

sprectrum of new exotic physics processes. The range of exotic physics reaches from

heavy gauge bosonsW ′ and Z ′ over lepton flavour violation (LFV) up to the creation

of mini black holes. To be sensitive to such signatures ATLAS has to provide for a

good charge identification and high-resolution momentum measurements and charge

identification of leptons and jets in the TeV-range.

x

y

z

Figure 2.2: Cut-away view of the ATLAS detector. The overall dimensions and its subsys-

tems are indicated.

For many of the above processes one expects very low cross-sections and therefore high

luminosity and interaction rates are aimed. This leads on the other hand to a high experi-

mental challenge to cope with: With the cross-section for inelastic proton-proton collisions

of 80 mb the LHC will produce 109 inelastic events per second which implies that every

potential new physics event will be overlayed by 23 inelastic events per bunch crossing.
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To study the wide range of physics under the hard experimental conditions ATLAS has to

fulfill the following requirements:

• Fast and radiation-hard electronics and sensor elements with high detector granular-

ity to cope with the high particle fluxes.

• Hermetic detector coverage around the interaction point up to the very forward re-

gions for a precise measurement of the missing transverse energy.

• Excellent momentum resolution and reconstruction efficiency of charged particles.

• High-resolution tracking detectors close to the interaction point to reconstruct the

tracks as well as primary and secondary vertices in a high-track density environment.

• Electromagnetic calorimeter with high energy and spatial resolution to identify elec-

trons and photons and measure their energy as precise as possible.

• Hermetic hadronic calorimeter to measure the jet energies and EmissT .

• Efficient trigger system which provides strong background rejection combined with

high signal efficiencies at very high event rates.

The above requirements have set the standards for the design of the ATLAS detector. In

the following the most important parts of ATLAS will be described in detail. The inner-

most part is the traching detector (inner detector), surrounded by the electromagnetic and

hadronic calorimeters. The outermost part is the muon spectrometer. The inner detec-

tor and the muon spectrometer are operated in a magnetic field which bends the charged

particle trajectories and thus allows for a charge and momentum measurement.

2.2.1 The ATLAS Coordinate System

The ATLAS coordinate system (see Fig. 2.2) is used throughout this thesis and should be

presented briefly:

• The nominal interaction point defines the origin of the right-handed coordinate sys-

tem.

• The positive x-axis is pointing to the centre of the LHC ring.

• The positive y-axis is pointing upwards.

• The positive z-axis is pointing in beam direction to the LHCb experiment.

• The azimuthal angle φ is measured around the beam axis.

• The polar angle θ is the measured from the beam axis.

• The pseudorapidity is defined as η = − ln tan(θ/2)

• Quantities like the transvers momentum pT , the transverse energy ET and the miss-

ing transverse energy EmissT are defined as projections into the x-y plane.

• The angular distance ∆R in the (η, φ)-space is defined as ∆R =
√

∆η2 + ∆φ2
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Figure 2.3: Geometry of the magnet coils and the tile calorimeter steel. The eight barrel

toroid and end-cap coils are indicated, the solenoid coil is placed inside the calorimeter

volume. For clarity the end-cap calorimeters are not displayed.

2.2.2 The Magnet System

The ATLAS magnet system consists of 4 superconducting magnets, the solenoid, the barrel

toroid and two end-cap toroid magnets. The whole system is 26 m long and 22 m in diam-

eter and stores an energy of 1.6 GJ. A complete view on the layout of the magnet coils and

a sketch of the field configuraton is shown in Figures 2.3 and 2.4.

The inner detector is surrounded by a thin solenoid magnet providing a magnetic field of 2 T

in beam direction. The magnet coil has a diameter of 2.6 m and a length of 5.8 m. Close

to the interaction point the field is highly homogeneous. Since the solenoid is placed in

front of the calorimeter system its radiative thickness is minimised to achieve a maximum

calorimeter performance. Therefore the central solenoid shares the same vacuum vessel as

the electromagnetic liquid argon calorimeter and the iron absorber of the tile calorimeter is

used as return yoke for the solenoid field.

Outside the calorimeter system the superconducting toroid magnets provide a large mag-

netic field with a volume of more than 11000 m3 in which the muon spectrometer is in-

tegrated. The toroidal layout provides a field which is mostly orthogonal to the muons

trajectories and the air-core design minimises the degradation of resolution due to multi-

ple scattering. In the barrel part eight coils housed in their own cryostats provide a non-

homogeneous field of 0.5−2.5 T resulting in a bending power4 of 1.5−5.5 Tm. The length

of the barrel toroid system is 25 m with inner and outer diameters of 9.4 m and 20.1 m.

In the end-cap region, additional eight coils are placed in one cryostat on each side of the

barrel region. This completes the toroidal field to large pseudorapidities. The end-cap

toroids produce a magnetic field of 0.5 − 3.5 T which translates in a bending power of

1.0− 7.5 Tm. To keep the bending power in the transition region between barrel and end-

cap toroids as high as possible, the end-cap toroids are to some extent inserted in the barrel

toroid and rotated by 22.5◦ with respect to the barrel coils. Each end-cap toroid is 5 m in

axial length and has inner and outer diameters of 1.6 m and 10.7 m respectively.

4The performance of the magnet system is given in terms of the bending power. The bending power is calcu-

lated via the field integral
R
B⊥dl along a trajectory of an infinite-momentum muon between the innermost and

outermost planes of the muon spectrometer. B⊥ is the field component orthogonal to the muon direction.
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Figure 2.4: Sketch of the magnetic field configuration of the ATLAS detector. The field

is projected on the x-y plane at z = 0. The barrel toroid coils and the central solenoid are

shown. For clarity the end-cap toroid coils are not displayed.

2.2.3 The Inner Detector

At a design luminosity approximately 1000 particles will emerge at the interaction point

every 25 ns in a pseudorapidity range of |η| < 2.5. In this high track density environment

the main requirements on the ATLAS inner detector (ID) are robust pattern recognition,

excellent momentum resolution and both primary and secondary vertex reconstruction for

charged tracks within a pseudorapidity range up to |η| < 2.5. In addition the inner detector

has to perform in a high-radiation environment which poses stringent requirements on the

sensors, electronics and mechanical structure. The complete inner detector has a length of

3.5 m and a diameter of 2.3 m and is surrounded by the solenoid magnet which provides a

magnetic field of 2 T. A view of the complete inner detector is shown in Figure 2.5.

The inner detector consists of three independent sub-detectors:

The innermost part, the pixel detector constists of three silicon-pixel layers in the barrel

part and additional three discs in each end-cap. A total of more than 80 million pixels, each

with a size of 50 × 400µm2 and equipped with an individual readout channel, measure

discrete space-points of charged particles with an excellent resolution of 10µm in the (R−
φ) plane and 115µm in the z (R) direction in the barrel (endcap) region.

The pixel detector is surrounded by the semiconductor tracker (SCT). Four layers of

small-angle stereo silicon microstrip sensors in the barrel part and nine discs in each end-

cap region provide another set of space-points for each charged particle originating from

the interaction point. The microstrips are about 6 cm long and have a pitch of 80µm. To

measure two coordinates, the strips of one sensor pair are rotated 40 mrad with respect to

each other. The resulting position resolution is 17µm in (R− φ) and 580µm in z (R) for

the barrel (endcap) region. In total, the SCT has 6.3 million readout channels.

The outermost part of the ID is the transition radiation tracker (TRT). In total more

than 350000 straw drift tubes in 73 (160) layers in the barrel (endcap) region filled with an

Xe/CO2/O2 gas mixture provide an average of 36 additional hits per track for |η| < 2. In

addition X-rays from transition radiation produced in carbon fibers and foils between the

layers can be detected to contribute to the discrimination between electrons and hadrons.

The intrinsic resolution of a single straw tube is 130µm in (R−φ), the z (R) coordinate is
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Figure 2.5: Cut-away view of the ATLAS inner detector.

not measured in the barrel (end-cap) region.

2.2.4 The Calorimeter System

The ATLAS calorimeter system is composed of different types of sampling calorimeters

dedicated to the various physics requirements over the large η-range up to |η| = 4.9. A

view of the complete calorimeter system is shown in Figure 2.6. The requirements on the

calorimeters are a maximum coverage of the solid angle around the interaction point and

a good containment of electromagnetic and hadronic showers to minimise punch-through

effects. The latter is provided by a sufficient calorimeter thickness. Optimization of these

requirements allows for the desired performance of the jet reconstruction and EmissT mea-

surements. Futhermore a fine granularity in the electromagnetic calorimeter is needed for

precision measurements of electrons and photons. In total, there are about 250000 readout

channels in the ATLAS calorimeter system.

2.2.4.1 Electromagnetic Calorimeter

The electromagnetic (EM) calorimeter is a liquid argon (LAr) sampling calorimeter. The

active material LAr is flushing accordion-shaped kapton electrodes and lead absorber

plates. The accordion geometry provides complete symmetry in φ without azimuthal

cracks.

In the barrel part (|η| < 1.475) the LAr calorimeter shares a common vacuum vessel with

the central solenoid to reduce absorbing material in front of the calorimeters. The barrel

calorimeter is separated in two halves divided by a gap of 4mm at z = 0.

The end-cap calorimeters (1.375 < |η| < 3.2) housed in their own cryostats are divided in

two coaxial wheels on each side. The outer wheel covers a η region of 1.375 < |η| < 2.5,

the inner one a region of 2.5 < |η| < 3.2.

In addition for |η| < 1.8 a presampling detector is placed in front of the calorimeter to

allow for corrections for the energy lost by electrons and photons in the inner detector,

cyrostat and magnet coils. It consists of an active LAr layer of 1.1 cm (0.5 cm) thickness in

the barrel (endcap) region.
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Figure 2.6: Cut-away view of the ATLAS calorimeter system.

2.2.4.2 Hadron Calorimeters

Due to the performance requirements and the η-dependent radiation rate the ATLAS hadron

calorimeter is divided into three parts.

Immediately outside the EM calorimeter cryostat the tile calorimeter is placed. It consists

of a barrel part (|η| < 1.0) and and two extended barrel parts (0.8 < |η| < 1.7) on each

side of the detector. Steel absorbers between scintillating tiles as active materials are used

in this sampling calorimeter.

At higher |η| just behind the EM end-cap calorimeter the hadronic end-cap calorimeter

(HEC) is placed. It uses copper plates as absorbers interleaved with gaps for the active LAr

medium. To provide a good hermeticity the HEC overlaps with the tile calorimeter as well

as with the LAr forward calorimeter resulting in a pseudorapidity coverage of 1.5 < |η| <
3.2.

At very high η the forward calorimeter (FCal) is integrated into the end-cap cryostats.

With its η coverage from 3.1 up to 4.9 it increases the uniformity of the whole calorimeter

system. The FCal is separated into three modules in each end-cap: the first, using copper

as passive material, is optimised for electromagnetic measurements, whereas the outer two

modules are designed to measure hadronic interactions and therefore tungsten is used as

absorber. Similarly as in the HEC and EM calorimeter, LAr is used as active material,

allowing for a reliable operation in high-radiation environments.

2.2.5 The Muon Spectrometer

The outermost and at the same time the largest part of ATLAS is the muon spectrometer

(MS) shown in Figure 2.7. The momentum of muons escaping the calorimeters is measured

via their deflection in the magnetic field of the large superconducting air-core toroid mag-

net. Muons from the interaction point feel a bending power of approximately 1 − 7.5 Tm

and their trajectories are measured in trigger and precision chambers that are embedded in

the magnetic field. Three cylindrical layers of chambers in the barrel part and three wheels

of chambers in each end-cap collect three space points for each muon track which allows

for a full track reconstruction without using the information from the inner detector. The
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overall coverage of the muon spectrometer reaches up to |η| = 2.7. In the range |η| < 1.4
the muons are deflected by the barrel toroid and for 1.6 < |η| < 2.7 the bending is provided

by the end-cap toroids. In the transition region between 1.4 < |η| < 1.6 the deflection is

provided by a combination of both fields.

Figure 2.7: Cut-away view of the ATLAS muon spectrometer.

The requirements on the muon spectrometer are a stand-alone transverse momentum res-

olution of 3% for 200 GeV muons and better than 10% for 1 TeV tracks and also the ca-

pability to trigger on muon tracks for |η| < 2.4. To cope with these criteria the muon

spectrometer is equipped with pairs of precision-tracking chambers and fast trigger cham-

bers.

As trigger chambers, resistive plate chambers (RPC) are used in the barrel region

(|η| < 1.05) while in the end-cap region (1.05 < |η| < 2.4) thin gap chambers (TGC)

are installed. These chambers measure the track position in the η and in the φ plane with

a spatial resolution of ≤ 10 mm. Designed to provide track information only a few tens

of nanoseconds after the muon has transversed, these chambers allow for bunch-crossing

identification with a probability of ≥ 99%.

The momentum measurement is performed by the precision chambers, measuring the co-

ordinate of the track in the bending (η) plane with an high position resolution of ≤ 40µm.

Except in the very forward region of the innermost end-cap layer (2.0 < |η| < 2.7), the

precision measurement is provided by monitored drift tube chambers (MDT). These cham-

bers consist of three to eight layers of single drift tubes filled with Ar/CO2 gas mixture

and operate under a 3 bar gas presure and high voltage of about 3000 V. With the single

tube resolution of 80µm, one MDT chamber achieves a track-point resolution of 35µm in

the bending plane.

At large pseudorapidities (2.0 < |η| < 2.7) cathode strip chambers (CSC) are used in the

innermost tracking disc. In contrast to the MDT chambers, the CSC chambers are multi-

wire proportional chambers with cathode strips in orthogonal directions which allow for

a simultaneous measurement of both track coordinates with an increased time resolution.

This technology in addition to the higher granularity compared to the MDT chambers meets
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the demands of the higher muon-track density and background rate in the forward region.

The resolution of one CSC chamber is 40µm in the bending plane.

To achieve the desired stand-alone momentum resolution mentioned above the sagitta of

the muon tracks has to be measured with a resolution of ≤ 50µm . Therefore the positions

of the MDT wires and CSC strips must be known to better than 30µm. For this purpose

two alignment procedures (optical and track based) are applied.

Each MDT chamber is equipped with an optical inplane alignment system that is monitor-

ing internal deformations of the chambers. Furthermore the relative position of every MDT

and CSC chamber with respect to its neighbours is also optically monitored. Nevertheless

the optical alignment system cannot determine the absolute postion of the chambers and is

insufficient to achieve the aimed alignment accuracy. To manage a global postioning and

to achieve the required sagitta accuracy, track-based alignment algorithms must be used in

combination with the optical system.

2.2.6 The Trigger System

The LHC will provide an extremely high event rate of approximately 1 GHz. This rate has

to be reduced by a factor of ∼ 5 · 106 down to a technically feasible rate for data taking of

∼ 200 Hz. Since the physics processes of interest are very rare, one must ensure that only

as few of such events as possible are thrown away. These demands define the challenge of

every trigger system and in particular for experiments at the LHC.

The ATLAS trigger system is staged in three levels:

• The level-1 trigger (L1) uses the information from the trigger chambers of the muon

spectrometer and the calorimeters. Its task is to select events with high-pT leptons,

photons and jets or events with large missing transverse energy and large total trans-

verse energy. If a set of thresholds for these objets is exceeded the event is ranked

as interesting event. In this case not the whole detector information but the so-called

regions of interest (RoI) are passed to the next trigger level. The L1 trigger reduces

the event rate from 1 GHz to a maximum of 75 kHz.

• The second level trigger (L2) receives the RoIs defined by the L1 trigger and searches

again for criteria quoted above. As opposed to L1 where only a low granularity

information is used, L2 is using the information of all detector components in the

RoIs. The L2 trigger reduces the event rate to 3.5 kHz.

• The third level trigger or the so-called event filter (EF) forms together with L2 the

high-level trigger (HLT). The EF uses fully-built events and applies offline analysis

procedures to finally select events for data storage. The EF reduces the event rate

to ∼ 200 Hz and performs a full reconstruction of the event on dedicated computer

farms. Thereby every single event is reconstructed on one processor within about 4

seconds.

After passing all trigger levels the events are stored, further processed and copied to com-

puting centres all over the world. From there they can be accessed and analysed by users

via the worldwide computing grid. At design operation approximately 15000 terabyte of

data have to be stored per year.



Chapter 3

The Standard Model and its

Minimal Supersymmetric

Extension

In this chapter, an overview of the standard theory describing the elementary

particles and their interaction is presented (Section 3.1). The studies in the

following chapters concern seaches for neutral Higgs bosons predicted by the

minimal supersymmetric extension of the standard model (MSSM). There-

fore the MSSM will be introduced in Section 3.2. After the introduction of

the two models, the last part of this chapter deals with the production (Section

3.3) of MSSM Higgs bosons at the LHC and their decay modes (Section 3.4).

3.1 The Standard Model of Particle Physics

The standard model (SM) of particle physics is a highly successful theory describ-

ing our current understanding of the fundamental particles and their interactions. The

SM is a spontaneously broken local gauge theory based on the symmetry group

SU(3)C ×SU(2)L×U(1)Y which is a direct product of the three simplest special unitary

transformation groups. These Lie groups fully characterize the fundamental interactions,

the strong, the weak and the electromagnetic force.

The standard model contains the following three different classes of particles (see also

Table 3.1 and Figure 3.3):

The fermions with spin 1/2 are the fundamental constituents of matter. They are classified

as leptons and quarks which appear in three generations with increasing mass. The leptons

take part in the weak and (if they are charged) electromagnetic interactions and the quarks

in addition in the strong interaction.

Another class of particles in the SM are the vector bosons with spin 1. The vector bosons

of the gauge fields correspond to the generators of the gauge symmetry groups and are

mediating the fundamental forces: the photon is the carrier of the electromagnetic force,

the W± and Z bosons mediate the weak interaction and the eight gluons are responsible

for the strong interaction.

The SM is completed by one scalar boson with spin 0, the Higgs boson. It is the only

particle in the SM that has not been discovered yet. The Higgs boson is related to the

spontaneous breaking of the electroweak gauge symmetry and the origin of the fermion

and boson masses in the SM via the Higgs mechanism.

In the following, the SM and the Higgs mechanism are discussed in more detail. Reference

[3] provides further information on this topic.

21
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3.1.1 The Standard Model

The SM provides a unified framework to describe the fundamental forces in nature ex-

cept the gravitation. It contains quantum chromo-dynamics (QCD) [4] and the electroweak

gauge theory proposed by Glashow, Salam and Weinberg [5,6,7] which unifies the electro-

magnetic and weak interaction. The SM is a renormalizable quantum field theory in which

the fundamental matter and gauge fields are representations of the gauge symmetries of the

three interactions.

The Matter Fields

The matter fields in the SM comprise three generations of left-handed and right-handed

fermions, quarks and leptons, fL,R = 1
2 (1 ∓ γ5)f . The left-handed fermions carry third

components of the weak isospin of I3,L
f = ± 1

2 and are assigned to weak isospin doublets

L1 =
(
νe
e−

)
L

, L2 =
(
νµ
µ−

)
L

, L3 =
(
ντ
τ−

)
L

;

Q1 =
(
u
d

)
L

, Q2 =
(
c
s

)
L

, Q3 =
(
t
b

)
L

;
(3.1)

where L1,...,3 represent the lepton and Q1,...,3 the quark generations. The right-handed

fermions are weak isosinglets with I3,R
f = 0 under SU(2)L and do not interact weakly:

eR1 = e−R, eR2 = µ−R, eR3 = τ−R ,

uR1 = uR, uR2 = cR, uR3 = tR,

dR1 = dR, dR2 = sR, dR3 = bR.

(3.2)

Since the neutrinos are massless in the SM, they have no right-handed isosinglet compo-

nents and the SM only contains left-handed neutrinos. Besides the weak isospin quantum

numbers, the left- and right-handed fermions carry weak hypercharge which is defined by

Yf = 2Qf − 2I3
f (3.3)

with the electric charge quantum number Qf .

In addition, the quarks are assigned to colour triplets under the SU(3)C symmetry group.

q =

qrqg
qb

 with q = (u, d, s, c, t, b) . (3.4)

The leptons are SU(3)C singlets without colour charge since they do not take part in strong

interactions. Color confinement forbids free coloured states. All coloured particles (i.e.

quarks and gluons) are bound in colourless singlets (baryons and mesons), like for example

the charged pion:

π+ =
1√
3

(
urd̄r̄ + ugd̄ḡ + ubd̄b̄

)
. (3.5)

The Gauge Fields

The gauge fields correspond to the spin-1 bosons mediating the fundamental interactions.

For the electroweak interaction there is the Bµ field corresponding to the generator of the

weak hypercharge of the U(1)Y symmetry group. In addition, there are the fields W 1,2,3
µ
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which correspond to the generators T a (a = 1, 2, 3) of the symmetry group SU(2)L. These

generators obey the relations

[T a, T b] = iεabcTc

T a =
1
2
τa

[Y, Y ] = 0

(3.6)

where τa are the Pauli matrices and εabc is the antisymmetric tensor.

The strong interaction is mediated by an octet of gluon fields G1,...,8
µ which correspond to

the eight generators T 1,...,8
SU(3) of the SU(3)C symmetry group. These generators fulfil the

relations

[T aSU(3), T
b
SU(3)] = ifabcTc SU(3)

T aSU(3) =
1
2
λa

(3.7)

where fabc are the structure constants of SU(3) and λ1,...,8 are the Gell-Mann matrices.

The gauge field strengths are given by:

Gaµν = ∂µG
a
ν − ∂νGaµ + g3f

abcGbµG
c
ν ,

W a
µν = ∂µW

a
ν − ∂νW a

µ + g2ε
abcW b

µW
c
ν ,

Bµν = ∂µBν − ∂νBµ,
(3.8)

where g1, g2 and g3 are the coupling constants of U(1)Y , SU(2)L and SU(3)C .

In equation 3.8 one can see the non-abelian character of the SU(2) and SU(3) groups

which leads to self-interactions between their gauge fields.

Matter-Gauge Field Coupling

The matter fields ψ are minimally coupled to the gauge fields through the gauge covariant

derivate Dµ which is defined as

Dµψ =
(
∂µ − ig3

λa
2
Gaµ − ig2

τa
2
W a
µPL − ig1

Yf
2
Bµ

)
ψ, (3.9)

with the operator PL,R projecting the chiral fields ψ in their left- and right-handed compo-

nents ψL,R = PL,Rψ.

The Lagrangian of the SM, invariant under SU(3)C × SU(2)L × U(1)Y gauge transfor-

mations before electroweak symmetry breaking, is given by:

LSM =− 1
4
GaµνG

µν
a −

1
4
W a
µνW

µν
a −

1
4
BµνB

µν+

+ L̄iiDµγ
µLi + ēRiiDµγ

µeRi + Q̄iiDµγ
µQi+

+ ūRiiDµγ
µuRi + d̄RiiDµγ

µdRi .

(3.10)

By inserting equation 3.9 in the equation 3.10 one obtaining

LSM = Lfree + Linteraction
= Lfree + LGSW + LQCD

(3.11)

where the free Lagrangian contains the free gauge and matter fields while LGSW and

LQCD contain the matter-gauge field couplings of the electroweak and strong interaction,

respectively.
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LGSW can be expressed in terms of flavour-changing and flavour-conserving weak inter-

actions called the charged current1 and the neutral current interactions LCC and LNC ,

respectively:

LGSW = LNC + LCC = −g1j
µ
YBµ − g2j

µ,3
I W 3

µ −
g2√

2

(
jµ,−I W+

µ + jµ,+I W−µ
)

(3.12)

with

jµY = −ψ̄f Yf2 γµψf ,

jµ,aI = −ψ̄L τa2 γ
µψL (a = 1, 2, 3),

jµ,±I =
1√
2

(
jµ,1I ± jµ,2I

)
.

(3.13)

This formulation already contains the physical gauge bosons W± of the weak charged

current interaction defined by

W± =
1√
2

(
W 1
µ ∓W 2

µ

)
. (3.14)

The electromagnetic field Aµ and the weak neutral current force field Z0
µ are generated by

a rotation of the gauge fields Bµ and W 3
µ(

Aµ
Z0
µ

)
=
(

cos θW sin θW
− sin θW cos θW

)(
Bµ
W 3
µ

)
(3.15)

with the Weinberg angle θW which is chosen such that the coupling of the neutrino to the

photon field is zero:

cos θW =
g2√
g2

2 + g2
1

, sin θW =
g1√
g2

2 + g2
1

, (3.16)

such that

Z0
µ =

g2W
3
µ − g1Bµ√
g2

2 + g2
1

,

Aµ =
g1W

3
µ + g2Bµ√
g2

2 + g2
1

.

(3.17)

The Lagrangian in equation 3.10 does not contain any mass terms for fermions and bosons.

This is in contradiction to experimental observations of finite fermion and weak gauge

boson masses and leads to the question of how the masses in the SM can be generated

without the loss of the gauge invariance.

The mass terms for the strong interaction are not problematic. On the one hand the gluons

are massless particles and on the other hand Dirac mass terms in the form −mqψ̄ψ can

be implemented in the SU(3)C Lagrangian for quarks without breaking the SU(3) gauge

invariance.

This is different for the electroweak interaction. Here, the Dirac mass terms of the form

Lmass = −mψ̄ψ = −m(ψ̄LψR + ψ̄RψL) (3.18)

1The term current in this sense is of the from ψ̄γµψ. For example the electromagnetic current of QED is given

by jµQED =
P
f Qf ψ̄fγ

µψf . With this definition the interactions in the SM can be described as a current-gauge

field coupling.
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violate the global SU(2)L gauge invariance. Because due to parity violation in the weak in-

teraction the left- and right-handed field components transform differently under SU(2)L.

In addition, Klein-Gordon mass terms (− 1
2M

2
WW

+
µ W

−,µ and − 1
2M

2
ZZ

0
µZ

0,µ) for the

weak gauge bosons violate the local SU(2)L × U(1)Y gauge invariance.

Since the gauge invariance is necessary for the renormalizability of the SM, an alterna-

tive way has to be found to generate gauge boson and fermion masses in the SM without

violating the SU(2)L × U(1)Y symmetry of the Lagrangian. A solution has been pro-

posed by P.W. Higgs, F. Englert, R. Brout, G.S. Guralnik, C.R. Hagen and T.W.B. Kib-

ble [8,9,10,11,12]. The so-called Higgs mechanism is introduced in the following section.

3.1.2 The Higgs Mechanism

The Higgs mechanism consists of the addition of a scalar field to the standard model. Since

the purpose is to create masses for the weak gauge bosons, at least three degrees of freedom

for the scalar field are necessary. The simplest way to achieve this is the introduction of a

complex scalar field with four degrees of freedom

Φ =
(
φ+

φ0

)
=

1√
2

(
φ3 + iφ4

φ1 + iφ2

)
, (3.19)

which is a SU(2)L doublet. Its components have hypercharge Yφ = +1.

Since only the electroweak gauge symmetry is broken, we consider only the electroweak

part of the Lagrangian in equation 3.10.

Lel. weak = −1
4
W a
µνW

µν
a −

1
4
BµνB

µν + L̄iDµγ
µL+ ēRiDµγ

µeR + ... (3.20)

with the covariant derivate

DµΦ =
(
∂µ − ig2

τa
2
W a
µ − ig1

YΦ

2
Bµ

)
Φ. (3.21)

The scalar field contributes to the Lagrangian with

LS = (DµΦ)†(DµΦ)− V = (DµΦ)†(DµΦ)− µ2Φ†Φ− λ(Φ†Φ)2 (3.22)

where V is the Higgs potential with the mass parameter µ and the self coupling parameter

λ of the scalar field Φ.

For µ2 < 0 the scalar field developes an infinite number of ground states with field strength

different from zero,

Φ2
0 = −µ

2

2λ
6= 0. (3.23)

By choosing one particular ground state, for example2

〈Φ〉0 =
(

0
v√
2

)
(3.24)

with the vacuum expectation value v =
√
−µ2

2λ , the local SU(2)L × U(1)Y symmetry is

spontaneously broken

Field exitations from this ground state can then be parametrized as

Φ(x) = exp
[
i
ζa(x)τa

v

](
0

1√
2
(v +H(x))

)
(3.25)

2Since the electromagentic U(1)Q symmetry should remain unbroken, the vacuum expectation value of the

charged component is choosen to be zero, 〈φ+〉0 = 0.
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which, after transformation to the unitary gauge, become

Φ(x)→ exp
[
−i ζa(x)τa

v

]
Φ(x) =

1√
2

(
0

v +H(x)

)
(3.26)

with massless unphysical excitations ζa(x) (a = 1, 2, 3) and a physical massive Higgs field

H(x).

After insertion of the equations 3.21 and 3.26 in equation 3.22, the kinematic term of the

scalar Lagrangian is given by

T =
1
2
∂µH∂µH +

g2v2

8
(W+

µ W
µ,+ +W−µ W

µ,−)

+
g2v2

8 cos2 θW
Z0
µZ

µ,0

+
g2

4
(H2 + 2vH)

(
W+
µ W

µ,− +
1

2 cos2 θW
Z0
µZ

µ,0

)
,

(3.27)

where the expressions in equations 3.14 and 3.17 for the physical gauge fields are already

implemented. Using the same procedure as for the kinematic term, the potential of the

scalar field can be written as

V = µ2Φ†Φ + λ(Φ†Φ)2

= −µ2H2 + λvH3 +
λ

4
H4.

(3.28)

Finally the complete Lagrangian of the scalar field Φ is given by

LS =
1
2
(
∂µH∂µH −M2

HH
2
)− λvH3 − λ

4
H4

+
g2

4
(H2 + 2vH)

(
W+
µ W

µ,− +
1

2 cos2 θW
Z0
µZ

µ,0

)
+

1
2
M2
W

(
W+
µ W

µ,+ +W−µ W
µ,−)+

1
2
M2
ZZ

2
µZ

µ,0.

(3.29)

This expression contains the mass terms for the gauge bosons with MW = gv/2 and MZ =
MW/cos θW and for the Higgs boson with mass

MH =
√

2λv2. (3.30)

The parameters λ and v, and thus the Higgs mass, are free parameters of the theory which

have to be determined by experiment.

The fermion masses are generated by introducing Yukawa couplings between the fermions

and the same scalar field, Φ in a SU(2)L × U(1)Y invariant Lagrangian which has the

following form for every fermion generation:

Lf = −λeL̄ΦeR − λdQ̄ΦdR − λuQ̄Φ̃uR + h.c. (3.31)

with the conjugate isodoublet Φ̃ = iτ2Φ∗ with hypercharge Y = −1.

After the same transformations as for the gauge bosons above one obtains a mass term for

every fermion f given by

mf =
λfv√

2
. (3.32)
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In summary, the masses for fermions and bosons have been generated by introducing one

additional complex scalar field Φ with negative squared mass parameter , µ2 < 0. The

complete Lagrangian of the standard model

LSM = LSU(3) + LSU(2)×U(1) + LS + Lf (3.33)

is still SU(3)C × SU(2)L × U(1)Y gauge invariant. By choosing one particular ground

state of the Higgs field, the electroweak gauge symmetry is spontaneously broken while the

electromagnetic symmetry is preserved which is exactly what we observe in nature.

SU(2)L × U(1)Y
SSB−−−→ U(1)Q. (3.34)

3.1.3 Tests of the SM

The SM has been tested in high-precision measurements at LEP3, SLAC4, Tevatron and

elsewhere over the last decades. The results are all in general in excellent agreement with

the theoretical predictions. Thus, these tests performed with per mille level accuracy have

established the SM as an effective describtion of the strong and electroweak interactions

at present energies. The only particle that remaines undiscovered is the Higgs boson. Up

to now, the experimental searches at LEP and Tevatron provide only constraints on its

mass [13], with mH > 114.4 GeV at a confidence level of 95 % from direct searches at

LEP and an upper limit from indirect precision measurements of mH < 186 GeV.

Particle Mass Spin Weak Isospin Hypercharge Colour

νe < 2.2 eV 1
2

(
1
2 ,+

1
2

) −1 0
e 0.511 MeV 1

2

(
1
2 ,− 1

2

) −1 0

νµ < 0.19 MeV 1
2

(
1
2 ,+

1
2

) −1 0
µ 106 MeV 1

2

(
1
2 ,− 1

2

) −1 0

ντ < 18.2 MeV 1
2

(
1
2 ,+

1
2

) −1 0
τ 1.78 GeV 1

2

(
1
2 ,− 1

2

) −1 0

u ∼ 7 MeV 1
2

(
1
2 ,+

1
2

)
+ 1

3 r, g, b
d ∼ 5 MeV 1

2

(
1
2 ,− 1

2

)
+ 1

3 r, g, b

c ∼ 1.4 GeV 1
2

(
1
2 ,+

1
2

)
+ 1

3 r, g, b
s ∼ 0.104 GeV 1

2

(
1
2 ,− 1

2

)
+ 1

3 r, g, b

t 171± 2 GeV 1
2

(
1
2 ,+

1
2

)
+ 1

3 r, g, b
b ∼ 4.2 GeV 1

2

(
1
2 ,− 1

2

)
+ 1

3 r, g, b

γ 0 1 (0, 0) 0 0

Z0 91 GeV 1 (1, 0) 0 0

W± 80 GeV 1 (1,±1) 0 0

g 0 1 (0, 0) 0 gr̄, rb̄, bḡ
rḡ, br̄, gb̄
rḡ, br̄, gb̄
rr̄ − gḡ

rr̄ + gḡ − 2bb̄

H > 114.4 GeV 0
(

1
2 ,− 1

2

)
1 0

Table 3.1: Particle content of the standard model, including their quantum numbers.

3Large Electron Positron Collider
4Standford Linear Accelerator Center
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3.2 The Minimal Supersymmetric Extension of the

Standard Model

In this section the minimal supersymmetric standard model (MSSM) is introduced. After

a brief discussion of the principles of supersymmetry. A detailed describtion of this model

can be found for example in reference [14].

3.2.1 The Concept of Supersymmetry

As described in the previous section, the SM has passed extremely precise tests. Still, it

is widely believed that the SM is an effective theory which is only valid at the presently

accessible energies, since there are several open questions the SM cannot answer. These

questions point to new physics beyond the SM and therefore a more fundamental theory.

3.2.1.1 Open Questions in the Standard Model

The following list mentiones a few selected problems for which the SM has no satisfactory

answers:

• The SM cannot describe the fourth fundamental force in nature: the gravitation.

• In its simplest form it does not include the masses of the neutrinos which are proven

to be different from zero by the discovery of neutrino oscillations. Even if neutrino

masses are added like for the other fermions, it is not explained why neutrino masses

are so much smaller than the other fermion masses.

• The SM gauge theory is based on the direct product of the three simplest special

unitary groups which is not a true unification of the three interactions. Therefore

one expects a more fundamental Grand Unified Theory5 (GUT) which describes the

forces by a single gauge group, like SU(5) or SO(10), which contains the SM gauge

symmetries as subgroups. However, the precision measurements at LEP and else-

where show, that the values for the SM gauge coupling constants fail to meet at high

energies if only the known SM particles are taken into account (see Fig. 3.1).

• Astrophysical observations have shown that there should be a large contribution of

cold dark matter in the universe. This non-baryonic matter has to consist of particles

which are stable, massive, electrically neutral and only weakly interacting. The SM

does not include any particle candidate fulfilling these requirements.

• The fine-tuning problem: In the standard model, radiative corrections to M2
H lead

to quadratic divergences in the cut-off scale Λ beyond which the theory ceases to be

valid. At higher energies new physics should appear. For consistency reasons, the

Higgs mass is expected be in the range near the electroweak symmetry breaking scale

(v ∼ 250 GeV) and it has to be at least smaller than 1 TeV to guarantee unitarity of

the theory. If one now choses Λ to be at the GUT scale, the radiative corrections

∆M2
H lead to a Higgs mass of the order of the GUT scale. To guarantee MH <

1 TeV one has to add counterterms to ∆M2
H in the Lagrangian which have to be

fine-tuned with a unnatural high accuracy of O(10−30).

Strongly related is the hierarchy problem which asks for an explanation why Λ �
MZ or why the weak force is 1032 times stronger than gravity.

5The symmetry group G of a Grand Unified Theory has to contain the symmetry group of the standard

model G ⊃ SU(3)C × SU(2)L × U(1)Y . The standard model is then regarded as an effective the-

ory after another spontaneous symmetry breaking at the GUT scale, above which all couplings are equal:

GUT
MGUT−−−−−→ SU(3)C × SU(2)L × U(1)Y

Mel.weak−−−−−−−→ SU(3)C × U(1)Q.
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3.2.1.2 Supersymmetry as a Possible Solution

Many extensions of the standard model involve supersymmetry (SUSY), because it could

solve several shortcomings of the SM in an attractive way. Some of these aspects are

mentioned at the end of this section after briefly introducing the basics of SUSY.

SUSY models introduce a new symmetry between bosons and fermions. The generator

Q transforms the two classes of particles into each other. The fermions are transformed

into their bosonic superpartners (sfermions), the bosons into their fermionic superpartners

(gauginos) with the same quantum numbers (except their spin):

Q|Fermion〉 = |Boson〉,
Q|Boson〉 = |Fermion〉. (3.35)

The supersymmetric partner particles are usually called SUSY particles. If the symmetry

is exact und unbroken, the bosonic and fermionic fields have the same masses.

In nature, supersymmetry has to be broken because no partners of the SM particles with

equal masses have been observed. This breaking of supersymmetry has to be soft enough

such that the superpartners are not too heavy. Otherwise the hierarchy problem of the SM

would re-appear (see below).

Details of dynamical SUSY breaking mechanisms are at present still unknown. One can

only introduce effective SUSY breaking terms into a low-energy SUSY theory which leads

to many additional free parameters and a strong model dependence of the predictions. One

of the best studied SUSY models is the minimal supersymmetric standard model, (MSSM)

which is explained in the rest of this chapter. Before concentrating on the MSSM, the

solution to selected SM problems by SUSY is briefly discussed:

Figure 3.1: Running of the gauge coupling constants of the electromagnetic (α1), weak

(α2) and strong interaction (α3) in the standard model (left) and MSSM (right): While the

values of the couplings fail to meet at a common point for the SM, they unifiy in MSSM at

∼ 2 · 1016 GeV which marks the GUT energy scale.

• If SUSY is introduced as a local symmetry, it incorporates gravity and appears auto-

matically in Superstring theories.

• The new SUSY particle spectrum modifies the running of the SM gauge coupling

constants such that they meet at the GUT energy scale (see Fig. 3.1) above which the

interactions are unified.

• The additional requirement of R-parity conservation results in a stable lightest SUSY

particle. Such a particle is a promising candidate for cold dark matter since it is

expected to be massive, weakly interacting and electrically neutral.
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• Additional sfermion(f̃ )-loop corrections in SUSY extensions to the SM cancel the

divergencies of the radiative corrections to the Higgs mass ∆M2
H . This leads to a

Higgs mass MH . 135 GeV without unnatural fine-tuning as in the SM (see Fig.

3.2).

HH

f

f̄

HH

f̃

f̃

Figure 3.2: Contributions of fermionic and scalar loops to the Higgs boson mass: in the

SM the fermion loops (left) lead to divergencies in the radiative corrections ∆M2
H ∼ Λ2

which are compensated by scalar loops (right) in SUSY extensions of the SM.

3.2.2 The Minimal Supersymmetric Standard Model

The minimal supersymmetric extension of the standard model is based on the minimal

gauge symmetry group SU(3)C × SU(2)L × U(1)Y of the standard model. The spin-1
gauge bosons of the SM obtain their spin-1/2 superpartners, the gauginos, i.e. the bino B̃,

three winos W̃1,...,3 and eight gluinos G̃1,...,8 which together form vector supermultiplets

(see Table 3.2).

Name gauge boson gaugino SU(3)C ,SU(2)L,U(1)Y

gluon, gluino Gµ1,...,8 G̃1,...,8 (8,1,0)

W bosons, winos Wµ
1,...,3 W̃1,...,3 (1,3,0)

B boson, bino Bµ B̃ (1,1,0)

Table 3.2: MSSM vector supermultiplets and their quantum numbers.

Similar to the bosons also the SM fermions obtain their superpartners, the spin-0 sfermions

f̃ . The fermion-sfermion pairs form chiral supermultiplets (see Table 3.3). Furthermore,

two scalar Higgs doublets under SU(2)L, H1 and H2, are needed to cancel chiral anoma-

lies (see subsection 3.2.3). They have spin-1/2 superpartners H̃1 and H̃2 to form Higgs

supermuliplets. All supermultiplets together form the minimal particle content of the

MSSM. Tables 3.2 and 3.3 show the charge eigenstates of the MSSM particles. The charge

eigenstates with the same charge quantum numbers can mix to form mass eigenstates which

are measured in the experiments (compare Table 3.4):

• The neutral and the charged higgsino fields mix with the neutral and charged winos,

respectively and with the bino to give two chargino χ±1,2 and four neutralino χ0
1,2,3,4

mass eigenstates.

• The mass eigenstates of the sfermions6 f̃1 and f̃2 originate from the mixing of the

charge eigenstates f̃L and f̃R.

• The two complex Higgs doublets result in five massive Higgs bosons after elec-

troweak symmetry breaking: two charged bosons H±, two neutral CP-even Higgs

bosons h, H and one pseudoscalar CP-odd A boson (see section 3.2.3 for more de-

tails).
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Name fermions sfermions SU(3)C ,SU(2)L,U(1)Y

quarks, squarks (uL,dL) (ũL,d̃L) (3,2, 1
3 )

ūR ˜̄u∗R (3̄,1,− 4
3 )

d̄R ˜̄u∗R (3̄,1, 2
3 )

leptons, sleptons (ν,eL) (ν̃,ẽL) (1,2,−1)

ēR ˜̄e∗R (1,1,2)

Higgs, higgsino H1 H̃1 (1,2,−1)

H2 H̃2 (1,2,1)

Table 3.3: MSSM chiral and scalar supermultiplets and their quantum numbers. The sym-

bols u, d, e represent up-type, down-type and electron-type fermions and sfermions, re-

spectively.

Particle mass eigenstates charge eigenstates

neutralinos χ̃0
1, χ̃0

2, χ̃0
3, χ̃0

4 B̃0, W̃ 0, H̃0
1 , H̃0

2

charginos χ̃±1 , χ̃±2 W̃±, H̃−1 , H̃+
2

squarks q̃1,2 q̃L,R
sleptons l̃1,2 l̃L,R

Higgs bosons h, H , A, H± H0
1 , H0

2 , H−1 , H+
2

Table 3.4: Mass eigenstates of MSSM particles and the corresponding charge eigenstates.

The most general MSSM model contains terms which lead to the violation of baryon and

lepton number conservation. In order to enforce conservation of these quantum numbers

at the electroweak energy scale, a new symmetry, called R-parity, is introduced. It corre-

sponds to a multiplicative quantum number defined as

Rp = (−1)2s+3B+L, (3.36)

where L and B are the lepton and baryon numbers and s is the spin quantum number. All

SM particles have Rp = +1 and the supersymmetric particles Rp = −1. The consequence

of R-parity conservation is that SUSY particles are always produced in pairs and that the

lightest supersymmetric particle (LSP) is stable. In most SUSY scenarios, the LSP is the

lightest of the four neutralinos which is massive, electrically neutral and only weakly inter-

acting. With conserved R-parity, the LSP is one of the most promising candidates for cold

dark matter in the Universe.

As already mentioned above, supersymmetry has to be broken since otherwise the SUSY

particles would have the same masses as their SM partners. To maintain the cancelation

of quadratic divergences in radiative corrections to the Higgs mass, SUSY breaking has to

be such that the masses of the superpartners do not become much larger than about 1 TeV.

This is achieved by the so-called soft SUSY breaking terms in the low-energy effective La-

grangian which parametrizes explicitely the effect of the unknown SUSY breaking meach-

anism:

• Mass terms for the gauginos: M1, M2, M3,

• mass terms for the sfermions: mQ̃1,...,3
, mL̃1,...,3

, mũ1,...,3 , md̃1,...,3
, ml̃1,...,3

,

• mass and bilinear coupling terms for the Higgs bosons: mH1 , mH2 , B and µ,

• trilinear couplings between sfermions and Higgs bosons: Auij , A
d
ij , A

l
ij , with the

fermion generation indices i, j = 1, ..., 3.

6Very often the 1st and 2nd generation sfermion masses are considered to be zero, in this case the sfermion

mixing is reduced to the 3rd generation.
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Q

Spin 1/2 Spin 1/2Spin 0

Figure 3.3: Particle content of the MSSM: every standard model particle (left) gets a

superparter (right). The SUSY operator Q transforms these partners into each other.

To avoid the need for an unnatural fine-tuning as in the SM, an upper bound on the SUSY

breaking scale MS is imposed, which is in the case of vanishing 1st and 2nd generation

sfermion masses given as

MS = √mt̃1
mt̃2

. 2 TeV. (3.37)

In the most general case where one allows for intergenerational mixing and complex phases

of the parameters, the soft SUSY breaking terms introduce 105 free parameters in addition

to the 19 free parameters of the SM. This case is referred to as the unconstrained MSSM.

In order to reduce the large parameter space, several assumptions can be made:

• All soft SUSY breaking parameters are real. Therefore, no additional CP-violation

except the one from the quark mixing matrix CKM of the SM is generated.

• The matrices for the sfermion masses and for the trilinear couplings are all diagonal-

izable. This prevents the appearance of flavour changing neutral currents (FCNCs)

at the tree level which are strongly constrained experimentally.

• For the first and second sfermion generation the soft SUSY breaking masses and

trilinear couplings are the same at low energy to be in compliance with tight experi-

mental constraints from K0-K̄0 mixing for example.

With these assumptions, the large number of free parameters is reduced to only 22:

• tanβ: the ratio of the vacuum expectation values of the two Higgs doublets,

• m2
H1

, m2
H2

: the Higgs mass parameters squared,

• M1, M2, M3: the bino, wino and gluino mass parameters,

• mq̃ , mũR , md̃R
, ml̃, mẽR : the sfermion mass parameters equal for the first and

second generation,

• Au, Ad, Ae: the equal first/second-generation trilinear couplings,

• mQ̃, mt̃R
, mb̃R

, mL̃, mτ̃R : the third generation sfermion mass parameters,
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• At, Ab, Aτ : the third generation trilinear couplings.

The model with this set of free parameters is usually called the phenomenological MSSM

(pMSSM).

The pMSSM can be further constrained if one assumes that SUSY breaking occurs in a

hidden sector which communicates with the visible sector of particles only through gravi-

tational interactions. If these interactions are flavour-blind, another set of boundary condi-

tions for the SUSY breaking terms can be applied which assumes following unifications of

parameters at the GUT scale MGUT :

• Unification of the gaugino masses:

M1 (MGUT ) = M2 (MGUT ) = M3 (MGUT ) = m1/2. (3.38)

• Universal scalar masses:

msquarks (MGUT ) = msleptons (MGUT )
= mH1 (MGUT ) = mH2 (MGUT ) = m0.

(3.39)

• Universal trilinear couplings:

Auij (MGUT ) = Adij (MGUT ) = Alij (MGUT ) = A0δij . (3.40)

With these further assumptions the model is called the constrained MSSM (cMSSM) or

mSUGRA model.

Sfermion Mixing The mixing between left- and right-handed sfermions already men-

tioned above also needs to be discussed. The sfermion mass matices read

M2
f̃

=
(
m2
f +m2

LL mfXf

mfXf m2
f +m2

RR

)
(3.41)

with the entries given by

m2
LL = m2

f̃L
+
(
I3L
f −Qf sin2 θW

)
M2
Z cos 2β,

m2
RR = m2

f̃R
+Qf sin2 θWM

2
Z cos 2β,

Xf = Af − µ (tanβ)−2I3Lf .

(3.42)

The mass matrices are diagonalized by the rotation of the sfermion mixing angles θf̃ , given

by

sin 2θf̃ =
2mfXf

m2
f̃1
−m2

f̃2

. (3.43)

The soft SUSY breaking sfermion masses are often considered to be degenerated. In this

case, the sfermion mixing angles θf̃ are in most of the MSSM parameter space either close

to zero or to −π/4. This implies that the mixing between left- and right-handed sfermions

becomes either minimal or maximal. These scenarios are therefore called the no-mixing

and the maximal-mixing scenario respectively. The sfermion mixing is usually described in

terms of the parameter Xf , which is either zero in the no-mixing scenario or reaches large

values in the maximal-mixing scenario.

In this thesis, particular attention will be payed to the Higgs bosons prediced by the MSSM.

Therefore, the MSSM Higgs sector will be discussed in more detail in the next section.
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3.2.3 The Higgs Sector of the MSSM

In SUSY theories at least two doublets of scalar fields are needed to break the electroweak

symmetry for the following reasons:

• Due to an additional charged spin-1/2 particle, the charged higgsino, chiral anomalies

spoil the renormalizability of the theory which only can be canceled if at least two

Higgs doublets are introduced.

• In the SM, the field Φ and its conjugate Φ̃ generate the masses of the down- and

up-type fermions, respectively. In SUSY theories, however, the Higgs sector of the

Lagrangian cannot contain the conjugate fields. Therefore a second Higgs doublet

with the same hypercharge as the conjugate field is needed to generate masses for the

up-type fermions.

In the MSSM the minimum of two doublets of scalar fields with opposite hypercharge is

introduced:

H1 =
(
H0

1

H−1

)
with YH1 = −1,

H2 =
(
H+

2

H0
2

)
with YH2 = +1.

(3.44)

The Higgs potential VH has three different components:

The D terms for the two Higgs fields leading to the Higgs self-couplings,

VD =
g2

2

8

[
4|H†1H2|2 − 2|H1|2|H2|2 +

(|H1|2
)2

+
(|H2|2

)2]
+
g2

1

8
(|H2|2 − |H1|2

)
,

(3.45)

and the F term for the mass terms,

VF = µ2
(|H1|2 + |H2|2

)
. (3.46)

In addition, there are Higgs mass and bilinear coupling terms from soft-SUSY breaking:

Vsoft = m2
H1
H†1H1 +m2

H2
H†2H2 +Bµ (H2 ·H1 + h.c.) . (3.47)

The full scalar potential is then the sum of all three terms

VH = VD + VF + Vsoft. (3.48)

If one chooses now the vacuum expectation value of H−1 to be zero, one automatically

obtains 〈H+
2 〉0 = 0. This means there is no non-vanishing vacuum expectation value for

charged Higgs fields. Therefore this potential can only break the SU(2)L × U(1)Y gauge

symmetry but preserves the electromagnetic U(1)Q symmetry.

After the insertion of equation 3.44 in the D-, F - and SUSY breaking terms and the sub-

stitutions

m̄2
1 = |µ|2 +m2

H1, m̄2
2 = |µ|2 +m2

H2, m̄2
3 = Bµ (3.49)

the scalar potential 3.48 contains five parameters: m̄2
1, m̄2

2, m̄2
3 and g1,2. Furthermore,

the Higgs potential is CP conserving at tree level because the phase of the only complex

variable Bµ can be absorbed in the phases of the fields H1 and H2.
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Electroweak Symmetry Breaking in MSSM To achieve electroweak symmetry

breaking, a combination of the fields H0
1 and H0

2 is need to acquire a negative squared

mass term. This is the case if

m̄4
3 > m̄2

1m̄
2
2. (3.50)

Futhermore, to bound VH from below for large values of the Higgs fields,

m̄2
1 + m̄2

2 > 2|m̄2
3| (3.51)

has to be satisfied. This requires explicitly m̄2
1 6= m̄2

2 or

m2
H1
6= m2

H2
. (3.52)

Therefore, to break the electroweak symmetry one also has to break the supersymmetry,

because Vsoft 6= 0. In constrained MSSM models the soft SUSY breaking Higgs masses

are equal at high energy,mH1 = mH2 , and only their running to lower energies lifts this de-

generacy so that equation 3.52 is satisfied. This means that in MSSM the electroweak sym-

metry is broken through radiative corrections (radiative symmetry breaking) which makes

it more natural and elegant than in the SM where the breaking is forced with the definition

µ2 < 0.

The MSSM Higgs Bosons As in the SM, the neutral components of the two Higgs

fields acquire non-zero vacuum expectation values7

〈H0
1 〉0 =

v1√
2
, 〈H0

2 〉0 =
v2√

2
. (3.53)

An important parameter is the ratio of the two vacuum expectation values, defined as

tanβ =
v2

v1
. (3.54)

With the knowledge of tanβ, mH1 and mH2 , the values B and µ2 are fixed while the sign

of µ stays undetermined.

To obtain the Higgs bosons (i.e. the mass eigenstates of the Higgs fields) one parametrizes

the exitations of the complex scalar field doublets with respect to the vacuum expectation

value in the following way:

H1 =
1√
2

(
v1 +H0

1 + iP 0
1

H−1

)
H2 =

1√
2

(
H+

2

v2 +H0
2 + iP 0

2

) (3.55)

where the real components correspond to the CP-even Higgs bosons and the imaginary

parts to the CP-odd Higgs and Goldstone bosons. After the diagonalization of the squared

Higgs mass matrices

M2
ij =

1
2

∂2VH
∂Hi∂Hj

∣∣∣∣
〈H0

1 〉0=v1/
√

2, 〈H0
2 〉0=v2/

√
2, 〈H±1,2〉0=0

(i, j = 1, 2) (3.56)

one obtains relations for the Higgs boson masses and their mixing angles.

The Higgs mass eigenstates are obtained by the following rotation of the charged and the

real and imaginary parts of the neutral Higgs states, respectively:(
G±

H±

)
=
(

cosβ sinβ
− sinβ cosβ

)(
H±1
H±2

)
(3.57)

7Also here the vacuum expectation value of the charged components of the scalar fields is zero for the same

reason as in the SM: the electromagnetic gauge symmetry must remain unbroken.
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(
G0

A

)
=
(

cosβ sinβ
− sinβ cosβ

)(
P 0

1

P 0
2

)
. (3.58)

(
H
h

)
=
(

cosα sinα
− sinα cosα

)(
H0

1

H0
2

)
(3.59)

with the mixing angle α given by

α =
1
2

arctan
(

tan 2β
M2
A +M2

Z

M2
A −M2

Z

)
(3.60)

The neutral and charged Goldstone bosons G0, G± are massless and, as in the SM, ab-

sorbed by the electroweak gauge bosonsZ0 andW± to form their longitudinal components

and to acquire their masses.

The mass eigenstate of the neutral CP-odd Higgs boson A is

M2
A = − 2m̄2

3

sin 2β
(3.61)

while the masses of the CP-even neutral Higgs bosons h and H are

M2
h,H =

1
2

[
M2
A +M2

Z ∓
√

(M2
A +M2

Z)2 − 4M2
AM

2
Z cos2 2β

]
, (3.62)

respectively.

The mass eigenstates of the charged Higgs bosons are

M2
H± = M2

A +M2
W , (3.63)

where MW is the mass of the W boson.

As one can see, the MSSM Higgs sector is very constrained. The two scalar field doublets

require in principle six parameters Mh,MH ,MA,MH± , β and α. At tree level, only two

of these parameters are free, usually chosen to be MA and tanβ. Furthermore, at tree level

the Higgs masses obey a strict hierarchy:

MH > max(MA,MZ),
MH± > MW ,

Mh ≤ min(MA,MZ) · | cos 2β| ≤MZ .

(3.64)

Thus, the upper limit on the mass of the h boson is MZ at tree level. Higher-order correc-

tions move this mass limit to about 130 GeV in the maximal mixing scenario.

A consequence of these constraints is the MA-dependency of all Higgs masses (see Fig.

3.4) and the degeneracy of the masses of either A and h at small MA or A and H at large

MA. In the most extreme case for MA ∼ 130GeV and high tanβ, all three neutral Higgs

bosons are degenerate, i.e. have the same mass.

3.2.4 Constraints on the MSSM Higgs Sector

Further constraints on the free parameters of the MSSM Higgs sector can be obtained from

the requirement on the consistency of the theory and from direct experimental searches.

This subsection gives a short overview of the major constraints. More detailed information

and indirect bounds from electroweak precision measurements can be found in Ref. [14].
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Figure 3.4: MSSM Higgs boson masses as a function of MA for two values of tanβ in the

no mixing (left) and maximal mixing (right) scenario with the SUSY breaking scale MS =
2 TeV. All other SUSY parameters are set to 1 TeV, radiative corrections are included.

3.2.4.1 Theoretical Bounds

• The free parameter tanβ can be constrained by requiring that Higgs couplings to

fermions to remain small enough for perturbative calculations. This leads to loose

bounds of 0.3 ≤ tanβ ≤ 150. Withing the framework of the contrained MSSM

(cMSSM) these bounds tighten to

1 ≤ tanβ ≤ mt

mb
≈ 60, (3.65)

as described in [15].

• According to equation 3.64, the value of Mh at tree level has to be lower than MZ .

However, radiative corrections lead to higher values. To estimate the maximum value

forMh one has to vary all SUSY parameters which contribute to the radiative correc-

tions. Including theoretical and experimental uncertainties one obtains a conservative

maximum of

Mmax
h ' 144 GeV for mt ' 178 GeV [16, 17]. (3.66)

3.2.4.2 Constraints from Direct Higgs Boson Searches

Experimental bounds on the Higgs boson masses and tanβ have been obtained from the

Higgs searches at LEP2 and Tevatron. Since in this thesis the search for neutral MSSM

Higgs boson at the LHC is studied, only the bounds on the neutral Higgs bosons are dis-

cussed:

• At LEP2 searches were performed for the pair production channel e+e− → hA/HA
with subsequent decays into (bb)(bb) or (bb)(ττ) [18]. 95 % CL limits on the h and

A masses of

Mh > 91.0 GeV and

MA > 91.9 GeV,
(3.67)
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have been derived, where maximal coupling of the hA pairs to the Z boson has been

assumed, which is the case in the anti-decoupling regime8 as well as for large tanβ.

• Another Higgs production process at LEP2 is the Higgs-strahlung process e+e− →
Zh/ZH . In the decoupling regime9 or also the anti-decoupling regime the lower

bound on the SM Higgs mass is also valid for the MSSM Higgs bosons h/H:

Mh/H > 114.4 GeV (3.68)

• More recent limits were obtained at Tevatron where neutral MSSM Higgs searches

are mainly performed in the h/H/A → ττ channel. The results can be found in

Ref. [19]. The constraints on the MA− tanβ parameter space are shown in Fig. 3.5.

3.3 Neutral MSSM Higgs Boson Production at the

LHC

The last two sections in this chapter deal with the production and decay channels for MSSM

Higgs bosons accessible at the LHC. In proton-proton collisions at the LHC, the neutral

MSSM Higgs bosons are produced in four different processes (for the tree-level Feynman

graphs see Fig. 3.6):

• The CP-even Higgs bosons h andH can be produced in association with weak gauge

bosons W/Z: qq̄ → W/Z + h/H . This mode is also called Higgs-strahlung. The

pseudoscalar Higgs boson A cannot be produced in this channel since it does not

couple to gauge bosons at tree level because of CP-invariance in the MSSM.

• For the same reason only the h and H bosons can be produced via vector boson

fusion: qq → qq + V ∗V ∗ → qq + h/H (where V = W,Z).

• In the gluon-gluon fusion process, all neutral MSSM Higgs bosons can be generated:

gg → h/H/A.

• Finally, a very important Higgs production mode is the associated production with

heavy quarks: gg, qq̄ → QQ̄+h/H/A (Q = t, b), which can be used for trigger and

background suppression.

A summary of the production cross sections for the neutral MSSM Higgs bosons at the

LHC is given in Fig. 3.7. The cross sections for the individual processes as well as the total

Higgs production cross section are plotted as functions of the Higgs masses for tanβ = 3
and tanβ = 30. The maximal mixing scenario with Xt =

√
6MS and MS = 2 TeV

was chosen. Furthermore, the top and bottom quark masses are set to mt = 178 GeV and

mb = 4.9 GeV, respectively, and NLO QCD corrections have been taken into account.

As one can see, the gluon fusion and the associated production with b-quarks are dominat-

ing by at least an order of magnitude. Especially for higher values of tanβ, the associated

production with b-quarks becomes dominant. This will have a strong impact on the searches

for the neutral MSSM Higgs bosons performed in this thesis.

8In the anti-decoupling regime, the pseudoscalar Higgs boson is very light: MA �MZ . Here, at large values

of tanβ the h and the A bosons are degenerate in mass, while the H boson is degenerate in mass with the Z
boson. Therefore the properties of the h and H bosons are reversed compared to the decoupling regime.

9In the decoupling regime, the pseudoscalar Higgs boson mass becomes large, MA � MZ , and the light

CP-even Higgs boson reaches its maximal mass. The masses of the other Higgs bosons H and H± get then very

close to MA: MA ' MH ' MH± . One characteristic of this regime is that, especially for large tanβ, the

couplings of the h boson to SM particles approach the couplings of the SM Higgs while the couplings of the H
boson are reduced to the value for the pseudoscalar Higgs boson A (up to a sign).
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Figure 3.5: 95% CL exclusion contours in the tanβ −MA plane from direct searches at

Tevatron [19]. The results are shown for the maximal mixing (top) and no-mixing (bot-

tom) scenarios for µ < 0 (left) and µ > 0 (right). The black line denotes the observed

limit, the grey line the expected limit with hatched yellow and blue 1 and 2σ error bands,

respectively. The hatched light-green areas indicate the limits from LEP.
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Figure 3.6: The dominant production modes for neutral MSSM Higgs bosons at the LHC:

(a) Higgsstrahlung, (b) vector boson fusion, (c) gluon fusion and (d) associated production

with heavy quarks.

For comparison of the Higgs boson production with usual production rates of standard

model particles, the total proton-proton production cross-section and cross-sections for

several standard model processes are shown in Fig. 3.8. Many standard model processes

are sources of background for the Higgs signal processes and their overwhelmingly high

cross-sections pose a serious challenge for the Higgs searches. This underlines the need

for a good understanding of the background processes, efficient event selection and precise

background estimation.

3.4 Decay Modes of the Neutral MSSM Higgs

Bosons

In the standard model the tree-level production and decay properties of the Higgs boson

are fully determined once its mass is fixed. Since its couplings to fermions and gauge

bosons are proportional to the particle masses, the Higgs boson will decay dominantly into

the heaviest particles allowed by the phase space. In the MSSM however, this is not the

case since the MSSM Higgs couplings depend on tanβ and the mixing angle α given in

equation 3.60. The most important neutral MSSM Higgs boson couplings normalized to

the ones of the standard model Higgs boson are listed in Table 3.5. Besides these standard

model-like decays, there are additional modes that should be mentioned.

Φ gΦūu gΦd̄d gΦV V

HSM 1 1 1

h cosα/sin β −sinα/cos β sin(β − α)
H sinα/sin β cosα/cos β cos(β − α)
A cotβ tanβ 0

Table 3.5: Neutral MSSM Higgs boson (Φ) couplings to up-type and down-type fermions

and to gauge bosons normalized to the SM Higgs boson couplings.

The decay modes of the neutral MSSM Higgs bosons can be grouped into three classes:

• Decay into SM particles: These are the most important decay modes. Their branch-
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Figure 3.7: Production cross sections for the MSSM Higgs bosons Φ = h, H, A, H± at

the LHC for tanβ = 3 (left) and tanβ = 30 (right).

ing ratios are, however, depending on the MSSM parameters and will be discussed

in more detail in the following.

• Decay into other Higgs bosons: The presence of additional Higgs bosons allows

for decays of the heavy CP-even H boson into a pair of lighter CP-even or CP-odd

Higgs bosons h or A. These decays, however, are only relevant in small regions of

the MSSM parameter space.

• Decay into SUSY particles: Due to the additional SUSY particle content in the

MSSM a wide spectrum of new decay modes opens up, however only when these

particles are lighter than the Higgs bosons. The decays involving SUSY particles are

treated, for example, in Ref. [14].

The decay rates of MSSM Higgs bosons into standard model particles depend on the choice

of MSSM parameters. Starting from standard model-like decays of the light CP-even h
boson at low mass values the prefered decay modes change with increasing Higgs masses

and tanβ. We concentrate in the following on scenarios with tanβ � 1, where the

coupling to down-type fermions is strongly enhanced.

The decay branching ratios of the neutral MSSM Higgs bosons are shown in Fig. 3.9

for tanβ = 30. Radiative corrections are included and the maximal-mixing benchmark

scenario was chosen. Like in previous sections the properties of the Higgs sector are dis-

cussed for the decoupling and the anti-decoupling regimes. Reference [14] also provides

information on several other parameter regimes.

Decoupling Regime For the assumed value of tanβ = 30, the decoupling regime

starts at MA & 150 GeV. In this case, the lighter CP-even h boson reaches a maximal

value of Mh ≈ 130 GeV and its couplings are equal to the couplings of the standard model

Higgs boson. Therefore the dominant decay channels prefered by phase space are the

decays into bb̄ and WW ∗. For the chosen scenario with tanβ � 1, the heavier Higgs

bosonsH andA decay almost exclusively into bb̄ and τ+τ− due to the enhanced couplings

to down-type fermions. An additional decay channel which is subject of this thesis, is the

decay into µ+µ− which is significantly enhanced compared to the standard model. All

other kinematically allowed decay modes are suppressed for high values of tanβ.

Anti-Decoupling Regime The anti-decoupling regime for tanβ = 30 corresponds

to MA . 130 GeV. The degenerate h and A bosons decay dominantly into down-type
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Figure 3.8: Predictions of proton-proton cross sections as a function of the c.m. energy:

the total cross section as well as production cross sections of important processes at the

LHC are shown.

fermions, like A and H in the decoupling regime. In this regime, the heavier Higgs boson

H with its mass of MH ∼ 140 GeV plays the role of the standard model Higgs decaying

dominantly to the heaviest particles allowed by phase space. One important difference

occurs in the lowMA-range: if h andA are light enough the decaysH → hh andH → AA
are by far the dominant ones with branching ratios of ∼ 50 %.

Discovery Channels for Neutral MSSM Higgs Bosons Fig. 3.9 shows that the

neutral MSSM Higgs bosons decay predominantly (∼ 90 %) into bb̄. This channel, how-

ever is not preferred experimentally since the overwhelming QCD background produced in

proton-proton collisions poses a serious challenge and it is difficult to trigger on the signal.

With a branching ratio of about 10 %, the decay into a τ -lepton pair is still rather frequent.

Assuming a precise τ reconstruction and identification, this channel is the most favoured

(a) (b) (c)

Figure 3.9: The decay branching ratios of the (a) light CP-even, (b) the heavy CP-even and

(c) the CP-odd neutral MSSM Higgs bosons as a function of their masses for a tanβ = 30.
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one for discovery or exclusion in a wide parameter range of MSSM.

Another interesting channel is the decay into two muons, h/H/A→ µ+µ−, in spite of the

low branching ratio of about 3× 10−4, which is rather constant over the whole MA range.

The h/H/A → µ+µ− channel provides a very clean signature in the detector and allows

for the most precise Higgs mass measurement due to the fully reconstructable final state.

Therefore, this decay mode, which is also the subject of this thesis, is an important addition

to the h/H/A→ τ+τ− channel.





Chapter 4

Search for the Neutral MSSM

Higgs Bosons in the Decay

Channel h/H/A→ µ+µ−

This chapter deals with the MSSM Higgs boson search in the decay chan-

nel h/H/A→ µ+µ− with the ATLAS detector. A reference ATLAS study

of this channel has been performed in [20] assuming p-p collisions at the

nominal centre-of-mass energy of
√
s = 14 TeV. Since the LHC will start

operation at lower c.m. energies of
√
s = 7 − 10 TeV, the work presented

in this thesis gives an update on the expected performance in this analysis

channel for early data. Therefore data from Monte Carlo simulations with a

c.m. energy of
√
s = 10 TeV were analysed using modified analysis cuts to

cope with the expected conditions at lower energies.

The analysis is performed for a µ+µ− invariant mass range from 120 up to

500 GeV with three different Higgs masses in the bb̄A associated production

mode. This chapter introduces the analysis strategies and sets the stage for the

development of a background estimation method which is presented in Chap-

ter 5. Since the background contribution can be estimated from final states

with one or two electrons, Section 4.4 describes the electron reconstruction.

The background processes are simulated using a detailed (full) simulation

of the ATLAS detector with the nominal detector layout. The three signal

datasets were simulated by the faster ATLFAST detector simulation based on

a parametrization of the detector response to different particles.

4.1 Motivation

In the Standard Model the decay H → µ+µ− is very unlikely since the Higgs boson cou-

ples dominantly to the gauge bosons W± and Z0 or the heavy fermions t, b and τ . This is

however not the case in the MSSM where for large values of tanβ the decay into down-

type fermion pairs including two muons is strongly enhanced.

Since the couplings of the Higgs bosons to the fermions are proportional to the fermion

masses, the branching ratios of h/H/A→ ττ/µµ/ee scale as m2
τ/m

2
µ/m

2
e. Thus the de-

cay into two electrons can be neglected and h/H/A→ µ+µ− is suppressed by a factor

of ∼ 280 with respect to the h/H/A→ τ+τ− decay. Nevertheless, the dimuon channel

provides a very clean signature in the detector and the excellent dimuon mass resolution

of the ATLAS detector allows for the most precise Higgs mass measurements. With these

properties, the h/H/A→ µµ decay is a promising channel for either the exclusion of a

45
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wide region of the mA − tanβ parameter space or the discovery of the Higgs boson.

The study presented in this chapter concentrates on Higgs masses of 130, 150 and 200 GeV

at a benchmark point of tanβ = 40 and is performed within the mmax
h MSSM scenario.

For comparison, a detailed study of the discovery potential at
√
s = 14 TeV with an inte-

grated luminosity of 30 fb−1 is presented in [21].

4.2 Signal and Background Processes

4.2.1 Signal

The dominant production modes for neutral MSSM Higgs bosons have been mentioned in

the previous chapter. Figure 3.7 shows that the cross sections for the direct production via

gluon fusion and the associated production with b-quarks exceed the other processes by at

least an order of magnitude. The gluon fusion process gg → h/H/A is important in the

low tanβ region (tanβ < 10) where the Higgs bosons couple strongly to up-type quarks.

For larger tanβ values the bb̄(h/H/A) production becomes dominant.

The studies presented here concentrate on the large tanβ region and therefore on the

bb̄(h/H/A) production with a subseqent decay into two muons (see Fig. 4.1). The large

tanβ region is most promising for studies of the early LHC data, since the A and H bo-

son production cross sections increase approximately quadratically with tanβ and also

the branching ratio for the decay into two muons is enhanced for larger values of tanβ.

The h production is tanβ-dependent only for mA < 130 GeV and the branching ratio for

h→ µ+µ− is also rather insensitive to mA and tanβ.

The mass degeneracy of the neutral Higgs bosons leads to an additional benefit. For A
boson masses mA < 130 GeV, the h and A bosons are degenerate in mass while the heavy

H boson mass is rather constant, mH ∼ 130 GeV. For mA > 130 GeV, the h boson mass

reaches its maximum value of mh ∼ 130 GeV while the A and H bosons are degenerate in

mass. In the case ofmA ≈ 130 GeV all three bosons have very similar masses, in particular

for large tanβ. In all cases the mass degeneracy of the A, H and h bosons (illustrated in

Fig. 3.4) enhances the signal which has contributions from two or even all three mass

eigenstates.

A

g

g

b

b̄

µ+

µ−

Figure 4.1: Tree-level Feynman diagram for the bbA signal production with subsequent

decay of the Higgs boson into two muons.

4.2.2 Background

The search for new physics phenomena at the LHC suffers from extremely high back-

ground. In case of the h/H/A→ µ+µ− decay channel, all processes resulting in a dimuon

final state contribute to the background. These processes are discussed in this section, their

tree-level Feynman diagrams are shown in Figure 4.2.

Z Boson Production The inclusive Z boson production at the LHC has a relatively

high cross section resulting in a large background for searches for new physics. The fol-

lowing production and decay channels are relevant for the h/H/A→ µ+µ− analysis:
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• The dominant background is the Drell-Yan Z production with subsequent decay into

two muons. This process has a cross-section of about 1 nb and results in a high Z
peak in the invariant mass distribution. Even the trailing edge of the Z resonance is

high enough to produce a dominant background for the MSSM Higgs searches up to

masses of several hundred GeV. This process can, however, be efficiently suppressed

by requiring the presence of a b-jet in the final state.

• The Z production in association with light jets is a significant background contribu-

tion, even after requiring a b-jet in the final state, due to misidentification of light jets

as b-jets.

• The Z + b-jet production is an irreducible background for the A/h/H → µ+µ−

search in the bb̄A production mode, having almost the same signature as the signal.

• In addition to the Z → µ+µ− decay mode the decay channel Z → ττ with subse-

quent leptonic τ decays τ → µνν can contribute to the background. This is however

minor because in only∼ 3 % of Z → ττ events both τ leptons decay into muons and

furthermore the invariant dimuon mass is shifted to lower values because of the neu-

trinos in the τ decay. For the vanishing contribution of this background see Section

4.5.

Top-Pair Production The process tt̄→ (W+b)(W−b̄)→ (µ+νb)(µ−νb̄) is another

background particularly with the requirement of b-jets in the final state, as will be shown

in Section 4.5. This process gives a flat dimuon mass distribution over a wide mass range.

Characteristic signatures of the tt̄ background are high jet activity and large missing trans-

verse energy caused by the neutrinos from the W decay which both can be used for the

suppression of this background.

Diboson Production Finally also WW and ZZ diboson production with dimuon fi-

nal state contribute to the background for h/H/A→ µ+µ−. The contributions of these

processes are suppressed because of the much lower production cross sections. In Refer-

ence [21] it has been shown that the WW and ZZ contributions can be neglected. Thus

these backgrounds are not considered in this study.

4.3 Data Samples

Three different Monte Carlo generators are used to simulate the signal and background

processes. The following list gives a brief overview of their characteristics, more detailed

information can be found in [22]:

• PYTHIA is a general-purpose leading-order (LO) generator for hadronic interactions

in pp, e+e− and ep collisions. PYTHIA simulates QCD, electroweak, SUSY and

other beyond SM processes with two particles in the initial state and with intial- and

final state hadronic showers, underlying event, hadronization and particle decays of

the partons not involved in the hard collision.

• ALPGEN is a leading-order generator for standard model processes in hadronic col-

lisions. ALPGEN can generate large jet muliplicites and hard jets which is important

for processes with jet activity like Z+ jets production.

• MC@NLO includes next-to-leading order (NLO) QCD corrections which is, for in-

stance, important for the generation of tt̄ production. MC@NLO is interfaced with

the Herwig program for hadronization and underlying event simulation.
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Figure 4.2: Tree-level Feynman diagrams of the most important background processes to

the h/H/A → µ+µ− search: Z boson production (a)-(f), tt̄ production (g) and diboson

production (h)-(i).
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The simulated data samples used in this thesis are listed in Table 4.1 and have been gen-

erated in the official ATLAS Monte Carlo production1. The response of the ATLAS de-

tector to the generated events is simulated using the GEANT4 [23] [24] program within

the ATLAS ATHENA [25] software framework. The simulation is followed by the event

reconstruction which uses the same algorithms which will be used for data from real p-p

collisions. The signal data samples have been simulated with the faster, parametrized de-

tector simulation ATLFAST-II [26]. The good agreement between the full and fast detector

simulations has been demonstrated in [27].

In this study for early LHC operation, no pile-up and cavern background effects were con-

sidered. At the beginning of the LHC operation, the luminosity will be relatively low and

therefore little additional interactions per event are expected and the background radiation

in the ATLAS cavern due to secondary neutrons and photons from the collision products

(cavern background) should not affect the detector performance.

4.4 Detector Performance

This section deals with the performance of the reconstruction algorithms used for the stud-

ies presented in this thesis. The particle reconstruction and identification methods are in-

particluar discussed for muons, electrons and photons. Even though electrons are not part

of the A→ µ+µ− final state, electron and photon reconstruction plays an important role

for the estimation of the muon background as described in the next chapter.

The detector performance can be characterized in terms of:

• Efficiency: The reconstruction efficiency ε is defined as the number of reconstructed

and correctly indentified objects Nmatched divided by the total number of generated

truth objects Ngenerated:

ε =
Nmatched
Ngenerated

, (4.1)

whereNmatched is obtained by matching a reconstructed object ot a generated object

within an angular distance of ∆R = 0.1 for electrons and muons, ∆R = 0.2 for

photons and ∆R = 0.4 for jets.

• Fake rate: The fake rate F is given by the number of reconstructed but wrongly

identified objects Nfake which cannot be matched to a generated object by using the

above criteria divided by the total number of reconstructed objects Nreconstructed:

F =
Nfake

Nreconstructed
. (4.2)

• Rejection: The rejection is related to the fakerate and is often used in the context of

jet flavour identification. For example, in case of b-jet tagging, the c- and light-jet

rejection

Ru,d,s,c−jets =
Nu,d,s,c−jets

N b−tagged
u,d,s,c−jets

, (4.3)

is the ratio of the number of all generated c- or light-jets Nu,d,s,c−jets to the number

of mistagged c- or light-jets N b−tagged
u,d,s,c−jets.

1All Monte Carlo data were generated in the official ATLAS Monte Carlo run MC08. Fully simulated data

with the production tag e384-s462-r635-t53 were used, i.e. data without pileup with displaced vertex positions

(1.5 mm, 2.5 mm,−9.0 mm) simulated with the ATLAS-GEO-02-01-00 detector geometry. For the fast simu-

lated data, the ATLFAST configuaration a82 was used.
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Process Generator σ[fb] Nevents L[ fb−1] Type

bbA→ µµ, (130, 20) PYTHIA 15.42 25000 1.6 · 103 atlfast

bbA→ µµ, (150, 20) PYTHIA 9.483 25000 2.6 · 103 atlfast

bbA→ µµ, (200, 20) PYTHIA 3.372 15000 4.4 · 103 atlfast

Z → ee incl., (1l filter) PYTHIA 1143.96 · 103 4547602 3.98 full sim.

Z → µµ incl., (1l filter) PYTHIA 1143.96 · 103 5069623 4.43 full sim.

Z → ττ incl., (1l filter) PYTHIA 1128.37 · 103 598866 0.53 full sim.

Z → ee+ 0p l-jets ALPGEN 898.18 · 103 419180 0.45 full sim.

Z → ee+ 1p l-jets ALPGEN 206.57 · 103 45575 0.22 full sim.

Z → ee+ 2p l-jets ALPGEN 72.50 · 103 216945 2.99 full sim.

Z → ee+ 3p l-jets ALPGEN 21.08 · 103 110314 5.23 full sim.

Z → ee+ 4p l-jets ALPGEN 6.00 · 103 1940 0.32 full sim.

Z → ee+ 5p l-jets ALPGEN 1.73 · 103 5500 3.18 full sim.

Z → ee+ 0p b-jets ALPGEN 12220 129843 11 full sim.

Z → ee+ 1p b-jets ALPGEN 4947 149262 30 full sim.

Z → ee+ 2p b-jets ALPGEN 1960 39985 20 full sim.

Z → ee+ 3p b-jets ALPGEN 950 10000 11 full sim.

Z → µµ+ 0p l-jets ALPGEN 900.21 · 103 416462 0.463 full sim.

Z → µµ+ 1p l-jets ALPGEN 205.21 · 103 90449 0.441 full sim.

Z → µµ+ 2p l-jets ALPGEN 69.35 · 103 283829 4.09 full sim.

Z → µµ+ 3p l-jets ALPGEN 21.63 · 103 54706 2.53 full sim.

Z → µµ+ 4p l-jets ALPGEN 6.08 · 103 38464 6.33 full sim.

Z → µµ+ 5p l-jets ALPGEN 1.70 · 103 721 0.424 full sim.

Z → µµ+ 0p b-jets ALPGEN 12280 298964 24 full sim.

Z → µµ+ 1p b-jets ALPGEN 4924 147710 30 full sim.

Z → µµ+ 2p b-jets ALPGEN 1917 39352 21 full sim.

Z → µµ+ 3p b-jets ALPGEN 936.9 10000 11 full sim.

Z → ττ + 0p l-jets ALPGEN 902.71 · 103 333393 0.369 full sim.

Z → ττ + 1p l-jets ALPGEN 209.26 · 103 76428 0.365 full sim.

Z → ττ + 2p l-jets ALPGEN 70.16 · 103 239460 3.41 full sim.

Z → ττ + 3p l-jets ALPGEN 21.07 · 103 6485 0.308 full sim.

Z → ττ + 4p l-jets ALPGEN 6.04 · 103 16500 2.73 full sim.

Z → ττ + 5p l-jets ALPGEN 1.71 · 103 750 0.439 full sim.

Z → ττ + 0p b-jets ALPGEN 12370 299664 24.2 full sim.

Z → ττ + 1p b-jets ALPGEN 4883 149558 30.6 full sim.

Z → ττ + 2p b-jets ALPGEN 1928 39968 20.7 full sim.

Z → ττ + 3p b-jets ALPGEN 971.8 10000 10.3 full sim.

tt̄ (no filter) MC@NLO 373.6 · 103 2809658 7.5 full sim.

Table 4.1: Signal and background data samples used for the studies in this thesis. σ is

the production cross section at
√
s = 10 TeV (in LO for PYTHIA and ALPGEN and NLO

for MC@NLO) and L is the integrated luminosity corresponding to σ and the number of

generated events Nevents.
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• Resolution: For instance the transverse momentum resolution is determined as the

standard deviation of a Gaussian fit to the distribution of the relative error

δpT =
precoT − ptruthT

ptruthT

(4.4)

in bins of pT or η, where precoT is the reconstructed transverse momentum and ptruthT

the corresponding true transverse momentum at generator level.

Muon Reconstruction In the case of the A→ µ+µ− analysis, the reconstruction and

identification of muons is the most important task. One motivation for the study of this

channel with low branching ratio is the excellent muon performance of the ATLAS detector.

The muon reconstruction in ATLAS [28, 29] includes several strategies:

• Standalone Muons: The standalone muon reconstruction algorithm first searches

for track segments in each of the three muon stations of the muon spectrometer and

then connects them by fitting a curved muon track in the magnetic field. This track

is then extrapolated to the interaction point. The standalone muon spectrometer al-

gorithm provides an η coverage up to |η| = 2.7.

• Combined Muons: Combined muon tracks are reconstructed by matching the stan-

dalone muons to nearest inner detector tracks via a statistical combination of the two

sets of track parameters in the STACO programm [28]. The quality of the matching

is given by a χ2
match variable. Combined muons are characterized by very low fake

rate but can only be reconstructed up to |η| = 2.5.

• Tagged Muons: Tagged muons are found by extrapolating an inner detector track to

the muon spectrometer. This algorithm is particularly important for low momentum

muons which do not transverse all three layers of the spectrometer and muons going

through the transition region of the spectrometer or the detector gap at |η| ≈ 0.

The reconstruction program takes an inner detector track and searches for a nearby

track segment in the inner stations of the muon spectrometer. The track parameters

of tagged muons are only obtained from the inner detector track while the muon

spectrometer segment identifies the object as a muon.

The muon reconstruction efficiencies and fake rates for the three algorithms above are

shown in Figs. 4.3 and 4.4. Since the combined muon algorithm provides the best combi-

nation of high efficiency and low fake rate, combined muons from the STACO family [28]

are used throughout this thesis. Beside the reconstruction efficiency also the muon mo-

mentum resolution is important. Figure 4.5 shows the pT -resolution of combined muons in

bins of pT and η. The average pT resolution is better than 2 − 3 %. Further details on the

muon reconstruction can be found in Reference [30].

Electron Reconstruction The standard electron reconstruction in ATLAS is per-

formed by the EGamma program [31]. It starts from a cluster seed in the electromagnetic

calorimeter with transverse energy ET & 3 GeV. Subsequently a matching track in the

inner detector is searched for among all reconstructed tracks except for those which belong

to a photon conversion. An electron candidate is found if the extrapolated track matches the

calorimeter cluster in a window of ∆η×∆φ < 0.05×0.10 and if the ratio Ecluster/ptrack

is lower than 10. On these electron candidates several identification cuts are applied using

the information from the calorimeters and the inner detector, classifying the electrons in

three categories:

• Loose electrons: The least stringent identification criteria are cuts on the energy

deposit in the hadron calorimeter (hadronic leakage) and on electromagnetic shower
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Figure 4.3: Reconstruction efficiencies for muons (a,c,e) and electrons (b,d,f) in inclusive

Z events.
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Figure 4.4: Fake rates for muons (a,c,e) and electrons (b,d,f) in inclusive Z events.
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shape variables (lateral shower shape and width), obtained only from the middle

layer of the EM calorimeter. These criteria provide a high identification efficiency

but relatively low rejection of misidentified jets.

• Medium electrons: The identification quality can be improved by adding further re-

quirements to the above loose set of cuts. For medium electrons, additional calorime-

ter information from the strips in the first EM-layer is used improving the shower

shape determination. Furthermore, tracking variables like the number of SCT or

Pixel hits are included. The medium cuts increase the jet rejection by a factor of 3
with respect to the loose cuts while reducing the efficiency by ∼ 10%.

• Tight electrons: This set of cuts makes use of all particle-identification tools avail-

able for electrons. In addition to the medium cuts the information from the pixel

detector and the TRT are used to reduce hadronic background and electrons from

photon conversion. The energy deposition around the electron candidate is taken

into account to evaluate the isolation of the electron showers. Finally, also the track-

shower matching is refined to a window of ∆η ×∆φ = 0.005× 0.02.

For the studies presented in this thesis medium electrons were chosen which provide a good

compromise between good reconstruction efficiency and low fake rate (see Figs. 4.3 and

4.4). The momentum resolution for medium electrons is shown in Figure 4.5. More details

on electron reconstruction in ATLAS can be found in [31].
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Figure 4.5: Transverse momentum resolution for muons and and electrons in bins of pT
(a) and η (b), in inclusive Z events.

Photon Reconstruction The reconstruction of photons is very similar to the electron

reconstruction and starts with a cluster in the electromagnetic calorimeter. The track match-

ing condition for electrons within a window of ∆η ×∆φ = 0.05 × 0.10 is turned around

to veto electrons for the identification of photon candidates. Three different algorithms can

be used for photon identification in ATLAS. The default used also for this thesis is a simple

cut-based method which makes use of several discriminating variables from the calorimeter

system and the inner detector: Hadronic leakage, shower shape variables and track isola-

tion are used to reject fake photons originating from jets containing neutral hadrons like π0

or η.

More detailed information of the photon reconstruction and identification in ATLAS can

be found in [32].

Jet Reconstruction and b-Tagging Also for the jet reconstruction in ATLAS

calorimeter clusters are used as a starting point. Clusters in the calorimeters are recon-

structed by two different algorithms, the so-called “Tower” and the “Topological” algo-
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rithm. Tower clusters are defined in the η−φ plane whereas the topological clusters obtain

three-dimensional information on energy depositions.

Calorimeter clusters form the input seeds for the jet algorithms. Again, two algorithms are

widely used, the “Cone” and the “kT ” algorithm, which are not decribed further here. More

information on the jet reconstruction in ATLAS is provided in Reference [33].

For this analysis, the Cone algorithm with a cone size of ∆R = 0.4 and topological clusters

as seeds is chosen.

One characteristic feature of the bb̄A signal is the presence of b-jets with rather low trans-

verse momenta as shown in Figure 4.6. This signature can be used to select the signal

events while rejecting the Z (+light jets) background. Several algorithms for the identifi-

cation of b-jets (b-tagging) can be used to determine whether a given jets originates from a

b-quark.
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Figure 4.6: Transverse momentum of the b-jets (a) and the number of reconstructed b-

jets per event (b) for bb̄A, A→ µµ events with mA = 130 GeV as well as for the main

backgrounds.

All b-tagging algorithms use the special characteristics of b-jets, described by variables

like relatively large jet opening angle and a displaced b decay vertex due to the rather long

lifetime of b hadrons. This information is then combined with a likelihood method giving

the probability that a jet originates from a b-quark. Based on this likelihood estimator the

b-tagging algorithm returns a weight parameter for every jet, the so-called b-tag weight.

In this thesis the default b-tagger IP3DSV1 [34] is chosen which uses information from the

three-dimensional impact parameter and the secondary vertex. More detailed information

on b-tagging in ATLAS is given in Reference [34]. The distribution of the b-tag weight for

true b-, c- and light jets is shown in Figure 4.7 for bb̄A and tt̄ events. For a fixed cut of

b-weight > 1.8125 the identification efficiency of true b-jets is shown in Figure 4.8, while

the rejection of c- and light jets is shown in Fig. 4.9. The overall b-tagging efficiency is

60% in the bb̄A sample with a light-jet rejection of ∼ 31 and a c-jet rejection of ∼ 5 in the

tt̄ sample. In the Z+jets sample a similar rejection against c-jets is obtained (∼ 6), while

the light jets can be rejected more efficiently than in tt̄ (rejection factor of ∼ 77). This can

be explained by the lower jet multiplicity in Z+jets events.

Missing Transverse Energy The last important discriminating variable described in

this section is the missing transverse energy EmissT . Reference [33] gives further informa-

tion on EmissT reconstruction in ATLAS.

The principle of the EmissT measurement is the following: The transverse momentum of

the two protons in the initial state is zero. Therefore, due to momentum conservation, the

total transverse momentum in the final state has to be zero as well. If particles are created

in p-p collisions that do not deposit energy in the detector (e.g. neutrinos) the transverse
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Figure 4.7: b-tag weight for b-, c- and light jets for bb̄A signal events with mA = 130 GeV

and for tt̄ events. The black line indicates the cut value 1.8125 for the b-jet selection.
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Figure 4.8: b-tagging efficiency for bb̄A signal events with mA = 130 GeV.

energy balance is violated by the missing transverse energy which is equal to the negative

sum of the transverse momenta of the remaining visible particles.

Since the A→ µ+µ− decay can be fully reconstructed, the missing transverse energy in

this process is close to zero, dominated by the finite experimental resolution. EmissT can

be used to suppress the tt̄ background which is characterized by a large fraction of EmissT

due to the neutrinos from leptonicW decays which escape the detector without interaction.

The EmissT distribution for the bb̄A signal and in the dominant background processes is

shown in Fig. 4.10.

4.5 Event Selection

Two strategies are pursued in the search for the neutral MSSM Higgs bosons produced in

association with b-quarks and decaying into two muons:

• Search for a dimuon final state without b-jets.

• Search for a dimuon final state with at least one b-jet.

The extremely high Z background, in particular the dominant Drell-Yan contribution, can

be strongly reduced if at least one b-jet is required to be present in the final state. On

the other hand, due to the rather low-pT of the b-jets the b-tagging efficiency in the signal

is relatively low. Therefore, in the analysis of the no b-jet final state the signal rate is

significantly higher.
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Figure 4.9: Rejection of c-jets (a) and light jets (b) obtained by the b-tagging algorithm

IP3DSV1 in tt̄ and Z+jets events.
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Figure 4.10: Missing transverse energy EmissT for the bb̄A signal and the dominant back-

ground processes. The black line indicated the cut value for the event selection.

In this section, the event selection for both analysis strategies is presented, starting with the

selection of muons, electrons and jets, which is common for the two analysis modes. The

signal is selected by additional requirements on the jets and the missing transverse energy.

Electron selection is needed for the background estimation from control samples described

in the next chapter.

4.5.1 Lepton and Jet Selection

The first step in the event selection is the selection of different analysis objects. Very loose

cuts are applied here in order to allow for additional studies, like the study of the effects of

final state radiation, presented in the Chapter 5.

Leptons

The basic selection for electrons and muons is performed by the subsequent application of

the following cuts:

1. Transverse momentum: both, electrons and muons, are required to have a trans-

verse momentum of pT > 5 GeV.

2. Azimuthal angle: the inner detector η-coverage defines the cut |η| < 2.5 .

3. Identification quality: the identification quality requires combined muons and

medium electrons.
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4. Isolation: the leptons are required to be isolated. The isolation is defined through

the transverse energy deposit in the calorimeter in a cone of ∆R = 0.4 around the

lepton Econe: ∆R=0.4
T . The isolation criterion Econe: ∆R=0.4

T /pleptonT < 0.2 rejects

leptons from hadronic decays such as in tt̄ (see Fig. 4.11). In particular electrons

from misidentified jets are also suppressed by the isolation.
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Figure 4.11: Muon isolation: Distribution of Econe: ∆R=0.4
T /pleptonT for muons in the sig-

nal and dominant background samples. The arrow indicates the applied cut at 0.2.

Jets

For the basic jet selection the following set of cuts is applied:

1. Jet algorithm: As already mentioned the jets based on topolagical clusters

(Cone4TopoJets) are used for this analysis.

2. Transverse momentum: To reduce the impact of the calorimeter noise the trans-

verse momentum of the jets is required to be pT > 20 GeV.

3. Azimuthal angle: Since the ATLAS calorimeter system provides a nearly hermetic

coverage up to the very forward region an azimuthal cut of |η| < 4.8 is chosen.

The IP3DSV1 b-tagging algorithm is applied on the jets selected by the above criteria,

assigning the b-tag weight to each jet. A jet with a b-tag-weight higher than 1.8125 is

assumed as a b-jet. Since the b-tagger uses information from the inner detector, b-jets can

only be reconstructed inside |η| < 2.5.

Overlap Removal

Because of their quite similar reconstruction algorithms it is possible that electrons are

misidentified as jets and vice versa, causing an overlap in ∆R between different objects.

Also muons can be wrongly reconstructed as electrons or jets. To reduce the number of mis-

identified objects, the so-called overlap removal is performed, according to the following

strategy:

• As muons can be reconstructed with the lowest fake rate, they are used as reference

objects. Any other particle overlaping with a reconstructed muon will be considered

as misidentified and will be removed.

• Thus, as a second step, all electron candidates inside a cone ∆R = 0.4 around an

isolated combined muon are removed. All remaining reconstructed electrons are

considered to be real and are used for the analysis.
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• Finally, all jets inside a cone ∆R = 0.4 around a medium electron are deleted, since

each real electron can also be falsely reconstructed as a jet.

4.5.2 Preselection

Before separating the analysis into two modes with and without b-jets in the final state,

one can apply common selection criteria, based on the characteristic signature of the

A→ µ+µ− decay, requiring the presence of two isolated muons of opposite charge. From

the muon pT distribution in Fig. 4.12 one observes that the muons in the signal tend to have

high transverse momenta compared to muons in the background events. However, with de-

creasing Higgs mass the muon pT distribution shifts to lower values. To allow for a Higgs

mass independent signal selection efficiency, the cut on the transverse muon momentum is

chosen at a relatively low value of pT > 15 GeV.
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Figure 4.12: Distribution of the muon transverse momentum pµT in the signal and back-

ground events. The black line indicated to selection cut.

Two further quality criteria are applied on the combined muons:

• The quality of the track fit is given by the variable χ2
fit which is required to be less

than 500.

• The χ2
match value for the matching between the muon spectrometer and inner detec-

tor tracks is reqired to be less than 100.

The events passing the above selection are required to have a missing transverse energy

lower than 40 GeV. This cut efficiently reduces processes involving neutrinos like in tt̄
events with leptonic W decays.

Higgs Mass Resolution The invariant mass distribution of preselected opposite

charged muon pairs in bb̄A events is shown in Fig. 4.13 for different Higgs masses. The

distributions are fitted with a Gaussian to determine the reconstructed Higgs mass and the

mass resolution. The corresponding numbers are summarized in Table 4.2. The mass of

the Higgs boson can be reconstructed very precise, the observable width of the resonance

is limited by the experimental resolution.

4.5.3 Final State Selection

The last step in the selection chain is the reconstruction of the dimuon final state. At this

point the final states are separated into two branches, with 0 reconstructed b-jets and with

at least one reconstructed b-jet.
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Figure 4.13: Dimuon mass distributions in the bb̄A signal for an A boson mass of 130 (a),

150 (b) and 200 GeV (c) at tanβ = 20. The distributions are fitted with a Gaussian within

the mass range mA ± 7.5 GeV.

A boson mass [ GeV]
130 150 200

Natural width 1.18 1.33 1.73
Observed width σ 2.99± 0.023 3.34± 0.27 4.39± 0.062
Reconstructed mass 129.597± 0.025 149.529± 0.029 199.464± 0.059

Table 4.2: The natural width of the A boson and the observed width and mean of the

dimuon mass distribution from the bb̄A, A → µ+µ− signal events for different A boson

masses for tanβ = 20.

4.5.3.1 The 0 b-jet Final State

The advantage of the final state with 0 b-jets is the large number of signal events. The also

very large background leading to a smooth invariant mass distribution is dominated by the

Z production with subsequent decay into two muons. The Higgs signal sits on the trailing

edge of the Z resonance in the dimuon mass distribution and the background is several

orders of magnitude higher than the signal even for high Higgs masses far away from the

Z peak.

The final state is reconstructed by the subsequent application of the following selection

cuts:

1. The events are required to pass the preselection. This requirement selects events with

the characteristic signature of a bb̄A→ µ+µ− decay.

2. To select the final state with 0 b-jets, the number of reconstructed and tagged b-jets

with pT > 20 GeV is required to be zero. This cut rejects to some extent the tt̄
contribution while the dominant Z background remains almost unaffected.

3. Finally, the numbers of signal and background events are counted in a mass window

defined by the width of the Higgs resonance (see Fig. 4.13 and Tab. 4.2): ∆m =
mA ± 2σ.

The numbers of signal and background events after each cut described above are summa-

rized in Tables 4.3, 4.4 and 4.5. The overall signal selection efficiency in the 0 b-jet final

state is approximately 53% for a Higgs mass of mA = 130 GeV at tanβ = 40. The

Z + jets background inside the mass window around MA = 130 GeV is two orders of

magnitude higher than the signal. The invariant dimuon mass distribution obtained after

the cuts is shown in Fig. 4.15(a).

One remark should be made on the Monte Carlo data samples used: The totalZ background

can either be composed from the ALPGEN Monte Carlo samples (Z + b-jets and Z + l-
jets) or simply taken from the PYTHIA data samples. The advantage of the Z events
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simulated with PYTHIA is that they have been generated in the full invariant mass range

(Mll > 60 GeV) with high statistics corresponding to ∼ 4 fb−1. The disadvantage is

that in PYTHIA the jets originate from the simulation of the parton fragmentation which

in general leads to relatively low-energy jets. Jets with higher energy are not taken into

account correctly.

The ALPGEN data samples show a more realistic jet environment, i.e. containing

harder jets. On the other hand, these data have been produced with an invariant mass

cut of 60 GeV < Mll < 200 GeV and statistics corresponding to only ∼ 0.2 fb−1.

Therefore these data are not suitable for the background describtion for Higgs masses

mA > 150 GeV.

For the above reasons, Z events are studied using both generators. Tables 4.4 and 4.5 show

that both background describtions are in good agreement. In the following, the ALPGEN

samples are used whenever possible while the PYTHIA samples are used only for the case

of mA = 200 GeV and when high statistics is needed.

Cut bb̄A (130 GeV) bb̄A (150 GeV) bb̄A (200 GeV)

no cut 61.7 37.9 13.5
pT , η 55.7[4] 34.3[2] 12.3[1]
ID quality 52.2[4] 32.0[2] 11.5[1]
isolation 49.0[3] 30.0[2] 10.8[1]

preselection 47.4[3] 29.2[2] 10.6[1]
EmissT 47.1[3] 28.9[2] 10.4[1]

b-jet veto 38.0[3] 22.8[2] 7.91[8]
∆m 32.9[3] 19.6[2] 6.59[8]

Table 4.3: Cross-section × selection efficiency for signal events with three different Higgs

masses and tanβ = 40 in the 0 b-jet analysis after each selection cut, scaled to 1 fb−1. The

numbers in brackets represent the statistical error on the last digit.

Cut Z + l-jets Z + b-jets Z incl tt̄

no cut 1.20 · 106 20.06 · 103 1.144 · 106 374 · 103

pT , η 573[1] · 103 13.58[2] · 103 575.8[4] · 103 44.16[9] · 103

ID quality 536[1] · 103 12.73[2] · 103 538.4[3] · 103 39.99[8] · 103

isolation 503[1] · 103 11.28[2] · 103 508.6[3] · 103 6.85[4] · 103

preselection 473[1] · 103 9.96[2] · 103 477.2[3] · 103 5.42[3] · 103

EmissT 472[1] · 103 9.89[2] · 103 476.8[3] · 103 1.28[2] · 103

b-jet veto 467[1] · 103 7.31[2] · 103 469.7[3] · 103 219[6]
∆m (130 GeV) 1.7[1] · 103 19.41[4] − 12[1]
∆m (150 GeV) 8.9[9] · 102 9.88[4] 8.6[1] · 102 13[2]
∆m (200 GeV) − 3.11[2] 2.90[8] · 102 7[1]

Table 4.4: Cross-section × selection efficiency for the dominant background processes in

the 0 b-jet analysis after each selection cut, scaled to 1 fb−1. The numbers in brackets

represent the statistical error on the last digit. The Z+jets events have been simulated with

ALPGEN, the inclusive Z samples with PYTHIA.

4.5.3.2 The > 0 b-jet Final State

By requiring at least one reconstructed b-jet in the final state one can strongly reject the

dominant Z background. Due to the efficient Z suppression the tt̄ background is no longer

negigible. It can be further suppressed by the following additional cuts:
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Cut Z → ττ + l-jets Z → ττ + b-jets Z → ττ incl

no cut 1.21 · 106 20.2 · 103 1.14 · 106

pT , η 12.2[2] · 103 509[5] 11.4[1] · 103

ID quality 11.2[2] · 103 459[5] 10.5[1] · 103

isolation 7.9[1] · 103 170[3] 7.4[1] · 103

preselection 2.38[8] · 103 49[1] 2.50[7] · 103

EmissT 2.28[8] · 103 41[1] 2.40[7] · 103

b-jet veto 2.26[8] · 103 32[1] 2.37[6] · 103

∆m (130 GeV) 0 0 0
∆m (150 GeV) 0 0 0
∆m (200 GeV) 0 0 0

Table 4.5: Cross-section × selection efficiency for additional background processes in the

0 b-jet analysis after each selection cut, scaled to 1 fb−1. The numbers in brackets represent

the statistical error on the last digit. TheZ+jets events have been simulated with ALPGEN,

the inclusive Z samples with PYTHIA.

• Acoplanarity: In two-body decays the momenta of the decay particles are strongly

correlated. In particular, if the mother particle has little transverse momentum the

muons are emitted back-to-back in the transverse plane. If the muons originate from

two different particles as in the case of the tt̄ decay, their angular distribution shows

no correlation. Therefore a cut cos ∆φµµ < 0.65 is applied on the angle ∆φµµ
between the two muons (see Fig. 4.14(a)).

• Sum of the transverse momenta of all jets: One characteristic signature of tt̄ events

is a high hadronic activity, i.e. a large number of hard jets. This can be used to further

discriminate against this background. For this purpose, an additional cut is applied

on the sum of the transverse momenta of all jets in the event:
∑
pjetT < 90 GeV. The

distribution of this variable is shown in Fig. 4.14(b).
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Figure 4.14: Acoplanarity (a) and sum of the jet transverse momenta (b) for the signal and

the dominant background processes. The black line indicates the selection cut.

After the above cuts the events are counted within a mass window according to the width

of the Higgs resonance obtained from Table 4.2, i.e. ∆m = mA ± 2σ. The signal and

background rates after each cut applied in the b-jet final state is shown in Tables 4.6, 4.7

and 4.8. The overall selection efficiency for the bb̄A signal with mA = 130 GeV is approx-

imately 9 %. After the additional tt̄ rejection both backgrounds, Z and tt̄, are of the same

order of magnitude. The invariant dimuon mass distribution obtained for this channel is

shown in Fig. 4.15(b).



Cut bb̄A (130 GeV) bb̄A (150 GeV) bb̄A (200 GeV)

no cut 61.7 37.9 13.5
pT , η 55.7[4] 34.2[2] 12.3[1]
ID quality 52.2[4] 32.0[2] 11.5[1]
isolation 49.0[3] 30.0[2] 10.8[1]

preselection 47.4[3] 29.2[2] 10.6[1]
EmissT 47.1[3] 28.9[2] 10.4[1]

b-jet requirement 9.1[1] 6.1[1] 2.49[5]
cos ∆φµµ 8.8[1] 5.92[9] 2.44[5]∑
pjetT 6.4[1] 4.10[7] 1.55[4]

∆m 5.6[1] 3.56[7] 1.34[3]

Table 4.6: Cross-section × selection efficiency for signal events with three different Higgs

masses and tanβ = 40 in the > 0 b-jet analysis after each selection cut, scaled to 1 fb−1.

The numbers in brackets represent the statistical error on the last digit.

Cut Z + l-jets Z + b-jets Z incl tt̄

no cut 1.20 · 106 20.06 · 103 1.144 · 106 374 · 103

pT , η 573[1] · 103 13.58[2] · 103 575.8[4] · 103 44.16[9] · 103

ID quality 536[1] · 103 12.73[2] · 103 538.4[3] · 103 39.99[8] · 103

isolation 503[1] · 103 11.30[2] · 103 508.6[3] · 103 6.85[4] · 103

preselection 473[1] · 103 9.96[2] · 103 477.2[3] · 103 5.42[3] · 103

EmissT 472[1] · 103 9.88[2] · 103 476.8[3] · 103 1.28[2] · 103

b-jet requirement 4.93[8] · 103 2.57[1] · 103 7.06[4] · 103 1.06[1] · 103

cos ∆φµµ 4.55[8] · 103 2.36[1] · 103 6.59[4] · 103 8.7[1] · 102∑
pjetT 2.95[7] · 103 1.423[7] · 103 5.16[3] · 103 125[5]

∆m (130 GeV) 2[1] · 101 4.68[2] − 12[1]
∆m (150 GeV) 2.7[2] 1.68[1] 12[2] 9[1]
∆m (200 GeV) − 0.446[[5] 2.3[7] 3.4[8]

Table 4.7: Cross-section × selection efficiency for the dominant background processes in

the > 0 b-jet analysis after each selection cut, scaled to 1 fb−1. The numbers in brackets

represent the statistical error on the last digit. The Z+jets events have been simulated with

ALPGEN, the inclusive Z samples with PYTHIA.



Cut Zττ + l-jets Zττ + b-jets Zττ incl

no cut 1.21 · 106 20.2 · 103 1.13 · 106

pT , η 12.2[2] · 103 509[5] 11.4[1] · 103

ID quality 11.2[2] · 103 459[5] 10.5[1] · 103

isolation 7.9[2] · 103 170[3] 7.4[1] · 103

preselection 2.39[8] · 103 49[1] 2.50[7] · 103

EmissT 2.28[8] · 103 41[1] 2.40[7] · 103

b-jet requirement 21[6] 8.8[6] 25[7]
cos ∆φµµ 20[6] 8.5[6] 25[7]∑
pjetT 17[6] 5.6[5] 15[5]

∆m (130 GeV) 0 0 0
∆m (150 GeV) 0 0 0
∆m (200 GeV) 0 0 0

Table 4.8: Cross-section × selection efficiency for additional background processes in the

> 0 b-jet analysis after each selection cut, scaled to 1 fb−1. The numbers in brackets

represent the statistical error on the last digit. The Z+jets events have been simulated with

ALPGEN, the inclusive Z samples with PYTHIA.
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Figure 4.15: Dimuon invariant mass distribution for signal and background processes at

an integrated luminosity of 1 fb−1 after all analysis cuts for the 0 b-jet (a) and for the > 0
b-jet final state (b).





Chapter 5

Background Estimation from

Control Data Samples

In this chapter a data-driven method for the background estimation from mea-

sured signal-free control data is presented. This method is based on a proposal

in [35]. Control samples with ee and eµ final states are used to estimate the

µµ background. Effects are studied which can spoil the equivalence between

the different lepton flavour final states. The accuracy of the background esti-

mation method is evaluated in the 0 b-jet and > 0 b-jet analysis channel for

three different integrated luminosities of 4 fb−1, 1 fb−1 and 200 pb−1.

5.1 The Method

In the previous chapter, the overwhelming background contribution on the h/H/A →
µ+µ− signal was shown. The discovery potential in this channel depends critically on the

systematic uncertainties in the expected background and a reliable background estimation

is essential. The estimation of the background contribution from Monte Carlo predictions

suffers from relatively large theoretical uncertainties on the production cross sections at the

TeV scale as well as from the detector related systematic uncertainties (see Chapter 6). It

is therefore preferable not to rely on background estimations from Monte Carlo. By eval-

uating the background from measured collision data sensitivity to theoretical uncertainties

can be avoided and systematic uncertainties in the detector performance are cancelled out

to a large extent.

A strategy to estimate the background from measured collision data is described in this

chapter. The goal is to define control data samples which do not contain a signal contri-

bution. The introduced background estimation method is based on three assumptions valid

on particle level:

First, the A → e+e− decay is very unlikely and can be neglected compared to the signal

process A→ µ+µ− since it is suppressed by a factor of m2
µ/m

2
e ≈ 40000.

Secondly, because of the universality of the weak interaction the couplings of the electrons

and muons to the Z boson are equal. Thus the branching ratios of the decays Z → µ+µ−

and Z → e+e− are the same and since the electron and muon masses are negigible com-

pared to theZ boson mass also the kinematic properties of both decays are equal. Therefore

at particle level in the lowest order of the SM, the ee and µµ invariant mass distributions

are identical. This argumentation is also valid for the other background processes such that

the total µµ background contribution is at particle level equal to the contribution in the ee
final state.

Finally since neither the Z nor the A boson decays into eµ, this final state can be used

to estimate the tt̄ background. This is particularly usefull for the analysis with > 0 b-

67
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jets where the tt̄ background is no longer negligible but of similar magnitude as the Z
background. For combinatorial reasons the decay tt̄→ eµ+X is twice as frequently as tt̄
decays into two electrons or two muons. Therefore, the eµ invariant mass distribution has

to be scaled by a factor of 0.5 to correspond to the µµ final state.

By applying the same analysis cuts (see Section 4.5) to the three different final states ee, eµ
and µµ one should be able to estimate the total µµ background from signal-free ee and eµ
final states. This is however in general only correct at particle level. At reconstruction level

several effects can lead to differences in the shape and the normalization of the invariant

mass distribtions.

The analysis cuts applied in the event selection can cause such differences if the cut vari-

ables have different distributions for electrons and muons. To study the impact of the

analysis cuts on ee and µµ final states, the distributions of the cut variables are compared

for the inclusive Z and tt̄ samples in the following.
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Figure 5.1: Distribution of the missing transverse energy for events passing the preselec-

tion in inclusive Z (a) and tt̄ events (b). The black line indicates the selection cuts.
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Figure 5.2: The number of tagged b-jets per event after the preselection in inclusive Z (a)

and tt̄ events (b).

• The first cut applied after the preselection is the upper bound on the missing trans-

verse energy. The EmissT distributions for inclusive Z and tt̄ events that passed the

preselection are shown in Fig. 5.1. The distributions for the different leptonic fi-

nal states have identical shapes and therefore the EmissT cut causes no systematic

degradation of the background estimation.
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• In the next step, the analysis is divided into two branches according to the num-

ber of tagged b-jets. Fig. 5.2 shown that the numbers of b-jets per event after the

preselection are in an excellent agreement between the different final states.

• Finally, two cuts are applied in the > 0 b-jet analysis which reduce mainly the tt̄
contribution: the cuts on

∑
pjetT and ∆φll. Also here, the distributions after the

preselection are in excellent agreement as shown in Figs. 5.3 and 5.4.
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Figure 5.3: Distribution of the sum over all jet transverse momenta after the preselection

in inclusive Z (a) and tt̄ events (b). The black lines indicate the selection cuts.
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Figure 5.4: Distribution of angle ∆φll between the two leptons after the preselection in

inclusive Z (a) and tt̄ events (b).

To conclude, the event selection as it is introduced in Section 4.5 performes equally for

electron and muon final states. The only difference expected is due to differences in the

reconstruction of electrons and muons. This will be studied in more detail in the following.

Electron and muon events show different properties at the reconstruction level due to the

following effects:

• Different momentum resolution for electrons and muons.

• Lower reconstruction efficiency for electrons than for muons.

• Higher energy losses of electrons due to higher probability of final state radiation

and Bremsstrahlung.
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These effects grouped into detector-related and intrinsic sources are studied in detail in

the following. The purely detector-related effects are the momentum resolution and the

reconstruction efficiency. These effects will be discussed in Section 5.3. The intrinsic effect

is final state radiation which is discussed in the following section. In addition, the electrons

and muons emit Bremsstrahlung due to the interaction of the charged particles with the

detector material and the magnetic field of the tracking detectors. Since at reconstruction

level one cannot distinguish between final state radiation and Bremsstrahlung these two

effects are treated together in Section 5.2.2.

5.2 Impact of the Final State Radiation and

Bremsstrahlung

In this section the effects of final state radiation (FSR) are discussed. FSR is the emission

of a photon nearby the decay vertex (see Fig. 5.5) caused by higher order QED corrections.

Such photons carry a fraction of the four-momentum of its mother lepton and therefore

lower the reconstructed dilepton mass Mll. This effect is particularly important for the

Z background estimation, since the shape of the Z resonance can change significantly.

The continuous dilepton distribution in the tt̄ decays on the other hand remains rather

unaffected. As an example the dielectron invariant mass distributions in tt̄ and inclusive

Z events are shown in Fig. 5.6 before and after the emission of FSR. According to this

observation the study of FSR effects is in the following performed only for the Z → e+e−

and Z → µ+µ− processes.

Z

µ

µ

γ

Figure 5.5: Feynman diagram for photon final state radiation in the Z → µ+µ− decay.
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Figure 5.6: Impact of final state radiation on the invariant dielectron mass distributions

Mee for the tt̄ process (a) and for the inclusive Z → ee process (b).

Since for the reconstructed dilepton masses one cannot separate the FSR effects from

Bremsstrahlung effects, we first study the FSR effects on the generator level, using the

Monte Carlo truth information.
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5.2.1 Final State Radiation at the Generator Level

As already mentioned, final state radiation is the emission of one or more photons (γFSR)

close to the Z → l+l− vertex. Due to the difference between the electron and the muon

mass, an electron will emit a photon with higher probability than a muon. Therefore one

expects to have more FSR photons in the Z → ee process than in Z → µµ. Fig. 5.7

shows the distribution of the number of emitted photons per event in both data samples,

as well as their transverse momentum distributions. The corresponding numbers of events

with a given multiplicity of FSR photons are listed in Table 5.1. One observes that there

are nearly twice as many events with at least one FSR photon in the Z → ee sample than

in the Z → µµ data.
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Figure 5.7: Number of FSR photons (γFSR) in inclusive Z → ee and Z → µµ events (a)

and their pT distributions (b).

Z → e+e− Z → µ+µ−

absolute relative absolute relative

Ntotal 4547602 1.0 4547602 1.0
Nγ = 0 3683440 0.81 4056220 0.89
Nγ = 1 763699 0.17 460509 0.10
Nγ = 2 92232 0.020 29529 0.0065
Nγ = 3 7684 0.0017 1299 0.00029
Nγ = 4 526 0.00012 39 0.0000086
Nγ > 4 71 0.000016 6 0.0000013

Table 5.1: Number of Z → e+e− and Z → µ+µ− events with different FSR photons

multiplicities on the generator level.

This leads to a clear difference between the invariant dilepton mass distributions in both

cases. If theZ boson mass is determined from the lepton four-momenta before the emission

of final state radiation their invariant mass distibutions are in excellent agreement, as shown

in Fig. 5.8(a). This is not the case if the four-momenta after FSR emission are used for the

Z mass calculation (see Fig. 5.8(b)). In the latter case the Z → e+e− peak is shifted to

lower masses compared to the Z → µ+µ− peak.

The four-momenta of the FSR photons can be used to correct the dilepton invariant mass.

As for the reconstructed leptons, also at generator level the leptons are required to pass a

certain pT -threshold. The pT -cut has to be applied after the correction of the lepton four-

momentum for the potential FSR photon emission. Otherwise the pT -cut will introduce

differences in the numbers of selected Z → ee and Z → µµ events.
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Figure 5.8: Invariant dilepton mass distribution in Z → µµ and Z → ee events obtained

from lepton four-momenta at generator level before (a) and after (b) the potential emission

of FSR photons.

A lepton originally passing the pT -cut, may be rejected after the emission of a photon and

thus the event would not be selected for theZ mass reconstruction. Since this would happen

more frequently for electrons than for muons, the number of selected Z → ee events would

be systematically lower than the number of Z → µµ events. In oder to avoid this bias, the

following strategy was chosen:

• A very loose pT -cut of 5 GeV is applied on the truth electrons and muons (see also

4.5.1) to minimize the bias on the pT -cut selection efficiency due the FSR photon

emission.

• The four-momentum correction is applied before the final state selection1. The mo-

mentum of the FSR photon is added to the momentum of the lepton from which

it originated and the Z mass reconstruction is finally performed using leptons with

corrected momenta.

The Monte Carlo truth information is not sufficient to identify the mother lepton of a FSR

photon. One can only identify a given photon as a FSR photon originating from a partic-

ular Z → l+l− decay. Therefore an additional feature of final state radiation is used for

the assignment to the mother lepton: FSR photons are emitted preferentially tangential to

the trajectories of the leptons from which they originate. Thus the angluar distance ∆R
between lepton and corresponding photon tends to be very small. Fig. 5.9(a) shows the

∆R distribution between a FSR photon and its nearest lepton. This motivates the choice

of a ∆R cut for the identification of the mother lepton for a FSR photon. At Monte Carlo

truth level a cut of ∆R(l, γ) < 0.5 was chosen. The rate of misidentified mother leptons

defined by this criterion is expected to be very low due to the fact that leptons from a Z
decay tend to be emitted back-to-back (see Fig. 5.9(b)), i.e. they are well separated such

that ambiguities in the photon assignment are small.

The FSR-corrected Z mass calculation is performed according to the above procedure. For

the validation of the correction procedure it is useful to concentrate first on Z events in

which at least one FSR photon was emitted (Fig 5.10 in contrast to Fig. 5.8 where all

Z decays are indicated). Fig. 5.10 demonstrates an excellent performance of the FSR

correction: the original shift to lower invariant masses is perfectly compensated resulting

in a narrow Z resonance.

1The final state is selected at generator level by requiring two truth leptons with opposite charge and pT >
15 GeV, originating from a Z boson.
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Figure 5.9: Distributions of the angular distance ∆R between a FSR photon and the nearest

lepton (a) and between the two leptons (b) originating from a Z boson decay.
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Figure 5.10: Invariant mass distributions in Z → ee (a) and Z → µµ events (b) with

at least one FSR photon. The dashed lines correspond to the uncorrected masses, the full

lines to the same masses after the FSR correction. The correction has been applied for FSR

photons with pT > 5 GeV.

Effect of he pT -cut on FSR Photons One aspect which should be mentioned here

is the dependence of the performance of the FSR correction on the pT -cut applied on the

FSR photons. The transverse momentum distribution of FSR photons (Fig. 5.7) shows

that the emitted photons tend to have a low pT . However, the lowest energy for a photon

cluster which can be reconstructed in the ATLAS calorimeter is ∼ 5 GeV. To evaluate the

FSR correction in a realistic scenario, a cut of pγT > 5 GeV is applied also at generator

level. This on the other hand implies that already by applying this relatively low cut a

large fraction of FSR photons is not taken into account which consequently degrades the

quality of the correction. To test the impact of the photon pT cut, the FSR correction using

the photons with pγT > 5 GeV is compared to the correction using all photons included

in the generator output having an intrinsic cut fo pγT > 1 GeV. In Fig. 5.11 the corrected

invariant mass distributions with the two different pγT cuts (1 GeV and 5 GeV) are compared

to the distributions without correction and to the distributions obtained from the lepton

four-momenta before the emission of FSR.

Closing the studies of FSR correction on generator level the results for Z → e+e− and

Z → µ+µ− are compared quantitatively in Fig. 5.12. Fig. 5.12(a) shows the ratio of the

dielectron and dimuon invariant mass distributions before FSR emission. Figs. 5.12(b),

5.12(d) and 5.12(c) show the same ratio after FSR emission, without FSR correction and
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Figure 5.11: Effect of the photon transverse momentum cut on the FSR correction for

Z → ee (a) and Z → µµ dilepton mass distributions (b).

with FSR correction for the different pγT cuts. Fig. 5.12(a) shows perfect agreement be-

tween the ee and µµ distributions in the absence of final state radiation. Two effects are

visible in Fig. 5.12(b): The emission of photons distortes the ratio most notably in the

mass region around the Z resonance and also shiftes the ratio to lower values in the high

invariant mass region. This shift is already corrected for if FSR photons with pγT > 5 GeV

are taken into account (see Fig. 5.12(c)). By including all FSR photons with pγT > 1 GeV

in the correction (Fig. 5.12(d)) also the remaining distortion around the Z resonance can

be corrected with high accuracy.

5.2.2 FSR and Bremsstrahlung on the Reconstruction Level

After the tests on the generator level, we now consider the more realistic case after event

reconstruction in the detector. At reconstruction level one cannot distinguish between pho-

tons emitted as final state radiation or as Bremsstrahlung due to interactions with the de-

tector material. This does not cause a problem since the two effects have the same conse-

quences: in both cases the invariant mass of the reconstructed lepton pair is shifted to lower

values.

As reminder, the identification of final state radiation photons at the Monte Carlo truth level

was performed in two steps: First a FSR photon was identified as a photon originating from

a Z boson based on the Monte Carlo truth information. Subsequently, this photon was

linked to its mother lepton by requiring a small angular distance ∆R between photon and

lepton.

Since both final state radiation and Bremsstrahlung photons are expected to be close to the

mother lepton, the selection with a ∆R cut can also be performed at reconstruction level. A

tighter ∆R cut value, however, is chosen here in order to reduce the contribution of back-

ground photons which are additional reconstructed photons not originating from the leptons

in the Z decay. At the reconstruction level a photon is identified as FSR/Bremsstrahlung

photon if its angular distance to a lepton is ∆R < 0.25.

Prior to the tests of the FSR photon selection at the reconstruction level, some attention has

to be payed to photon reconstruction in the ATLAS detector. In Fig. 5.13 the transverse

momentum distribution of all reconstructed photons is shown in comparision to the one

of all truth photons leading to two observations: Firstly, the total number of reconstructed

photons is much lower than the number of truth photons, in particular for low transverse

momenta. Secondly, since no quality cuts on the photon reconstruction have been applied

here, there is a large contribution of fake photons in the Z → ee events arising from

electrons misidentified as photons. Since in general very few photons are reconstucted, a
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(b) Uncorrected ratio after FSR emission.
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(c) FSR corrected ratio using pγT > 5 GeV.
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(d) FSR corrected ratio using pγT > 1 GeV.

Figure 5.12: Ratio of theZ → ee andZ → µµ invariant mass distributions at the generator

level. The location of the Z resonance is indicated by the dashed line. The grey bands

indicate 10 % and 20 % variations of the ratio around 1.
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photon quality requirement has not been applied in the following.
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Figure 5.13: Distibutions of the transverse momenta of all photons at truth and at recon-

struction level in Z → ee (a) and Z → µµ (b) events.

To illustrate the impact of the (in total low number of) reconstructed photons on the perfor-

mance of the FSR selection, the ∆R distributions of all truth photons, truth FSR photons

and reconstructed photons are shown in Fig. 5.14. In the Z → µµ events, the number of

reconstructed photons close to a muon is roughly one order of magnitude lower compared

to the truth. This is even worse in the Z → ee sample were for ∆R < 0.15 almost no pho-

tons are reconstructed. A possible explanation is if electron and photon are very close their

showers in the electromagnetic calorimeter are overlapping and cannot be separated. Due

to the presence of a track in the inner detector an electron is reconstructed but its energy is

measured without adding the complete photon cluster to the electron cluster. This is not the

case in the region ∆R > 0.15, thus the distribution is similar to the one for Zµµ events.

The multiplicity of reconstructed photons selected as radiation from leptons is shown in

Table 5.2.
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Figure 5.14: Distibution of the angular distance ∆R between photons and the closest

lepton at truth and reconstruction level in Z → ee (a) and Z → µµ events (b).

In spite of the low reconstruction efficiency, the photons can be used to probe the

FSR/Bremsstrahlung correction at reconstruction level. To validate the correction proce-

dure, only the small fraction of events with at least one reconstructed FSR photon are taken

into account. The resulting dilepton mass distributions before and after corrections are

shown in Fig. 5.15 demonstrating a significant improvement of the dilepton mass due to

the correction. The correction is more accurate for Z → µµ events due to higher statistics

available and because of the lower fake photon contribution compared to Z → ee events.
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Z → e+e− Z → µ+µ−

Ntotal 4547602 4547602
Nγ = 0 4546761 4538465
Nγ = 1 827 9066
Nγ = 2 14 70
Nγ = 3 0 1

Table 5.2: Number of FSR photons at reconstruction level, i.e. defined with ∆R(l, γ) <
0.25.

 [GeV]eeM
50 60 70 80 90 100 110 120

ev
en

ts
 / 

G
eV

0

20

40

60

80

100
FSR correction
no correction

 [GeV]eeM
50 60 70 80 90 100 110 120

ev
en

ts
 / 

G
eV

0

20

40

60

80

100

(a)

 [GeV]µµM
50 60 70 80 90 100 110 120

ev
en

ts
 / 

G
eV

0

200

400

600

800

1000
FSR correction
no correction

 [GeV]µµM
50 60 70 80 90 100 110 120

ev
en

ts
 / 

G
eV

0

200

400

600

800

1000

(b)

Figure 5.15: Dilepton invariant mass distributions for Z → ee (a) and Z → µµ (b) events

with at least one reconstructed FSR photon identified with ∆R(l, γ) < 0.25. The dashed

lines represent the mass distributions before FSR correction, the full lines show the same

events after the FSR correction.

In conclusion, the method for correcting the FSR/Bremsstrahlung effects performes well

also on the reconstruction level. However, the correction procedure does not help to im-

prove the Z mass reconstruction because of the low reconstruction efficiency of photons

close to leptons.

5.3 Detector-Related Effects on the Lepton Recon-

struction

In this section two further effects expected to degrade the invariant mass distributions and

therefore the achievable accuracy of the background estimation are discussed. Both effects

appear due to the different detector response and reconstruction performance for electrons

and muons.

5.3.1 Lepton Momentum Resolution

The performance of the ATLAS detector in terms of the momentum resolution for electrons

and muons has already been discussed in Section 4.4. Since electron and muon momentum

resolution show different pT -dependence, a distortion of the Nee/Nµµ ratio is expected. The

limited momentum resolution in general smears the invariant mass distribution. Related

to the main backgrounds for the h/H/A → µ+µ− channel, the impact of the limited

resolution affects the Z background to a much larger extent than the flat mass distribution

of the tt̄ background. Therefore, the inclusive Z → ee and Z → µµ events are used to

study this effect.
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The reconstructed Nee/Nµµ ratio cannot be easily corrected for the difference in the mo-

mentum resolution. Therefore, we first study this effect on the Monte Carlo truth level by

smearing the truth lepton momenta according to the resolution curves in Fig. 4.5.

The truth four-momenta of the electrons and muons are smeared randomly according to

a Gaussian probability distribution with the width given by the observed resolution. This

procedure is performed in bins of pT since the resolutions strongly depend on this vari-

able. To validate the smearing procedure, the resolution is calculated for the smeared truth

momenta and compared to the resolution for reconstructed leptons. Fig. 5.16 shows an ex-

cellent agreement between the accual observed resolution curves and the resolution obtaind

from the smeared momenta.
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Figure 5.16: Electron (a) and muon (b) momentum resolutions obtained from the smeared

truth four-momenta in comparison with the observed momentum resolutions.

Finally, the Z boson mass is reconstructed from the smeared truth momenta. In Fig. 5.17

the ratios of the ee and µµ invariant mass distributions are shown as obtained from the

accual truth lepton momenta (black dots) and for smeared truth lepton momenta (red dots).

No FSR correction was applied. Very good agreement is observed between both ratios. A

very small deviation is observed only at the Z peak.
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Figure 5.17: Nee/Nµµ ratios of the ee and µµ invariant mass distributions determined for

truth lepton four-momenta (black marks) and truth lepton four-momenta smeared with the

observed resolution (red marks).

Due to the vanishing impact of the different momentum resolutions for electrons and muons

in particular at high invariant masses the effect of the resolution on the quality of the back-

ground estimation can be neglected. Thus this effect is not taken into account for further

studies.
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5.3.2 Reconstruction Efficiencies

The last effect which is discussed in the context of changes on the dilepton invariant mass

distribution is caused by different reconstruction efficiencies for electrons and muons. As

shown in Fig. 4.3 the overall reconstruction efficiency of electrons is roughly 20 % lower

than the muon efficiency. This needs to be taken into account in the normalization of the

ee and µµ mass distributions.

The event selection for the h/H/A → µ+µ− analysis introduced in Section 4.5 requires

that the leptons pass isolation criteria. Since the isolation variables for electrons and muons

are in general not equal, also the efficiency of the isolation requirement has to be taken into

account. The relevant reconstruction efficiency for this case is given by

εmuon =
Nmatched
comb, isomuon

N truth
muon

,

εelec =
Nmatched
medium, iso elec

N truth
elec

,

(5.1)

where combined isolated muons and medium isolated electrons have been matched to truth

muons and electrons according to the procedure described in Section 4.4. The reconstruc-

tion efficiency defined in this way can be measured with collision data in inclusiveZ events,

using the so-called tag-and-probe method without the need to rely on Monte Carlo simu-

lation [20]. The reconstruction efficiencies are used to weight the reconstructed masses of

the dilepton pairs. In this way the invariant mass distributions are corrected for the different

detector acceptances A which relate the number of generated events Ngenerated with the

number of measured events Nmeasured via:

Nmeasured = L · σ · A = Ngenerated · A, (5.2)

where L is the integrated luminosity and σ is the cross section for the signal process.

Fig. 4.3 shows a very uniform distribution of efficiencies in bins of φ while they strongly

depend on η and pT . Therefore the efficiencies used for the re-scaling procedure are

parametrized in two-dimensonal (pT , η) bins (see Fig. 5.18). Using this parametrization,

every reconstructed lepton pair (l1(pT1, η1), l2(pT2, η2)) which passes the event selection

is weighted with the inverse detector acceptance, given by

1
A =

1
ε1(pT1, η1)

× 1
ε2(pT2, η2)

. (5.3)

If the lepton momentum is larger than 110 GeV, the last pT -bin is used for the weighting

since there is not enough statistics available for measuring the efficiency of high-pT leptons.

The Nee/Nµµ ratios for the invariant mass distributions in the inclusive Z events before

and after the re-scaling for the efficiency are shown in Fig. 5.19. The correction clearly

improves the agreement in the relative normalization of the two mass distributions. Thus,

the results of all further studies at reconstruction level shown in the following are scaled

according to the described efficiency correction.

5.4 Background Estimation on the Monte Carlo

Truth Level

This and the following section deal with the performance of the background estimation

for the h/H/A→ µ+µ− analysis by means of signal-free control data samples consisting

of ee and eµ final states. As already mentioned the two dominant backgrounds, Z and

tt̄ production, are considered for this study. In this section the background estimation
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Figure 5.18: Electron (a) and muon (b) reconstruction efficiencies for medium isolated

electrons and combined isolated muons parametrized in bins of (pT , η).
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Figure 5.19: Nee/Nµµ ratios of the invariant mass distributions for reconstructed dilepton

pairs before (black marks) and after (red marks) the correction for the electron and muon

reconstruction efficiencies.

is performed with the maximal available Monte Carlo statistics at the Monte Carlo truth

level, in order to evaluate the highest achievable accuracy of the method. The Z+jets data

samples generated with ALPGEN correspond to only∼ 200 pb−1. Therefore, the inclusive

Z data samples generated with PYTHIA corrsponding to∼ 4 fb−1 of integrated luminosity

are used.

As shown in Fig. 5.12(a) the ee and µµ invariant mass distributions obtained after prese-

lection cuts are in perfect agreement at particle level. This is not the case at reconstruction

level due to the effects described in Section 5.1. At the truth level, the only effect which

degrades the agreement between the invariant mass distributions is the final state radiation.

Although this can be corrected for at the truth level, such correction cannot be applied at

reconstruction level. Therefore the FSR effects are not corrected in this section.

In the following, the total µµ background after all analysis cuts is estimated from the ee
control samples and for the b-jet final state additionally the tt̄ background is estimated

from the eµ control sample. For comparison of the invariant mass distributions their ratios
Nee/Nµµ and Neµ/Nµµ are used. The accuracy of the method is evaluated by fitting a con-

stant function (p0) in the invariant mass range between 120 − 200 GeV to the ratios. The

accuracy on the background normalization is then given by 1 − p0 and the describtion of

the background shape is evaluated by the relative error σp0/p0 from the fit.

At reconstruction level, the division to two different final states with zero and at least one

reconstructed b-jet are discriminated with the b-tagging algorithm in combination with the

event preselection which requires two reconstructed leptons in the final state. For the stud-

ies at truth level, we still use the reconstructed b-jets to distinguish the two final states. Only

the leptons are taken from the truth level. The use of true b-jets for the separation of the two
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final states is not comparable to the reconstrution level since it does not take into account

the contribution of light jets misidentified as b-jets. In order to avoid the contribution of

fake b-jets originating from electrons, all b-jets overlapping with a truth electron have been

removed.

Finally the cuts for tt̄ rejection, i.e. the lepton opening angle and the sum of all jet trans-

verse momenta have not been applied at the truth level.

5.4.1 The 0 b-jet Analysis

The analysis mode without reconstructed b-jets in the final state is characterized by the

dominant contribution of the irreducible Z background which cannot be rejected by any

selection criterion. This leads to a large number of events in both the µµ background

distribution and the ee control sample and therefore small statistical uncertainty.

The quality of the control sample is shown in Fig. 5.20. For an integrated luminosity of

4 fb−1 the normalization of the total background can be predicted with an accuracy of 5.5 %
at truth level and the shape can be estimated with an accuracy of better than 1 %. This high

accuracy can be achieved because of the high statistics of the Z background events in this

final state as can be seen from the Nee/Nµµ ratio for the Z background alone.
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Figure 5.20: Nee/Nµµ ratios for the total background (a) and the Z background alone (b)

for the 0 b-jet final state at the Monte Carlo truth level for 4 fb−1.

5.4.2 The b-jet Analysis

In the analysis mode were at least one reconstructed b-jet is required in the final state the tt̄
background dominates if no cuts on the lepton opening angle and jet activity are applied.

In this case two control samples are relevant, the ee control sample for the estimation of the

total background and the eµ control sample for the estimation of the tt̄ contribution alone.

The comparison of the control samples to the µµ background is shown in Fig. 5.21. With

4 fb−1 the total background can be estimated at truth level with an accuracy of ∼ 9 % on

the normalization and less than 2.5 % on the background shape.
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Figure 5.21: Nee/Nµµ ratios for the total background (a) and the Neµ/Nµµ ratio for the tt̄
background (b) for the b-jet final state at the Monte Carlo truth level for 4 fb−1.

Additionally the normalization of the tt̄ background can be estimated with 5.5 % and the

shape with a ∼ 3 % accuracy.

5.5 Background Estimation on Reconstruction

Level

At the Mone Carlo truth level the background can be estimated from control samples with

high accuracy. Therefore, this method is expected to perform well also on the reconstruc-

tion level. Nevertheless, there are several detector effects which degrade the accuracy of

the background estimation:

• Although the correction for the different lepton efficiencies introduced in Section 5.3

improves the agreement between the ee and µµ mass distributions, the accuracy of

the corrections is limited by the accuracy for the measurement of the lepton efficien-

cies. This will be demonstrated in Section 5.6.

• Furthermore, the energy losses due to FSR and Bremsstrahlung which are larger for

electrons than for muons cannot be corrected at reconstruction level. This is ex-

pected to cause a major degradation of the accuracy of the background estimation,

which can be estimated from the difference between Figures 5.12(a) and 5.12(b). At

reconstruction level, the observable effect is expected to be enhanced by the addi-

tional emission of Bremsstrahlung in the detector material.

• Some of the cut selection criteria have a significant impact on the quality of the

background estimation. In the final state with > 0 b-jets three cuts are applied which

strongly reject the tt̄ contribution: the EmissT ,
∑
pjetT and ∆Φll cuts. As shown in

Table 4.6, the tt̄ background is dominant for the > 0 b-jet final state selection before

the three cuts. After these cuts tt̄ is suppressed to the level of Z background.
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The selection of the µµ, the ee and the eµ final states has been introduced in Section 4.5.

The invariant mass distribtutions in both analysis branches are shown in Figs. 5.22 and

5.23 obtained from the total available Monte Carlo statistics and scaled to an integrated

luminosity of 1 fb−1.

The performance of the background estimation from control samples is evaluated for three

data subsamples corresponding to integrated luminosities of 4, 1 and 0.2 fb−1. The first

case probes the accuracy of the method with full available Monte Carlo statistics. The latter

two subsamples of 1 fb−1 and 200 pb−1 give information about the performance in early

data. Z → l+l− data for 4 fb−1 and 1 fb−1 are only available in the inclusive PYTHIA Z
samples. For 200 pb−1 the Z background is represented by the ALPGEN Z + l-jets and

Z + b-jets samples which contain a more realistic jet environment.

5.5.1 Accuracy with 4 fb−1 Integrated Luminosity

For the 0 b-jet final state enough data is available to achieve an accurate background es-

timation for 4 fb−1. As shown in Fig. 5.24 the normalization and the shape of the µµ
background can be estimated with accuracies of ∼ 5 % and less than 1 %, respectively.

This is very close to the accuracy obtained on the truth level.

In the b-jet analysis already for 4 fb−1 a clear degradation with respect to the truth results

occurs due to the lower statistics after the cuts on
∑
pjetT and ∆φll. An accuracy of 15 %

on the normalization and of 7 % on the shape of the total background can be achieved. The

tt̄ background can be estimated from the eµ control sample with an accuracy of 16 % on

the normalization and only 17 % on the shape.

5.5.2 Accuracy with 1 fb−1

For an integrated luminosity of 1 fb−1, the Z background is still large enough to provide

good statistics in the 0 b-jet final state (see Fig. 5.26). Therefore the normalization of the

total background in this analysis mode can be estimated with an accuracy of ∼ 6 %. For

the background shape an accuracy of better than 2 % can be achieved.

In the b-jet analysis, as shown in Fig. 5.27, statistical limitations become more critical than

for 4 fb−1. The normalization of the ee control sample is within 16 % in agreement with the

total µµ background whereas the shape can only be estimated with ∼ 19 % accuracy. The

tt̄ background normalization can be estimated from the eµ control sample with only 45 %
and the shape with only ∼ 50 % accuracy. Thus, the evaluated accuracy for the control

samples for the > 0 b-jet analysis is not reliable for integrated luminosities below 1 fb−1 if

all analysis cuts described in section 4.5 are applied.

5.5.3 Accuracy with 200 pb−1

The results for the agreement of the ee control sample with the total muon background

for 200 pb−1 are shown in Fig 5.28. In the 0 b-jet final state the normalization of the

background can be estimated with ∼ 7 % and the shape with better than 5 % accuracy. For

the b-jet final state it is not reasonable to specify a result since the statistical fluctuations

are dominating the Nee/Nµµ ratio and a stable fit is not possible.

In conclusion, the background estimation from control samples achieves very promising

results for the 0 b-jet analysis. Even at low integrated luminosities of 200 pb−1 accurate

and stable results are achieved in the estimation of the total muon background due to the

large number of Z events remaining after the event selection criteria.

The final state with at least one b-jet is more difficult. The tt̄ background would be dom-

inant in this analysis mode if no cuts on
∑
pjetT and ∆φll would be applied. These cuts

significantly reduce a large fraction of the tt̄ contribution. This results in a ∼ 100 times
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Figure 5.22: Reconstructed dilepton invariant mass distributions for the µµ (a), ee (b) and

eµ (c) final states, obtained after the selection criteria of the 0 b-jet analysis.
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Figure 5.23: Reconstructed dilepton invariant mass distributions in the µµ (a), ee (b) and

eµ (c) final state, obtained after the selection criteria of the > 0 b-jet analysis.
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Figure 5.24: Ratio of the dilepton invariant mass distributions for the ee control sample

and the total µµ background (a) obtained in the 0 b-jet final state at 4 fb−1. For comparison

the dominant contribution from the Z sample (b) is shown in addition.

lower statistics compared to the 0 b-jet analysis which makes it difficult to establish reliable

control data samples for the background estimation, even with an integrated luminosity of

4 fb−1.

Nevertheless the study on the Monte Carlo truth level without the
∑
pjetT and ∆φll cuts

showed also a very promising result for this analysis branch and therefore alternative con-

trol samples are tested in Section 5.6 for a > 0 b-jet analysis without the cut on the sum of

the jet transverse momenta
∑
pjetT .

An overview of all obtained results on the accuracy of the background estimation from

control samples in this section is given in Table 5.4 at the end of this chapter.

5.6 Background Estimation with Modified Event Se-

lection

As mentioned above, the tt̄ background would be the dominating contribution in the b-jet

analysis. Therefore two additional cuts are applied in this analysis branch which reject this

background very efficiently. Table 4.6 shows the cut evolution in the b-jet analysis. The tt̄
selection efficiency of the cos ∆φll cut is 82 % and only 14 % for the

∑
pjetT cut.

The previous section showed that the b-jet analysis branch suffers from very low statistics

(∼ 1/100 compared to the 0 b-jet branch) which makes it difficult to obtain a reliable control

sample for the background estimation. Therefore, the analysis is performed without the∑
pjetT cut for an integrated luminosity of 4 fb−1. The corresponding numbers of events

after each analysis cut are shown in Table 5.3. The ratio of the dilepton mass distribution

for the ee control sample and the total µµ background as well as the for the eµ control

sample and the tt̄→ µµ+X background are shown in Fig. 5.29.

With this looser event selection one gains approximately 7 times more statistics which

clearly improves the accuracy of the background estimation. The total background in this



5.6. Background Estimation with Modified Event Selection 87

invariant mass [GeV]
90 100 110 120 130 140 150 160 170 180 190 200 210

µµ
 / 

N
ee

N
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
total background

 0.062109± = 0.846541 µµ / NeeFit: N

invariant mass [GeV]
90 100 110 120 130 140 150 160 170 180 190 200 210

µµ
 / 

N
ee

N
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

(a)

invariant mass [GeV]
90 100 110 120 130 140 150 160 170 180 190 200 210

µµ
 / 

N
µe

N

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
)µµ)/(µttbar: (e

 0.140017± = 0.840725 µµ / NeeFit: N

invariant mass [GeV]
90 100 110 120 130 140 150 160 170 180 190 200 210

µµ
 / 

N
µe

N

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

(b)

Figure 5.25: Ratio of the dilepton invariant mass distributions for the ee control sample

and the total µµ background (a) and for the eµ control sample and the tt̄ → µµ + X
background (b) obtained in the > 0 b-jet final state at 4 fb−1.

case can be estimated with an accuracy of 9 % on the normalization and with better than 4 %
on the shape. The normalization accuracy agrees well with the intrisic accuracy observed

with the Monte Carlo truth. The estimate of the tt̄ background from the eµ control sample

achieves an accuracy of 15 % on the normalization and better than 6 % on the shape of the

dilepton distribution.

This demonstrates that the looser selection criteria allow for a significant improvement of

the background estimation, in particular related to the shape of the invariant mass distribu-

tion.

The tt̄ background estimation from eµ control samples shows a lower normalization accu-

racy of 15 %, compared to ∼ 6 % on the truth level. This may be explained by a systematic

shift introduced by the rescaling of the dilepton invariant mass distributions which corrects

for different electron and muon reconstruction efficiencies.

The lepton efficiencies used for the rescaling are determined from inclusiveZ events, as this

will be the data sample used for efficiency measurements with real collision data (using so-

called tag-and-probe methods). On the other hand, as Fig. 5.30 shows, the reconstruction

efficiencies, in particular for isolated electrons, are different in Z and tt̄ events. This results

in an underestimation of the correction for ee and eµ final states with respect to µµ final

states in tt̄, leading to a shift of the Nee/Nµµ ratio. In the next chapter, this effect will be

discussed more detailed in the context of systematic errors on the jet reconstruction.
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Figure 5.26: Ratio of the dilepton invariant mass distributions for the ee control sample

and the total µµ background (a) obtained in the 0 b-jet final state at 1 fb−1. For comparison

the dominant contribution from the Z sample (b) is shown in addition.
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Figure 5.27: Ratio of the dilepton invariant mass distributions for the ee control sample

and the total µµ background (a) and for the eµ control sample and the tt̄ → µµ + X
background (b) obtained in the > 0 b-jet final state at 1 fb−1.
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Figure 5.28: Ratio of the dilepton invariant mass distributions for the ee control sample

and the total µµ background in the 0 b-jet analysis (a) and the b-jet analysis (b) at 200 pb−1

integrated luminosity.

Cut bb̄A bb̄A bb̄A Z incl tt̄
130 GeV 150 GeV 200 GeV

no cut 61.7 37.9 13.5 1.144 · 106 374 · 103

pT , η 55.7[4] 34.2[2] 12.3[1] 575.8[4] · 103 44.16[9] · 103

ID quality 52.2[4] 32.0[2] 11.5[1] 538.4[3] · 103 39.99[8] · 103

isolation 49.0[3] 30.0[2] 10.8[1] 508.6[3] · 103 6.85[4] · 103

preselection 47.4[3] 29.2[2] 10.6[1] 477.2[3] · 103 5.42[3] · 103

EmissT 47.1[3] 28.9[2] 10.4[1] 476.8[3] · 103 1.28[2] · 103

b-jet requirement 9.1[1] 6.1[1] 2.49[5] 7.06[4] · 103 1.06[1] · 103

cos ∆φµµ 8.8[1] 5.92[9] 2.44[5] 6.59[4] · 103 8.7[1] · 102

∆m (130 GeV) 7.6[1] 30[3] 63[5]
∆m (150 GeV) 5.09[9] 18[2] 55[4]
∆m (200 GeV) 2.04[4] 5[1] 30[3]

Table 5.3: Cross section× selection efficiency for the signal and the dominant background

processes in the > 0 b-jet analysis with looser event selection (no
∑
pjetT cut) scaled to

1 fb−1.
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Figure 5.29: Ratio of the dilepton invariant mass distribution for the ee control sample and

the total µµ background (a) and for the eµ control sample and the tt̄→ µµ+X background

(b) obtained in the > 0 b-jet final state at 4 fb−1 without the tt̄ rejection cut on
∑
pjetT .
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Figure 5.30: Reconstruction efficiencies for electrons and muons in bins of η in inclusive

Z and tt̄ events.



0 b-jet b-jet

total background total background tt̄ background

norm. shape norm. shape norm. shape

truth @ 4 fb−1 < 6 % < 1 % 9 % < 2.5 % 5.5 % 3 %

reco @ 4 fb−1 < 6 % < 1 % 15 % 7 % 16 % 17 %
reco @ 1 fb−1 6 % 2 % 16 % 19 % 45 % 50 %
reco @ 200 pb−1 7 % < 5 % - - - -

no
∑
pjetT cut @ 4 fb−1 - - 9 % < 4 % 15 % < 6 %

Table 5.4: Overview of the achievable accuracies of the background estimation from

signal-free control samples: for the 0 b-jet final state the total background can be esti-

mated from the ee control sample, in the b-jet final state additionally the tt̄ contribution can

be estimated with the eµ control sample.





Chapter 6

Systematic Uncertainties

The impact of detector-related systematic uncertainties on the analysis results

are evaluated in this chapter. The uncertainties concern the reconstruction of

muons, electrons and jets, as well as the the b-tagging performance (Section

6.1). Two different scenarios are studied, one assuming uncertainties corre-

sponding to an integrated luminosity of approximately 1 fb−1, and the other

assuming larger uncertainties which correspond to ∼ 100 pb−1. Every sys-

tematic effect described in Section 6.1 was studied individually. The impact

of the systematic uncertainties on the event selection efficiency and on the

quality of the background estimation are studied in Section 6.2.

6.1 Sources of Systematic Uncertainties

Lepton Reconstruction Efficiency The lepton reconstruction and identification ef-

ficiencies will be measured with collision data [20], with a precision depending on the

available integrated luminosity. To account for the uncertainties in the measured efficien-

cies, a certain number of reconstructed leptons is randomly removed from the Monte Carlo

data sample in the analysis. The expected uncertainties for the different objects are listed

in Table 6.1 for the two scenarios with integrated luminosities of 1 fb−1 and 0.1 fb−1.

Efficiency degradation for

≈ 1 fb−1 ≈ 0.1 fb−1

Muons −0.3 % −1 %
Electrons −0.5 % −1 %

Table 6.1: Expected systematic uncertainties on the measured reconstruction efficiency of

muons and electrons.

Transverse Momentum and Energy Scale Systematic errors in the determination

of the momentum and energy scales of the tracking detectors and the calorimeters, re-

spectively, are, for example, caused by an imperfect knowledge of the magnetic field or

deficiencies in the jet calibration. These effects can cause shifts either to higher or lower

values of the momentum or energy. Both possibilities are treated separately. The assumed

shift values are shown in Table 6.2.

Momentum Resolution Even though the studies in this thesis are performed using a

detailed detector simulation, the distribution of the material in the detector is still not per-

fectly described. Uncertainties in the material distribution, as well as residual misalignment

93
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Momentum / Energy scale for

≈ 1 fb−1 ≈ 0.1 fb−1

Muons ±0.3 % ±1 %
Electrons ±0.1 % ±1 %
Jets (|η| < 3.2) ±7 % ±7 %
Jets (|η| > 3.2) ±15 % ±15 %

Table 6.2: Expected systematic uncertainty on the lepton transverse momenta and on the

jet energies.

of the detector components can degrade the momentum resolution of the leptons and the

energy resolution of jets. Therefore additional smearing of the particle momenta is applied

according to the values in Table 6.3.

Resolution degradation for

≈ 1 fb−1 ≈ 0.1 fb−1

Muons σ
(

1
pT

)
0.011
pT
⊕ 0.00017 0.011

pT
⊕ 0.00017

Electrons σ(ET ) 0.0106 · ET 0.0106 · ET
Jets (|η| < 3.2) σ(E) 0.45

√
E 0.45

√
E

Jets (|η| > 3.2) σ(E) 0.63
√
E 0.63

√
E

Table 6.3: Systematic uncertainties on the transverse momentum (energy) resolution of

muons and electrons (jets).

b-Tagging Performance The efficiency of the b-jet identification and the correspond-

ing rejection against light jets have important impact on the analysis. In the early phase of

data taking, the performance of the b-tagging algorithms is expected to have large uncer-

tainties since the algorithms rely on precise tracking and on details of the jet reconstruction.

Therefore both the b-tagging efficiency and the rejection against light jets are varied sepa-

rately according to the values in Table 6.4.

b-tagging uncertainties for

≈ 1 fb−1 ≈ 0.1 fb−1

Efficiency ±6 % ±6 %
Rejection ±10 % ±10 %

Table 6.4: Expected systematic uncertainties in the performance of the IP3DSV1 b-tagging

algorithm, for the b-tagging efficiency and for the light jet rejection.

6.2 Impact of the Systematic Uncertainties on the

Analysis

The previously described systematic uncertainties are implemented separately into the anal-

ysis. Their effects on the event selection and on the performance of the background esti-

mation from control data are discussed in the following.
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6.2.1 Event Selection in the Presence of Systematic Uncertain-
ties

The systematic uncertainties described above can affect the total yields of both signal and

background events after the selection criteria. The impact of the systematic effects is eval-

uated by separately taking into account the different error sources in the analysis. A con-

servative scenario with the larger uncertainties corresponding to an integrated luminosity

of ∼ 0.1 fb−1 was chosen for this study. A Higgs mass of mA = 130 GeV was assumend

and a mass window of δm = mA ± 6 GeV applied. Tables 6.5 and 6.6 show the relative

change in the number of signal and background events in the mass window around the A
boson mass for the 0 b-jet and the b-jet analysis branch:

∆ =
Nwith syst −Nwithout syst

Nwithout syst
. (6.1)

Table 6.7 shows the relative change in the number of signal and background events in a

mass window around the A boson mass for the b-jet analysis branch with looser event

selection (no
∑
pjetT cut). Only the dominant systematic uncertainty on the jet energy scale

is considered here and only the relevant data samples for the analysis for an integrated

luminosity of 4 fb−1 (inclusive Z and tt̄) have been taken into account.

The tt̄ sample seems to be most sensitive to systematic uncertainties, which can be ex-

plained by a high jet activity in these events. On the other hand, the statistical Monte Carlo

uncertainty in the number of these events after all selection cuts is quite high (∼ 12 %).

systematic source Signal tt̄ Z + b-jets Z+jets Z incl

muon resolution −1.2 +1.6 +0.76 +0.84 −0.077
muon momentum scale (−) −1.5 +1.5 −5.8 −4.0 −6.4
muon momentum scale (+) −0.98 +7.5 +8.1 +6.9 +5.8
muon efficiency −2.0 −3.0 −3.8 −2.7 −2.1

electron resolution ±0 +1.5 ±0 ±0 ±0
electron momentum scale (−) ±0 +4.5 ±0 +0.022 ±0
electron momentum scale (+) ±0 ±0 ±0 ±0 ±0
electron efficiency −0.022 ±0 ±0 ±0 ±0

jet resolution −0.26 +1.5 −0.18 −0.012 −0.026
jet energy scale (−) +0.58 +27 −1.1 −0.86 −0.31
jet energy scale (+) −1.5 −24 −3.6 −1.04 −0.34
jet efficiency ±0 ±0 ±0 ±0 ±0

b-tagging efficiency (+) −0.60 +1.5 −1.2 −0.015 ±0
b-tagging efficiency (−) +1.3 +18 +3.3 +0.060 +0.077
l-jet rejection (+) +0.022 ±0 ±0 +0.028 +0.039
l-jet rejection (−) −0.015 ±0 ±0 ±0 ±0

Table 6.5: Relative systematic shifts ∆ (in %) for the number of selected events in the

signal for mA = 130 GeV and for the major background processes for different sources of

systematic errors in the 0 b-jet final state.

6.2.2 Impact of Systematic Uncertainties on the Performance
of the Background Estimation from Control Data

The performance of the background estimation method introduced in Chapter 5 is evaluated

in the presence of the systematic uncertainties. For that purpose, the fit of the ratio Nee/Nµµ
of the invariant mass distributions is performed for every systematic error separately. This
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systematic source Signal tt̄ Z + b-jets Z+jets Z incl

muon resolution −1.1 +1.4 +1.9 −1.5 +4.3
muon momentum scale (−) −1.5 ±0 ±0 −1.5 −4.3
muon momentum scale (+) +9.7 −2.9 +4.8 +2.5 +8.6
muon efficiency −2.2 −1.4 −1.6 ±0 −3.2

electron resolution ±0 ±0 ±0 ±0 ±0
electron momentum scale (−) ±0 ±0 ±0 ±0 ±0
electron momentum scale (+) ±0 ±0 ±0 ±0 ±0
electron efficiency +0.13 ±0 ±0 ±0 ±0

jet resolution +0.26 −5.8 +3.8 −2.8 −1.1
jet energy scale (−) −0.97 +2.9 +6.8 −19 −1.1
jet energy scale (+) +0.48 −33 −4.0 −51 +2.2
jet efficiency ±0 ±0 ±0 ±0 ±0

b-tagging efficiency (+) +3.6 ±0 +1.8 ±0 +1.1
b-tagging efficiency (−) −5.3 −10 −4, 1 ±0 −4.3
b-tagging rejection (+) −0.044 ±0 ±0 −4.6 −6.5
b-tagging rejection (−) +0.044 ±0 ±0 ±0 +2.2

Table 6.6: Relative systematic shifts ∆ (in %) for the number of selected events in the

signal for mA = 130 GeV and for the major background processes for different sources of

systematic errors in the > 0 b-jet final state.

systematic sources Signal tt̄ Z incl

jet energy scale (−) −8 −9 −6
jet energy scale (+) +3 −28 +4

Table 6.7: Relative systematic shifts ∆ (in %) for the number of selected events in the

signal for mA = 130 GeV and for the major background processes, for the dominant sys-

tematic uncertainty, the jet energy scale, in the > 0 b-jet final state using the looser event

selection (no
∑
pjetT cut).

allows for the determination of the most dominant uncertainties. It is expected that some

of the systematic effects cancel each other in the ratio Nee/Nµµ such that the remaining

uncertainty is smaller than the numbers in Tables 6.5, 6.6 and 6.7.

The effect of each of the 16 different sources of systematic uncertainty on the normaliza-

tion and shape of the total muon background will be shown for three different integrated

luminosities of 4 fb−1, 1 fb−1 and 200 pb−1. As shown in Section 5.5, the b-jet analysis

suffers from low statistics after all selection cuts. Therefore the evaluation of the system-

atic uncertainties in the b-jet final state is only performed for an integrated luminosity of

4 fb−1.

For an integrated luminosity of 4 fb−1 in the 0 b-jet final state the estimation of both the

background shape and normalization is very robust against systematic uncertainties (see

Fig. 6.1). The normalization is mainly affected by the jet energy scale, which causes a

relative change of ∼ 4 %. The shape is also mainly affected by the jet energy scale, but

nearly the same accuracy of ∼ 8.4 % can be achieved for the estimation of the shape as in

the absence of systematic uncertainties (instead of ∼ 8.3 %).

The> 0 b-jet analysis is more sensitive to systematic effects related to the jet reconstruction

(see Fig. 6.2). With the error on the jet energy scale taken into account, the normalization

is underestimated by 10 % with respect to the case without systematic uncertainties The

deviation of the shape is, however, less than 0.6 %.

As proposed at the end of the previous chapter, one can loosen the event selection in order
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to reduce the statistical uncertainties in the latter analysis mode by not applying the
∑
pjetT

cut. The systematic uncertainties for this modified event selection arising from jet energy

miscalibration are shown in Table 6.8. The higher accuracy on the shape estimation, due

to the looser event selection is contrasted by an increased systematic uncertainty on the

normalization.

The probable explanation why the effects of a systematic error in the jet reconstruction do

not cancel each other in the Nee/Nµµ ratios as expected is the following:

The set of quality cuts which defines medium electrons contains a loose isolation criterion.

This implies that electrons are reconstructed with lower efficiency in events with high jet

activity. For the re-scaling procedure, however, the isolated medium electron efficiency

obtained from inclusive PYTHIA Z → ee events is used since for early data the lepton re-

construction efficiencies will be measured in inclusive Z events using tag-and-probe meth-

ods. Thus, the re-scaling procedure used in this work is only correct for events with low jet

activity. In particular in tt̄ events, the ee final states (and also eµ) are underestimated. This

causes exactly the shift in the ee/µµ ratios which can be observed in the previous chapter

whenever the tt̄ background cannot be neglicted.

If the cut on
∑
pjetT is not applied, one gains significantly more statistics, but on the other

hand, events with a very high jet activity are selected. A systematic error of the jet energy

scale can cause a broader distribution of the missing transvers energyEmissT in those events

with high jet activity. Thus, it can be expected that in ee+jets final states more events are

rejected by the EmissT cut than in µµ+jets final states.

As a consquence, a systematic error on the jet energy scale produces a shift in the normal-

ization to lower values when the jet energy is over- or underestimated.

The effect, caused by an underestimated re-scaling factor for tt̄ events, is negligible in

the 0 b-jet analysis mode, since in this case, the Z background is by far the dominating

contribution. Thus, the background estimation method performs very stable in this final

state even for lower integrated luminosities and in the presence of systematic uncertainties.

The results for integrated luminosities of 1 fb−1 and 200 pb−1 can be seen in Figs. 6.3

and 6.4. For 1 fb−1 the uncertainties of the normalization are similar as for 4 fb−1 and the

estimation of the background shape degrades by the order of only 2 %. For 0.2 pb−1 an

additional systematic error source becomes important. An uncertainty in the momentum

scale of electrons for example shifts the ee invariant mass distribution, whereas the muon

distribtuion remains unshifted. This relative shift affects clearly the Nee/Nµµ ratio. Never-

theless, the systematic errors on the momentum scale of leptons and the jet energy scale,

result in a degradation of the background shape estimation of only ∼ 0.1 % each.

In conclusion, the presented background estimation method is very robust in the presence

of systematic uncertainties for background shape. Table 6.9 gives an overview of the eval-

uated accuracies on the shape estimation including the total systematic uncertainties ob-

tained form the quadratic sum of the single uncertainties. Applying the looser event selec-

tion the shape accuracy inproves by almost a factor of two while the systematic uncertainty

remains almost unaffected compared to the tighter event selection. On the other hand it

has been shown, that the method does not achieve reliable results for the estimation of the

background normalization for the> 0 b-jet final state. For the 0 b-jet final state the normal-

ization can be estimated but in both final states additional information on the normalization

of the total background can be obtained from side band fits to the dimuon invariant mass

distribtuion, as will be shown in the next chapter.
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Figure 6.1: Systematic effects on the ratio Nee/Nµµ of the total µµ background and the ee
control sample for an integrated luminosity of 4 fb−1 for the 0 b-jet analysis with (a) the fit

results for each systematic effect, (b) the corresponding accuracy for the normalization and

(c) the estimation of the background shape for every systematic effect separately.
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Figure 6.2: Systematic effects on the ratio Nee/Nµµ of the total µµ background and the ee
control sample for an integrated luminosity of 4 fb−1 for the > 0 b-jet analysis with (a) the

fit results for each systematic effect, (b) the corresponding accuracy for the normalization

and (c) the estimation of the background shape for every systematic effect separately.
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Figure 6.3: Systematic effects on the ratio Nee/Nµµ of the total µµ background and the ee
control sample for an integrated luminosity of 1 fb−1 for the 0 b-jet analysis with (a) the fit

results for each systematic effect, (b) the corresponding accuracy for the normalization and

(c) the estimation of the background shape for every systematic effect separately.
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Figure 6.4: Systematic effects on the ratio Nee/Nµµ of the total µµ background and the ee
control sample for an integrated luminosity of 0.2 fb−1 for the 0 b-jet analysis with (a) the

fit results for each systematic effect, (b) the corresponding accuracy for the normalization

and (c) the estimation of the background shape for every systematic effect separately.



norm shape

no systematics −9 % 3.8 %

jet energy scale (+) −16 % 4.6 %
jet energy scale (−) −14 % 4.1 %

Table 6.8: Accuracy for the estimation of the normalization and the shape of the total back-

ground in the presence of a systematic error on the jet energy scale, for the b-jet analysis

without
∑
pjetT cut for an integrated luminosity of 4 fb−1.

4 fb−1 1 fb−1 0.2 fb−1

0 b-jet analysis (0.83± 0.01) % (1.68± 0.03) % (4.6± 0.2) %

b-jet analysis (7.3± 0.7) % − −
b-jet analysis (7.3± 0.7) % − −
(only jet energy scale)

b-jet analysis (loose) (3.8± 0.9) % − −
(only jet energy scale)

Table 6.9: Accuracy of the background shape estimation, including systematic uncertain-

ties. For the looser b-jet analysis cuts only systematic uncertainties on the jet energy scale

have been taken into account. Therefore, the uncertainties of the tight b-jet analysis cuts

have been calculated once accounting for all systematic error sources and once, for com-

parison, only with the uncertainties on the jet energy scale.



Chapter 7

Evaluation of Exclusion Limits

In this chapter the limits for the exclusion of the bb̄A signal in the decay

channel h/H/A→ µ+µ− at the 95 % confidence level are calculated for the

three mass points considered in this thesis. Mass degeneracy of the A and H
bosons is assumed resulting in doubling the signal with respect of the pure

A resonance. Exclusion limits are obtained from a fit of parametrized signal

and background functions to the observed data. Results are shown for two

scenarios. In the first case, the background contribution is obtained from the

side bands of the signal region in the µµ invariant mass distribution. In the

second case, the background fit is simultaneously performed on the µµ signal

and the ee control sample.

7.1 Parametrization of the Invariant Mass Distribu-

tions

In order to evaluate the exclusion limits, a fit of the signal+background function

fSB(x) = fS(x) + fB(x) is performed to the observed µµ invariant mass distribution.

The background function fB(x) can in addition be fitted simultaneously to the invariant

mass distribution from the ee control sample providing additional constraints on the back-

ground.

The total background is parametrized by a combination of a Breit-Wigner and an exponen-

tial distribution,

fB(x) =
p0

x
·
[

1

(x2 −M2
Z)2 +M2

ZΓ2
Z

+ p1 · exp (−p2 · x)

]
, (7.1)

where x is the dilepton mass and p0,1,2 are the free fit parameters. The Breit-Wigner func-

tion with the mean MZ and the width ΓZ describes the Z resonance. The normalization

factor p0 is determined by the fit to the side bands of the signal region of the dimuon mass

distribution since the control samples provide only limited accuracy for the normalization

as shown in the previous chapters. The ee control sample can be used to constraint the

parameters p1 and p2, controlling the background shape.

The µµ invariant mass distribution in the presence of a signal can be parametrized by the

function

fSB(x) = fB + p3 · fS = fB + p3 · 1
p4

√
2π
· exp

(
− (x− p5)2

2p2
4

)
, (7.2)

where the background function fB from equation 7.1 is superimposed by a Gaussian dis-

tribution fS describing the signal. The parameter p5 is the expected Higgs mass which can
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either be fixed or left free as a floating fit parameter. The width of the Higgs resonance is

described by p4 and the parameter p3 corresponds to the total number of signal events.

7.2 The Profile Likelihood Method

The two fit functions introduced in Equations 7.1 and 7.2 are used to extract the number

of signal-plus-background events NSB and the number of background-only events NB by

integration over a mass window of p5 ± 2σA. For the evaluation of the exclusion limits the

same procedure as in the reference analysis [21] is used, referred to as the profile likelihood

method. The principles of this method explained in this section are described in [36, 37].

A given experimental observation (typically a distribution of a certain variable, like the

dilepton invariant mass) is specified by the numbers of entries n = (n1, ..., nN ) in a his-

togram with bins i = 1, ..., N . The number ni of entries in bin i is assumed to be distributed

according to a Poisson distribution with the mean value E(ni) given by

E(ni) = µsi + bi, (7.3)

where si and bi are the numbers of signal and background events, respectively, described by

the parametrization in equations 7.1 and 7.2. µ is the signal strength parameter defined such

that µ = 0 corresponds to the absence of a signal and µ = 1 gives the signal rate expected

from the MSSM cross sections. In the case of a fixed Higgs mass, the only parameter of

interest is µ, while the remaining parameters needed to describe the measurement are called

nuisance parameters. Since the signal and background are described by the fit functions

fSB and fB , the nuisance parameters correspond to the fit parameters p0,...,5.

If in addition a subsidiary measurement m = (m1, ...,mM ) is available, i.e. in our case

the ee background control sample, its entries also are assumed to follow the Poisson distri-

bution with the mean value

E(mi) = ui, (7.4)

where the quantities ui are also determined by the above nuisance parameters.

The likelihood function is the product of the Poisson probabilities for all bins

L(µ, θ) =
N∏
j=1

(µsj + bj)nj

nj !
exp [−(µsj + bj)]

M∏
k=1

umkk
mk!

exp [−uk] , (7.5)

where θ is the set of all nuisance parameters, i.e. θ = (p0, ..., p5). Equivalently the

log-likelihood funktion is given by

lnL(µ, θ) =
N∑
j=1

(nj ln(µsj + bj)− (µsj + bj)) +
M∑
k=1

(mk lnuk − uk) + C, (7.6)

where C represents constant terms which can be dropped. The fit of the signal and

background functions to the measured data is performed by minimizing the negative log-

likelihood function − lnL(µ, θ). In equation 7.5 the first term corresponds to the fit of the

signal-plus-background distribution to the µµ invariant mass distribution and the second

term to the fit to the ee control data sample.

The probability for observing a signal with a given strength parameter µ can be probed by

the profile likelihood ratio

λ(µ) =
L
(
µ,

ˆ̂
θ
)

L
(
µ̂, θ̂
) (7.7)

of the two maximized likelihoods.
ˆ̂
θ represents the set of nuisance parameter values ob-

tained when the likelihood function L(µ, ˆ̂
θ) in the numerator is maximized for a fixed value
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of µ. The likelihood function L(µ̂, θ̂) in the denominator is maximized by leaving both the

parameter µ and the set of parameters θ free.

The result of the profile likelihood ratio can be expressed in the more convenient quantity

qµ = −2 lnλ(µ), (7.8)

which allows for quantifying the agreement between the two likelihood functions in equa-

tion 7.7. Low values of qµ (i.e. λ(µ) close to zero) correspond to a good agreement between

the observed data and the scenario with assumed signal strength µ. If the observed value

qobsµ is large, the probability for a signal with strength µ is low. If this probability is smaller

than 5 %, we claim an exclusion at a 95 % confidence level.

The probability for observing a given value qobsmu can be obtained by means of a large num-

ber of pseudoexperiments by varying each bin entry of the signal and background his-

tograms corresponding to a Poisson distribution. Each pseudoexperiment gives one value

of qµ. All pseudoexperiments generate the probability density function f(qµ | µ). The

p-value defined as

pµ =

∞∫
qµ, obs

f (qµ | µ) dqµ, (7.9)

gives is the probability for a signal with strength µ. The lowest µ-value for which 1− p is

still greater than 95 % corresponds to the upper limit µup on the MSSM cross section.

7.3 Setting the Exclusion Limits

The result of the fits of the function fSB is shown in Fig. 7.1 where the green and the black

entries represent the ee control and the µµ mass distributions, respectively. In the two

plots on the left the background-only hypothesis (µ = 0) is fitted. The plots on the right

hand side show the fit of the signal-plus-background hypothesis with a signal strength of 10
times the MSSM cross section for illustration. The purple line in each plot represents the fit

result for the background where both, the µµ side band region and the ee control region are

fitted simultaneously. The red line represents the fit results for the signal-plus-background

distribution.

To determine the robustness of the fit procedure and accuracy of the background

parametrization for the described method, a large number of Monte Carlo pseudoexper-

iments has been generated for a given integrated luminosity, with the signal strength set

to zero. The above procedure is performed in each pseudoexperiment . Typical deviations
∆B/B between the number of events extracted from the fit and the number of actually ob-

served background events in a mass window from 143 − 157 GeV around the Higgs mass

mA = 150 GeV are shown in Fig. 7.2 for the 0 b-jet and the b-jet final state at three dif-

ferent integrated luminosities of 0.2 fb−1, 1 fb−1 and 4 fb−1. The corresponding widths

of the distributions are listed in Table 7.1. For the 0 b-jet final state the background can

be measured with a very good accuracy already from the side bands of the µµ mass dis-

tribution alone. By accounting for additional information from the ee control sample the

background resolution improves only slightly. In the b-jet final state the information from

the control sample is crucial for the background estimation, in particular for low integrated

luminosities L ≤ 1 fb−1. For L = 1 fb−1 the accuracy of the fit nearly doubles if the ee
sample is included in the fit. For 0.2 fb−1 a fit can only be performed if the ee control

samples are taken into account.

Another measure of the robustness of the fit is given by the fraction of pseudoexperiments

in which the fit has successfully converged, relative to the total number of pseudoexper-

iments. The corresponding numbers are summarized in Table 7.2. Due to the relatively

high statistics in the 0 b-jet final state the success rate of the two fits with and without the
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Figure 7.1: Fit of the function fSB to the µµ and ee invariant mass distributions: The

open and filled points represent the ee control data and µµ mass distributions, respectively.

The purple line represents the result for the background from a simultaneous fit to the µµ
and ee distributions. The red line represents the fit result for the signal-plus-background

distribution. The signal mass parameter p5 was fixed to mA = 150 GeV.

ee control samples are comparable, with a slightly degradation in the latter case for lower

integrated luminosities. In the b-jet final state the difference between the two fit procedures

becomes even more pronounced. For 0.2 fb−1 and 1 fb−1 almost no fits succeed if the ee
control samples are not considered. Even for 4 fb−1 the success rate is at the level of only

15 %. On the contrary, if the control samples are used for the fit, the success rates are

almost constant at a level of ∼ 80 %.

Summarizing, we have seen that the parametrization of the background is very robust for

both final states if the ee control samples are simultaneously used for the fit, down to a

very low integrated luminosity of 0.2 fb−1. If only the side band information from the µµ
distribution is used for background measurement, reliable results can only be achieved in

the 0 b-jet final state, or for very high integrated luminosities. The results thus show a clear

improvement by means of the background estimation method developed in this thesis. To

probe for the expected improvement in the performance of the h/H/A→ µ+µ− analysis,

the exclusion limits are calculated as a closing result in the following.

For the calculation of exclusion limits at a 95 % confidence level the previously introduced

profile likelihood method is used. The p-value is evaluated different non-zero values of

µ, with the restriction µ ≤ µ̂. The 95 % CL exclusion limit is reached for a given signal

strength µup for which the p-value reaches its upper bound of 0.05.

The limits are calculated with respect to the neutral MSSM Higgs boson production cross

sections at a benchmark point of tanβ = 40. The results for integrated luminosities of
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Figure 7.2: Relative difference between the observed number of background events

Bobserved and the number Bfit obtained from the fit procedure described in the text for

the mass window around mA = 150 GeV in the 0 b-jet final state (left) and the > 0 b-jet

final state (right). Both the µµ and ee mass distributions have been fitted.

0 b-jet final state > 0 b-jet final state

MA 0.2 fb−1 1.0 fb−1 4.0 fb−1 0.2 fb−1 1.0 fb−1 4.0 fb−1

130 GeV 4.4 % 2.0 % 1.1 % 34 % 17 % 9 %
(4.6 %) (1.9 %) (1.1 %) (×) (33 %) (8.7 %)

150 GeV 6.5 % 2.8 % 1.5 % 40 % 23 % 13 %
(9.3 %) (2.9 %) (1.3 %) (×) (47 %) (12 %)

200 GeV 11 % 5.4 % 2.8 % 48 % 35 % 21 %
(11 %) (4.9 %) (2.4 %) (×) (73 %) (42 %)

Table 7.1: Resolution σ((Bfit−Bobserved)/Bobserved) obtained from the fit of the function

fSB (Eq. 7.2) to the invariant mass distribution. The results are obtained from a simultane-

ous fit to the µµ and ee invariant mass distributions. For the numbers in brackets only the

µµ distribution is taken into account, i.e. the background contribution is determined by the

side bands only.

0.2, 1 and 4 fb−1 in the two final states are given in Table 7.3 for different Higgs masses

of mA = 130, 150 and 200 GeV. A mass degeneracy of the two Higgs bosons A and H is

taken into account leading to a signal which is twice as high as the single A resonance.

As can be seen in Table 7.3, neutral MSSM Higgs bosons with massesMA < 200 GeV can

be excluded with an integrated luminosity of ∼1 fb−1 for
√
s = 10 TeV collision data at

tanβ = 40. The background estimation method introduced in this thesis allows for a slight

improvement of the exclusion limits in the 0 b-jet final state. In the > 0 b-jet final state the

benefit of this additional ee control sample is crucial. Due to very low statistics in this final

state the limits cannot be set if only the side bands of the µµ distribution are considered.

The shape information on the background shape from the control data, however, provides

promising results even for integrated luminosites below 1 fb−1.



0 b-jet final state > 0 b-jet final state

MA 0.2 fb−1 1.0 fb−1 4.0 fb−1 0.2 fb−1 1.0 fb−1 4.0 fb−1

130 GeV 97 % 95 % 89 % 86 % 82 % 76 %
(60 %) (61 %) (83 %) (0.6 %) (4 %) (15 %)

150 GeV 88 % 94 % 87 % 87 % 81 % 79 %
(50 %) (64 %) (78 %) (0.6 %) (3 %) (15 %)

200 GeV 84 % 94 % 86 % 61 % 74 % 87 %
(52 %) (65 %) (82 %) (0.5 %) (5 %) (18 %)

Table 7.2: Fraction of pseudoexperiments in which the fit successfully converged. The re-

sults are obtained from a simultaneous fit to the µµ and ee invariant mass distributions. For

the numbers in brackets only the µµ distribution is taken into account, i.e. the background

contribution is determined by the side bands only.

0 b-jet final state > 0 b-jet final state

MA 0.2 fb−1 1.0 fb−1 4.0 fb−1 0.2 fb−1 1.0 fb−1 4.0 fb−1

130 GeV 2.29 1.03 0.55 2.90 1.11 0.61
(2.30) (1.11) (0.57) (×) (×) (0.64)

150 GeV 2.08 0.76 0.27 4.81 1.51 0.86
(2.09) (0.78) (0.28) (×) (×) (0.89)

200 GeV 5.02 2.14 1.04 × 1.55 0.68
(5.24) (2.50) (1.22) (×) (×) (0.68)

Table 7.3: µup×MSSM Higgs production cross section which can be excluded at 95 %
confidence level according to the pseudoexperiment estimate. The results are obtained

from a simultaneous fit to the ee and µµ invariant mass distributions. For the numbers in

brackets only the µµ distribution is taken into account, i.e. the background contribution is

determined by the side bands only. Mass degeneracy of A and H bosons was assumed.



Chapter 8

Conclusions

The Large Hadron Collider (LHC) at CERN is now ready to start its operation and first

proton-proton collisions are expected in late 2009. With its centre-of-mass energy of up to√
s = 14 TeV it will open up a new era in particle physics and allow to access a wide range

of new physics phenomena.

The ATLAS experiment at the LHC is designed to study a wide spectrum of such phe-

nomena and is expected to confirm the predictions of the standard model connected with

the origin of particle masses or open up directions towards new theories beyond the stan-

dard model. The minimal supersymmetric extension of the standard model (MSSM) is one

prominent candidate of such theories which could solve several problems of the standard

model in an elegant way. The MSSM predicts five Higgs bosons, three neutral and two

charged ones.

The subject of this thesis was the study of the discovery potential of the ATLAS experiment

for the neutral MSSM Higgs bosonsA/h/H in the decay channel into muon pairs assuming

a benchmark point in the MSSM parameter space with tanβ = 40.

The dominant production mode for neutral MSSM Higgs bosons at the LHC is the as-

sociated production mode with b-quarks. In spite of its low branching ratio, the decay

h/H/A → µ+µ− provides a very clean signature and allows for an accurate Higgs mass

measurement.

The h/H/A→ µ+µ− decay process and the compelling background processes have been

studied in detail with Monte Carlo simulations at a centre-of-mass energy of
√
s = 10 TeV

including a full simulation of the detector response.

Two complementary search strategies have been pursued: Final states without recon-

structed b-jets provide a high signal selection efficiency but are plagued by the very high

background contribution from Z → µ+µ− production. Final states with at least one re-

constructed b-jet provide good suppression of the dominant Z background but lead to low

signal efficiency and therefore to difficulties, in particular for the early collision data.

To discover or exclude neutral MSSM Higgs bosons, the background has to be estimated

with a high accuracy in both analysis modes. A method for background estimation from

measured collision data has been developed which uses control data samples with signal-

free ee and eµ final states. The reliability of this method was evaluated for different inte-

grated luminosities and modified event selection criteria taking into account the different

reconstruction efficiencies for electrons and muons. It was shown that the lepton momen-

tum resolution has negligible impact on this method, unlike energy losses due to final state

radiation and Bremsstrahlung which, however, cannot be corrected.

The method presented predicts the background shape in the µµ invariant mass distribu-

tion very well and allows to put constraints on the background normalization. In the final

state without reconstructed b-jets, the method is applicable even for integrated luminosities

down to 200 pb−1. The shape of the background can be estimated with less than 5 % and

its normalization with ∼ 7 % accuracy. In the more difficult final state with at least one

109
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reconstructed b-jet one has to cope with very low statistics and therefore looser event se-

lection criteria have been studied which should be considered for early data. In this case at

least the shape of the background can be estimated with an accuracy of better than ∼ 5 %
for an integrated luminosity of 4 fb−1.

The impact of systematic uncertainties due to incomplete knowledge of the detector perfor-

mance is an important aspect especially for early data taking. The background estimation

method shows robust performance in the presence of systematic uncertainties and gives

reliable results with accuracies af a few % for the estimation of the background shape for

both the 0 b-jet and > 0 b-jet final states The normalization can at least be constrained in

the 0 b-jet final state, while additional information has to be obtained from the side-bands

of the signal region in the invariant µµ mass distribution.

Finally, the exclusion limits for the bb̄A signal at tanβ = 40 have been evaluated. In

order to probe the performance of the background estimation method from the ee control

samples, the limits have been evaluated for two cases. In the first one only the side-bands

of the µµ mass distribution are used for background measurement. In the second case, the

ee control sample is simultaneously used for the fit. While the control data improve the

exclusion limits in the 0 b-jet final state only slightly, the are crucial for scenarios with

very low statistics. In the b-jet final state at integrated luminosities below 1 fb−1, exclusion

limits can only be set if the control data information is used.
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