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Abstract

The decay B̄ → D∗τ−ν̄τ is a semileptonic B meson decay with a τ lepton in the
final state. In the Standard Model (SM), the decay is mediated by a virtual W bo-
son through a tree diagram. If there exists an unknown massive boson having an en-
hanced coupling to the third generation fermions, it may change the branching frac-
tion and the kinematics of the decay. Previous studies have measured a ratio of the
branching fraction for B̄ → D∗τ−ν̄τ to that for B̄ → D∗`−ν̄`, R(D∗) ≡ BF (B̄ →
D∗τ−ν̄τ )/BF (B̄ → D∗`−ν̄`), where `− denotes an electron or a muon. The current world-
average R(D∗) = 0.316 ± 0.016(stat.) ± 0.010(syst.) is 3.3 standard deviation (σ) away
from the SM prediction. This discrepancy may be a sign of new physics (NP) beyond the
SM.

The Belle experiment has accumulated the data sample containing (7.72 ± 0.11) ×
108 BB̄ pairs at the asymmetric-energy e+e− collider KEKB. To conduct measurements
of R(D∗) independent of the previous studies and the τ lepton polarization Pτ (D

∗), which
is also a sensitive variable to NP, we reconstruct the B̄ → D∗τ−ν̄τ signal using the hadronic
τ decays τ− → π−ντ and ρ−ντ .

There are two challenges in our analysis. First, although the rest frame of τ is needed
for the Pτ (D

∗) measurement, the τ momentum cannot be fully determined due to two
neutrinos in the final state of B̄ → D∗τ−ν̄τ . Using a kinematic feature of the decay,
we establish the method to reconstruct a frame equivalent to the rest frame of τ and
measure Pτ (D

∗) correctly. The second point is the large background originating from
many types of hadronic B decay modes. Due to the complicated hadronization process, it
is difficult to quantitatively predict the background yield. We therefore establish a data-
driven method to correctly estimate the amount of the background by reconstructing
several major background modes.

Our measurement finally results in

R(D∗) = 0.270± 0.035+0.028
−0.025,

Pτ (D
∗) = −0.38± 0.51+0.21

−0.16,

where the first and the second errors are the statistical and the systematic uncertainties,
respectively. The result is consistent with the SM prediction. Incorporating our R(D∗)
result, the precision of the world-average R(D∗) becomes better by about 5%, and the
discrepancy from the SM prediction slightly decreases to 3.2σ. Our Pτ (D

∗) result excludes
the region greater than +0.5 at 90% confidence level. This is the first experimental
result for Pτ (D

∗) in the decay B̄ → D∗τ−ν̄τ . Based on our result and the previous
measurements, we investigate possibilities of the NP models containing a charged Higgs
boson or a leptoquark and set new constraints on the NP parameters.
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Chapter 1

Introduction

In this chapter, we describe our scientific motivation and experimental strategy for the
study of the decays B̄ → D∗τ−ν̄τ .

1 First, the Standard Model (SM) and motivations to
search for new physics (NP) beyond the SM is described. Next, the theoretical calculation
for the decay amplitudes is discussed. In the third section, the previous measurements in
experiments are overviewed. We then present the objective of this thesis.

1.1 The Standard Model

1.1.1 Overview of the Standard Model

Elementary particles are the most fundamental elements in the Universe. The Standard
Model (SM) is the theoretical framework describing interactions of elementary particles
based on the gauge invariance of the U(1)Y ×SU(2)L×SU(3)c group. In the SM, there are
17 elementary particles. Table 1.1 summarizes 12 fermions: six quarks and six leptons.
The fermions compose three generations, where heavier fermions belong to the higher
generation, except for the neutrinos which are treated as mass-less particles. An important
difference between the quarks and the leptons is their interaction; only the quark interact
strongly with another quark. Table 1.2 lists gauge bosons: photon, weak boson and
gluon. They intermediate the electromagnetic, the weak and the strong interactions,
respectively. The Higgs boson is related to origin of the mass of the elementary particles
in the electroweak symmetry breaking [1, 2]. It was the last piece of the SM particles,
and was finally discovered by the ATLAS [3] and the CMS [4] experiments at the large
hadron collider (LHC) [5] in 2012. As of 2016, no obvious experimental evidence which
disagrees with the SM has been reported.2

Despite the fact that the SM is a successful theory describing a number of experimental
results of the elementary particle physics, there are still several problems indicating that
the SM may not be as complete as the perfect theory of the Universe. For example, as
reported in Ref. [8], observations of the motion of celestial objects orbiting in a galaxy
suggest the existence of dark matters (DMs). From the cosmological point of view, the
DMs must have properties different from any SM particle if they are elementary particles.

1Throughout the thesis, charge-conjugate state is always implied.
2One exception is the neutrino oscillation [6, 7], which indicates a non-zero neutrino mass. However,

it does not require a critical modification of the SM.
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Table 1.1: Fermions in the SM. The quantities S, B, L, Q, Y and T 3 denote the spin,
the baryon number, the lepton number, the electric charge with a unit of the elementary
charge e, the weak hypercharge and the third component of the weak isospin, respectively.

1-gen. 2-gen. 3-gen. S B L Q Y T 3

Quark

(
uL

dL

) (
cL

sL

) (
tL

bL

)
1
2

1
3

0

(
+2

3

−1
3

)
+1

6

(
+1

2

−1
2

)
uR cR tR

1
2

1
3

0 +2
3

+2
3

0

dR sR bR
1
2

1
3

0 −1
3

−1
3

0

Lepton

(
νeL

eL

) (
νµL

µL

) (
ντL

τL

)
1
2

0 1

(
0

−1

)
−1

2

(
+1

2

−1
2

)
νeR νµR ντR

1
2

0 1 0 0 0

eR µR τR
1
2

0 1 −1 −1 0

Table 1.2: Bosons in the SM. The quantities S, Q, Y and T 3 denote the spin, the elec-
tric charge with a unit of the elementary charge e, the weak hypercharge and the third
component of the weak isospin, respectively.

S Q Y T 3

Photon γ 1 0 0 0

Weak boson

(
W+

W−

)
1

(
+1

−1

)
0

(
+1

−1

)
Weak boson Z0 1 0 0 0

Gluon g 1 0 0 0

Higgs boson

(
φ+

φ0

)
0

(
+1

0

)
+1

2

(
+1

2

−1
2

)

Another example is the fact that our Universe is dominated by baryons, not by anti-
baryons. The baryogenesis is not fully explained by the SM. Although the CP -violation
described by the Kobayashi-Maskawa theory [9] is one of the sources of the baryogenesis,
the amount of baryons generated is by several orders of magnitude smaller than that
observed in the current Universe. To understand the nature of our Universe more deeply,
it is essential to investigate NP beyond the SM.

1.1.2 Search for New Physics beyond the Standard Model

There are two types of the NP searches: direct search and indirect search. In the indirect
search, quantum effects from an unknown elementary particle is measured in lower-energy
phenomena compared to the mass of the new particle. In principle, the indirect search is
capable of reaching the mass region much higher than initial beam energy in an experiment
if an ideally large statistics of the data sample is available and physical quantities are
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measured very precisely. On the other hand, the direct search investigates NP by directly
producing the new elementary particle in collisions of high-energy particle beams. While
the mass reach is limited by the beam energy, it is possible to find much clearer signals
of the new particle compared to the indirect search. These experimental methods are
complementary to each other.

A B meson, consisting of an anti-b quark and a u or a d quark and with a mass of
5.28 GeV/c2 [10], is a good probe for indirect NP searches. With a lifetime of about 1.6 ps,
it decays into various types of the final states, most of which are induced by the weak
interaction. The SM can be tested by measuring decay rates and decay kinematics of the
B meson precisely and comparing them with SM predictions. If an experimental result
significantly deviates from the SM prediction, it indicates the existence of NP behind the
phenomenon. In this thesis, we especially focus on semileptonic B meson decays, which
has many advantages as a tool for testing the SM and searching for NP indirectly.

1.2 Semileptonic B Meson Decay

1.2.1 Theory of the Semileptonic B Meson Decay

Semileptonic B meson decays B̄ → Xl−ν̄l, where l = e−, µ−, τ− and X denotes one or
more hadrons, contain a leptonic system and a hadronic transition B̄ → X. These are
the decay processes via a tree diagram mediated by the virtual W boson (denoted W ∗

hereafter). Among them, the exclusive decays B̄ → D∗l−ν̄l, shown in Fig. 1.1 (left), have
the largest branching fraction of more than 10%.

There are several interests to study B̄ → D∗l−ν̄l. Firstly, it provides an environment
to study low-energy QCD, which contributes to the B̄ → D∗ transition. The b and
the c quarks in the B and D∗ mesons have the masses of (4.18 +0.04

−0.03) GeV/c2 and (1.27
± 0.03) GeV/c2, respectively [10]. These are significantly heavier than the QCD scale
parameter ΛQCD ∼ 200 MeV. The QCD contribution is therefore calculated based on
the heavy quark limit. The theory of the low-energy QCD is tested experimentally by
measurements of B̄ → D∗l−ν̄l. The experimental results are also used for determination of
the theoretical parameters. Second, by estimating the hadronic contribution in B̄ → D∗

precisely, the weak interaction via a W ∗ boson can be tested. In the SM, the W ∗ boson
couples to the lepton universally over the three generation. If an unknown boson has an
enhanced coupling to a specific generation, the decay rates of B̄ → D∗e−ν̄e, B̄ → D∗µ−ν̄µ
and B̄ → D∗τ−ν̄τ deviate from the prediction based on the lepton universality. This is a

b c

q̄ q̄

W ∗−

l−

ν̄l

B̄ D∗
b c

q̄ q̄

l−

ν̄l

B̄ D∗B̄̄B̄B̄B̄B̄B̄B̄B̄B̄B

Figure 1.1: (left) First-order Feynman diagram for B̄ → D∗l−ν̄l. (right) Effective inter-
action at low-energy scale. The quark q̄ denotes the ū or the d̄ quark.
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good test for the SM at energy scale of the electroweak symmetry breaking.
Since the W boson mass of 80.4 GeV/c2 [10] is much heavier than the B meson mass,

the decay is represented by the effective interaction with the four-fermion vertex shown
in Fig. 1.1 (right). The corresponding effective Lagrangian is represented by

L = −2
√

2GFVcb[c̄γµ(1− γ5)b][l̄γµ(1− γ5)νl], (1.1)

where Vcb denotes the Cabibbo-Kobayashi-Maskawa matrix element for the b→ c transi-
tion, and

GF =
g2

2

4
√

2M2
W

(1.2)

is the Fermi constant. The parameters g2 and MW denote the gauge coupling constant
in SU(2)L and the W boson mass. The fermion field ψ = c, b, l, νl is the Dirac spinor
ψT = (ψL, ψR)T and ψ̄ = ψ†γ0. The subscripts L and R denote the fermion chirality.
Since we adopt the Weyl representation for γµ (µ = 0, 1, 2, 3),

γ5ψL = +ψL, (1.3)

γ5ψR = −ψR, (1.4)

where γ5 = iγ0γ1γ2γ3.
A general form of the decay amplitude for B̄ → D∗l−ν̄l is given by [11, 12]

Mλl,λ
SM =

GF√
2
Vcb
∑
λW

ηλWH
λ
λW
LλlλW , (1.5)

where H and L are the hadronic and the leptonic amplitudes, respectively. Helicities of
l and W ∗ are represented by λl = ± and λW = ±, 0, s, respectively, where s denotes the
pseudo-scalar state. The states λW = ±, 0 and λW = s have the metric factor ηλW = 1
and ηλW = −1, respectively. The suffix λ is the helicity of the daughter meson: λ = s for
D and λ = ±, 0 for D∗.

The leptonic amplitudes are calculated based on the spin rotation from the W ∗ boson
to the leptonic system composed of τ− and ν̄τ . According to the calculation in Ref. [12],

L+
± = ±

√
2mlv sin θl, (1.6)

L+
0 = 2mlv cos θl, (1.7)

L+
s = −2mlv, (1.8)

L−± =
√

2q2v(1± cos θl), (1.9)

L−0 = −2
√
q2v sin θl, (1.10)

where

v =

√
1− m2

l

q2
, (1.11)

and ml denotes the charged lepton mass. The angle θl is defined as the direction of the
charged lepton momentum with respect to the B̄ momentum in the rest frame of W ∗.
Using the four momenta of B and D∗, the square of the momentum transfer is defined as

q2 ≡ (pB − pD∗)2, (1.12)

= (EB − ED∗)2 − (~pB − ~pD∗)2, (1.13)
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where EB(D∗) and ~pB(D∗) denote the energy and the three momentum of B(D∗), respec-
tively. When the helicity states λW = s and λl = − are taken, the helicity of ν̄l is
automatically determined to be −. To prohibit a right-handed neutrino or a left-handed
anti-neutrino, the amplitude L−s vanishes.

The hadronic amplitudes are more complicated than the leptonic amplitudes due to
the low-energy QCD contribution. Reference [13] reports

H±± = (mB +mD∗)A1(q2)∓ 2mB

mB +mD∗
|p|V (q2), (1.14)

H0
0 =

1

2mD∗
√
q2

×
[
(m2

B −m2
D∗ − q2)(mB +mD∗)A1(q2)− 4m2

B|p|2
mB +mD∗

A2(q2)

]
, (1.15)

H0
s =

2mB|p|√
q2

A0(q2), (1.16)

where

|p| =
1

2mB

√
m4
B +m4

D∗ + q4 − 2(m2
Bm

2
D∗ +m2

D∗q
2 + q2m2

B), (1.17)

and mB(D∗) denotes the B(D∗) meson mass. The hadronic form factors (FFs) A0(q2),
A1(q2), A2(q2) and V (q2) describe the hadronic interaction in the B → D∗ transition;
V (q2) originates from the vector term (first term) and the remaining from the axial-vector
term (second term) in the hadronic matrix elements

〈D∗|γµ(1− γ5)|B〉 = 〈D∗|γµ|B〉 − 〈D∗|γµγ5|B〉 . (1.18)

These FFs are associated by the relations [13]

hA1(w) = A1(q2)
1

RD∗

2

w + 1
, (1.19)

A0(q2) =
R0(w)

RD∗
hA1(w), (1.20)

A2(q2) =
R2(w)

RD∗
hA1(w), (1.21)

V (q2) =
R1(w)

RD∗
hA1(w), (1.22)

where

w =
m2
B +m2

D∗ − q2

2mBmD∗
, (1.23)

RD∗ =
2
√
mBmD∗

mB +mD∗
. (1.24)

The quantities R0(w), R1(w) and R2(w) are essentially the ratios of the FFs A0(q2), V (q2)
and A2(q2), respectively, to A1(q2). By substituting Eqs. 1.19 to 1.22 for Eqs. 1.14 to 1.16,
the helicity amplitudes are expressed by the products of hA1(w) and the other parts.
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Theoretically, it is the simplest to calculate dynamics inside the hadrons at w = 1,
which is the minimum value of w corresponding to the maximum q2. At this condition, all
the energy taken from the mass difference between B and D∗ is transferred to the leptonic
system, and D∗ also becomes static in the rest frame of B̄. The heavy quarks b and c
are thus approximately treated as static quarks. Expanding the FFs around w = 1 and
adopting theoretical constraints from the heavy quark effective theory (HQET), hA1(W ),
R1(w), R2(w) and R0(w) are represented as [13, 14]

hA1(w) = hA1(1)
[
1− 8ρ2z + (53ρ2 − 15)z2 − (231ρ2 − 91)z3

]
, (1.25)

R1(w) = R1(1)− 0.12(w − 1) + 0.05(w − 1)2, (1.26)

R2(w) = R2(1) + 0.11(w − 1)− 0.06(w − 1)2, (1.27)

R0(w) = R0(1)− 0.11(w − 1) + 0.01(w − 1)2, (1.28)

where

z =

√
w + 1−

√
2√

w + 1 +
√

2
. (1.29)

Here, ρ2 is a coefficient for the first-order term of the Taylor expansion of hA1(w) around
w = 1. In Eq. 1.25, ρ2 determines the dependence of hA1(w) on w. The most recent
lattice-QCD calculation gives [15]3

hA1(1) = 0.906± 0.004(stat.)± 0.012(syst.). (1.30)

It should be noted that hA1(1) only scales the overall factor of the hadronic amplitudes
and never changes decay kinematics. We use the values of ρ2, R1(1) and R2(1) extracted
from measurements of the kinematic distributions in B̄ → D∗e−ν̄e and B̄ → D∗µ−ν̄µ.
The heavy-flavor averaging group (HFAG) provides the world averages [17]

ρ2 = 1.207± 0.026, (1.31)

R1(1) = 1.406± 0.033, (1.32)

R2(1) = 0.853± 0.020. (1.33)

The parameter R0(1) appears in the hadronic amplitude H0
s , which composes a product

with L+
s . Since, as shown in Eq. 1.8, L+

s in the B̄ → D∗e−ν̄e and B̄ → D∗µ−ν̄µ modes is
suppressed to be L+

s ∼ 0 due to the light mass of e− and µ−, R0(1) cannot be extracted
in the same way as the other parameters. We therefore use the theoretical estimate

R0(1) = 1.22, (1.34)

based on HQET [13], with about 10% uncertainty.
Using the amplitudes and the FFs shown in this section, decay kinematics of the

B̄ → D∗l−ν̄l decay is fully described.

3Here, equality of F(1) in Ref. [15] and hA1
(1) is used [16].
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1.2.2 Observables

While the masses of e− and µ− are negligibly light compared to the mass of B and D∗, the
τ lepton mass of 1.78 GeV/c2 is comparable to the masses of these mesons. This difference
characterizes the decay B̄ → D∗τ−ν̄τ differently from B̄ → D∗e−ν̄e and B̄ → D∗µ−ν̄µ.
Hereafter, we refer to the light charged leptons e− and µ− by `−. Using the ratio of the
branching fractions,

R(D∗) ≡ BF (B̄ → D∗τ−ν̄τ )

BF (B̄ → D∗`−ν̄`)
, (1.35)

it is possible to test the lepton universality precisely. Throughout this thesis, the decay
modes B̄ → D∗τ−ν̄τ and B̄ → D∗`−ν̄` are referred to as the signal mode and the nor-
malization mode, respectively. The ratio cancels some common factors such as |Vcb| and
hA1(w), and thus reduces theoretical uncertainties. It also reduces experimental uncer-
tainties such as the detector efficiencies. The SM predicts R(D∗) = 0.252 ± 0.003 [13].
Since, the phase space for B̄ → D∗τ−ν̄τ is suppressed by the large mass of the τ lepton,
the value of R(D∗) is therefore significantly smaller than 1 even in the SM prediction.

The SM can be also tested using the decay kinematics. Figure 1.2 shows the full decay
kinematics of B̄ → D∗τ−ν̄τ , where the angles θV , θτ and θhel are the helicity angles of
D∗, W ∗− and τ−, respectively. These are defined as the directions of the D momentum
with respect to the direction opposite to the B̄ momentum in the rest frame of D∗, the τ
momentum with respect to the direction opposite to the B̄ momentum in the rest frame
of W ∗−, and the τ -daughter momentum with respect to the direction opposite to the W ∗

momentum in the rest frame of τ , respectively. The angle between the decay plane for
W ∗− → τ−ν̄τ and that for D∗ → D(π, γ) in the rest frame of B̄ is represented by χ. A
longitudinal polarization of the τ lepton,4

Pτ (D
∗) ≡ Γ+(D∗)− Γ−(D∗)

Γ+(D∗) + Γ−(D∗)
, (1.36)

where Γ+(−)(D∗) denotes the decay rate of B̄ → D∗τ−ν̄τ with the positive (negative)
helicity of the τ lepton, is a sensitive probe for the NP coupling to the τ lepton. The
SM predicts Pτ (D

∗) = −0.497 ± 0.013 [11]. As described later in Chapter 3, Pτ (D
∗) is

extracted from the distribution of cos θhel.

4The longitudinal polarization is the frame-dependent quantity. We always discuss the value of Pτ (D∗)
in the rest frame of W ∗ in this thesis.

𝜃hel

𝐷∗ 𝐵

𝐷

𝑊∗−

𝜋/γ

𝜏−

 𝜈𝜏

𝜋−

𝜈𝜏

𝜃𝜏

𝜃𝑉

𝜒

𝑞2

Figure 1.2: Kinematic variables characterizing the decay topology of B̄ → D∗τ−ν̄τ .
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1.2.3 NP Effects on B̄ → D∗τ−ν̄τ

If there exists an unknown boson preferentially coupling to the τ lepton, it interferes
with the SM and modifies the decay amplitude for B̄ → D∗τ−ν̄τ . A model-independent
theoretical study [11] extends the the effective Lagrangian in Eq. 1.1 as

Leff = −2
√

2GFVcb

[
OV1 +

∑
i=V1,V2,S1,S2,T

CiOi
]
. (1.37)

where

OV1 = c̄γµ(1− γ5)bτ̄γµ(1− γ5)ντ , (1.38)

OV2 = c̄γµ(1 + γ5)bτ̄γµ(1− γ5)ντ , (1.39)

OS1 = c̄(1− γ5)bτ̄(1− γ5)ντ , (1.40)

OS2 = c̄(1 + γ5)bτ̄(1− γ5)ντ , (1.41)

OT = c̄σµν(1− γ5)bτ̄σµν(1− γ5)ντ . (1.42)

and σµν = (i/2)(γµγν − γνγµ). The subscripts V , S and T denote the vector-, the scalar-
and the tensor-type currents, respectively. For the vector- and the scalar-type operators,
the index 1 and 2 indicate the difference of the quark chiralities. The right-handed
neutrino is not considered, and the tensor current with the opposite combination of the
quark chiralities vanishes. The complex coefficients Ci (Wilson coefficients) express the
strength of the NP currents with respect to the SM.

The NP currents modify R(D∗) and Pτ (D
∗). Figure 1.3 illustrates the possible regions

of R(D∗) and Pτ (D
∗), where only one of the Wilson coefficients in Eq. 1.37 has a non-zero

R(D*)
0 0.1 0.2 0.3 0.4 0.5

(D
*)

τ
P

1−

0.5−

0

0.5

1

SM

V1C

V2C

SC

TC

Figure 1.3: Correlation between R(D∗) and Pτ (D
∗) in B̄ → D∗τ−ν̄τ [11]. The horizontal

black line, gray region, magenta line and blue region show the allowed regions with as-
suming that only one of the Wilson coefficients CV1 , CV2 , CS1,2 and CT , respectively, has
a non-zero value. The SM prediction is shown by the red dot. The experimental R(D∗)
average, which is described later in Sec. 1.3, is shown by the vertical black line with the
±1σ region.
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value [11]. The value of Pτ (D
∗) is sensitive to non-vector type NP operators. A combined

measurement of R(D∗) and Pτ (D
∗) is capable of discriminating the NP types.

In this thesis, we consider the following two NP models as benchmark models.

Two Higgs Doublet Model (2HDM)

In the SM, only one complex Higgs doublet is introduced. However, the number of
doublets is not required to be exactly one. A minimal extension of the Higgs sector
with one more Higgs doublet is called the Two-Higgs-Doublet model (2HDM) [18]. In
the electroweak symmetry breaking, five physical Higgs bosons appear in total: h0, H0,
A0, H+ and H−, where h0 and H0 are the scalar Higgs bosons, A0 is the pseudo-scalar
Higgs boson and H± is the charged Higgs boson. Since the SM Higgs boson is electrically
neutral, discovery of the charged Higgs boson is a clear evidence of NP.

In the general 2HDM, the flavor-changing neutral current (FCNC) is introduced at
tree level. This is because, if two Higgs doublets Φ1 and Φ2 couples to the same fermions,
their Yukawa matrices are not diagonal in general. According to many experimental
measurements, the tree-level FCNCs are strongly suppressed. To prevent them, all the
fermions in each group, up-type quark, down-type quark or charged lepton, need to couple
with the same Higgs doublet. This requires the Lagrangian for the Yukawa interaction to
be

LY = Y dQ̄LΦidR + Y uQ̄LΦjuR + Y `L̄LΦkeR (i, j, k = 1, 2), (1.43)

where Y d, Y u and Y ` are the Yukawa matrices for the down-type quarks, the up-type
quarks and the charged leptons, respectively. The 2HDM theories are grouped as shown in
Table 1.3. Among the four types of the 2HDM, the type-II 2HDM has a connection to the
minimum-supersymmetric standard model (MSSM) [19], which is a prominent candidate
to solve many problems in the SM, including the DM candidates [20]. To conserve the
symmetry between fermions and bosons (supersymmetry) in the Lagrangian, the theory
needs to have the same structure of the Higgs sector as the type-II 2HDM.

The charged Higgs may contribute to the decay B̄ → D∗τ−ν̄τ [11, 23, 24, 25, 26]. Two
Wilson coefficients appear as [11]

CS1 = −mbmτ
tan2 β

m2
H±

, (1.44)

CS2 = −mcmτ

m2
H±

, (1.45)

Table 1.3: Higgs doublet coupling with fermions in different types of the 2HDM.

Model u-type quark d-type quark charged lepton

Type-I Φ2 Φ2 Φ2

Type-II Φ2 Φ1 Φ1

Type-X Φ2 Φ2 Φ1

Type-Y Φ2 Φ1 Φ2
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where mb and mc denote the masses of the b and the c quarks, respectively. The parameter
tan β is the ratio of the vacuum expectation values of two Higgs doublets, and the region
1 < tan β < 60 is favored in terms of the strength of the Yukawa couplings to the t and the
b quarks. The charged Higgs mass is denoted by mH± . The direct measurements at the
Large Electron-Positron collider using e+e− collisions have excluded mH± < 80 GeV/c2

at 95% confidence level (C.L.) at any values of tan β [27], and hence the charged Higgs
mass is much greater than mc and mτ . The coefficient CS2 is therefore negligibly small.

Another B meson decay sensitive to the charged Higgs is the radiative decays B →
Xsγ, where Xs denotes any hadronic final state containing an s quark. In these decay
modes, the charged Higgs boson appears in a loop of the decay diagram. Currently,
mH± < 480 GeV/c2 [28] or mH± < 493 GeV/c2 [29] is excluded at 95% C.L. Compared
to B̄ → D∗τ−ν̄τ , the B → Xsγ process is less sensitive to tan β.

The charged Higgs production is also directly investigated using collisions of high
energy protons at LHC. Figure 1.4 shows the latest results from the ATLAS and the
CMS experiments on the plane for mH± and tan β [21, 22].

Scalar Leptoquark

The scalar leptoquark is an elementary particle carrying both a quark number and a
lepton number. It appears in various extensions of the SM for unification of the three SM
interactions or the quark and the lepton sectors [30]. The contribution of the leptoquark
to the B̄ → D∗τ−ν̄τ decay is phenomenologically studied [11, 31, 32, 33, 34, 35, 36],
although its particular connection to high energy theories has not been established yet.

There are three types of the scalar leptoquarks satisfying the following assumption.

• Interaction with the SM fermions is dimensionless and invariant under the SM gauge
transformation.
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Figure 1.4: Latest results of the direct charged Higgs boson searches at ATLAS (left) [21]
and CMS (right) [22] with H+ → τ+ντ followed by hadronic τ decays at LHC 13-TeV
Run. In both measurements, the hMSSM scenario is assumed, where the 125-GeV Higgs
boson is regarded as the lighter scalar Higgs boson h0.
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• It is possible to mediate the process b→ cτ−ν̄τ without introducing a right-handed
neutrino.

The interaction between a scalar leptoquark, a quark and a lepton is represented by
the product of the quark and the lepton fields. Using the Fierz transformation, it is
reformed as a linear sum of the operators in Eqs. 1.38 to 1.42. In this thesis, we focus on
the two leptoquarks which have the non-V1 operators [33]. Their quantum numbers are
summarized in Table 1.4, and corresponding Feynman diagrams are shown in Fig. 1.5.
Following Ref. [33], we call them R2 model and S1 model, respectively, and assume mLQ =
1 TeV/c2. According to the direct search for the scalar leptoquark coupling to the b quark
and the τ lepton at CMS, the current lower mass limit is mLQ = 900 GeV/c2 at 90%
C.L. [37], and therefore the mass of 1 TeV/c2 is allowed. In these leptoquark models, two
Wilson coefficients appear with the relation [33]

CS2 = ±7.8CT , (1.46)

where the positive (negative) sign is for the R2 (S1) model.

1.3 Previous Experimental Measurements

A measurement of B̄ → D∗τ−ν̄τ is experimentally challenging since there are always
two or more neutrinos in the final state: one directly from the B meson decay and the
remaining from the τ lepton decay.

At the B-factory experiments such as Belle [38] and BaBar [39], an electron and a
positron are collided at the center-of-mass (CM) energy of 10.58 GeV. This energy is

Table 1.4: Quantum numbers of the leptoquarks in the R2 and the S2 models. The field
with a superscript c denotes the charge-conjugated fermion field.

R2 leptoquark S1 leptoquark

Spin 0 0

3B + L 0 −2

Y 7/6 1/3

T 3 ±1/2 0

Coupling b̄LτR, c̄RντL b̄cLντL, c̄cLτL

b c

q̄ q̄

τ−

ν̄τ

B̄ D∗R2
b c

q̄ q̄

ν̄τ

τ−

B̄ D∗S1

Figure 1.5: Diagrams of the B̄ → D∗τ−ν̄ decay mediated by the R2 leptoquark (left) or
the S1 leptoquark (right).
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𝜏− 𝐵sig  𝜈𝑙𝐵tag

Hadronic 

decay

Hadronic decay
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Figure 1.6: Illustration of the two B meson decays at an e+e− collision.

R(D*)
0.3 0.4 0.5

Belle, PRL 99, 191807 (2007)
   (Inclusive tag)

BaBar, PRL 100, 021801 (2008)
   (Hadronic tag)

Belle, PRD 82, 072005 (2010)
   (Inclusive tag)

BaBar, PRL 109, 101802 (2012)
   (Hadronic tag)

LHCb, PRL 115, 111803 (2015)

Belle, PRD 92, 072014 (2015)
   (Hadronic tag)

Belle, PRD 94, 072007 (2016)
   (Semileptonic tag)

Figure 1.7: Summary of the previous R(D∗) measurements. The red error bars show the
total uncertainties while the black error bars are statistical. The shaded and the blank
vertical lines show the world-average R(D∗) [17] and the SM prediction [13], respectively.

consistent with the mass of Υ(4S), which is a resonance of a pair of b and b̄. The Υ(4S)
decays into a BB̄ pair with more than 96% branching fraction [10]. In the Υ(4S) decay,
no particle except for the two B mesons is produced as illustrated in Fig. 1.6. This feature
provides an advantage for B̄ → D∗τ−ν̄τ measurements. By identifying one of the two B
mesons (denoted as the tag-side B meson or Btag), information of the signal-side B meson
(Bsig) such as a four-momentum and associated particles is indirectly obtained without
explicitly reconstructing Bsig.
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Figure 1.7 is a summary of the previous experimental studies of R(D∗). The decay
B̄ → D∗τ−ν̄τ was firstly observed by Belle in 2007 [40]. Since then, this decay has
been studied at Belle [41, 42, 43] and BaBar [44, 45]. In 2012, BaBar reported a 2.7σ
discrepancy in their measurement of R(D∗) from the SM prediction. The report also
included a measurement of R(D) ≡ BF (B̄ → Dτ−ν̄τ )/BF (B̄ → D`−ν̄`) for the similar
decay mode B̄ → Dτ−ν̄τ . This result was by 2.0σ away from the SM prediction R(D) =
0.300 ± 0.008 [46] or R(D) = 0.299 ± 0.011 [47]. The overall discrepancy for R(D∗)
and R(D) reached 3.4σ. While these measurements at Belle and BaBar reconstructed
Btag from its hadronic decay, in the latest R(D∗) measurement at Belle, the semileptonic
decay was adopted to the Btag reconstruction. Despite the disadvantage that Btag is not
fully reconstructed due to one neutrino in the Btag decay, this measurement achieved a
comparable precision to the past R(D∗) measurements. LHCb [48] also measured R(D∗)
and demonstrated a capability of the B̄ → D∗τ−ν̄τ study at hadron colliders [49].

The world-average R(D(∗)) with measurements in Refs. [42, 43, 45, 49] are estimated
by HFAG as [17]

R(D) = 0.397± 0.040(stat.)± 0.028(syst.), (1.47)

R(D∗) = 0.316± 0.016(stat.)± 0.010(syst.). (1.48)

Here, two R(D∗) measurements at Belle [42, 43] are used since they exploited different
B decay modes for the Btag reconstruction and therefore statistically independent. The
other measurements with a partial data set of Belle [40, 41] and that of BaBar [44] are
excluded to avoid statistical overlap. These values are 1.9σ and 3.3σ away from the SM
prediction, respectively. The overall discrepancy is about 4σ.

In the past measurements, the leptonic τ decays τ− → `−ν̄`ντ are mostly used. The
existence of one charged lepton in the final state of the Bsig decay is one of the advan-
tages for the event selection. On the other hand, it requires a difficult estimation for
the B̄ → D∗∗`−ν̄` background, where D∗∗ denotes excited states of the charmed meson
heavier than D∗. If π0 from the D∗∗ → D∗π0 decay is not detected, B̄ → D∗∗`−ν̄` events
mimic the signal B̄ → D∗τ−ν̄τ . Since some of the D∗∗ states have wide mass widths
around 300 MeV/c2 [10], experimental measurements for B̄ → D∗∗`−ν̄` are not trivial.
Besides, there are several theoretically-predicted D∗∗ states, which have not been mea-
sured yet [50]. This background mode has caused a major systematic uncertainty in the
past measurements.

1.4 Objective of This Thesis

In this thesis, using the full data sample containing 7.72× 108 BB̄ pairs accumulated at
the Belle experiment, I aim to

• investigate the R(D∗) discrepancy with an independent measurement, and

• add a new observable

to investigate the SM and possibilities of the NP. I reconstruct signal events using hadronic
τ decays τ− → π−ντ and ρ−ντ . Since the previous measurement at Belle [42] has used
only the leptonic τ decays, an independent data sample is obtained. Besides, the main
background in this analysis is predicted to originate from hadronic B decays, which is
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different from B̄ → D∗∗`−ν̄` in the previous analyses. The R(D∗) discrepancy is investi-
gated with the different background-induced systematic uncertainty. On the other hand,
estimation of the hadronic B decay background is a challenging point of my analysis since
hadronic B decays are too complicated to be quantitatively predicted theoretically, and
experimental measurements do not fully cover all the possible hadronic B decay modes.

The polarization Pτ (D
∗) has a sensitivity to NP but has not been measured yet. It was

difficult to measure Pτ (D
∗) using the leptonic τ decays, where the two neutrinos from the

τ decay weaken information of the polarization. My analysis using the two-body τ decays
enables to measure Pτ (D

∗) by using the feature of the two-body τ decays. Nevertheless,
the Pτ (D

∗) measurement is challenging as the τ lepton is not fully reconstructed due
to a neutrino. I have developed a method to extract Pτ (D

∗) from data using kinematic
constraints of the B̄ → D∗τ−ν̄τ decay.

Summarizing above, the goal of this thesis is to conduct

• a new R(D∗) measurement using τ− → π−ντ and ρ−ντ , and

• the first Pτ (D
∗) measurement

using the full data sample at Belle.
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Chapter 2

Experimental Apparatus

In this study, we use the data sample of e+e− collisions at the KEKB accelerator [51].
The data are recorded with the Belle detector [38]. First, the KEKB accelerator and the
Belle detector are overviewed. The particle reconstruction and identification methods are
next discussed.

Figure 2.1: Drawing of the KEKB accelerator. The HER and the LER are the e− and the
e+ beams, respectively. Four experimental halls, FUJI, NIKKO, OHO and TSUKUBA,
are shown.
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2.1 KEKB Accelerator

The KEKB accelerator is an asymmetric-energy e+e− collider located at KEK, Japan.
As shown in Fig. 2.1, the accelerator consists of a linear accelerator (Linac) and a 3-
km-circumference main ring (MR). Electrons produced by a thermal electron gun are
accelerated to 8 GeV in the Linac and injected to the MR. A part of the electrons are
collided with the tungsten target in the middle of the Linac to produce positrons. The
positrons are collected, accelerated to 3.5 GeV and injected to the MR. In the MR, the
e+ and the e− beams are stored with 508.88 MHz RF cavities. They are collided at the
interaction point (IP) in the TSUKUBA experimental hall, where the Belle detector is
located, with a crossing angle of 22 mrad. Several different states of the e+e− center-of-
mass (CM) energy

√
s from 9.4 GeV to 11.2 GeV are selected for the collision.

The data used for our study is taken at
√
s = 10.58 GeV, corresponding to the mass

of the Υ(4S) resonance. A pair of B mesons is produced in the decay of Υ(4S). Decay
particles from the B mesons are detected by the Belle detector, surrounding the IP. As
mentioned in Sec. 1.3, there is no additional particle produced in an e+e− collision. This
feature is essential for physics analyses with a large missing momentum. Other physical
processes at this energy, such as e+e− → τ+τ−, qq̄ (q = u, d, s, c) and the processes by
the quantum electrodynamics (QED) are summarized in Table 2.1.

KEKB has been operated from 1999 to 2010. It achieved the world-record instanta-
neous luminosity of 2.11× 1034 cm−2s−1 and the total integrated luminosity of 1041 fb−1.
Out of 1041 fb−1, 711 fb−1 data were taken at

√
s = 10.58 GeV. The data set contains

7.71× 108 BB̄ pairs.

2.2 Belle Detector

As shown in Fig. 2.2, the Belle detector is a complex of six different sub-detector sys-
tems. The silicon vertex detector (SVD) and the central drift chamber (CDC) are the
tracking devices for charged particles. The time-of-flight (TOF) counter and the aerogel
Cherenkov counter (ACC) provide particle identification (PID) information of charged
hadrons and electrons. The electromagnetic calorimeter (ECL) measures energy of elec-
trons and photons. The K0

L Muon detector (KLM) is dedicated to detecting muons and
neutral hadrons. The extreme forward calorimeter (EFC) is used as the instantaneous
luminosity monitor and the triggering device for Bhabha scattering events (Since the EFC

Table 2.1: Cross sections of the main physics processes in e+e− collisions at
√
s =

10.58 GeV [38].

e+e− → bb̄ 1.2 nb

e+e− → qq̄ 2.8 nb

e+e− → µ+µ−, τ+τ− 1.6 nb

Bhabha scattering (within detector acceptance) 44 nb

Other QED process (within detector acceptance) ∼ 17 nb

Total ∼67 nb
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Figure 2.2: Cross section of the Belle detector [38]. CsI and PID indicate the positions of
the ECL and the ACC, respectively.

is not directly used in our analysis, we omit description for the EFC; see, for example,
Section 3 in Ref. [38] for details). To determine the momentum of charged particles, the
inner sub-detectors (SVD, CDC, TOF, ACC and ECL) and EFC are immersed in the
1.5 T magnetic field supplied by the superconducting solenoid.

The coordinates of the Belle detector are the left-handed system with the origin at
the IP and the z axis corresponding to the direction opposite to the e+ beam; the polar
and cylindrical angles are represented by θ and φ, respectively; the radial distance by r.

In our analysis, key features of the Belle detector are as follows.

• Good particle detection efficiency for 4-π region to collect all the particles in an e+e−

collision. This is important not only for the good signal reconstruction efficiency,
but also for background reduction since un-detected particles from various B decay
modes are the main source of the background.

• Good reconstruction efficiency for low-momentum particles. Since decay particles
from D∗ mesons and τ leptons are produced in a chain of multi-body decays, their
momenta are about 0.7 GeV/c on average and lower than 1.5 GeV/c.

• Good momentum resolution in the tracking devices and energy resolution in the
ECL.

• Good PID performance for charged particles.
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2.2.1 Silicon Vertex Detector (SVD)

For the SVD, which is the innermost sub-detector system, about 100 µm position res-
olution is required to determine vertices of the two B mesons in the measurement of
the time-dependent CP -violation [52]. To achieve such an excellent position resolution,
double-sided silicon detector (DSSD) was developed.

In the beginning of the experiment, the three-layer SVD (SVD1) was installed, and
the data containing 1.52× 108 BB̄ pairs were recorded. The SVD1 was upgraded to the
four-layer SVD system (SVD2), and 6.20 × 108 BB̄ pairs were accumulated. Figure 2.3
shows the structure of the SVD2. The DSSD has a size of about 8 × 3(5 × 3) cm2,
where the value without (with) the parentheses is the specification of the SVD2 (SVD1).
Many sensor strips are placed on the both sides of the plate: one side with 50–55(42) µm
width for the z direction and the other side with 10–12(25) µm width for the φ direction.
Two to six (two to four) DSSD plates compose a “ladder”, covering the polar angle
17(23)◦ < θ < 150(140)◦. Cylindrical four (three) layers with 8 to 18 (8 to 14) ladders
surround the beam pipe with the inner radius of 20(30) mm. Passing through the DSSD
by about 300 µm, a minimum-ionization particle creates about 2 × 105 electrons. The
output charge is shaped, amplified and digitized by a flash analog-to-digital converter.

For the signal processing in the SVD1, a VA1 chip [54] was used. However, a gain of
the VA1 chip was degraded due to damage by γ rays. As shown in Fig. 2.4 (left), it caused
a slight efficiency drop by 1%. In the SVD2, the VA1 chip was replaced by the VA1TA
chip with a 0.35 µm process [53]. The thinner process than 1.2 µm for VA1 achieved a
better tolerance to γ rays.

Figure 2.4 (right) shows the impact parameter resolution evaluated using cosmic-ray
tracks. The impact parameter is defined as the closest approach of a charged particle
to the IP. In our study, its resolution is important to select good-quality charged tracks
originating from the e+e− collision. Both for the r direction (dr) and the z direction (dz),
the resolution better than 150 µm is achieved for more than 500 MeV/c particles.

Figure 2.3: Structure of the SVD2 [53]. The top drawing is the cross section on the y− z
plane, and the bottom shows the structure of ladders for the first and the forth layers.
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Figure 2.4: Performance of the SVD. (left) Tracking efficiency [38]. (right) Comparison
of the impact parameter resolution between the SVD1 and the SVD2 [53].

2.2.2 Central Drift Chamber (CDC)

The CDC is a large-volume tracking device located at the central part of the Belle detector.
It plays three important roles: measurements of a track, momentum and energy loss
(dE/dx) for a charged particle. It has a cylindrical structure with an 88 cm radius, a
2.4 m length and an acceptance 17◦ < θ < 150◦. Gold-plated tungsten wires with a
30 µm diameter and aluminum wires with a 126 µm diameter are used for the sense wires
and the field wires, respectively. The field wires are connected to the ground, and a high
voltage (HV) of typically 2.35 kV is applied to the sense wires. These wires compose a
square-shape cell as shown in Fig. 2.5. There are 50 cylindrical sense-wire layers in total,
and three to five layers compose a superlayer. The even-number superlayers are inclined
with respect to the z-axis by 40–70 mrad, that provides about 600 µm resolution for the
z direction. The z information is used to distinguish tracks originating from the IP from
background-induced tracks. On the innermost surface of the CDC cylinder and between
the second and the third layers, 7.4 mm wide cathode strips are equipped perpendicularly
to the sense wires to measure the z-direction.

The cylinder is filled with a mixture gas of 50%-helium and 50%-ethane. This gas has
a small cross section of the photoelectric effect. This is important to reduce background
electrons induced by the synchrotron radiation from the beam. It has a radiation length
of 640 m, which is sufficiently long to reduce the Coulomb scattering of charged particles.

The output from the sense wire is amplified and sent to a charge-to-time conversion
(QTC) module. The QTC module outputs a digital pulse, the leading-edge timing and
the width of which correspond to the drift time and the output charge from the CDC,
respectively. The QTC output is measured by the FASTBUS multi-hit TDC module.

The momentum of a charged particle is measured using a curvature of the charged
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track with the relation

p = eBr, (2.1)

where p, e, B and r are the momentum, the elementary charge, the magnetic field and the
radius of the track curvature, respectively. The momentum resolution is evaluated using
cosmic-ray muons passing through the IP. The track is divided into two segments at the
IP, and the momentum of each segment is independently measured. The momentum res-
olution is evaluated from the difference of the obtained momenta. Figure 2.6 (left) shows
the momentum resolution as a function of the transverse momentum pt.The momentum
resolution in the high pt region is worse due to the small track curvature. The typical
momentum resolution for a 1 GeV/c particle is about 0.4%.

The dE/dx measurement is performed by collecting output charges from the sense
wires on a track. The output charge distributes as the Landau distribution with a long
tail. To improve the dE/dx resolution, higher 20% of the sense wire outputs are discarded,
and the mean of the output charges (truncated mean) is calculated. The dE/dx resolu-
tion of about 5% is obtained. Figure 2.6 (right) shows the dE/dx as a function of the
momentum for each charged-particle type: e±, p, K± and π±. The dE/dx measurement
provides a good discrimination for K± and π± in the momentum range below 0.5 GeV/c,
corresponding to log10(p) ∼ −0.3 in Fig. 2.6 (right). Since charged particles in this mo-
mentum region do not reach the outer detectors, the dE/dx measurement provides the
PID information complementary to the measurements in the TOF and the ACC.
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Figure 2.6: CDC performance reported in Ref. [38]. (left) Momentum resolution as a
function of the transverse momentum. The dashed line indicates the prediction using the
MC simulation while the black dots are obtained from data. (right) Truncated mean of
dE/dx as a function of the momentum.

2.2.3 Time Of Flight Counter (TOF)

The TOF performs PID, especially for K± and π±, on the barrel region (33◦ < θ < 121◦)
by measuring the time of flight of a charged particle between the IP and the TOF. Using
the time of flight t, the velocity is obtained by

β =
L

ct
(2.2)

where L and c denote the flight distance of the charged particle and the speed of light,
respectively. Depending on the polar angle, L takes a value from 122 to 224 cm. Com-
bining the obtained β with the momentum p measured in the CDC, the particle type is
identified.

One TOF module consists of a 4 cm thick× 6 cm wide× 255 cm long plastic scintillator
bar and two fine-mesh PMTs at the two ends of the bar. We use the polyvinyltoluene-
based plastic scintillator with a decay constant of 2.4 ns and the light propagation velocity
of 14.4 cm/s, and the fine-mesh PMT Hamamatsu R6680 with a time resolution of about
320 ps for single-photon detection. The fine-mesh PMT has a good tolerance to the
magnetic field. In total, 128 TOF modules cover the barrel region. A trigger scintillation
counter (TSC) is attached to a pair of the TOF modules. It consists of a thinner scintillator
bar with dimensions of 0.5 cm thick× 12 cm wide× 263 cm long and a fine-mesh PMT. By
requiring coincidence hits in the TOF and the TSC, background hit rates are suppressed
in a high beam-background environment.

An output from the fine-mesh PMT is divided into two paths; one is used for the charge
measurement and another for the time-of-flight measurement. The pulse-height depen-
dence of the signal timing (time walk) is corrected using the output charge. To achieve
the good discrimination between K± and π±, a time-of-flight resolution less than 100 ps
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Figure 2.7: Time resolution of a single TOF module [55]. Zhit is the hit position of
charged particles on the TOF counter.

is required. As shown in Fig. 2.7, using the weighted average of the PMT signal timing
on both ends, the time resolution better than 100 ps is achieved. In the data analysis,
the PID for charged particles is performed based on a likelihood ratio constructed from
detector responses in the CDC and the ACC as well as the TOF. The PID performance
is discussed in Sec. 2.4.

2.2.4 Aerogel Cherenkov Counter (ACC)

The time-of-flight difference between K± and π± at the same momentum is closer to zero
in the higher-momentum region where β is almost equal to 1. The TOF is not capable
of performing a good PID above 1 GeV/c. To perform PID for the high-momentum
particles, the ACC is introduced on the barrel (34◦ < θ < 127◦) and the forward endcap
regions (17◦ < θ < 34◦).

The ACC is the threshold-type Cherenkov counter using silica-aerogel as a radiator.
The condition for a charged particle to emit the Cherenkov light is

β >
1

n
, (2.3)

where n denotes the refractive index of the aerogel. Let us assume n = 1.01 and consider
the momentum range between 0.7 GeV/c and 2.5 GeV/c, for example. In this condition,
π± (mπ = 140 MeV/c2) radiates the Cherenkov light while K± (mK = 494 MeV/c2) does
not. The particle type is thus identified from the Cherenkov photon yield.

Figure 2.8 shows the drawings of the barrel and the endcap ACC modules [38]. Each
module contains five aerogel tiles in the box with an approximate size of 12×12×12 cm3,
and one or two fine-mesh PMTs are attached. On the barrel region, 60 ACC modules are
annually arrayed for the φ-direction, composing 16 rings for the z-direction. In total, 960
modules are installed. On the endcap region, 228 modules compose the five-layer ACC
array.
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Figure 2.8: Drawing of the ACC mod-
ules [38]: (a) barrel module and (b) end-
cap module.

Figure 2.9: Demonstration of the sepa-
ration of K± from e± [56].

Since the typical momentum of charged particles is different depending on the polar
angle, six different aerogel indices are adopted: n = 1.030 for the endcap region and
n = 1.010–1.028 for the barrel region. The refractive indices are controlled within 3%
precision. Photons from the aerogel tiles are collected by the fine-mesh PMTs [56]. An
output signal is amplified, processed by the QTC module and digitized by the TDC
module. Figure 2.9 shows the pulse-height distribution with the K± and the e± samples.
The K± candidates are selected based on the dE/dx and the time of flight, and the e±

candidates are obtained from the Bhabha scattering e+e− → e+e−. These two pulse-
height distributions demonstrate a clear separation between K± and e±. Details of the
PID performance are discussed in Sec. 2.4.

2.2.5 Electromagnetic Calorimeter (ECL)

The ECL is mainly used for the photon reconstruction and the electron identification. In
the photon reconstruction, a good efficiency, position and energy resolutions are required
over the wide energy range; below 500 MeV for photons from cascade-decays of B mesons
and up to a few GeV for two-body radiative decays such as B̄ → K∗γ. Two nearby
photon separation is crucial since some neutral mesons are reconstructed from their di-
photon decay. From these points of view, Tl-doped CsI crystals are selected.
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The ECL module is illustrated in Fig. 2.10. The modules on the barrel region (32.2◦ <
θ < 128.7◦) have the crystal cross section of 55×55 mm2 at the inner side and 65×65 mm2

at the outer side. The cross section of the endcap modules (12.4◦ < θ < 31.4◦, 130.7◦ <
θ < 155.1◦) varies from 44.5 to 70.8 mm for the inner side and 54 to 82 mm for the
outer side. The tower-like shape of the crystal makes an array so that every module
points to the IP. The crystal length is 30 cm, corresponding to 16.2 radiation length. To
increase the photon yield, the crystal is covered by 200-µm-thick Goretex teflon, which
is an efficient diffuse reflector. At the outer side of the crystal, two PIN photodiodes
(Hamamatsu S2744-08) are attached to read the scintillation light. A set of the crystal
and the photodiodes are contained in the aluminum assembly.

Two output signals from the photodiodes are summed and then divided into two paths;
one is used for the energy measurement, and the other for the trigger. The main signal
is shaped with a time constant of 1 µs. The charge information is then converted to the
timing information by the QCT module and measured by the multi-hit TDC.

The performance of the ECL is evaluated with Bhabha-scattering events. The energy
resolution is about 4% at 100 MeV to 1.6% at 8 GeV [38].

2.2.6 K0
L and Muon Detector (KLM)

Using the iron return yoke for the magnetic field, the KLM identifies high penetration
particles such as K0

L and µ±. While K0
L or other types of hadrons interacts strongly with

the return yoke, µ± is free from the hadronic interaction. Using the difference of the
interaction with the KLM, these particles are distinguished.

The KLM consists of alternative layers of 4.7 cm thick iron plates and 3.7 cm thick
resistive plate chamber (RPC) modules. There are 15(14) RPC layers on the barrel
(endcap) region, covering the polar angle 20◦ < θ < 155◦. Figure 2.11 shows the cross
section of the RPC layer. It has a pair of the RPCs. Each RPC module consists of two
2.4 mm thick float-glass plates with a 2 mm gap. The glass plates are coated with highly
resistive ink to provide HV electrodes. Signal pick-up strips are placed outside the two

27



Figure 2.11: Superlayer of the KLM mod-
ule [57].
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Figure 2.12: Efficiency as a function of the
HV applied to the KLM module [38]. The
graphs for Super, Top and Bottom show
the efficiencies of the combined two RPCs
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RPC plates. The strips are 36 to 50 mm wide depending on the module position, and the
upper and the lower strips are mutually orthogonal.

The gap is filled with a mixture gas of 62% HFC-134a (CH2FCF3), 30% argon and
8% butane-silver (C4H10). During the operation, HVs of −3.5 kV and +4.5 kV (+4.7 kV
for the endcap modules) are applied to each HV electrode. Charged particles penetrate
through the gap with ionizing the gas, that triggers a discharge. Since the resistivity of
the glass surface is high, the discharge occurs locally. The induced charge is detected by
both sides of the strips. A typical output is about 100 mV high and 50 ns wide. The
output is digitized by a comparator. The hit information from 12 strips are multiplexed
and measured by the multi-hit TDC module. Figure 2.12 shows the efficiency for a single
cosmic-ray muon track as a function of the applied HV. At the plateau, the efficiency of
about 99% is obtained.

In our study, separation of µ± from other charged hadrons is important to reconstruct
B̄ → D∗`−ν̄` events. It is performed using a difference of the cluster shape; a µ± track
passes through a long range of the KLM, while a hadron track stops quickly. Details of
the muon identification are discussed in Sec. 2.4.3.

2.3 Trigger and Data Acquisition

As mentioned in each sub-detector section, most of the sub-detector systems use the QTC
module to digitize detector signals and the FASTBUS TDC module to record the data.
As shown in Fig. 2.13, data from each detector are collected and combined by the event
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builder and sent to the computer.
As shown in Fig. 2.14, Belle has the three-stage trigger logic. The first step is the

Level-1 (L1) hardware trigger. Sub-trigger signals issued by the CDC, TOF, ECL, KLM
and EFC are combined and judged by the global decision logic. Hadronic events such as
e+e− → BB̄ and qq̄ are selected by one of the three trigger conditions: (i) three or more
tracks in the CDC, (ii) large energy deposit in the ECL (Bhabha scattering and cosmic
ray events are vetoed) and (iii) four or more energy clusters in the ECL. Other trigger
conditions are also prepared to take different types of data such as the Bhabha-scattering,
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e+e− → µ+µ− and e+e− → τ+τ−. The total L1-trigger rate is typically 200 Hz, which is
dominated by the beam background. The dead time is less than 3%.

Events selected by the L1 trigger are reconstructed and sent to the computer. The next
stage, the Level-3 (L3) trigger, is the online software trigger. It selects events with at least
one track originating around the IP (|dr| < 5.0 cm) and reduces the beam background
events by a factor of about 2 while keeping the efficiency of hadronic events more than
99%.

After passing the L3 trigger, the events are recorded on tapes. However, these data
still contain many events from the beam background. To reduce the background events,
the events are required to pass the Level-4 (L4) offline software trigger. The L4 trigger
uses the fast tracking algorithm with coarse resolutions of about 1 mm for |dr| and 1 cm
for |dz|. The events with at least one good quality track with |dr| < 1 cm, |dz| < 4 cm and
a transverse momentum greater than 300 MeV/c are retained and fully reconstructed for
data analyses. The L4 trigger reduces the data size by a factor of about 5 while keeping
the efficiency of hadronic events more than 99%.

For the BB̄ analysis, the dedicated data skimming method is applied. The skimming
is performed based on the conditions (i) at least three charged tracks with |dr| < 2 cm,
|dz| < 4 cm and pt > 0.1 GeV/c, (ii) the sum of the reconstructed energy (E∗vis; the
variable with an asterisk is defined in the CM frame) to be E∗vis > 0.2

√
s. Furthermore,

requirements to remove the radiative Bhabha scattering and high-multiplicity QED pro-
cesses are employed: (i) at least two energy clusters in the ECL region−0.7 < cos θ∗ < 0.9,
(ii) the average energy of the clusters less than 1 GeV, (iii) the sum of the cluster energy
(E∗sum) in 0.18

√
s < E∗sum < 0.8

√
s GeV. A rejected event based on the above condition is

added to the analysis data if at least one J/ψ or ψ(2S) candidate is found.

2.4 Particle Reconstruction

From the detector responses, K±, π±, e±, µ± and photons are reconstructed. Neutral
pions and K0

S are reconstructed from the decay modes π0 → γγ and K0
S → π+π−,

respectively. In this section, the particle reconstruction and charged particle identification
are overviewed.

2.4.1 Tracking

A charged track is reconstructed by the algorithm which connects adjacent “segments”,
or clusters of the CDC hit wires. For low-pt tracks, the CDC information is combined
with the SVD hits.

The track finding efficiency is evaluated using partially-reconstructed D∗+ → D0(→
K0
Sπ

+π−, K0
S → π+π−)π+ sample. The D∗+ mesons can be reconstructed without one of

the charged pions. The track finding efficiency is evaluated by checking whether or not
all the charged pions are found. Figure 2.15 shows the efficiency as a function of pt. At
the pt range from 0.4 to 1 GeV/c, where most of the decay particles in B̄ → D∗τ−ν̄τ
distribute, the efficiency is more than 90%. The efficiency is almost determined by the
limited acceptance of the SVD and the CDC. In the region pt < 0.1 GeV/c, the efficiency
drops significantly since pt is close to the threshold for a charged track to penetrate a few
layers of the SVD.

30



0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1 1.2 1.4

Data

MC

Recovered Pion P_T(GeV/c2)

Pi
on

 F
in

di
ng

 E
ff

ic
ie

nc
y

Figure 2.15: Tracking efficiency as a function of pt [58].

When the beam background increases, the segments become unclear. The conventional
track finding algorithm often fails to reconstruct a track. To recover the efficiency, the
more robust track-finding algorithm based on the Hough transform is developed. Using the
new algorithm, the efficiency has significantly improved by 10 to 20% per track relative to
the efficiency of the conventional algorithm under the high beam-background environment.
The new algorithm is applied to the SVD2 data.

2.4.2 Electron Identification

In the ECL detector, electrons and positrons cause electromagnetic showers and are thus
distinguished from other heavier charged particles such as K± and π±. In the data
analysis, following five variables are used.

Matching of a charged track to an energy cluster (track matching)
Compared to other charged particles, an electron easily creates a clear energy cluster
in the ECL. The electron has better track-matching efficiency to the ECL cluster.

(E9/E25)
The variable E9/E25 is defined as a ratio of the total energy measured in 3 × 3
CsI crystals to that in 5 × 5 cells. The cell center is determined as the center of
gravity of the total energy deposit in an ECL cluster. Due to faster evolution of the
electromagnetic shower, an electron has the wider shower shape compared to other
charged particles. Therefore distant crystals from the shower center also detect
energy from the shower, and E9/E25 tends to be close to 1.
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(E/p)
Since the electron is light, it has β = 1 at any momentum region. Besides, it loses
all the energy in the ECL. The value of E/p is therefore almost equal to 1. On the
other hand, massive charged particles tend to have a smaller value of E/p since they
lose a small fraction of the energy in the ECL. This variable is useful in the high
momentum region p > 0.5 GeV/c. Due to the Coulomb scattering with the detector
materials, the low-momentum electron has a value of E/p significantly smaller than
1 and overlaps with that of the other charged particles.

Light yield in ACC
Assuming that a typical refractive index of the ACC is 1.015, the threshold mo-
mentum for electrons to emit Cherenkov light in the ACC is 4 MeV/c. In the Belle
detector, at least 50 MeV/c is required for charged particles to be reconstructed.
Reconstructed electrons therefore always emit the Cherenkov light in the ACC. This
is useful to identify low-energy electrons.

dE/dx in CDC
The variable dE/dx provides a good electron identification in the momentum region
p < 0.5 GeV/c as shown in Fig. 2.6 (right). As the electrons in this momentum re-
gion do not reach the ECL, dE/dx is complementary to the track matching, E9/E25

and E/p.

Using the MC sample, the probability for a charged track to be an electron (P i
e) or a non-

electron particle (P i
not) is calculated. Here, the index i denotes one of the five variables

described above. We calculate the electron identification (e ID) probability Pe as

Pe =

∏5
i=1 P

i
e∏5

i=1 P
i
e +

∏5
i=1 P

i
not

. (2.4)

The e ID efficiency is measured using the QED process such as the radiative Bhabha
scattering [59]. By tagging one of the tracks to be an electron, the accompanying charged
track is implied to be an election without imposing any PID requirement. As shown in
Fig. 2.16, about 95% efficiency is obtained for the momentum larger than 1 GeV/c. Since
e ID largely relies on the ECL information, the lower-momentum region shows the worse
efficiency. A slight discrepancy between the data and the Monte Carlo (MC) simulation
is observed, which is corrected from this comparison.

To take into account high-multiplicity effects in BB̄ events, the e ID efficiency is
also measured using J/ψ → e+e− events originating from B meson decays. The J/ψ
candidates with an invariant mass between 2.5 and 3.5 GeV/c2 are selected. The e ID
efficiency is evaluated using the same method as that applied to the QED process sample.
The difference of the efficiency between two samples is taken as a systematic uncertainty.

2.4.3 Muon Identification

The most probable particle that can be mis-identified as µ± is the charged hadron such
as π±. When a series of the KLM hits matching to a track extrapolated from the CDC is
found, following two variables are used to separate µ± from charged hadrons.
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Figure 2.16: Efficiency of e ID as a function of the momentum in the laboratory frame [59].
The requirement Pe > 0.5 is applied.

∆R
We firstly find the layer number of the outermost RPC having a hit associated with
an extrapolated track (Lhit). It is compared with the layer number of the outermost
RPC which the extrapolated track (Lext) reach with the hypothesis that the track
is not scattered in the KLM. The variable ∆R is then defined by ∆R ≡ Lext−Lhit.
Since µ± has a good penetrating power over the KLM, it tends to reach the RPC
layer Lext and hence ∆R becomes close to zero.

χ2

The χ2 is calculated from the deviation of each KLM hit position from the extrap-
olated track. Since hadrons are scattered more strongly in the KLM than µ±, they
have a larger χ2 value. If a charged track does not reach the KLM, χ2 = 0 is assigned
to the track.

We then define the muon identification (µ ID) probability by

Pµ = p(∆R)p(χ2), (2.5)

where p(∆R) and p(χ2) are the probability density functions for µ± to take values of ∆R
and χ2. Since we assign p(χ2 = 0) = 0, Pµ is equal to 0 for a track which does not reach
the KLM.

Using the similar method applied to the e ID efficiency determination, the µ ID effi-
ciency is evaluated [60]. As shown in Fig. 2.17, the efficiency of about 90% is obtained
with the µ± momentum greater than 1 GeV/c. Since at least about 0.6 GeV/c is required
for muons to reach the KLM, the efficiency significantly drops in the lower momentum
region.
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Figure 2.17: Efficiency of µ ID as a function of the momentum in the laboratory frame with
Pµ > 0.1 (open circle) and Pµ > 0.9 (closed circle) [60]. (a) Barrel region (51◦ < θ < 117◦).
(b) Entire region (25◦ < θ < 145◦).

2.4.4 Charged Hadron Identification

Since multiple K± and π± are often found in the final state of B meson decay, their
identification is essential. To perform the K± and π± identification, we use three inner
sub-detectors: CDC, TOF and ACC. These detectors provide measurements related to
the velocity β. The particle mass is determined once the momentum is given. On each
variable, a likelihood for the K±(π±) hypothesis is calculated as LiK(π), where L1

K(π) is the

likelihood based on dE/dX at the CDC, L2
K(π) based on the time of flight at the TOF

and L3
K(π) based on the photon yield at the ACC. These likelihoods are combined into a

K± identification (K ID) or a π± identification (π ID), which is defined as

PK(π) =

∏3
i=1 L

i
K(π)∏3

i=1 L
i
K(π) +

∏3
i=1 L

i
π(K)

. (2.6)

Similarly, a proton identification (p ID) is defined as

Pp =

∏3
i=1 L

i
p∏3

i=1 L
i
p +

∏3
i=1 L

i
π

. (2.7)

In our analysis, the p ID is used to reject background events containing protons.
To measure the K ID and π ID efficiencies, the D∗+ → D0(→ K−π+)π+ sample is

used. Owing to its final state containing only three charged particles, the D∗+ mesons
are cleanly reconstructed without imposing any PID requirement. The particle types
are determined from their charges; two particles with the same charge are π±, and the
remaining is K±. As shown in Fig. 2.18, about 85% of the PID efficiency and less than
10% fake rate is typically obtained. The visible discrepancy between the data and the
MC simulation is corrected based on this comparison.
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Figure 2.18: Efficiency of K ID (left) and π ID (right) as a function of the momentum in
the laboratory frame [61].

2.4.5 Photon Reconstruction

Photon candidates are reconstructed using the ECL. First, segments are formed using the
CsI crystals with measured energy greater than 0.5 MeV, and a crystal with the maximum
energy (seed) is found for each segment. The energy cluster is determined as the 5 × 5
crystals around the seed. If the 5 × 5 region is overlapped with a neighbor cluster, the
energy on the overlapped region is assigned to each cluster by weighting based on the total
energy in the non-overlapped region. Once the cluster is formed, the center of gravity of
the energy in the 5 × 5 region is found as the cluster center. The energy cluster is then
compared to the extrapolated charged tracks in the CDC. If there is no track matching
to the cluster, it is recorded as a photon candidate.

Due to the limited length of the CsI crystals, there is energy leakage of the electromag-
netic shower from the crystal. The measured energy of the cluster is hence significantly
underestimated by 1 to 10%, depending on the incident photon energy. Besides, since a
part of the energy is lost in the gap between the crystals, the finite crystal cross section
makes the center of gravity closer to the crystal center than the actual photon incident po-
sition. These effects are corrected based on the MC simulation, validated by reconstructed
π0 candidates from pairs of the photons.

2.4.6 π0 Reconstruction

Neutral pions decay into a pair of the photons with a 99% branching fraction [10]. We
therefore reconstruct π0 candidates from a pair of photons and select them based on
the invariant mass Mγγ, which must be around the nominal π0 mass of 135 GeV/c2 [10].
Figure 2.19 is one example of the Mγγ distribution. A typical mass resolution is 5 MeV/c2.

The π0 reconstruction efficiency is evaluated using τ− → π−π0ντ events in the e+e− →
τ+τ− sample. First, the number of (τ+ → `+ν`ν̄τ , τ

− → π−π0ντ ) pairs (single-signal
events) and (τ+ → π+π0ν̄τ , τ

− → π−π0ντ ) pairs (double-signal events) are counted. Since
the branching fraction of τ− → `−ν̄`ντ is well determined as (17.82 ± 0.04)% for the
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Figure 2.19: Invariant mass distribution for the π0 candidates [38].

`− = e− mode and (17.39± 0.04)% for the `− = µ− mode, the efficiency is obtained from
the comparison of the number of single- and double-signal events. The π0 reconstruction
efficiency is found to be typically 40 to 50%.

2.4.7 K0
S Reconstruction

Due to the short lifetime of 895 ps [10], K0
S mostly decays in the detector. They are

reconstructed from the decay K0
S → π+π− with the branching fraction of 69% [10]. At

first, two oppositely-charged tracks are combined with a pion mass hypothesis. Since
most of K0

S decay in the SVD, their vertices are determined precisely. Using the feature
that K0

S has a vertex detached from the IP, following five variables are used to select K0
S

candidates.

drmin : Smaller value of |dr| between two π± tracks. True K0
S candidates must have a

larger drmin since the decay vertex of K0
S is inconsistent with the IP.

dφ : Angle between the momentum vector of the K0
S candidate and the K0

S vertex direc-
tion with respect to the origin of the Belle coordinates. These are aligned if the K0

S

candidate is true.

zdist : Closest distance between two π± tracks. True K0
S candidates tends to have zdist ∼ 0

as they are produced at the same point.

fl : Flight distance of a K0
S candidate in the x− y plane. While mis-combination of two

prompt π± have fl ∼ 0, true K0
S candidates have non-zero values of fl .

Mππ : Invariant mass of the K0
S candidate.

The basic requirement on each variable is summarized in Table 2.2.
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Table 2.2: Requirements for the K0
S selection. mPDG

K0
S

= 497.6 GeV/c2 is the nominal K0
S

mass [10].

Momentum dr dφ zdist fl |Mππ −mPDG
K0
S
|

(GeV/c) (cm) (rad) (cm) (cm) (MeV/c2)

< 0.5 > 0.05 < 0.3 < 0.8 − < 30

0.5–1.5 > 0.03 < 0.1 < 1.8 > 0.08 < 30

> 1.5 > 0.02 < 0.03 < 2.4 > 0.22 < 30

The K0
S reconstruction efficiency is estimated using the D∗+ → D0(→ K0

Sπ
+π−)π−

sample. Since D∗+ candidates are cleanly reconstructed, the K0
S sample with loose se-

lection, where only the Mππ requirement to be 350 < Mππ < 650 MeV/c2 is imposed, is
expected to have almost 100% efficiency with a good purity. By comparing the numbers
of K0

S candidates with the loose selection and with the basic requirements, the efficiency
is estimated to be 85 to 90%.
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Chapter 3

Event Reconstruction

In this chapter, we describe the data analysis procedure. First, the method of the R(D∗)
and Pτ (D

∗) measurement are overviewed in the first section. Next, the data samples used
for our study are introduced in the second section. Based on the described method and
the data set, the signal selection criteria are described in the third and the forth sections.
In the last section, calibration and validation of the MC simulation samples using the
calibration data samples are discussed.

To avoid subjective bias of the analyzer, we conduct a blind data analysis, where
the signal sample of the real data is not used until the analysis procedure is completely
validated.

3.1 Measurement Method

3.1.1 R(D∗) Measurement

For the R(D∗) measurement, B̄ → D∗τ−ν̄τ and B̄ → D∗`−ν̄` events need to be recon-
structed to determine the numerator and the denominator, respectively, of R(D∗). We
call these modes “signal mode” and “normalization mode”, respectively.

Since there are one and two neutrinos in the normalization mode and the signal mode,
respectively, these modes cannot be fully reconstructed. We employ the method “hadronic
tag”, which exploits the feature that exactly two B mesons are produced in a e+e−

collision without any other extra particles, as described in Sec. 1.3. In this method,
Btag is reconstructed from its hadronic decay. Using the beam momentum and the fully-
reconstructed Btag momentum, the complete momentum of Bsig is obtained.

To extract the yields of the normalization mode, we use the missing mass squared

M2
miss ≡ (Ee+e− − Etag − ED∗ − E`)2/c4 − (~pe+e− − ~ptag − ~pD∗ − ~p`)2/c2, (3.1)

where E and ~p denote the energy and the three-momentum, respectively, for the e+e−

beam, Btag, D∗ and `−. The M2
miss is equivalent to the square of the invariant mass of the

missing four-momentum. Since only one neutrino is a missing particle in the B̄ → D∗`−ν̄`
decay, the normalization events are expected to distribute around M2

miss = 0 GeV2/c4.
It is difficult to use M2

miss for the extraction of the signal yield since it has a strong
correlation to Pτ (D

∗). As shown in Fig. 3.1 (left), the M2
miss shape strongly depends on

the value of Pτ (D
∗). For the signal mode, instead of M2

miss, we use EECL, which is a
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Figure 3.1: Comparison of the M2
miss (left) and the EECL (right) shapes at Pτ (D

∗) = −0.5
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linear sum of the energy of ECL clusters not used for the Btag and Bsig reconstruction.
Signal events ideally have EECL equal to zero and have a long tail in the EECL distribution
due to the beam background and split-off showers, separated from the main ECL cluster
and reconstructed as photon candidates. As shown in Fig. 3.1 (right), the EECL shape is
independent of Pτ (D

∗). According to the previous studies, for example, Ref. [43], it also
provides a clear discrimination between the signal and the other background modes.

3.1.2 Pτ(D
∗) Measurement

The value of Pτ (D
∗) is determined using the differential decay rate

1

Γ

dΓ

d(cos θhel)
=

1

2
[1 + αPτ (D

∗) cos θhel] , (3.2)

α =

{
1, for τ− → π−ντ ,
m2
τ−2m2

ρ

m2
τ+2m2

ρ
, for τ− → ρ−ντ ,

(3.3)

where the coefficient α represents a sensitivity to Pτ (D
∗) depending on each τ decay

mode [62]. Using mρ = 775 MeV/c2 [10], α is found to be 0.45. Equation 3.2 is calculated
based on the combination of the spin states of the τ lepton and the π(ρ) − ν̄τ system,
requiring for the (anti-)neutrino to be left(right)-handed. Details of the calculation are
described in Appendix A.

In the previous measurement using the τ− → `−ν̄`ντ decay [42], about 500 signal
events were obtained. There are a few major differences between this measurement and
our study.

• In the previous measurement, about half of the B̄ → D∗τ−ν̄τ events were extracted
as feed-down events reconstructed as B̄ → Dτ−ν̄τ . Since we do not reconstruct
B̄ → Dτ−ν̄τ , such events cannot be used in our analysis.

• The sum of the branching fractions of τ− → π−ντ and τ− → ρ−ντ is 36.0% [10].
This is almost equal to BF (τ− → `−ν̄`ντ ) = 35.2%.
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Taking the above differences into account, the expected number of signal events in our
study is roughly estimated to be 250. This is not sufficient to measure the angular
distribution in Eq. 3.2. We therefore extract Pτ (D

∗) as an asymmetry of the signal yields
in two cos θhel regions: cos θhel > 0 (forward) and cos θhel < 0 (backward). By integrating
Eq. 3.2 in [0, 1] and [−1, 0], the number of signal events in the forward region (NF) and
in the backward region (NB) are, respectively, obtained as

NF =
NF +NB

2

[
1 +

α

2
Pτ (D

∗)
]
, (3.4)

NB =
NF +NB

2

[
1− α

2
Pτ (D

∗)
]
. (3.5)

The value of Pτ (D
∗) is then obtained by

Pτ (D
∗) =

2

α

NF −NB

NF +NB

. (3.6)

Although cos θhel needs to be measured in the rest frame of τ , a complete four-
momentum of the τ lepton cannot be determined due to one unconstrained degree of
freedom (Appendix C for further discussion). We have established a method to retrieve
a correct value of cos θhel as follows.

First, we take the rest frame of W ∗ as shown in Fig. 3.2 (a). This frame is obtained
by boosting the laboratory frame along

~q = ~psig − ~pD∗ , (3.7)

= ~pe+e− − ~ptag − ~pD∗ , (3.8)

where ~q represents the three momentum vector of W ∗ and the other variables are defined
in Eq. 3.1. In this frame, a cosine of the angle between the τ momentum and its daughter
meson (cos θτd) is calculated as

cos θτd =
2EτEd −m2

τ −m2
d

2|~pτ ||~pd|
, (3.9)

where E, ~p and m are the energy, the momentum and the mass, respectively, of τ and
its daughter d = π or ρ. Since W ∗− → τ−ν̄τ is a two-body decay of the stationary W ∗

boson, |~pτ | depends only on q2:

|~pτ | =
q2 −m2

τ/c
2

2
√
q2

, (3.10)

where q2 is experimentally determined by

q2 = (Ee+e− − Etag − ED∗)2/c2 − (~pe+e− − ~ptag − ~pD∗)2. (3.11)

The energy of the τ lepton is also determined by Eτ =
√
m2
τc

4 + |~pτ |2c2. The values of |~pd|
and Ed are measurable, and we use mτ = 1.78 GeV/c2 and md = 140 MeV/c2 (d = π±)
or 775 MeV/c2 (d = ρ±) reported in Ref. [10]. The value of cos θτd is hence completely
determined.

Now, as shown in Fig. 3.2 (a), ~pτ is constrained on the cone around ~pd with the
opening angle θτd. Even though the direction of ~pτ is not completely fixed, the remaining
one degree of freedom is confined to the rotation symmetry of the the cone. Namely, we
can take any arbitrary vector on the cone as a boost vector. Choosing one particular
direction as shown in Fig. 3.2 (b), the frame is boosted to the “pseudo” τ -rest frame,
where a correct value of cos θhel is uniquely obtained.
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Figure 3.2: Illustration of the decay topology and the boost of the rest frame of W ∗.
(a) Decay topology of B̄ → D∗τ−ν̄τ in the rest frame of W ∗. The arrow indicates the
direction of the momentum vector of each particle (length is not to scale). Every particle
except for B̄sig is indicated at the end of the vector. The dashed arrow expresses the τ
momentum, which is on the cone with the opening angle θτd around the π− momentum.
(b) Transformation from the rest frame of W (left) to the pseudo τ rest frame (right). The
boost axis is taken as the horizontal solid arrow in the left panel, the magnitude of which
is equal to |~pτ |. The direction of the boost vector is indicated as the horizontal dashed
line in the right side. As the frame obtained by this boost is not necessarily consistent
with the rest frame of τ , we name this frame “pseudo” τ rest frame.

3.2 Data Sample

In the data analysis, we use two types of the data samples. The real data sample, or
simply referred to as data, are the sample accumulated in the actual experiment with
the Belle detector. The second one is the MC simulation sample produced on computers,
which is used to estimate the signal reconstruction efficiency and study the background.
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3.2.1 Real Data Sample

In this study, we use the full data sample recorded at
√
s = 10.58 GeV, containing

(772 ± 11) × 106 BB̄ pairs. The number of BB̄ pairs (NBB̄) is estimated using the
formula

NBB̄ =
Non − r(εqq̄)αNoff

qq̄

εBB̄
. (3.12)

The variable Non is the number of events satisfying the hadronic event conditions de-
scribed in Sec. 2.3 at the Υ(4S) resonance (on-resonance). This is the sum of the number
of BB̄ events and qq̄ events. The number of qq̄ events Noff

qq̄ is estimated at the off-resonance
energy, by 60 MeV below the Υ(4S) resonance. Since no B meson is produced at off-
resonance, all of hadronic events originate from the e+e− → qq̄ process. The total number
of BB̄ events recorded with the Belle detector is obtained by subtracting Noff

qq̄ from Non.
The coefficients r(εqq̄) and α are the relative qq̄ efficiency and cross-section, respectively,
at on-resonance with respect to the off-resonance. The denominator εBB̄ is the efficiency
of the BB̄ events, which is around 99% over the operation period.

3.2.2 Monte Carlo Sample

To simulate particle decays and calculate a four-momentum of each particle, we use the
following event generators and simulation packages. Events with a BB̄ pair are gen-
erated with EvtGen [63], and the B meson decays are reproduced based on branching
fractions reported in Ref. [10]. The hadronization process of the B meson decay with no
experimentally-measured branching fractions are inclusively reproduced by PYTHIA [64].
For the qq̄ events, the initial quark pair is hadronized by PYTHIA, and decays of the pro-
duced hadrons are modeled by EvtGen. The final-state radiation from charged particles
is added by PHOTOS [65]. The generated particles are processed by the Belle detector
simulator based on GEANT3 [66] to reproduce detector responses. Types of the produced
MC samples are described below.

B̄ → D∗τ−ν̄τ (signal) MC
The signal MC sample is used to study the signal distributions and the reconstruc-
tion efficiency. The MC sample is produced with the FFs in Eqs. 1.31 to 1.34. The
statistics of the signal MC sample is equivalent to the 40 times larger luminosity
than the Belle experiment. Branching fractions of the decays B̄ → D∗τ−ν̄τ are set
to be BF (B̄0 → D∗+τ−ν̄τ ) = 1.25% and BF (B− → D∗0τ−ν̄τ ) = 1.43%. These are
determined by BF (B̄ → D∗τ−ν̄τ ) = R(D∗)×BF (B̄ → D∗`−ν̄`) with R(D∗) = 0.252
based on the SM prediction [13] and BF (B− → D∗`−ν̄`) = 5.69% for the B− mode
or BF (B̄0 → D∗`−ν̄`) = 4.95% for the B̄0 mode [10].

B̄ → D∗`−ν̄` (normalization) MC
The B̄ → D∗`−ν̄` MC sample equivalent to 10 times larger luminosity than the Belle
experiment is produced with the HQET FFs. The older values of the FF parameters
were used in the MC production, and the decay kinematics is corrected to match to
that generated using the values in Eqs. 1.31 to 1.34. Details of the correction are
further discussed in Appendix B.
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B̄ → D∗∗`−ν̄` MC
The decay B̄ → D∗∗`−ν̄`, where D∗∗ denotes excited D meson states heavier than
D∗, is one of the important background modes in our analysis. To study the system-
atic uncertainty arising from this mode, we generate the B̄ → D∗∗`−ν̄` MC sample
with the statistics equivalent to 40 times larger luminosity than the Belle experi-
ment. The branching fractions for the orbitally-excited states D∗0, D1, D′1 and D∗2
are taken from the world averages [17], and the isospin symmetry is imposed on the
D∗∗ decays. Other possible modes such as D∗0 → D(∗)η are also included based on
Ref. [50]. The radially-excited D(∗)(2S) modes are included to fill the observed gap

Table 3.1: Branching fractions of the decays B̄ → D∗∗`−ν̄` and D∗∗ in the MC simulation.

Decay mode BF (B̄ → D∗∗`−ν̄`) BF (D∗∗)

B̄ → D∗0`
−ν̄` 0.67% D∗0 → Dπ 64.93%

D∗0 → Dππ 11.69%

D∗0 → D∗ππ 11.69%

D∗0 → Dη 5.85%

D∗0 → D∗η 5.85%

B̄ → D1`
−ν̄` 0.68% D1 → Dππ 37.13%

D1 → D∗π 62.86%

B̄ → D′1`
−ν̄` 0.30% D′1 → Dππ 14.29%

D′1 → D∗π 75.01%

D′1 → Dη 7.14%

D′1 → Dρ 2.38%

D′1 → D∗ρ 1.19%

B̄ → D∗2`
−ν̄` 0.60% D∗2 → Dπ 35.01%

D∗2 → D∗π 17.5%

D∗2 → Dππ 31.67%

D∗2 → Dη 15.83%

B̄ → D(2S)`−ν̄` 0.50% D(2S)→ Dππ 33.34%

D(2S)→ D∗0π 33.33%

D(2S)→ D∗π 16.67%

D(2S)→ D∗2π 16.67%

B̄ → D∗(2S)`−ν̄` 0.50% D(2S)∗ → D∗ππ 33.34%

D∗(2S)→ D′1π 33.33%

D∗(2S)→ D(2S)γ 16.67%

D∗(2S)→ D(2S)π 16.67%

Total 2.99%
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between the inclusive and the sum of exclusive measurements of the B̄ → Xc`
−ν̄`

branching fractions [50], where Xc denotes all the possible charmed-meson states.
Values of the branching fractions are summarized in Table 3.1. The B̄ → D∗∗`−ν̄`
MC sample is produced using the FFs based on the ISGW model [67], and the
kinematics is corrected to match the LLSW model [68]. The kinematics correction
is described further in Appendix B.

B̄ → D∗∗τ−ν̄τ MC
The decays B̄ → D∗∗τ−ν̄τ are the same types of the background as B̄ → D∗∗`−ν̄`.
To generate the B̄ → D∗∗τ−ν̄τ MC sample, we use the branching fractions in Ta-
ble 3.2, which are calculated from the theoretical estimates of R(D∗∗) ≡ BF (B̄ →
D∗∗τ−ν̄τ )/BF (B̄ → D∗∗`−ν̄`) for each D∗∗ state [69] and BF (B̄ → D∗∗`−ν̄`) in
Table 3.1. The branching fraction is by one order of magnitude smaller than that
of the B̄ → D∗∗`−ν̄` decays because the phase space is suppressed due to the mass
of the τ lepton. We produce the MC sample with the statistics equivalent to 400
times larger luminosity than the Belle experiment.

Generic background MC
For the remaining background components, the MC sample with generic B meson
decays (BB̄ MC) is produced. In this MC sample, distributions in two-body decay
distributions are modeled based on quantum numbers of the B meson and the decay
particles. For decays with multiple final-state particles, intermediate resonances are
taken into account based on the experimental measurements. If there is no past
experimental study, the distribution of decay particles is determined based on the
phase space. The continuum e+e− → qq̄ processes (qq̄ MC) are also prepared. We
use the BB̄ and qq̄ MC samples with the statistics equivalent to ten and five times
larger luminosity than the Belle experiment, respectively.

3.3 Reconstruction of the Tag Side

The Btag candidates are reconstructed using 32 decay modes shown in Table 3.3. The total
branching fraction of these decay modes is 11.6% for B− and 9.4% for B̄0. The daughter
mesons D(∗)0, D

(∗)+
(s) and J/ψ are reconstructed from the decay modes in Tables 3.4 and

3.5. In total 1104 decay chains are used.
The Btag reconstruction is performed using the multivariate analysis (MVA) [70] based

on the NeuroBayes neural-network package [71]. Since we use the beam-energy-constraint

Table 3.2: Branching fractions of the decays B̄ → D∗∗τ−ν̄τ in the MC simulation.

Decay mode Branching fraction

B̄ → D∗0τ
−ν̄τ 0.057%

B̄ → D1τ
−ν̄τ 0.061%

B̄ → D′1τ
−ν̄τ 0.022%

B̄ → D∗2τ
−ν̄τ 0.041%

Total 0.18%
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mass Mbc ≡
√
E∗2beam/c

4 − |~p ∗B|2/c2 (E∗beam and ~p ∗B are the beam energy and the recon-
structed Btag momentum, respectively) to separate correctly-reconstructed Btag candi-
dates from combinatorial background, variables uncorrelated to Mbc are chosen as inputs.
To effectively maximize the Btag reconstruction efficiency (tag efficiency), the hierarchical
MVA is performed. At each step of the following four-stage MVA, daughter particles are
selected based on loose requirements and the network is trained.

Step 1. Charged particles, K0
S, γ and π0 reconstruction

Charged particles are required to have |dr| < 2 cm and |dz| < 4 cm to reject
background-induced particles produced outside the IP. This requirement is not ap-
plied to daughter π± candidates for K0

S because their vertices are detached from
the IP. Candidate γ and K0

S are selected based on the reconstruction procedure in
Secs. 2.4.5 and 2.4.7, respectively. Neutral pion candidates are reconstructed from
a pair of photons with energy greater than 30 MeV. All of available information
such as the PID and the reconstructed invariant mass are used as input variables
for the the MVA. After the MVA process, the NeuroBayes output classifier O1

NB,i is
obtained for the ith particle. The output classifier represents a probability that the

Table 3.3: List of the B decay modes for the Btag reconstruction. The columns BF show
the branching fraction of each decay mode reported in Ref. [10].

B− B̄0

Mode BF (%) Mode BF (%)

B− → D∗0π− 0.52 B̄0 → D∗+π− 0.27

B− → D∗0π−π0 1.0 B̄0 → D∗+π−π0 1.5

B− → D∗0π−π−π+ 1.0 B̄0 → D∗+π−π−π+ 0.70

B− → D∗0π−π−π+π0 1.8 B̄0 → D∗+π−π−π+π0 1.8

B− → D0π− 0.48 B̄0 → D+π− 0.25

B− → D0π−π0 1.3 B̄0 → D+π−π0 0.75

B− → D0π−π−π+ 0.57 B̄0 → D+π−π−π+ 0.6

B− → D+π−π− 0.11 B̄0 → D0π0 0.026

B− → D0K− 0.037 B̄0 → D∗+D∗−s 1.8

B− → D∗0D∗−s 1.7 B̄0 → D∗+D−s 0.80

B− → D∗0D−s 0.82 B̄0 → D+D∗−s 0.061

B− → D0D∗−s 0.76 B̄0 → D+D−s 0.72

B− → D0D−s 0.90 B̄0 → J/ψK0
S 0.044

B− → J/ψK− 0.10 B̄0 → J/ψK−π+ 0.12

B− → J/ψK−π0 0.11 B̄0 → J/ψK0
Sπ

+π− 0.022

B− → J/ψK0
Sπ
− 0.22

B− → J/ψK−π+π− 0.081

Total BF = 11.6% Total BF = 9.4%
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particle is correctly identified or reconstructed.

Table 3.4: List of the D(∗) decay modes used for the Btag reconstruction. The columns
BF show the branching fraction of each decay mode reported in Ref. [10].

D(∗)0 D(∗)+

Mode BF (%) Mode BF (%)

D∗0 → D0π0 64.7 D∗+ → D0π+ 67.7

D∗0 → D0γ 35.3 D∗+ → D+π0 30.7

Total BF = 100% Total BF = 98.4%

D0 → K−π+ 3.9 D+ → K−π+π+ 9.5

D0 → K−π+π0 14 D+ → K−π+π+π0 6.1

D0 → K−π+π+π− 8.1 D+ → K0
Sπ

+ 1.5

D0 → K0
Sπ

0 1.2 D+ → K0
Sπ

+π0 7.2

D0 → K0
Sπ

+π− 2.9 D+ → K0
Sπ

+π+π− 3.1

D0 → K0
SK

+K− 0.45 D+ → K+K−π+ 1.0

D0 → K+K− 4.0 D+ → K+K−π+π0 2.6

D0 → π+π− 0.14

D0 → π+π−π0 1.5

D0 → K0
Sπ

+π−π0 5.2

Total BF = 41.6% Total BF = 31.0%

Table 3.5: List of the D
(∗)+
s and J/ψ decay modes used for the Btag reconstruction. The

columns BF show the branching fraction of each decay mode reported in Ref. [10].

D
(∗)+
s J/ψ

Mode BF (%) Mode BF (%)

D∗+s → D+
s γ 93.5% J/ψ → e−e+ 5.97

D+
s → K+K−π+ 5.5 J/ψ → µ−µ+ 5.96

D+
s → K0

SK
+ 1.5

D+
s → π+π+π− 1.1

D+
s → K+K−π+π0 6.3

D+
s → K0

SK
−π+π+ 1.7

D+
s → K0

SK
+π+π− 1.0

D+
s → K+π+π− 0.66

D+
s → K+K−π+π+π− 0.87

Total BF = 18.6% Total BF = 11.9%
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Step 2. D±(s), D
0 and J/ψ reconstruction

Next, combining the reconstructed particles, D±(s), D
0 and J/ψ candidates are re-

constructed from the decay modes in Tables 3.4 and 3.5. To reject D mesons from
the e+e− → cc̄ process, p∗D < 2.6 GeV/c is required, where p∗D denotes the D
momentum in the CM frame. Each reconstructed candidate is assigned a value
O1

NB,prod =
∏N

i O
1
NB,i, where N is the number of daughter particles. The relation

between the retained numbers of correctly-reconstructed (true) and wrong combi-
nation (fake) candidates is determined by adjusting the requirement on O1

NB,prod as
shown in Fig. 3.3. Each line has a steep slope at the right end. It indicates that
only the number of retained fake candidates increases without gaining the number
of true candidates. We set the pre-requirements at the points indicated in Fig. 3.3
and reject obviously wrong candidates. The retained candidates are processed with
the second step of the MVA, where all the usable variables such as O1

NB,prod, the
momentum and the reconstructed invariant mass of the candidate are input. The
output classifier of the second step, O2

NB, is calculated for each D±(s), D
0 or J/ψ

candidate.

Step 3. D∗±(s) , D
∗0 reconstruction

Candidate D∗±(s) and D∗0 are reconstructed from the modes in Tables 3.4 and 3.5.

The same procedure as Step 2 is employed and the output classifier O3
NB is obtained.

Step 4. Btag formation
Finally, Btag candidates are reconstructed from the decay modes in Table 3.3. The
same procedure as Steps 2 and 3 is employed and the output classifier ONB is ob-
tained for each Btag candidate.

In order to suppress the continuum e+e− → qq̄ background, one more step is developed
using differences in the distribution of final-state particles; it is jet-like for qq̄ events and
spherical for BB̄ events. The difference is quantitatively characterized by the event-

Figure 3.3: Relation between the numbers of true and fake D0 candidates for each D0

mode, obtained from the MC study [70]. The pre-requirements for Step 2 are indicated
by the black dots.
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Figure 3.4: Btag distributions obtained from the MC sample, amount of which is equivalent
to the full data sample at Belle. From left to right, ONB, Mbc and ∆E distributions.

shape variables such as the reduced second Fox-Wolfram Moment [72], Super Fox-Wolfram
Moment [73] and cos θB (cosine of the polar angle of the Btag momentum).

Figure 3.4 shows the distributions of ONB, Mbc and ∆E, where ∆E ≡ E∗tag − E∗beam

and E∗tag is the reconstructed energy of the Btag candidate in the CM frame. The true Btag

candidates tend to have larger values of ONB, peak at Mbc = 5.28 GeV/c2 and distribute
around ∆E = 0 GeV. The ∆E peak in the background is significantly enhanced since
∆E is used as one of the input variables for the MVA.

If at least one Btag candidate is reconstructed, we require

• ONB > 0.008(0.006) for B−tag (B̄0
tag),

• Mbc > 5.272 GeV/c2,

• −150 < ∆E < 100 MeV.

At this requirement of ONB, about 90% of the true Btag candidates are retained while 70%
of the wrong candidates are rejected. If there are two or more Btag candidates retained,
we select only one with the highest ONB value.

Since the network is trained using the MC simulation, discrepancies between the data
and the MC sample must be corrected. According to the previous studies, for example,
Refs. [42] and [74], the discrepancy in the tag efficiency is by 20 to 30%. It is therefore
essential to correct the tag efficiency with the data, as discussed later in Sec. 3.5.1.

3.4 Reconstruction of the Signal Side

We reconstruct the signal mode and the normalization mode using the particle candidates
not used for the Btag reconstruction. The particle decay modes in Table 3.6 are used. The
signal selection requirements have been optimized to maximize the figure of merit

FOM ≡ S√
S +B

, (3.13)

where S and B denote the number of correctly-reconstructed signal events and all the
other events, respectively. The FOM is calculated in the region EECL < 0.5 GeV, where
most of the signal events distribute. In this section, we describe optimized event selection
procedures; see Appendix D for the details of the optimization.
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Table 3.6: List of the decay modes used in the Bsig reconstruction. The branching fractions
are obtained from Ref. [10].

Decay mode BF Decay mode BF

D0 → K−π+π0 (14.3± 0.8)% D+ → K−π+π+ (9.46± 0.24)%

D0 → K−π+π+π− (8.06± 0.23)% D+ → K0
Sπ

+π0 (7.24± 0.17)%

D0 → K0
Sπ

+π−π0 (5.2± 0.6)% D+ → K−π+π+π0 (6.14± 0.16)%

D0 → K−π+ (3.93± 0.04)% D+ → K0
Sπ

+π+π− (3.05± 0.09)%

D0 → K0
Sπ

+π− (2.85± 0.20)% D+ → K0
Sπ

+ (1.53± 0.06)%

D0 → K0
Sπ

0 (1.20± 0.04)% D+ → K−K+π+ (0.996± 0.026)%

D0 → K−K+ (0.401± 0.007)% D+ → K0
SK

+ (0.295± 0.015)%

D0 → π−π+ (0.1421± 0.0025)% D∗+ → D0π+ (67.7± 0.5)%

D∗0 → D0π0 (61.9± 2.9)% D∗+ → D+π0 (30.7± 0.5)%

D∗0 → D0γ (38.1± 2.9)% ρ− → π−π0 ∼ 100%

3.4.1 Particle Selection

First, daughter particles of D∗ and τ : K±, π±, K0
S, γ, π0 and ρ±, and charged leptons

e±, µ± are reconstructed. The charged leptons are needed for the reconstruction of nor-
malization events. For the Bsig reconstruction, we apply different particle selections from
those for the Btag reconstruction. Details of the reconstruction procedure are described
below.

K± and π±

Charged tracks with |dr| < 0.5 cm and |dz| < 2.0 cm are selected. This selection is
applied to all the other charged particles described later, except for the K0

S daughter
candidates. Candidate K± (π±) are required to have PK > 0.1 (Pπ > 0.1). To reject
fake candidates from charged leptons, Pe < 0.9 and Pµ < 0.9 are also imposed.
For π± used as τ -daughter candidates, additional veto requirements are employed:
Pe < 0.1, Pµ < 0.8 and Pp < 0.6. The vetoes effectively reject background events
from specific decay modes such as B̄ → D∗(∗)`−ν̄` and B̄ → D∗p̄n.

K0
S

Candidate K0
S are formed with oppositely-charged two tracks with the pion mass

hypothesis. The K0
S reconstruction method in Sec. 2.4.7 is employed, and candidates

with an invariant mass within±30 MeV/c2 of the nominalK0
S mass (498 MeV/c2 [10])

are selected.

γ
Photon candidates are reconstructed from energy clusters in the ECL, as described
in Sec. 2.4.5. Photon-energy (Eγ) thresholds of 50, 100 and 150 MeV are imposed
in the barrel, the forward-endcap and the backward-endcap regions, respectively.
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Normal π0

Neutral pions are reconstructed from pairs of photons. The invariant mass of the
π0 candidates must lie between 115 and 150 MeV/c2, corresponding to about ±3σ
around the nominal π0 mass (135 MeV/c2 [10]). For π0 candidates from the D and
the ρ decays (normal π0), we impose the same photon energy thresholds described
above. There are many fake π0 candidates due to many combinations of two photons.
In order to reduce the number of fake π0 candidates, we employ the following π0

candidate-selection procedure, utilizing the tendency that true π0 candidates have
energetic photons. The reconstructed π0 candidates in one event are ranked in
descending order according to the energy of the more energetic daughter. If a given
photon is the more energetic daughter for two or more candidates, they are ranked
based on the energy of the second photon. Table 3.7 shows one example of the
π0 candidate ranking. We select π0 candidates from the one with a higher rank
and discard the other candidates which shares at least one of the photons with the
selected candidate.

Soft π0

Soft neutral pions are π0 from the D∗ decays. They have a low momentum less than
300 MeV/c because the mass difference between the D and the D∗ mesons is almost
equal to the pion mass. First, the same requirement on the invariant mass as normal
π0 is imposed. The requirements on the daughter-photon energy is relaxed to be
22 MeV in the entire ECL region. We additionally require an energy-asymmetry

Aγ =
Eh
γ − El

γ

Eh
γ + El

γ

, (3.14)

to be less than 0.6, where Eh and El are the energies of the high- and low-energy
photon daughters, respectively, in the laboratory frame.

ρ±

Candidate ρ mesons are formed with a π± and a π0 candidates. Figure 3.5 shows
the distribution of the ρ-candidate invariant mass Mππ0 . The candidates with an
invariant mass in 660 < Mππ0 < 960 MeV/c2 are selected.

Table 3.7: Example of the π0 candidate selection based on the candidate ranking. The
indices of π0 and γ indicate the candidate numbers in this event. The candidates with
Xin the “Selected” column are retained in this case. The π0

2 is discarded because it shares
γ2 with the π0

1. The π0
3 is next selected, and the π0

4 is discarded due to the γ4 shared with
the π0

3.

Selected Rank Candidate More energetic γ Less energetic γ

X 1 π0
1 γ1 (100 MeV) γ2 (70 MeV)

2 π0
2 γ3 (90 MeV) γ2 (70 MeV)

X 3 π0
3 γ3 (90 MeV) γ4 (60 MeV)

4 π0
4 γ4 (60 MeV) γ5 (50 MeV)
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Figure 3.5: Distribution of Mππ0 for the ρ candidates (MC). Vertical black lines define
the signal region.

e± and µ±

Charged leptons e± and µ± are selected from charged tracks with Pe > 0.9 and
Pµ > 0.9, respectively.

3.4.2 D(∗) Reconstruction

The D candidates are formed by combining the reconstructed particle candidates in Ta-
ble 3.6. By associating a D candidate with a π±, a π0 or a γ, D∗ candidates are re-
constructed. Figures 3.6 and 3.7 show the distributions of the invariant mass MD of the
D candidate and the mass difference ∆M ≡ MD∗ −MD, respectively, where MD∗ is the
invariant mass of the D∗ candidate. In Fig. 3.6 (3.7), ∆M (MD) is required to be within
±4σD∗ (±3σD) around the nominal value of the mass difference ∆m calculated based
on Ref. [10] (the nominal D meson mass mD in Ref. [10]), where σD∗ (σD) denotes the
∆M (MD) resolution. Since each D(∗) mode contains different final state particles, MD

and ∆M resolutions are significantly different depending on D(∗) mode, as summarized
in Table 3.8. The D(∗) modes containing π0 or γ tend to have worse resolution compared
to those containing only K±, π± and K0

S.
The signal-to-noise ratio (SNR) is significantly different among the D(∗) modes. To

gain the signal significance, it is better to apply a looser (tighter) requirement on the
high (low) SNR modes. We optimize the requirements separately for (i) the high- and the
low-SNR D modes, and (ii) each D∗ mode. Categorization of the high-SNR and low-SNR
D modes is as below.

• The low-SNR D0 mode contains D0 → π+π−, K−π+π0 and K0
Sπ
−π+π0.

• The high-SNRD0 mode containsD0 → K0
Sπ

0, K−π+, K−K+, K0
Sπ
−π+ andK−π+π+π−.

• The low-SNRD+ mode containsD+ → K0
Sπ

+π0, K−π+π+π0, K−K+π+ andK0
Sπ

+π+π−.

51



MD (GeV/c2)
1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0

500

1000

1500

2000

2500

3000

D0→K -π+π0

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0

1000

2000

3000

4000

5000

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0
100
200
300
400
500
600
700
800
900

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0
500

1000
1500
2000
2500
3000
3500
4000

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0

200

400

600

800

1000

1200

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0

20

40

60

80

100

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0

100

200

300

400

500

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0

100

200

300

400

500

600

True D

Fake D

D0→K -π+π+π -

MD (GeV/c2) MD (GeV/c2)

MD (GeV/c2)MD (GeV/c2)MD (GeV/c2)

MD (GeV/c2)MD (GeV/c2)

D0→KS
0π+π -π0

D0→K -π+ D0→KS
0π+π - D0→KS

0π0

D0→π+π -D0→K+K -

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0

200

400

600

800

1000

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0

20

40

60

80

100

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0

100

200

300

400

500

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0
20
40
60
80

100
120
140
160

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0
10
20
30
40
50
60
70
80
90

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0
20
40
60
80

100
120
140
160
180
200

1.78 1.8 1.82 1.84 1.86 1.88 1.9 1.92

)2
Ev

en
ts

 / 
(0

.0
02

 G
eV

/c

0

5

10

15

20

25

True D

Fake D

MD (GeV/c2) MD (GeV/c2) MD (GeV/c2)

MD (GeV/c2) MD (GeV/c2) MD (GeV/c2)

MD (GeV/c2)

D+→K-π+π+ D+→K-π+π+π0

D+→K- K+π+

D+→KS
0π+π0

D+→KS
0π+D+→KS

0π+π+π -

D+→KS
0 K+

Figure 3.6: Distributions of MD (MC) for the eight D0 decays (top half) and the seven
D+ decays (bottom half). Vertical black lines define the signal region in Table 3.9.
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Figure 3.7: Distributions of ∆M (MC) for the two D∗0 decays (top two) and the two D∗+

decays (bottom two). Vertical black lines define the signal region in Table 3.9.

• The high-SNR D+ mode contains D+ → K0
Sπ

+ and K0
SK

+, K−π+π+.

We determine the requirements with respect to σD and σD∗ as summarized in Table 3.9.
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Table 3.8: Resolutions σD and σD∗ for each mode. The column LS (HS) means the value
for the lower (higher) side of the MD or ∆M peak.

Decay mode LS (MeV/c2) HS (MeV/c2)

D+ → K−π+π+ 4.7 4.1

D+ → K0
Sπ

+π0 14 11

D+ → K−π+π+π0 11 8.2

D+ → K0
Sπ

+π+π− 5.3 3.7

D+ → K0
SK

+ 4.0 4.6

D+ → K0
Sπ

+ 4.7 4.6

D+ → K−K+π+ 4.2 3.6

D0 → K−π+π0 13 12

D0 → K−π+π+π− 4.1 4.3

D0 → K0
Sπ

+π−π0 10 9.4

D0 → K−π+ 4.4 4.5

D0 → K0
Sπ

+π− 4.5 4.5

D0 → K0
Sπ

0 22 15

D0 → K−K+ 4.1 4.1

D0 → π−π+ 4.7 4.7

D∗+ → D0π+ 0.68 0.70

D∗+ → D0π+ 0.96 1.1

D∗0 → D0π0 1.1 1.2

D∗0 → D0γ 6.9 6.3

Table 3.9: List of the D(∗) requirements, where ∆m denotes the nominal ∆m values
calculated from the D and D∗ meson masses in Ref. [10].

D mode D∗ mode |MD −mD| |∆M −∆m|
Low-SNR D0 mode D∗0 → D0π0 < 1.5σD < 2.0σD∗

High-SNR D0 mode D∗0 → D0π0 < 2.0σD < 2.0σD∗

Low-SNR D0 mode D∗0 → D0γ < 1.5σD < 1.5σD∗

High-SNR D0 mode D∗0 → D0γ < 2.0σD < 1.5σD∗

Low-SNR D0 mode D∗+ → D0π+ < 2.0σD < 3.5σD∗

High-SNR D0 mode D∗+ → D0π+ < 4.0σD < 3.5σD∗

Low-SNR D+ mode D∗+ → D+π0 < 1.5σD < 2.0σD∗

High-SNR D+ mode D∗+ → D+π0 < 2.5σD < 2.0σD∗
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3.4.3 Bsig Selection

The B̄sig candidates are formed by associating a τ -daughter meson (π± or ρ±) with a
D∗ candidate. For the normalization mode, a charged lepton is associated instead of a τ
daughter. The allowed combinations are

• D∗− + (π+, ρ+ or `+) for B0
sig,

• D∗+ + (π−, ρ− or `−) for B̄0
sig,

• D̄∗0 + (π+, ρ+ or `+) for B+
sig,

• D∗0 + (π−, ρ− or `−) for B−sig.

Next, flavors of the Bsig and Btag candidates are compared. We allow one of the following
combinations: (B0

sig, B̄
0
tag), (B̄0

sig, B
0
tag), (B+

sig, B
−
tag) and (B−sig, B

+
tag). If at least one possible

candidate is found in an event, the following requirements are imposed on them.

q2 (for the signal mode)
Signal events must have q2 greater than m2

τc
2 = 3.1 GeV2/c2 to produce a τ lepton.

Considering that the efficiency is low around the threshold q2 = m2
τc

2, we require q2

to exceed 4 GeV2/c2. This requirement effectively reduces the background events
from the two-body hadronic B decays such as B̄ → D∗π− (q2 = 0.02 GeV2/c2) and
B̄ → D∗ρ− (0.6 GeV2/c2), or from B̄ → D∗`−ν̄` (0 < q2 < 11 GeV2/c2).

cos θhel (for the signal mode)
We require that the events lie in the physical region of | cos θhel| < 1, where the
most of the signal events distribute. Since π− or ρ− is assumed as a τ daughter
in the cos θhel calculation, the background events with a prompt π− or a ρ− in the
B decay do not necessarily have cos θhel in the physical region. The requirement
on cos θhel effectively reduces such background events. As shown in Fig. 3.8, there
is a significant B̄ → D∗`−ν̄` peak around cos θhel ∼ 1 in the τ− → π−ντ sample
due to mis-identification of `± as π±. To avoid this background, we use the region
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Figure 3.8: Distribution of cos θhel (MC) for the signal (red), B̄ → D∗`ν̄` (blue-hatched)
and the other background (black-hatched) in the τ− → π−ντ sample.
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cos θhel < 0.8. For the τ− → ρ−ντ sample, the entire cos θhel region is used because
the B̄ → D∗`−ν̄` background is small compared to the τ− → π−ντ sample.

EECL (for the signal and the normalization modes)
Both signal and normalization modes are expected to have a smaller value of EECL.
It is required to be less than 1.5 GeV.

M2
miss (for the normalization mode)

Since the normalization events peak around M2
miss = 0 GeV2/c4, they are required

to lie in −0.5 < M2
miss < 0.5 GeV2/c4.

Finally, we require that there be no extra charged tracks with |dr| < 5 cm and |dz| < 20 cm
and normal π0 candidates.

3.4.4 Best Candidate Selection

After all the signal selection criteria are applied, 8 to 10% (2 to 3%) events have more than
one B−sig (B̄0

sig) candidates. There are less multi-candidate events in the B̄0 mode than

in the B− mode because many of the B̄0 events are reconstructed from D∗+ → D0π+.
Owing to the good ∆M resolution and the smaller number of fake π±, extra candidates
arising from a fake D∗+ are suppressed. In events where two or more candidates are
reconstructed, 2.1 candidates are found on average.

To select the best candidate in an event, the three-step best-candidate selection criteria
are applied. Here, it should be noted that multi-Btag candidates are not allowed at this
stage since we have selected only one Btag candidate based on ONB. Multi-candidate
events therefore arise from D∗ candidates and τ daughters.

D∗ Decay-mode Selection

In the case of D∗0 candidates, sometimes a D∗0 → D0π0 event is reconstructed both as
the D∗0 → D0π0 mode and the D∗0 → D0γ mode. The latter occurs by missing one γ
of the soft π0. We therefore choose the D∗0 → D0π0 candidate if one D∗0 is found in
both D∗0 modes. In the D∗+ events, an exchange between π+ in D∗+ → D0π+ and π0

in D∗+ → D+π0 rarely happens. The candidate of D∗+ → D0π+, which has the larger
branching fraction than D∗+ → D+π0, is preferentially selected.

D∗ Candidate Selection

Even after only one D∗ mode is selected, there are still some events having multi candi-
dates reconstructed from the same D∗ mode. We select only one D∗ candidate among
them. For the D∗0 → D0π0 and D∗+ → D+π0 (D∗0 → D0γ) modes, the value of the π0

invariant mass (the photon energy) is used. As shown in Fig. 3.9, true D∗0 → D0π0 and
D∗+ → D+π0 (D∗0 → D0γ) candidates tend to have a π0 with an invariant mass close to
the nominal π0 mass (an energetic photon). We select

• a D∗0 → D0π0 or D∗+ → D+π0 candidate with an invariant mass nearest the
nominal π0 mass, and

• a D∗0 → D0γ candidate with the most energetic γ.
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Figure 3.9: Distributions of Eγ for the D∗0 → D0γ candidates (left) and of Mγγ of the
soft π0 from the D∗0 → D0π0 and the D∗+ → D+π0 candidates (right). The red (black)
histogram shows the distribution of true (fake) γ or π0.

For the D∗+ → D0π+ mode, a multi-candidate probability is only 0.05%. We therefore
select one candidate randomly if such a multi-candidate event is found.

In the process of the D∗-candidate selection, 69% of true D∗ candidates are retained
while 58% of fake D∗ candidates are discarded. The performance is better than 50%
(50%) for the survival (discarded) rate of the true (fake) D∗ candidates expected from
the random candidate selection.

τ Mode

After the D∗ candidate selection, about 2% of the events are found both in the τ− → π−ντ
sample and in the τ− → ρ−ντ sample. The MC study indicates that about 80% of such
events originate from the τ− → ρ−ντ mode and also reconstructed as the τ− → π−ντ
event by missing a π0 from the ρ− decay. We assign them to the τ− → ρ−ντ sample.

3.4.5 Summary of the Event Reconstruction

Figures 3.10 and 3.11 show the EECL and the cos θhel distributions, respectively, for the
signal sample after the event selection. Events are categorized as below.

Signal
Correctly-reconstructed signal events, which originate from τ− → π−(ρ−)ντ events
reconstructed correctly as the τ− → π−(ρ−)ντ sample, are categorized in this com-
ponent. The yield is treated as a free parameter associated with R(D∗) and Pτ (D

∗).

ρ↔ π cross feed
Cross-feed events, where the τ− → ρ−ντ events are reconstructed as the τ− →
π−ντ sample due to misreconstruction of one π0, or the τ− → π−ντ events are
reconstructed in the τ− → ρ−ντ sample by adding a random π0, comprise this
component. Since these events originate from B̄ → D∗τ−ν̄τ , they are used in the
R(D∗) determination. They are also used to increase a sensitivity to Pτ (D

∗) after
the bias on Pτ (D

∗) is corrected using MC information. This is further discussed is
in Chapter 4.
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Figure 3.10: Distribution of EECL in the MC simulation: (top-left) B̄0 and τ− → π−ντ ,
(top-right) B̄0 and τ− → ρ−ντ , (bottom-left) B− and τ− → π−ντ and (bottom-right) B−

and τ− → ρ−ντ .

Other τ cross feed
Events of B̄ → D∗τ−ν̄τ from other τ decay modes also contribute to the signal
sample. They originate mainly from τ− → a−1 (→ π−π0π0)ντ with one or two missing
π0, or τ− → µ−ν̄µντ with a low-momentum µ− which does not reach the KLM. There
two modes occupy about 80% of this component. These are less sensitive to Pτ (D

∗)
since the heavy a1 mass makes α in Eq. 3.3 almost equal to 0, and events with two
neutrinos in the τ− → µ−ν̄µντ mode wash out the Pτ (D

∗) information. In the fit,
the yield is associated with R(D∗).

B̄ → D∗`−ν̄`
The decay B̄ → D∗`−ν̄` contaminates the signal sample due to misassignment of `−

as π−. We fix the B̄ → D∗`−ν̄` yield in the signal sample from the fit to the M2
miss

distribution of the normalization sample.

B̄ → D∗∗`−ν̄` and hadronic B decays
The B̄ → D∗∗`−ν̄` (B̄ → D∗∗τ−ν̄τ is also included in this category) and hadronic B
decays are the most uncertain component due to insufficient experimental knowl-
edge. By missing a few particles such as π0, the event topology resembles the signal
event. We combine these decay modes into the same component. The fractions of
the B̄ → D∗∗`−ν̄` decays and hadronic B decays in this category are about 10% and
90%, respectively, according to the MC study. Since it is difficult to estimate the
yield of this component using the MC simulation or to fix the yield using control
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Figure 3.11: Distribution of cos θECL in the MC simulation: (top-left) B̄0 and τ− → π−ντ ,
(top-right) B̄0 and τ− → ρ−ντ , (bottom-left) B− and τ− → π−ντ and (bottom-right) B−

and τ− → ρ−ντ .

data samples, we float the yield in the final fit. One exception is the modes with
two D mesons such as B̄ → D∗D

(∗)−
s and B̄ → D∗D̄(∗)K−. The branching fractions

of these modes are experimentally studied. We fix their yield based on the MC
expectation.

Continuum
Continuum events from the e+e− → qq̄ process provide a minor contribution at
O(0.1%). We fix the yield using the MC expectation.

Fake D∗

All events containing fake D∗ candidates are categorized in this component. This
is the main background source in the B− sample. For the B̄0 sample, many D∗+

candidates are reconstructed from combination of a D0 with a soft π±, which is
much cleaner than the D∗ modes with π0 or γ. The fake D∗ component is therefore
less significant. The yield is determined from the comparison of the data and the
MC sample in the ∆M sideband region.

In Fig. 3.10, the fluctuation on the MC distributions is significant due to the limited MC
statistics. Possible bias in the fit is evaluated later in Sec. 5.2.

Figure 3.12 shows the M2
miss distribution for the normalization sample. As expected,

the clear peaks of the normalization events is observed around M2
miss = 0 GeV2/c4.
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Figure 3.12: Distribution of M2
miss distribution in the normalization sample (MC simula-

tion). The left and the right panels are the B− sample and B̄0 sample, respectively.

3.5 MC Calibration

In the previous section, we obtain the distributions of the signal and the normalization
samples using the MC simulation. However, the MC simulation does not always reproduce
the data perfectly. We therefore calibrate and validate the MC distributions using the
calibration data sample.

3.5.1 Tag Efficiency Correction

To correct the tag efficiency, the decays B̄ → D(∗)`−ν̄` are reconstructed as the signal-side
mode, as listed in Table 3.10. The signal is extracted using the M2

miss distribution. A
correction factor is obtained as a ratio of the yield of the data to that in the MC sample.
Details of the method are described in Ref. [74]. The correction factor for the tag efficiency
is found to be 0.73 (0.71) for the B− (B̄0) sample.

We assign the systematic uncertainty of 4.6% for the B− sample and 5.1% for the B̄0

sample. It mainly arises from the statistics of the calibration samples, the uncertainties
in the branching fractions of B̄ → D(∗)`−ν̄` and the D meson decays, and the particle
reconstruction efficiencies for K±, π±, π0 and `±. In the normalization mode, the uncer-
tainty in the lepton ID is common between the tag efficiency and the signal reconstruction

Table 3.10: Calibration modes for the tag efficiency correction.

B− sample B̄0 sample

B− → D0`−ν̄` B̄0 → D+`−ν̄`

D0 → K−π+ D+ → K−π+π+

D0 → K−π+π0 D+ → K−π+π+π0

D0 → K−π+π+π− D+ → K−π+π+π+π−

B− → D∗0`−ν̄` B̄0 → D∗+`−ν̄`

D∗0 → D0π0, D0 → K−π+ D∗+ → D0π+, D0 → K−π+

D∗0 → D0γ, D0 → K−π+ D∗+ → D+π0, D+ → K−π+π+
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efficiency. To avoid double counting of the same systematic uncertainty, we exclude the
uncertainty in the lepton ID efficiency from the uncertainty in the tag efficiency correc-
tion. The systematic uncertainty in the tag efficiency is estimated to be 4.2% (4.6%) for
the B− (B̄0) sample for the normalization mode.

3.5.2 Resolution Correction

MD and ∆M Resolution

In Sec. 3.4.2, we have defined the D(∗)-mode-dependent signal regions by 1.5 to 4σD
and the 1.5 to 3.5σD∗ around the MD and ∆M peaks, respectively. Since, as shown in
Fig. 3.13, the MD and the ∆M resolutions in the MC simulation are slightly different
from that in the data, these requirements possibly cause significant efficiency bias.

The resolution in the MC sample is corrected to match to that in the data for each D(∗)

decay. First, we fit the PDFs in Table 3.11 to the data and the MC simulation to obtain
a ratio of the resolutions. The shape of the true D(∗) distribution is modeled by three
Gaussians. For the D modes containing π0, one of the Gaussian component is replaced by
the empirically parameterized function developed by the Crystal Ball Collaboration [75]
(Crystal Ball function) to take into account the lower MD tail, which is visible in Fig. 3.13
(left). In the fake D(∗) component, a linear function or a quadratic function is used for the
modes except for D∗ → Dπ, and an empirical threshold function (∆M − 0.140)ae−b∆M
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Figure 3.13: Examples of the comparisons for the MD distribution in the D0 → K−π+π0

mode (left) and the ∆M distribution in the D∗0 → D0γ mode (right) between the data
and the MC sample. The solid histogram and the black dots are the distributions of the
MC and the data, respectively.

Table 3.11: Signal and background PDFs for the MD and the ∆M distributions. (The
C.B. function indicates the Crystal Ball function.)

Decay mode True D(∗) shape Fake D(∗) shape

D decays with π0 C.B. function + Double Gaussian Linear function

D decays without π0 Triple Gaussian Linear function

D∗0 → D0γ Triple Gaussian Quadratic function

Other D∗ decays Triple Gaussian Threshold function
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(where a and b are the free parameters) is used to model the ∆M shape with a threshold
at the pion mass in the D∗ → Dπ modes. After the function parameters except for the
MD or the ∆M resolution are fixed by the fits to the MC sample, a fit to the data is
performed. One example of the fit results is shown in Fig. 3.14. The resolution ratio

rres =
σdata
i

σMC
i

, (3.15)

is extracted from the fit. Here, σi denotes the standard deviation of the ith Gaussian
or Crystal Ball component in the true D(∗) PDF. Figure 3.15 summarizes the obtained
values of rres for each D(∗) mode. The resolution discrepancy by up to 25% is observed.
The uncertainty in the D(∗) selection efficiency due to the errors in rres is estimated to be
about 1% and sufficiently small.

M2
miss Resolution

Figure 3.16 shows the comparison of the M2
miss distribution between the data and the

MC simulation for the normalization sample. We observe a slight difference in the M2
miss

peak width. This difference presumably originates from a discrepancy in the momentum
resolution of low-momentum pions and photons. We correct the resolution discrepancy
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Figure 3.14: Fit result to the D0 → K−π+π0 sample in the MC simulation (left) and
the data (right). The dashed red and green lines show the B̄ → D∗`−ν̄` signal and the
fake D∗ components, respectively, and the solid blue line represents the sum of the two
components.
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Figure 3.16: Comparison of the M2
miss distribution between the data and the MC sample

(top) and their pull in each bin (bottom).

Table 3.12: Resolution calibration factors Ri
res for the M2

miss resolution.

D∗ mode Ri
res

D∗0 → D0π0 1.21± 0.08

D∗0 → D0γ 1.23± 0.08

D∗+ → D0π+ 1.11± 0.03

D∗+ → D+π0 1.21± 0.15

depending on the D∗ mode. The method for the M2
miss resolution correction is similar

to that applied to the MD and ∆M resolution correction; we extract the resolution cal-
ibration factors Ri

res (where i denotes the index of the D∗ mode) from the fit to the
M2

miss distribution. A model function is constructed using two or three Gaussians for the
B̄ → D∗`−ν̄` and for the fake D∗ components, respectively. Since contribution from the
other background components is negligibly small, we consider only these two components.
The fit result to the D∗0 → D0π0 sample is shown in Fig. 3.17. The function parameters
except for the M2

miss resolution are determined in the fit to the MC sample, and the ob-
tained function is fitted to the data to extract the resolution ratio using Eq. 3.15 (with
replacing rres by Ri

res). The obtained values of Ri
res are summarized in Table 3.12.
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Figure 3.17: Fit result to the M2
miss distribution of the D∗0 → D0π0 mode in the MC

sample (left) and the data (right). Meaning of each line is the same as Fig. 3.14.
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The factor Ri
res is applied event-by-event to the B̄ → D∗`−ν̄` events of the normaliza-

tion sample in the MC simulation as

(M corr
miss)

2 = Ri
res(M

org
miss)

2, (3.16)

where (M corr
miss)

2 and (Morg
miss)

2 denote the corrected and the original values of M2
miss, respec-

tively. The histogram PDFs is then constructed from (M corr
miss)

2.

3.5.3 Fake D∗ Yield

The fake D∗ yield in the signal region is scaled from the comparison between the data
and the MC sample in the ∆M sideband region. The sideband regions are defined as

• 0.140 < ∆M < 0.142, 0.148 < ∆M < 0.170 GeV/c2 for D∗+ → D0π+,

• 0.135 < ∆M < 0.136, 0.146 < ∆M < 0.170 GeV/c2 for D∗+ → D+π0,

• 0.135 < ∆M < 0.137, 0.148 < ∆M < 0.170 GeV/c2 for D∗0 → D0π0,

• 0.100 < ∆M < 0.108, 0.173 < ∆M < 0.190 GeV/c2 for D∗0 → D0γ,

where about ±4σD∗ region from the nominal ∆M value is excluded. To extract the fake
D∗ yield, as shown in Fig. 3.18, we fit the background model functions in Table 3.11 in
the sideband region. An yield calibration factor is obtained as a ratio of the yield in
the data to that in the MC sample. The extracted calibration factors are summarized in
Table 3.13.

3.5.4 Composition of Hadronic B Decays

Since each B decay mode has a different EECL shape, it is essential to calibrate the
composition of the hadronic B background. We first divide the hadronic B modes into

)2M (GeV/c∆
0.135 0.14 0.145 0.15 0.155 0.16 0.165 0.17

Ev
en

ts
 / 

( 0
.0

00
35

 G
eV

/c
2 )

0

5

10

15

20

25

30

)νπ→τ (0π0D→0D*

•  Data
•  MC

Figure 3.18: Comparison of the ∆M distribution in the sideband regions between the data
(red dots) and the MC sample (blue dots). The fit results with the background model
functions are indicated by the solid lines. The D∗0 → D0π0 mode in the τ− → π−ντ
sample is shown as an example. For the data, the signal region is masked.
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Table 3.13: Calibration factors for the fake D∗ yield.

τ− → π−ντ τ− → ρ−ντ B̄ → D∗`−ν̄`

D∗0 → D0π0 1.15± 0.07 1.14± 0.08 1.14± 0.03

D∗0 → D0γ 1.05± 0.06 1.11± 0.06 1.08± 0.03

D∗+ → D0π+ 0.75± 0.20 0.98± 0.27 1.04± 0.17

D∗+ → D+π0 0.99± 0.13 1.18± 0.15 1.15± 0.07

three sub-categories based on their similarity: the two-D mode, the K0
L mode and the

other hadronic B modes. As shown in Fig. 3.19, each sub-category has a different EECL

shape. Table 3.14 summarizes the fraction of each category estimated based on the MC
simulation.

Two-D mode

The main modes in this category are B̄ → D∗D
(∗)−
s , B̄ → D∗D(∗)−K̄0 and B̄ →

D∗D̄(∗)0K−. Most of these decay modes are well measured experimentally. We there-
fore correct the branching fractions in the MC simulation based on the measured value
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Figure 3.19: Comparison of the EECL shapes in the four categories of the hadronic B
decay modes. For the purpose of visualization, twice wider bins than the actual PDF is
used.

Table 3.14: Fraction of each category to the total amount of hadronic B events.

τ− → π−ντ τ− → ρ−ντ )

Two-D 43% 40%

K0
L 15% 13%

Multi-π/η mode 32% 24%

Other decay modes 9% 22%
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and assign the uncertainty in the branching fractions based on the errors reported in
Ref. [10].

K0
L mode

The K0
L mode category contains B decay modes with at least one K0

L in the final state
such as B̄ → D∗π−K0

L and B̄ → D∗K−K0
L. (An event in which K0

L is produced through
a decay of the D or the Ds meson is included in the two-D mode.) We correct the
branching fractions in the MC simulation based on Ref. [10, 76]. For the decay modes
without experimental measurements, we assign 100% uncertainty in the branching fraction
in the MC simulation.

Multi-π/η mode

Remaining background modes mainly have a pair of missing charged pions and/or missing
neutral particles such as π0 and η. Since various B decay modes contribute to this
component, it is difficult to treat them only with the branching fraction correction. Our
strategy is, using the signal-side particles, to reconstruct the seven calibration modes B̄ →
D∗π−π−π+, D∗π−π−π+π0, D∗π−π−π+π0π0, D∗π−π0, D∗π−π0π0, D∗π−η and D∗π−ηπ0 in
the same kinematic region as the signal, and extract the yields from the the data and the
MC sample. A calibration factor is then obtained as a ratio of the yields.

The selection criteria for the calibration samples are as below.

• ONB > 0.001, Mbc > 5.24 GeV/c2 and |∆E| < 200 MeV for the Btag selection.

• |MD −mD| < 3σD and |∆M −∆m| < 3σD∗ for the D∗ selection.

• 500 < Mγγ < 600 MeV/c2 for the η selection. The invariant mass distribution for
the η candidates by the MC simulation is shown in Fig. 3.20.

• q2 > 4 GeV2/c4, | cos θhel| < 1 and EECL < 1.5 GeV. To calculate cos θhel, we regard
(one of) the pion(s) as a τ daughter.
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Figure 3.20: Distribution of Mγγ for the η candidates (MC simulation). To enhance
the number of events for visibility, the candidates are selected with a looser requirement
|∆Esig| < 500 MeV.
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• |∆Esig| < 100 MeV or M sig
bc > 5.27 GeV/c2, where ∆Esig and M sig

bc are calculated
from the signal-side B candidate.

The obtained M sig
bc and ∆Esig distributions from the B̄ → D∗π−η and the B̄ →

D∗π−π−π+π0 samples are illustrated in Fig. 3.21. Especially in the B̄ → D∗π−η sample,
a significant discrepancy between the data and the MC sample is observed. In the MC
simulation, this mode is produced by the hadronization in PYTHIA with a sizable uncer-
tainty. The fit results to Fig. 3.21 are shown in Fig. 3.22. Details of the fit procedure and
the fit results to the other samples are summarized in Appendix E. If no signal event is
observed, a 68% C.L. upper limit is assigned to the signal yield. The obtained calibration
factors are summarized in Table 3.15.

Other decay modes

For the further minor components not contained in the above three categories such as B̄ →
D∗ωπ− and B̄ → D∗p̄n, we correct the branching fractions based on the experimental
measurements [10].

Table 3.16 shows the remaining B decay modes according to the MC simulation. Most
of them contain multiple missing neutral particles such as π0, η and n. It is therefore
impossible to reconstruct these modes from the data. We use the branching fractions in
the MC simulation, and assign 100% uncertainties. To evaluate the validity of the 100%-
uncertainty assumption, we compare the branching fractions in the MC simulation with
that reported in Ref. [10] using some B decay modes, which have been experimentally
measured, and have similar multiplicity and the final-state particles to the modes in Ta-
ble 3.16. We choose five multi-pion modes and two baryonic modes as shown in Fig. 3.23.
As all the modes have the data-MC ratios within 2, we conclude that our assumption is
acceptable.
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Figure 3.21: Examples of the M sig
bc distribution in the B− → D∗0π−η sample (left) and

the ∆Esig distribution in the B− → D∗0π−π−π+π0 sample. The solid histogram and the
black dots show the MC and the data distributions, respectively.
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Figure 3.22: Fit results to the distributions in Fig. 3.21. The left and the right panels
show the distributions in the MC simulation and the data, respectively. The black dots
are the data distribution, and the solid blue, dashed red and the dashed black lines are
the sum of the fitted function, the signal and the background components, respectively.

Table 3.15: Calibration factors for the multi-π/η hadronic B modes.

Calibration Mode B− sample B̄0 sample

D∗π−π−π+ < 0.51 0.62+0.67
−0.49

D∗π−π−π+π0 0.31+0.43
−0.40 0.59+0.45

−0.39

D∗π−π−π+π0π0 2.15+1.70
−1.60 2.60+6.95

−2.24

D∗π−π0 0.06+0.33
−0.28 < 0.47

D∗π−π0π0 0.09+1.04
−0.98 1.63+0.74

−0.69

D∗π−η 0.24+0.21
−0.18 0.15+0.16

−0.10

D∗π−ηπ0 0.74+0.79
−0.75 0.89+1.04

−0.88
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Table 3.16: Main decay modes of the remaining B decay modes. The column “Fraction”
indicates the fraction of each mode to the total amount of the hadronic B background in
the MC sample.

Decay mode Fraction

Multiple light meson mode

B̄ → D∗π−π0π0π0 3.3%

B̄ → D∗π−π0π0γ 1.2%

B̄ → D∗π−π0π0π0π0π0 0.5%

Total 13%

Baryonic mode

B̄ → D∗π−nn̄ 1.1%

B̄ → D∗π−π0nn̄ 0.8%

Total 2.6%

MC / BFPDGBF
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-πpp0D→-B

-πpp*0D→-B

Figure 3.23: Ratio of the branching fractions in Ref. [10] and in the MC simulation.
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3.6 Validation

Since the EECL shape is mostly determined by background photons, its validation is
important. We investigate the EECL shapes of the signal and the fake D∗ components,
which are the main components in our signal sample. For the fake D∗ component, the
shape of the cos θhel in the signal sample and the M2

miss distribution in the normalization
sample are also checked.

3.6.1 EECL Distribution

Signal component

To validate the EECL shape of the signal component, we use the normalization mode as the
control sample. It has similar EECL properties to the signal component: no extra photon
from the Bsig decay and the EECL shape is determined by the background photons. This
sample contains roughly 50 times more events than the expected number of signal events.
Figure 3.24 shows the EECL comparison between the data and the MC sample. The fake
D∗ yield is scaled based on the calibration in Sec. 3.5.3, and the B̄ → D∗`−ν̄` yield is
scaled so that the total numbers of events become the same between the data and the MC
simulation. The pull distribution is indicated in the bottom panels of Fig. 3.24. Since the
data and the MC sample show good agreement, we conclude that the PDF shape of the
signal component in the MC simulation well reproduces the data.

Fake D∗ component

The PDF shape of the fake D∗ component in the data and the MC sample are compared
using the ∆M sideband region defined in Table 3.17. We have at least 5 times more events
than the number of fake D∗ events in the signal region. Figure 3.25 shows the EECL shape
comparison for the D∗+ and the D∗0 modes. The figures in the separate comparison
for each signal sample are shown in Appendix F. Within the statistical uncertainty, the
distribution in the MC sample agrees with the data. We thus apply no correction for the
PDF shape.
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Figure 3.24: Comparison of the EECL distribution of the normalization mode between the
data and the MC (top) and their pull value in each bin (bottom panel).
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Table 3.17: Definition of the ∆M sideband region for the validation of the fake D∗

component. The column “Stat.” shows the rough statistics of the fake D∗ events in the
sideband region relative to that in the signal region.

D∗ decay Lower sideband (GeV/c2) Upper sideband (GeV/c2) Stat.

D∗+ → D0π+ 0.140 < ∆M < 0.143 0.148 < ∆M < 0.500 ×47

D∗+ → D+π0 0.135 < ∆M < 0.137 0.144 < ∆M < 0.190 ×10

D∗0 → D0π0 0.135 < ∆M < 0.138 0.146 < ∆M < 0.190 ×8.5

D∗0 → D0γ 0.050 < ∆M < 0.117 0.166 < ∆M < 0.500 ×4.7
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Figure 3.25: Comparison of the EECL distribution of the D∗+ sample (left) and the D∗0

sample (right) between the data and the MC simulation in the ∆M sideband region. The
solid histogram shows the MC distribution with two components: fake D∗ (green) and all
the other event with a true D∗ (blue).
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Figure 3.26: Comparison of the cos θhel distribution of the D∗+ sample (left) and the D∗0

sample (right) between the data and the MC simulation in the ∆M sideband region. The
meaning of each distribution is the same as Fig. 3.25. The component above (below) the
dashed line is events in the τ− → π−ντ (τ− → ρ−ντ ) sample.

3.6.2 cos θhel Distribution (Fake D∗ Component)

Figure 3.26 shows the comparison of the cos θhel distributions between the data and the
MC simulation in the ∆M sideband region. The distribution in the MC simulation well
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sample (right) between the data and the MC simulation in the ∆M sideband region. The
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reproduces that in the data.

3.6.3 M 2
miss Distribution (Fake D∗ Component)

The M2
miss distribution of the fake D∗ component is validated using samples in the ∆M

sideband region as shown in Fig. 3.27. While the D∗+ sample shows good agreement
between the data and the MC sample, the D∗0 sample shows a discrepancy. We correct
the distribution shape using the D∗-mode-dependent linear function, which are obtained
by the fits to the ratio of the distributions as shown in Fig. 3.28,

3.6.4 Summary of the MC Calibration

Up to the previous section, we have completed the calibration and the validation of the
MC simulation. Table 3.18 shows the expected yield for each component in the signal
sample.
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3.7 Measurement of B̄ → D∗`−ν̄` Branching Fraction

As a cross check, we measure the branching fraction of the decay B̄ → D∗`−ν̄`. We per-
form a fit to the normalization sample using the obtained M2

miss distributions as histogram
PDFs. The fit result is shown in Fig. 3.29. The p-value calculated from the agreement
between the data and the fitted PDFs is 15%. The normalization yields are measured to
be 4711± 81 events for the B− sample and 2502± 52 events for the B̄0 sample, where the
errors are statistical. From the yield, the branching fraction is calculated as

BF (B− → D∗`−ν̄`) =
Nnorm

εnormNBB̄

, (3.17)

where NBB̄ is the total number of BB̄ pairs, and Nnorm and εnorm denote the yield and the
efficiency of the normalization mode, respectively. Using the MC simulation, the efficiency
is estimated to be (5.54± 0.02)× 10−5 for the B− sample and (3.15± 0.02)× 10−5 for the
B̄0 sample, where the errors arise from the MC statistics.

In addition to the statistical uncertainties, we consider the following major systematic
uncertainties: the number of BB̄ pairs (2.0%, 2.0%), the tag efficiency (4.2%, 4.6%), the
branching fractions of the D meson (1.9%, 1.7%), and the particle reconstruction and
identification efficiencies (3.3%, 3.2%). The first and the second values in the parentheses
are the uncertainties for the B− mode and the B̄0 mode, respectively. The obtained

Table 3.18: Expected number of events for each category from the calibrated MC.

τ− → π−ντ τ− → ρ−ντ

B− Signal 69.3 10.7% 46.5 9.7%

ρ↔ π cross feed 37.4 5.8% 2.8 0.6%

Other τ cross feed 40.7 6.3% 12.5 2.6%

B̄ → D∗`−ν̄` 17.9 2.8% 2.0 0.4%

B̄ → D∗∗`−ν̄` and had. B 73.8 11.4% 67.0 14.0%

Continuum 0.8 0.1% 0.4 0.1%

Fake D∗ 409.6 63.1% 347.3 72.6%

Total 649.5 478.4

B̄0 Signal 25.5 17.9% 19.2 18.5%

ρ↔ π cross feed 13.0 9.1% 1.5 1.4%

Other τ cross feed 14.6 10.3% 5.1 4.9%

B̄ → D∗`−ν̄` 10.9 7.7% 0.7 0.6%

B̄ → D∗∗`−ν̄` and had. B 54.6 38.4% 52.0 49.9%

Continuum 0.5 0.3% 0.2 0.2%

Fake D∗ 23.1 16.2% 25.5 24.5%

Total 142.1 104.1
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Figure 3.29: Fit result to the normalization sample.

branching fractions are,1

BF (B− → D∗0`−ν̄`) = (10.72± 0.19± 0.64)%, (3.18)

BF (B̄0 → D∗+`−ν̄`) = (10.60± 0.22± 0.66)%. (3.19)

where the first and the second errors show the statistical and the systematic uncertainties,
respectively. The obtained branching fractions are consistent with the world averages
BF (B− → D∗0`−ν̄`) = (11.38± 0.38)% and BF (B̄0 → D∗+`−ν̄`) = (9.86± 0.22)% [10].

1The values are the sum of B̄ → D∗e−ν̄e and B̄ → D∗µ−ν̄µ.
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Chapter 4

Signal Extraction Method

Using the corrected MC distributions as histogram PDFs, we perform a fit to the data to
measure R(D∗) and Pτ (D

∗). In the fit, possible bias arising from the detector efficiency
needs to be considered. Non-uniformity in the efficiency over cos θhel causes a bias on
the Pτ (D

∗) measurement. Modification of the kinematic distributions due to NP effects
induces changes of the reconstruction efficiency. In this chapter, we describe formulation
of R(D∗) and Pτ (D

∗) for the fit and discuss the efficiency estimation. We then test the
fitting method using pseudo data and evaluate validity of the fit strategy.

4.1 Fit Strategy

4.1.1 R(D∗) and Pτ(D
∗) Parameterization

To extract R(D∗) and Pτ (D
∗) from data, we relate the signal yields to these observables.

Using BF (B̄ → D∗τ−ν̄τ ) = Nsig/(εsigNBB̄BF τ ) and BF (B̄ → D∗`−ν̄`) = (Nnorm)/(εnormNBB̄),
R(D∗) is represented by

R(D∗) =
1

BF i
τ

2εnorm

εisig

N i
sig

Nnorm

(4.1)

where BF τ , εsig(norm) and Nsig(norm) are the branching fraction of τ , the efficiency and
the observed yield of the signal (normalization) mode, respectively. For the variables of
the signal mode, the index i denotes the τ mode: i = 1 for τ− → π−ντ and i = 2 for
τ− → ρ−ντ . In the discussion below, we omit the index i for simplicity.

For the Pτ (D
∗) measurement, we use the parameterization in Eq. 3.6, where NF+NB =

Nsig. However, this formula does not take the detector efficiency into account. If the
efficiency has dependence on cos θhel, bias is induced in the measured Pτ (D

∗) value. We
evaluate the detector effects using the MC simulation, as discussed later in Sec. 4.2.

In the τ− → π−ντ sample, we require cos θhel to be less than 0.8. This requirement
causes the efficiency variation as a function of Pτ (D

∗). For example, as illustrated in
Fig. 4.1, a larger value of Pτ (D

∗) increases the number of discarded signal events Ndis in
the region 0.8 < cos θhel < 1. The signal efficiency with Pτ (D

∗) = +0.5 is by about 10%
smaller than that with Pτ (D

∗) = −0.5 (SM). To take the efficiency variation into account,
we employ the following correction. Integrating Eq. 3.2 from 0.8 to 1 and substituting α
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Figure 4.1: Comparison of the cos θhel distributions in the τ− → π−ντ mode with Pτ (D
∗) =

−0.5 (black) and +0.5 (red). The dashed blue line shows the threshold value for cos θhel;
the signal events in the right side of the blue line are discarded.

by 1, a linear equation with respect to Ndis is obtained as

Ndis =
N ′F +NB +Ndis

2
[0.2 + 0.18Pτ (D

∗)] , (4.2)

where N ′F is the observed signal yield in 0 < cos θhel < 0.8. Solving the equation,

Ndis =
N ′F +NB

2

0.2− 0.18Pτ (D
∗)

0.9− 0.09Pτ (D∗)
(4.3)

is obtained. The formula of R(D∗) is then represented by

R(D∗) =
1

BF τ

εnorm

εsig

Nsig +Ndis(Nsig, Pτ (D
∗))

Nnorm

(Nsig = N ′F +NB), (4.4)

where εsig is the signal reconstruction efficiency in the entire cos θhel region from −1 to +1.
It should be noted that R(D∗) and Pτ (D

∗) are not independent anymore. This method
is valid only in the case that the efficiency does not strongly depend on cos θhel. The
uniformity of the efficiency is investigated later in Sec. 4.2.1.

For the Pτ (D
∗) measurement, we introduce the re-defined forward-backward asymme-

try

A′FB =
N ′F −NB

N ′F +NB

. (4.5)

Using the integration of Eq. 3.2 from 0 to 0.8 and −1 to 0, N ′F and NB are obtained as

N ′F =
N ′F +NB +Ndis

2
[0.8 + 0.32Pτ (D

∗)] , (4.6)

NB =
N ′F +NB +Ndis

2
[1 + 0.5Pτ (D

∗)] . (4.7)

(4.8)
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By substituting Eqs. 4.6 and 4.7 for Eq. 3.5, the following relation is obtained:

N ′F −NB

N ′F +NB

=
[0.8 + 0.32Pτ (D

∗)]− [1− 0.5Pτ (D
∗)]

[0.8 + 0.32Pτ (D∗)] + [1− 0.5Pτ (D∗)]
, (4.9)

= −0.2− 0.82Pτ (D
∗)

1.8− 0.18Pτ (D∗)
. (4.10)

Transforming the equation, Pτ (D
∗) is obtained as

Pτ (D
∗) =

2N ′F − 1.6NB

N ′F + 0.64NB

. (4.11)

For the τ− → ρ−ντ mode, we do not employ the requirement on cos θhel. The formulae 4.1
and 3.6 are used for the measurement of R(D∗) and Pτ (D

∗), respectively.

4.1.2 Fitting Method

Based on the formulae discussed in the previous section, the two-step fitting procedure is
employed.

• Fit to the normalization sample and obtain Nnorm. (The result has been already
shown in Sec. 3.7.)

• Simultaneous fit to the eight signal samples (B−, B̄0) ⊗ (π−ντ , ρ
−ντ )

⊗ (forward, backward).

An extended binned maximum likelihood fit is performed based on the likelihood

L =
8∏
i=1

30∏
j=1

{
[Fij]

nj

nj!
e−[Fij ]

nj

}
, (4.12)

where Fij denotes the total PDF of the ith sample in the jth EECL bin, and nj is the
number of events in the jth EECL bin. The PDF Fij is the sum of the seven PDF
components fkij and represented by

Fij =
7∑

k=1

[Y k
i f

k
ij], (4.13)

where Y k
i is the yield of the kth PDF component in the ith signal sample.

The method of the yield determination is summarized in Table 4.1. The yields of the
B̄ → D∗τ−ν̄τ components are associated with R(D∗) and Pτ (D

∗). Assuming the isospin
symmetry, we use the common R(D∗) and Pτ (D

∗) between the B− and the B̄0 samples.
For the B̄ → D∗∗`−ν̄` and hadronic B component, we treat the yields as the fit parameters
independent of the eight signal samples. The yields for the other components are fixed.
We eventually have 10 fit parameters in total.
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Table 4.1: Summary of the yield determination in the fit. The row “Hadronic B” implies
“ Hadronic B and B̄ → D∗∗`−ν̄`”.

PDF component Yield determination method # of free param.

Signal Free, associated with R(D∗) and Pτ (D
∗)

ρ↔ π cross feed Free, associated with R(D∗) and Pτ (D
∗) 2

Other τ cross feed Free, associated with R(D∗)

B̄ → D∗`−ν̄` Fixed 0

Hadronic B Free 8

Continuum Fixed 0

Fake D∗ Fixed 0

4.2 Signal Reconstruction Efficiency

Using the signal MC sample with the SM value of Pτ (D
∗), the reconstruction efficiency is

estimated as shown in Table 4.2. For the B− sample, the efficiency ratio εnorm/εsig of the
τ− → π−ντ mode in the signal component is found to be 0.97± 0.02, which is consistent
with 1. It is reasonable because both signal and normalization modes have the same
final state containing one Btag, one D∗ and one charged particle. For the B̄0 sample, the
efficiency ratio is 1.21 ± 0.03 and significantly larger than 1. It arises from the negative
correlation between q2 and the D∗ momentum. Compared to the normalization mode,
the signal mode has higher q2 and hence lower D∗ momentum, decreasing the momentum
of the soft π+ from the D∗+ → D0π+ decay. As shown in Fig. 4.2, the soft π+ efficiency
is almost zero in the momentum region less than 60 MeV/c. The signal mode eventually
has the lower efficiency than the normalization mode.

4.2.1 Acceptance

The efficiency variation due to the NP effects is precisely investigated using the MC
simulation with sufficiently large statistics. Since the decays of Btag and Bsig are indepen-
dent, we generate the MC sample using only two Btag decay modes which have the best

Table 4.2: Reconstruction efficiency estimated from the signal MC sample with the SM
value of Pτ (D

∗) (with a unit of ×10−5). The uncertainties arise from the MC statistical
errors.

B− sample B̄0 sample

τ− → π−ντ τ− → ρ−ντ τ− → π−ντ τ− → ρ−ντ

Signal 5.73 ± 0.10 1.62 ± 0.03 2.60 ± 0.07 0.82 ± 0.02

ρ↔ π cross feed 1.28 ± 0.03 0.22 ± 0.02 0.55 ± 0.02 0.14 ± 0.02

Other τ cross feed 0.55 ± 0.01 0.171 ± 0.007 0.244 ± 0.008 0.085 ± 0.005

B̄ → D∗`−ν̄` 5.54 ± 0.02 3.15 ± 0.02
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Figure 4.2: Comparison of the generated and the reconstructed momentum distribution
of the soft π+ from the D∗+ → D0π+ decay. Both histograms are normalized to be a unit
area.

reconstruction efficiency (charge-conjugate modes are implied):

• B+
tag → D̄0π+, D̄0 → K+π−,

• B0
tag → D−π+, D− → K+π−π−,

The number of reconstructed signal events is roughly 120 times more than the expected
signal yield in the Belle experiment.

Figure 4.3 shows the reconstruction efficiency as a function of cos θhel. It is almost con-
stant, however, tends to be smaller in the backward region for the τ− → ρ−ντ mode. The
efficiency dependence originates from the correlation between cos θhel and the momentum
of π0 from the ρ decay, shown in Fig. 4.4. In the small cos θhel region, the π0 momentum
tends to be smaller, that induces the lower efficiency. In contrast to the τ− → ρ−ντ
mode, the efficiency is uniform in the τ− → π−ντ mode. Our Pτ (D

∗) extraction method
in Eq. 4.4 is therefore applicable.
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Figure 4.3: Reconstruction efficiency as a function of cos θhel. The left and the right panels
show the efficiencies for the B− and the B̄0 samples, respectively.
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Figure 4.4: Momentum distribution of π0 from the ρ meson decay in different cos θhel

regions.

While the efficiency dependence on the other kinematic variables cos θτ , q
2 and cos θV

does not cause a large modification in the efficiency uniformity for cos θhel, it affects the
total reconstruction efficiency. Figures 4.5 and 4.6 show the reconstruction efficiency for
each variable. As obviously seen in the right two panels of Fig. 4.6, the q2 and cos θV
dependence of the efficiency in the D∗+ → D0π+ mode is significant. This is induced
by the strong momentum dependence of the reconstruction efficiency of the soft π±,
as discussed in the previous section. The impact of the q2 and cos θV dependence is
investigated in the next section.
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Figure 4.5: Reconstruction efficiency for cos θτ , q
2 and cos θV (D∗0 → D0γ and D∗0 →

D0π0) in the B− sample.
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Figure 4.6: Same figure as Fig. 4.5 for the B̄0 sample.
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4.2.2 Efficiency Variation in Different Pτ(D
∗) Cases

To investigate the efficiency in different values of Pτ (D
∗), we produce the signal MC

samples with Pτ (D
∗) from −0.9 to +0.9. The value of Pτ (D

∗) is determined by the
amplitude

A = C+h+ + C−h−, (4.14)

where h± denotes the amplitude with the τ helicity ±1/2. The values of the real coef-
ficients C± (0 < C± < 1) are adjusted to obtain a specific value of Pτ (D

∗). Due to the
modification of the helicity amplitudes, the distributions of q2, cos θV and cos θτ also vary,
as shown in Fig. 4.7.

Figure 4.8 (left) shows the relative efficiency for the signal mode. The relative efficiency
is defined as the efficiency at Pτ (D

∗) with respect to that at Pτ (D
∗)SM = −0.497. As

shown by the closed circles, the efficiency is almost constant for the τ− → π−ντ mode and
is varied by 5% at the maximum for the τ− → ρ−ντ mode. Although it is found in the
previous section that the efficiency for the D∗+ → D−π+ mode strongly depends on q2

and cos θV , Fig. 4.8 does not indicate a large efficiency variation. The relative efficiency
variation for the D∗ mode is shown in Appendix G. For the τ− → π−ντ mode, the relative
efficiency without the correction for the cos θhel requirement is also shown by the open
circles. Without the correction, the efficiency largely varies up to 15%.

Figure 4.8 (right) shows the efficiency for the ρ↔ π cross-feed component. Especially,
misreconstructed events of τ− → π−ντ as τ− → ρ−ντ shows a significant efficiency varia-
tion up to 20%. However, according to Table 3.18, the contribution of this component to
the total number of B̄ → D∗τ−ν̄τ events is only about 5%. The impact of the efficiency
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Figure 4.7: Distributions of q2, cos θV and cos θτ for the D∗+ → D0π+ mode in the MC
simulation with different values of Pτ (D

∗).
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Figure 4.8: Reconstruction efficiency for the signal component relative to that of the SM
case as a function of Pτ (D
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requirement. (right) The efficiency for the ρ↔ π cross-feed component.

variation is therefore expected to be less than 1% and negligibly small. Additional figures
for the efficiency evaluation are shown in Appendix G.

4.2.3 Detector Bias Correction for Pτ(D
∗)

The detector bias on the Pτ (D
∗) measurement is evaluated using the relation between

the true polarization value P true
τ (D∗) and the extracted value P raw

τ (D∗) in the signal
MC simulation, as shown in Fig. 4.9 (left). While there is no significant bias in the
τ− → π−ντ mode, the τ− → ρ−ντ mode shows a visible bias up to −0.4 at P true

τ (D∗) = +1.
However, as shown later in Sec. 4.3.3, the expected statistical uncertainty in Pτ (D

∗) from
a measurement using only the τ− → ρ−ντ mode is about 2. The shift by −0.4 is only
20% of the expected statistical uncertainty.

Figure 4.9 (right) shows the same relation for the ρ ↔ π cross-feed component.
It shows the significant bias because the ρ ↔ π cross-feed events has the largely mis-
estimated τ -daughter momentum due to a missing or an additional π0. Linear functions
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Figure 4.9: Relation between P true
τ (D∗) and P raw

τ (D∗) for the signal (left) and the ρ↔ π
cross-feed components (right). The solid lines show the linear functions fitted to the data
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are fitted to the relation between P true
τ (D∗) and P raw

τ (D∗) for each component. We call
these functions “Pτ (D

∗) correction functions”. In the Pτ (D
∗) measurement, we use them

to remove the detector bias on Pτ (D
∗).

4.2.4 Summary of the Efficiency Study

According to the studies so far, we find that

• the reconstruction efficiency variation is at most 5% (depending on the component
of B̄ → D∗τ−ν̄τ ) over the Pτ (D

∗) range, and

• the detector bias on the Pτ (D
∗) extraction is removed using the Pτ (D

∗) correction
function.

For the R(D∗) measurement, we assume that the total reconstruction efficiency does not
change from the estimation using the SM MC simulation. After fitting to the data, we
assign a systematic uncertainty on R(D∗) depending on the observed value of Pτ (D

∗).

4.3 Fit Procedure Test

We construct a fitting program, called fitter, based on the strategy for the R(D∗) and
Pτ (D

∗) measurement described in the previous section. In order to check validity of our
fitter, we perform the fitter tests using pseudo-data sets. In this study, we use the SM
predictions R(D∗) = 0.252 and Pτ (D

∗) = −0.497 as input.

4.3.1 Ensemble Test

Fit bias is evaluated using the pseudo-data sets composed of the MC sample. We prepare
ten pseudo-data sets for the ensemble test. We use the same MC samples for the pseudo-
data sets and the histogram PDFs. The statistical overlap between the pseudo data and
the PDFs is 3 to 10%, which is sufficiently is small. One fit result to a pseudo-data set is
shown in Figs. 4.10 and 4.11.

Figure 4.12 shows the measured values of R(D∗) and Pτ (D
∗) from the ten pseudo-

data sets. All the values agree each other within the statistical error, and the averages of
R(D∗) and Pτ (D

∗) are consistent with the input values. The result of the ensemble test
indicates no bias in our fitter.

4.3.2 Linearity Test

To check the fitter validity at non-SM points, we perform a linearity test. The pseudo-data
sets are generated by a toy MC simulation based on the histogram PDFs we constructed
in Chapter 3. Five-thousand pseudo experiments are repeated at each point. Figure 4.13
shows the distribution of the pull

pull =

{
(Omeas −Oinput)/σneg, (Omeas > Oinput),

(Oinput −Omeas)/σpos, (Omeas < Oinput),
(4.15)
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Figure 4.10: Fit result to the pseudo-data set, projected to the EECL axis. In the “τ
cross-feed” component, the ρ ↔ π cross-feed and the other τ cross-feed components are
combined.
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Figure 4.11: Fit result to the pseudo-data set, projected to the cos θhel axis. Used pseudo-
data set and the meaning of each component are the same as Fig. 4.10.
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at the SM point, whereOmeas(input) denotes the measured (input) value ofR(D∗) or Pτ (D
∗),

and σpos(neg) is the positive (negative) error of the measurement. If there is no fit bias, the
pull distribution becomes a Gaussian with a mean and a standard deviation of 0 and 1,
respectively. As shown in Fig. 4.13, except for the mean from the Pτ (D

∗) measurements,
we find that the means and the standard deviations are by 3 to 4σ discrepant from the
no-bias hypothesis. However, these discrepancies indicate only about 3% bias with respect
to the expected statistical errors and are sufficiently small.

In the linearity test, we scan R(D∗) from 0.126 to 0.403 and Pτ (D
∗) from −0.9 to +0.9.

Figure 4.14 shows the relation between the input value and the average of the measured
R(D∗) or Pτ (D

∗). Bias on the R(D∗) measurement is only at O(0.1%). For Pτ (D
∗), we

find a visible bias on Pτ (D
∗) up to −0.05. However, the pull distribution for Pτ (D

∗) in
Fig. 4.13 (right) has the mean consistent with 0 at this input point. The Pτ (D

∗) shift
is presumably caused by the slightly asymmetric Pτ (D

∗) distribution shown in Fig. 4.15.
We rely on the result from the pull test, where the asymmetric error is taken into account.

According to the results of the fitter tests, we conclude that our fitter has no bias on
the R(D∗) and Pτ (D

∗) measurement.
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Figure 4.13: Pull distributions for R(D∗) (left) and Pτ (D
∗) at the SM point. The values

Mean and S.D. are the mean and the standard deviation, respectively.
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4.3.3 Estimation of Statistical Errors

Using the toy MC study at the SM point, the expected statistical precision is estimated
to be

σ[R(D∗)=0.252] = ±0.034, (4.16)

σ[Pτ (D∗)=−0.50] = ±0.56. (4.17)

For the R(D∗) measurement, we expect about the 13% statistical precision. This is
comparable to the statistical uncertainties in the past measurements at Belle: 13% in the
measurement with the hadronic tag [42] and 10% with the other analysis method, where
Btag is reconstructed from the semileptonic decays [43]. The statistical precision is also
separately estimated for individual samples, as summarized in Table 4.3.
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Table 4.3: Estimates of the statistical uncertainties for the individual samples. The top
four (bottom two) rows are the expected statistical uncertainty for the individual samples
of (B−, B̄0)⊗ (π−ντ , ρ

−ντ ) (B− or B̄0 samples with both τ modes).

Sample δR(D∗) δPτ (D
∗)

(B−, π−ντ ) 0.05 0.8

(B̄0, π−ντ ) 0.06 1.0

(B−, ρ−ντ ) 0.08 2.1

(B̄0, ρ−ντ ) 0.09 2.5

B− 0.04 0.8

B̄0 0.05 0.9
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Chapter 5

Systematic Uncertainty

In this chapter, we discuss the systematic uncertainties in R(D∗) and Pτ (D
∗). The basic

strategy is to repeat 1000 fits to the data sample with varying one of the systematic un-
certainty sources based on a Gaussian error. From the fit, 1000 R(D∗) and Pτ (D

∗) values
are extracted. We regard standard deviations of the R(D∗) and the Pτ (D

∗) distributions

Table 5.1: List of the systematic uncertainties in R(D∗) and Pτ (D
∗). The values for R(D∗)

are indicated as the relative errors. The category “Common sources” is the common
systematic uncertainty sources between the signal and the normalization modes. The
column “Combined”, “B−” and “B̄0” show the uncertainties with combining the B− and
the B̄0 samples, only with the B− and only with the B̄0 sample, respectively.

Combined B− B̄0

Source R(D∗) Pτ (D
∗) R(D∗) Pτ (D

∗) R(D∗) Pτ (D
∗)

Hadronic B composition +7.6%
−6.8%

+0.134
−0.103

+6.1%
−5.4%

+0.228
−0.196

+12.7%
−10.0%

+0.151
−0.127

MC statistics +4.0%
−2.8%

+0.146
−0.108

+4.2%
−3.5%

+0.200
−0.162

+7.5%
−5.0%

+0.151
−0.127

Fake D∗ 3.4% 0.018 5.2% 0.066 1.4% 0.017

B̄ → D∗∗`−ν̄` 2.4% 0.048 3.1% 0.093 2.3% 0.014

B̄ → D∗∗τ−ν̄τ 1.1% 0.001 0.9% 0.013 1.5% 0.019

B̄ → D∗`−ν̄` 2.3% 0.007 2.3% 0.010 2.2% 0.008

τ daughter and `− efficiency 1.9% 0.019 1.8% 0.015 1.9% 0.022

MC stat. for efficiency 1.0% 0.019 1.0% 0.024 1.7% 0.030

τBF 0.3% 0.002 0.3% 0.003 0.3% 0.001

Pτ (D
∗) correction function 0.0% 0.010 0.1% 0.017 0.0% 0.005

Common sources

Tagging efficiency correction 1.6% 0.018 1.6% 0.006 2.8% 0.000

D∗ reconstruction 1.4% 0.006 1.3% 0.008 1.5% 0.005

D sub-decay BF 0.8% 0.007 0.7% 0.008 0.8% 0.010

Number of BB̄ 0.5% 0.006 0.5% 0.003 0.9% 0.003

Total systematic uncertainty +10.4%
−9.4%

+0.21
−0.16

+10.3%
−9.7%

+0.33
−0.28

+15.9%
−12.6%

+0.26
−0.24
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as the systematic uncertainties, unless otherwise specified.
The systematic uncertainties are determined based on the final fit results presented

in Chapter 6. Table 5.1 is a summary of the estimated systematic uncertainties. The
total systematic uncertainty is calculated by taking a quadratic sum of each component;
the correlation between the τ -daughter efficiency and the D∗ reconstruction efficiency is
taken into account since they contain the common uncertainties arising from the π ID
and the π0 reconstruction efficiencies.

5.1 Composition of Hadronic B Decays

The uncertainty in the composition of the hadronic B decay modes causes bias on the
R(D∗) and Pτ (D

∗) measurement through modification of the PDF shape. The systematic
uncertainties are estimated based on the errors in the branching fractions or in the yield
calibration factors in Table 3.15. For the B decay modes not having an experimentally-
measured branching fraction nor covered by our calibration (uncalibrated mode), we vary
the branching fraction continuously from 0% to 200% with respect to the value used in
the MC simulation and take maximum differences of R(D∗) and Pτ (D

∗) from the nominal
fit values as the systematic uncertainties.

Figure 5.1 shows the R(D∗) and the Pτ (D
∗) distributions from the two-D mode, the

K0
L mode with experimental branching fractions, the B− → D∗π−π−π+ mode in the

multi-π/η mode and the other uncalibrated modes. In the calibrated B components in
Fig. 5.1 (bottom-left), a strong asymmetry is observed due to the asymmetric uncertainties
in the calibration factors. For such components, we take the standard deviation in the
positive side and the negative side separately as the systematic uncertainty. The estimated
uncertainties are summarized in Table 5.2.
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Figure 5.1: Distributions of R(D∗) and Pτ (D
∗) obtained by changing the hadronic B back-

ground composition. Two-D mode (top-left), K0
L mode with the experimental branch-

ing fractions (top-right), B− → D∗π−π+π− (bottom-left) and the uncalibrated mode
(bottom-right) are shown. The dashed black line indicates the nominal fit value. The
difference between the nominal value and the red (blue) line is regarded as the positive
(negative) systematic uncertainty.
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Table 5.2: Systematic uncertainties arising from the composition of the hadronic B decays.

Source R(D∗) Pτ (D
∗)

Two-D mode 0.8% 0.023

K0
L mode 0.4% 0.066

Multi-π/η mode +4.0
−2.0% +0.098

−0.049

Other B decays 6.5% 0.058

Total +7.6
−6.8% +0.134

−0.103

5.2 MC Statistics

Due to the finite MC statistics, our PDF shapes have a significant statistical fluctuation as
shown in Sec. 3.4.5. To estimate the fit bias arising from the statistical fluctuation on the
PDFs, we re-shape the PDFs based on the statistical uncertainty in each PDF bin. This
is performed by generating the same number of events randomly based on the original
PDF. One of the re-shaped PDFs is illustrated in Fig. 5.2. This procedure is applied to
each PDF component and every eight signal sample independently. Figure 5.3 shows the
R(D∗) and the Pτ (D

∗) distributions obtained with changing all the PDF shapes at the
same time. The asymmetric distribution is observed because the yield of the “signal” and
the “B̄ → D∗∗`−ν̄` and hadronic B components” are floated in the repetitive fit process.
By taking a 68% interval of the distributions from the nominal fit values, we obtain the
uncertainties of +4.0

−2.8% for R(D∗) and +0.146
−0.108 for Pτ (D

∗).

 (GeV)ECLE
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Figure 5.2: Example of the PDF regeneration for the fake D∗ component of the
(B−, π−ντ , backward) sample. The new PDF (red-solid) is generated from the original
PDF shape (black dots with error bars).

91



R(D*)
0.24 0.26 0.28 0.3

0

20

40

60

80

100

120

MC stat. for PDF construction

(D*)τP
0.8− 0.6− 0.4− 0.2− 0

0

20

40

60

80

100

MC stat. for PDF construction

Figure 5.3: Distributions of R(D∗) and Pτ (D
∗) obtained by fluctuating the PDF shapes.

The vertical dashed lines indicate the nominal fit values.

5.3 Fake D∗ Component

Two uncertainty sources are taken into account in the fake D∗ component. The first
uncertainty arises from the yield calibration factors. The calibration factors have an un-
certainty due to the sideband statistics. The second one arises from a peaking background
in the fake D∗ component originating from the decay B̄ → Dτ−ν̄τ . To estimate its effect,
we vary the branching fraction based on the world averages (0.77 ± 0.25)% for the B−

mode and (1.03±0.22)% for the B̄0 mode [10]. The M2
miss shape correction for the normal-

ization sample is also taken into account. Table 5.3 summarizes the estimated systematic
uncertainties. In total, we estimate the uncertainties to be ±3.4% for R(D∗) and ±0.018
for Pτ (D

∗).

5.4 B̄ → D∗∗`−ν̄`

The systematic uncertainty arising from the branching fractions of the B̄ → D∗∗`−ν̄`
decays. For the light charged lepton modes `− = e−, µ−, it is estimated based on the
uncertainties in the experimentally-measured branching fractions. For the decay modes
which have not been experimentally measured, we change the branching fractions in the
MC simulation continuously from 0% to 200% and take maximum differences of R(D∗)
and Pτ (D

∗) from the nominal fit values as the systematic uncertainties. Consequently, we
estimate the uncertainties to be ±2.4% for R(D∗) and ±0.020 for Pτ (D

∗). Additionally,
we take into account the uncertainty arising from the hadronic FFs, which is estimated
to be ±0.5% for R(D∗) and ±0.033 for Pτ (D

∗).

Table 5.3: Systematic uncertainty arising from the fake D∗ component.

Source R(D∗) Pτ (D
∗)

Yield calibration factor 1.6% 0.016

Peaking background 3.0% 0.008

M2
miss shape 0.1% 0.001

Total 3.4% 0.018
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For the B̄ → D∗∗τ−ν̄τ modes, the branching fractions in Table 3.2 are varied continu-
ously from 0% to 200%, and maximum differences of R(D∗) and Pτ (D

∗) from the nominal
fit value are taken as the systematic uncertainties. They are estimated to be ±1.1% for
R(D∗) and ±0.001 for Pτ (D

∗).

5.5 B̄ → D∗`−ν̄`

There are two uncertainty sources related to B̄ → D∗`−ν̄`: the errors in the HQET
parameters and the M2

miss resolution correction. We assign the systematic uncertainties
due to these two sources to be ±2.3% for R(D∗) and ±0.007 for Pτ (D

∗).

5.6 Efficiency for τ daughters and Charged Leptons

Since the τ daughter is not the charged lepton in our analysis, the efficiency uncertainty
in the τ daughter for the signal mode and the charged lepton for the normalization mode
remains in R(D∗). The uncertainties arising from the π ID, the π0 reconstruction and the
lepton ID efficiencies are estimated to be ±1.9% for R(D∗) and ±0.019 for Pτ (D

∗).

5.7 Pτ (D
∗) Correction Function

The parameters of the Pτ (D
∗) correction function have uncertainties due to the MC statis-

tics. The systematic uncertainties are estimated to be ±0.01 for Pτ (D
∗) and negligibly

small for R(D∗).

5.8 Total Reconstruction Efficiency

The total signal (normalization) reconstruction efficiencies have errors due to finite statis-
tics of the MC simulation. These values have been shown in Table 4.2. We estimate
the systematic uncertainties in the reconstruction efficiencies to be ±1.0% for R(D∗) and
±0.019 for Pτ (D

∗).

5.9 Common Uncertainties between Signal and Nor-

malization Modes

Uncertainties common for the signal and the normalization samples are largely canceled
in Eq. 4.1 for R(D∗) and in Eq. 3.6 for Pτ (D

∗). These include the uncertainties in NBB̄,
the tag efficiency correction, the D∗ reconstruction efficiency and the branching fractions
of the D decay modes. These uncertainties are 1.9%, 4.7%, 3.4% and 4.8%, respectively,
and their quadratic sum is 7.8%. Since the yield of a part of the background mode such
as B̄ → D∗D∗−s is fixed using the MC expectation, we need to consider the residual effect
from these uncertainties in our analysis. It is estimated to be ±2.3% for R(D∗) and
±0.021 for Pτ (D

∗).
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Chapter 6

Result and Discussion

After all the analysis procedures are complete, we perform a fit to the signal sample
data. In the first section of this chapter, we present the fit results. In the second section,
the obtained results are discussed and compared with the previous studies. In the third
section, the results are interpreted in the context of the NP models. In the last section,
we discuss the prospect for the Belle II experiment [78].

6.1 Fit result

Figures 6.1 and 6.2 show the fit results to the signal sample of the real data. (The fit
to the normalization mode has been already shown in Fig. 3.29.) The p-value of the fit
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Figure 6.1: Fit results to the four signal sample, where two cos θhel regions are com-
bined. In the “τ cross feed” component, the ρ↔ π cross feed and the other τ cross feed
components are combined.
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Figure 6.2: Projection of the fit result to the cos θhel axis.

to the signal sample is 29%. From the fit and the estimated systematic uncertainties in
Table 5.1, we obtain

R(D∗) = 0.270± 0.035(stat.)+0.028
−0.025(syst.), (6.1)

Pτ (D
∗) = −0.38± 0.51(stat.)+0.21

−0.16(syst.). (6.2)

Our result is consistent with the SM prediction R(D∗) = 0.252 ± 0.003 and Pτ (D
∗) =

−0.497±0.013. With this value of Pτ (D
∗), the efficiency variation discussed in Chapter 4

is estimated to be less than 1% and negligibly small.
The signal significance is calculated by

√
2 ln(Lmax/L0), where Lmax and L0 are the

likelihood with the nominal fit and the null hypothesis, respectively. It is found to be 9.4σ
only with the statistical error. Figure 6.3 shows the comparison of the 2 ln(Lmax/L) distri-
bution, where L is a likelihood as a function of R(D∗) and Pτ (D

∗), and the quadratic func-
tion. Since the 2 ln(Lmax/L) distribution well agrees with the quadratic function, we as-
sume that the uncertainties are Gaussian. The signal significance is therefore proportional
to 1/σ2, where σ denotes the uncertainty of the measurement. Using σ2 = σ2

stat. + σ2
syst.,

we estimate the signal significance with the systematic uncertainty to be 7.0σ.
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Figure 6.3: Comparison of the 2 ln(Lmax/L) distribution for R(D∗) (left) and Pτ (D
∗)

(right), and the fitted quadratic function (solid red line). The quadratic functions are
asymmetric with respect to the best-fit values of R(D∗) and Pτ (D

∗).

Separate Fit to B− and B̄0

We also measure R(D∗) and Pτ (D
∗) by fitting to the B− and the B̄0 samples indepen-

dently. It results in

R(D∗0) = 0.296± 0.048(stat.)± 0.031(syst.), (6.3)

R(D∗+) = 0.227± 0.050(stat.)+0.037
−0.029(syst.), (6.4)

Pτ (D
∗0) = −0.64+0.64

−0.73(stat.)+0.33
−0.28(syst.), (6.5)

Pτ (D
∗+) = 0.16± 0.85(stat.)± 0.025(syst.), (6.6)

where the systematic uncertainties are estimated using the same method as discussed in
Chapter 5. The obtained results from the B− and the B̄0 samples are consistent.

Correlation between R(D∗) and Pτ (D
∗)

In the fitting process, the statistical correlation is estimated to be 0.29. This correlation
originates from Eq. 4.4. The systematics correlation is estimated using the relation

ρsyst =
Σiρiσ

R
i σ

P
i

σRsystσ
P
syst

, (6.7)

where ρ, σR and σP are the linear correlation factor, the R(D∗) and the Pτ (D
∗) uncertain-

ties, respectively. The subscripts “syst” and “i” indicate the total systematic uncertainty
and the ith source, respectively. Each correlation factor ρi is obtained in the estimation
of the systematic uncertainties in Chapter 5. One example of the correlation in the cal-
ibration factor for the fake D∗ yield is shown in Fig 6.4. We estimate the systematics
correlation factor to be

ρsyst = 0.55. (6.8)

The total correlation factor is calculated by

ρexp =
ρstatσ

R
statσ

P
stat + ρsystσ

R
systσ

P
syst

σRexpσ
P
exp

, (6.9)

= 0.33, (6.10)
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bration factor for the fake D∗ yield. The value “Corr.” is the linear correlation factor.

where σ
R(P )
exp =

√(
σ
R(P )
stat

)2

+
(
σ
R(P )
syst

)2

.

Using ρexp, the χ2 distribution is defined by

χ2 =
(

∆R ∆P
)( (σRexp)2 ρexpσ

R
expσ

P
exp

ρexpσ
R
expσ

P
exp (σPexp)2

)−1(
∆R

∆P

)
, (6.11)

where

∆R = [R(D∗)]exp −R(D∗), (6.12)

∆P = [Pτ (D
∗)]exp − Pτ (D∗), (6.13)

and [R(D∗)]exp and [Pτ (D
∗)]exp are the best-fit values of R(D∗) and Pτ (D

∗). Since the

errors are treated as Gaussian,
√
χ2 is equivalent to the significance

√
2 lnLmax/L. In

the distribution of
√
χ2 illustrated in Fig. 6.5, we find that the region Pτ (D

∗) > +0.5
is excluded at 90% C.L. Taking into account the theoretical uncertainties in the SM
predictions: σRth = 0.003 and σPth = 0.013, the consistency of our result with the SM
prediction is estimated to be 0.4σ.
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value. The vertical gray band shows the world-average R(D∗) without our result [17].

6.2 Discussion

In Fig. 6.6, our R(D∗) result is compared with the previous R(D∗) measurements. Our
result supports the world-average R(D∗) within about 1σ and closest to the SM prediction
among all the R(D∗) measurements. Including our result, we calculate the new R(D∗)
average. The uncertainties arising from the semileptonic B decays are regarded as 100%-
correlated among the measurements. The numerical values of R(D∗) in the previous
measurements and the estimated correlation factors are summarized in Table 6.1. (To use
later in Sec. 6.3, the R(D) and Pτ (D

∗) measurements are also listed.) Our method gives
R(D∗) = 0.316 ± 0.019 as an R(D∗) average without our result, and this is consistent
with the world average reported by HFAG [17]. The new R(D∗) average is calculated as

R(D∗) = 0.310± 0.018. (6.14)

This value is also shown in Fig. 6.6. The precision of the R(D∗) average is improved
by about 5%. The R(D∗) discrepancy between the experiments and the SM prediction

is estimated by [R(D∗)exp − R(D∗)SM]/
√
σ2

exp + σ2
th. It is slightly decreases from 3.3σ to

3.2σ. The combination of the three results at Belle is also calculated to be

R(D∗) = 0.292± 0.022, (6.15)

where the consistency with the SM is 1.8σ.
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6.3 Constraint on NP Parameters

Using our result and the previous B̄ → D(∗)τ−ν̄τ measurements, we estimate constraints
on NP parameters. In the presence of NP effects, the signal reconstruction efficiency
varies due to modification of the kinematic distributions. However, as shown in Chapter 4,
such effects are only O(1%) in our analysis. This is sufficiently small compared to the
total experimental uncertainty of 16%. We therefore assume that the efficiency does not
change due to NP. For the measurements in Refs. [42, 43, 45, 49], we take into account
the efficiency variation if it is reported in the reference. Otherwise, we assume that the
efficiency is constant over the theoretical parameter space.

To test the NP scenarios, we define χ2 as

χ2 = ATC−1A, (6.16)

A =


∆1

∆2

...

∆n

 , (6.17)

∆i = (Oexp −Oth), (6.18)
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 (6.19)

(ρij = ρji),

where Oexp(th) and σexp(th) denote the experimental (theoretical) value of the observable:
O = R(D), R(D∗), Pτ (D

∗), and their uncertainty, respectively. The linear correlation
factors ρij are given in Table 6.1.

6.3.1 Type-II 2HDM

As introduced in Sec. 1.2.3, type-II 2HDM is the NP model with the charged Higgs bo-
son. Although BaBar reported that this model was excluded at 99.8% C.L. [45], the
exclusion is currently determined mostly by the single measurement. It is therefore im-
portant to consider the possibility of type-II 2HDM with including our result and the
other measurements.

Type-II 2HDM has the Wilson coefficient CS1 as shown in Eq. 1.44. We use mb =
4.2 GeV/c2 and mc = 0.901 GeV/c2 [77] for the theoretical calculation. The efficiency
variation is treated as below.

• Use the results in Ref. [45] for the measurement by BaBar, and Ref. [43] for the
measurement with the semileptonic tag by Belle.

• Extrapolate the two measured point at tan β/mH± = 0 and 0.5 (GeV/c2)−1 to the
other points up to tan β/mH± = 1.0 (GeV/c2)−1 in Ref. [42] for the measurement
of Belle with the hadronic tag and the leptonic τ decays.
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• Assume no efficiency variation in the measurement by LHCb [49] and our measure-
ment.

Figure 6.7 shows the estimated constraint on the plane for tan β and mH± using the
results at Belle. The C.L. for exclusion is calculated from χ2 divided by the number
of degrees of freedom. Compared to the previous constraint, the 3-σ excluded region
around tan β/mH± = 0 (GeV/c2)−1 (the SM point) slightly decreases. This is because
our measurement is close to the SM prediction with less than 1σ. The smallest χ2 value
corresponds to about 80% C.L. exclusion at tan β/mH± = 0 (GeV/c)−1, and the second
minimum of χ2 is found around tan β/mH± = 0.5 (GeV/c)−1 at 86% C.L. exclusion.

Once all the experimental results of B̄ → D∗τ−ν̄τ are combined, the entire region has
been excluded with more than 99.7% C.L.
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Figure 6.7: Constraint on the mH±−tan β plane from the results at Belle. The dashed-red
lines indicate boundary on the 3-σ excluded region without the new result presented in
this thesis.
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6.3.2 Leptoquark Model

As described in Sec. 1.2.3, we consider the scalar leptoquark with mLQ = 1 TeV/c2.
Since most of the analyses do not study the efficiency variation with the leptoquark
models, we assume that the efficiency does not differ from the SM over the parameter
space. Figures 6.8 and 6.9 show the constraints on the Wilson coefficients of R2 and the
S1 leptoquark models, where the constraint from the results at Belle and that from all
the results are compared. The smallest χ2 of the R2 and the S1 models are found at
CS2 = −0.08± 0.55i and at CS2 = −2.0, respectively. The R2 model favors a significantly
large imaginary part, that may indicate a large CP violation in the decay B̄ → D(∗)τ−ν̄τ .
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Figure 6.8: Constraint on the real part and the imaginary part of CS2 for the R2 leptoquark
model. The left and the right panels include the results from Belle and the results from all
the experiments, respectively. The stars show the SM point, where Re(CS2) = Im(CS2) =
0. The dashed-red line in the left panel indicates the boundary on the 3-σ excluded region
without the new result presented in this thesis.
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6.4 Prospect for the Belle II Experiment

6.4.1 Detector Upgrade for Belle II

The Belle experiment is upgraded to the Belle II experiment with the SuperKEKB accel-
erator [78]. The SuperKEKB aims at the instantaneous luminosity of 8 × 1035 cm2−s−1,
which is approximately 40 times higher than that of KEKB. Integrated luminosity of
50 ab−1 will be accumulated.

Not only the accelerator, but also the sub-detectors are upgraded. The four-layer
SVD system is replaced by the six-layer vertex detector (VXD) system. The inner-two
layers are composed of the DEPFET pixel detector with an approximate pixel size of
50 × 50 µm2 [79]. The inner radius is 14 mm, which is much smaller than 20 mm for
the Belle SVD. The closer distance to the IP improves the impact parameter resolution
and the efficiency for low-momentum tracks. Outer four layers are the upgraded SVD
system [80], where the outer radius is expanded from 88 mm to 140 mm. The larger
SVD volume provides a better K0

S reconstruction efficiency. The PID devices, the ACC
and the TOF, are replaced by the time-of-propagation (TOP) counter [81, 82, 83, 84] for
the barrel region and the aerogel ring-imaging Cherenkov (ARICH) counter [85] for the
forward-endcap region. By exploiting ring images of the Cherenkov light, these new PID
devices achieve better the PID efficiency for K± and π± than the PID system of Belle.

6.4.2 Time-Of-Propagation Counter

I have been leading the development for the TOP counter, which plays an important role
in the PID for the barrel region. As shown in Fig. 6.10, the TOP counter consists of a
20× 450× 2710 mm2 quartz bar and an array of the 16× 2 square-shaped micro-channel-
plate (MCP) PMTs at the end of the bar. In total, 16 TOP modules compose a cylindrical
structure on the barrel region of the Belle II detector. Using the TOP counter, we target
to improve the PID efficiency for K± and π± by about 5% per track with O(1) GeV/c
while reducing the fake rate by a factor of about 5.

Quartz bar

2710 mm

20 mm

450 mm

Prism

MCP-PMT array

Figure 6.10: Drawing of the TOP counter.
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The quartz bar is the Cherenkov radiator for high-momentum charged particles. Since
the bar surface is polished accurately with a roughness of less than 5 Å, the photons
propagate inside the quartz bar with conserving information of the Cherenkov angle θc.
These photons are detected by the MCP-PMTs. Compared to the TOF counter, the TOP
counter has an advantage that the time of photon propagation is used in addition to the
time of flight. The difference of the photon arrival time is about 100 ps for 3 GeV/c
K± and π±, and the number of photons reaching the bar end is around 100. To achieve
the target performance of the TOP counter, each photon needs to be detected with a
time resolution less than 50 ps and a good efficiency. The MCP-PMT, having a single-
photon time resolution of typically 30 ps, is a unique solution for photosensors of the TOP
counter, and it is a key component of the TOP performance.

We have developed a square-shaped MCP-PMT shown in Fig. 6.11 (left) in collabora-
tion with Hamamatsu Photonics K.K [86, 87, 88, 89]. The square shape achieves a large
effective area for the photon detection in an array. Figure 6.11 (right) shows the cross sec-
tion of the MCP-PMT. As electron dynodes, it contains two 400-µm-thick MCPs, which
are made of lead glass with 10-µm-diameter pores. About 1000 V is applied between the
surface of the MCP. Electrons are multiplied up to O(106) by the strong electric field in
the pore. The short electron path of about 5 mm between the photocathode to the anode
realizes an excellent transit-time spread. It also provides a tolerance to the magnetic field
perpendicular to the window. This is an essential property because the TOP modules
are immersed in the 1.5 T magnetic field provided by the superconducting solenoid of the
Belle II detector.

Performance of the MCP-PMT in 1.5 T

For the TOP counter operation, it is important to well understand performance of the
MCP-PMTs. To conduct the performance evaluation for all the 512 MCP-PMTs in a
magnetic field before assembling them to the TOP module, I have constructed the mea-
surement system using a 1.5 T resistive dipole magnet as shown in Fig. 6.12. The mea-

MCP

Photocathode Anode
(4x4)

Figure 6.11: (left) Photograph of the MCP-PMT. (right) Cross section of the MCP-PMT.
Slant lines on two MCPs represent pores with a bias angle of 13 degrees.
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MCP-PMT

Signal out

Beam splitter

ND filter &
φ1 mm slit

Fiber

N-pole

S-pole

Figure 6.12: Schematic drawing of the jig for the MCP-PMT measurement in a magnetic
field [90]. Dashed red lines show the path of the laser light.

surement jig in the dipole magnet consists of two parts. The upper part introduces light
from a laser (Hamamatsu Picosecond Light Pulser PLP-02-040; a pulse width is about
20 ps and a wavelength is 400 nm) onto the MCP-PMT. The light intensity is reduced to
be single-photon level by neutral-density (ND) filters. The aperture is collimated to be
φ 1 mm by a slit. The bottom part hold an MCP-PMT in the magnetic field. These two
parts contact each other by four teflon balls on the teflon plate. To cope with the strong
magnetic field, the jig is made of polyacetal with plastic or brass screws. Through a 2-
m-long G-10 bar, the laser part is connected to a motorized stage movable for orthogonal
two directions, located outside the magnetic field. Owing to the low-friction contact of
the laser part with the MCP-PMT holder by teflon, the light irradiation position to the
MCP-PMT can be adjusted smoothly by controlling the stage. The multi-pixel photon
counter (MPPC) monitors the laser intensity for measurement of a single-photon detection
efficiency.

Figure 6.13 (left) shows the relative gain in 1.5 T with respect to that in 0 T for
488 MCP-PMTs. There are two types of the MCP-PMTs; one is called conventional
MCP-PMT with lead-glass MCPs, and the other is called ALD (atomic layer deposition)
MCP-PMT with ALD-coated MCPs. The ALD MCP-PMT is developed to improve the
MCP-PMT lifetime; it is described in the next section. Although the gain drops by
90% at the maximum in 1.5 T, all the MCP-PMTs are confirmed to have a gain greater
than 5 × 105. This gain is sufficient to detect single photon signals without losing the
efficiency. Figure 6.13 (right) shows the result of the time resolution measurement of single
photon detection for 115 MCP-PMTs in 1.5 T. All the MCP-PMT channels show the time
resolution better than 50 ps, that satisfies the requirement. For the efficiency, about 5%
drop is observed in 1.5 T relative to 0 T [91]. Degradation of the PID performance due
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Figure 6.13: Results from the gain (left) and the time resolution (right) measurements in
1.5 T [92]. One entry indicates a measurement of one channel.

to this efficiency drop is negligible.

MCP-PMT lifetime

It is known that the quantum efficiency (QE) of the MCP-PMT degrades during opera-
tion [87, 89]. This is induced by the residual gas absorbed on the surface of the MCPs.
The gas molecules are released from the surface by electron collisions. The released gas
molecules reach the photocathode through paths in a gap between the MCPs and the
tube, and deteriorate the photocathode. Since the total amount of the released residual
gas increases depending on the total number of output electrons, the MCP-PMT lifetime
is determined as a function of the integrated output charge. In the Belle II detector, the
largest source of the Cherenkov photons is the high energy background photons originat-
ing from the beam. The high energy photons create electron-positron pairs in the quartz
bar, and these electrons and positrons emit Cherenkov light. In our previous study and
development, we have successfully improved the MCP-PMT lifetime from O(0.1) C/cm2

to around 1 C/cm2 [89]. However, in the present background estimation, the integrated
output charge until 50 ab−1 data are accumulated is estimated to be 5 to 8 C/cm2 for
operation at a gain of 5× 105 [93].

To study the MCP-PMT lifetime systematically, I have constructed the lifetime mea-
surement system shown in Fig. 6.14 [92]. In the dark box, two light sources are placed.
The LED with a wavelength of 400 nm illuminates up to eight MCP-PMTs at the same
time and accelerate charge output. The intensity is adjusted for the output current from
the MCP-PMT to be less than 2 µA/cm2 to avoid gain saturation. It takes roughly two
weeks to accumulate 1 C/cm2. Occasionally, the LED is turned off and the laser light
from a pulse laser (Advanced Laser Diode System PIL040 Picosecond Injection Laser;
wavelength is 400 nm) is irradiated. The laser intensity is reduced to be single-photon
level. The number of laser hits is proportional to the QE. The QE is monitored relatively
to the initial QE. The variation of the laser intensity is corrected by a line-focus type
PMT (Hamamatsu H1949). The line-focus PMT is turned off during LED illumination
to avoid QE drop.

Figure 6.15 shows the relative QE with respect to the initial QE as a function of the
integrated output charge, obtained from three conventional MCP-PMTs and three ALD
MCP-PMTs. We define the lifetime by the integrated output charge at which the relative
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Figure 6.14: Photograph of the lifetime measurement system.
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Figure 6.15: Result from the lifetime measurement for three conventional MCP-PMTs
(indicated as “conv.”) and three ALD MCP-PMTs (indicated as “ALD”) [92]. The
horizontal dashed line shows the relative QE equal to 0.8.

QE becomes 0.8. Our lifetime studies find that the lifetime of the MCP-PMT is extended
by a factor of about ten compared to the conventional MCP-PMT. The dramatic lifetime
improvement by the ALD technique is as expected by the previous report in Ref. [94].
This is presumably because the out gas from the MCP surface is suppressed by the atomic
layer. On the other hand, the lifetime significantly varies from 2.5 to more than 14 C/cm2.
The lifetime is further improved to be 15 to 35 C/cm2 by reducing residual gas in the
production process [95].

For the TOP modules, we use 288 ALD MCP-PMTs, which are expected to have
sufficient lifetime over the Belle II operation. Remaining 224 are conventional MCP-
PMTs, which will be replaced during the experiment.
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Figure 6.16: Distribution of the photon detection timing taken at the beam test (blue his-
togram), where the distribution expected by the MC simulation is overlaid (red line) [92].
Both distributions are normalized to unit area.

TOP counter performance with test beam

To evaluate performance of the TOP counter, a beam test is conducted using the LEPS
(Laser Electron Positron Facility at SPring-8) [96]. At LEPS, 355-nm laser is injected to
the storage ring of the 8 GeV electron beam. Photons with energy up to 2.4 GeV are
obtained by the backward Compton scattering and converted to electron-positron pairs in
a lead target. The electrons and positrons are swept by a 0.7 T dipole magnet. By a pair
of the trigger counters with a size of 5 × 5 mm2, 2 GeV positrons are selected. Further
details of the beam test setup is described in Refs. [97, 98].

Figure 6.16 shows the comparison of distributions of the photon detection timing
obtained from the data and the MC simulation in one MCP-PMT channel. The agreement
of the peak position, timing and tail shape demonstrates good understanding of the optics
as well as characteristics of the MCP-PMT. Interpretation of the experimental results are
discussed in Refs. [97, 98] in detail.

6.4.3 B̄ → D∗τ−ν̄τ Study at Belle II

The improved hadronic tag algorithm for Belle II has been developed [99]. The total
number of B decay chains used in the full reconstruction, which increases the tag efficiency
by about 30 to 50%. In addition, the excellent tracking efficiency by the VXD and the
PID efficiency by the PID devices contribute to further improvement of the tag efficiency
by a factor of two. In total, the new tagging algorithm provides about three times better
tagging efficiency than the current algorithm at Belle. Precision measurements of B̄ →
D∗τ−ν̄τ using about 100 times larger signal sample will be possible at Belle II.1 With this

1From the 50 times larger integrated luminosity and the three times better tagging efficiency, we expect
about 150 times larger signal sample. However, it is uncertain how accurate the current MC simulation
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statistics, the systematic uncertainty will dominate the total uncertainty.
To discuss the prospect for Belle II, we divide the systematics sources of our measure-

ment into three components and consider possible improvements.

Category 1. Reducible component
Statistics of the data available for calibration increases proportional to the integrated
luminosity. Also, the MC sample is produced so that the MC statistical errors are
sufficiently small with respect to the statistics of data. We therefore assume that the
systematic uncertainties arising from the hadronic B composition (calibrated part
using the data), the fake D∗ yield calibration factor and the MC statistics for the
PDF construction are improved proportional to the square-root of the integrated
luminosity.

Category 2. Semi-reducible component
The other uncertainty arising from the branching fractions of the D meson and the
background B decay modes can be improved in the future measurements. However,
their improvement will be limited by the systematic uncertainty of measurements.
We therefore assume that the improvement will be at most by a factor of 2. This
component includes the branching fractions of the D meson, the B̄ → D∗∗`−ν̄` decay
and the hadronic B decays which have been already measured experimentally.

Category 3. Irreducible component
The uncertainty arising from unmeasured background modes may not be improved
so much because there are a huge number of exclusive modes. Some of them are
difficult to be experimentally reconstructed due to multiple neutral light mesons.
To estimate the systematic uncertainties conservatively, we consider that these un-
certainties will not be improved. This component includes the unmeasured parts of
the hadronic B composition, B̄ → D∗∗`−ν̄` and all the other sources.

The estimated uncertainties based on the above assumption are summarized in Table 6.2.
Figure 6.17 shows the comparison of the current allowed regions on the type-II 2HDM

is. As discussed in Chapter 3, we have observed about 30% discrepancy of the tag efficiency between the
data and the Belle MC simulation. We conservatively assume that the statistical increase is a factor of
100.

Table 6.2: Estimates of the experimental uncertainties at Belle II. The value in the left
(right) side of the arrow represents the current uncertainty (predicted uncertainty for
Belle II).

δR(D∗) δPτ (D
∗)

Belle → Belle II Belle → Belle II

Statistical ±0.035→ ±0.0035 ±0.51→ ±0.051

Syst. category 1 +0.016
−0.010 →+0.0016

−0.0010
+0.18
−0.12 →+0.018

−0.012

Syst. category 2 ±0.009→ ±0.0045 ±0.025→ ±0.013

Syst. category 3 ±0.021→ ±0.0210 +0.11
−0.10 →+0.110

−0.100

Total ±0.022 +0.12
−0.11

111



R(D*)
0.15 0.2 0.25 0.3 0.35 0.4

(D
*)

τ
P

1.5−

1−

0.5−

0

0.5

Figure 6.17: Predicted constraints at Belle II. The black and the red ellipses are the result
presented in this thesis and the expected precision at Belle II, respectively. The center
values of R(D∗) and Pτ (D

∗) are set at the current average of the R(D∗) measurements
at Belle. The star is the SM prediction. The magenta line, the blue region and the green
region show the current allowed regions for the type-II 2HDM, the R2 leptoquark and the
S2 leptoquark models, respectively. All the regions are indicated by 95% C.L.

and two leptoquark models with the result presented in this thesis and the prospects
for Belle II. The allowed region on the R(D∗) − Pτ (D

∗) plane is estimated based the
constraints from the measurements of Belle, discussed in Secs. 6.3.1 and 6.3.2. For R(D∗),
improvements from other measurements such as analyses using the τ−`−ν̄`ντ decays and
the semileptonic tag are taken into account. We find that there is a region on which the
Pτ (D

∗) measurement provides unique constraints.
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Chapter 7

Conclusion

Using the data sample containing (7.72±0.11)×108 BB̄ pairs accumulated with the Belle
detector, I conduct the measurement of R(D∗) and Pτ (D

∗) in the decay B̄ → D∗τ−ν̄τ
with the τ decays τ− → π−ντ and ρ−ντ .

A challenge of this analysis is the measurement of cos θhel, which is defined in the
rest frame of τ . Due to one unconstrained degree of freedom, the τ momentum is not
fully determined. In this study, I have established a method to obtain cos θhel using
the symmetry of the kinematic cone around the τ daughter in the rest frame of W ∗.
Another challenge is the estimation of the background from various hadronic B decays.
I determine the composition of the seven major modes by reconstructing B mesons from
the calibration data sample.

I finally obtain the results

R(D∗) = 0.270± 0.035(stat.)+0.028
−0.025(syst.),

Pτ (D
∗) = −0.38± 0.51(stat.)+0.21

−0.16(syst.).

This result is consistent with the SM prediction within 0.4σ. This is a new R(D∗) measure-
ment independent of the previous studies, and the first measurement using only hadronic
τ decays. The precision of my result is comparable to the previous measurements using
leptonic τ decays. Including my R(D∗) result, the new world-average R(D∗) is estimated
to be 0.310±0.018, and the precision is improved by 5% from the previous world average.
The current discrepancy from the SM prediction is 3.2σ, which is slightly smaller than
the previous discrepancy. The Pτ (D

∗) region greater than +0.5 is excluded at 90% C.L.,
which is the first constraint on Pτ (D

∗).
In the Belle II experiment, 50 times larger data sample than that in Belle and the

improved hadronic tag algorithm will be available. Therefore measurements of kinematics
in B̄ → D∗τ−ν̄τ as well as the conventional R(D∗) measurement will provide opportunities
to precise SM tests and NP searches. I estimate the precision of R(D∗) and Pτ (D

∗)
measurements and find that there is parameter space on which Pτ (D

∗) provides unique
constraints. At Belle II, using the Pτ (D

∗) measurement method I have established in this
study, more precise NP searches using B̄ → D∗τ−ν̄τ will be performed.
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Appendix A

Calculation of cos θhel distribution

A.1 τ− → π−ντ

Since the pion is a pseudo-scalar meson and the neutrino is always left-handed, two helicity
amplitudes in Fig. A.1 are allowed in the rest frame of τ :

M+ = Ad
1/2
1/2,1/2 = A cos

θhel

2
, (A.1)

M− = Ad
1/2
−1/2,1/2 = −A sin

θhel

2
, (A.2)

where M± and A denote the helicity amplitudes and their normalization constants, re-
spectively. The function dSSz ,S′z is the Wigner’s small d-matrix, where S, Sz and S ′z are
the total spin, the z component of τ and the π − ν system, respectively. Using the τ
polarization Pτ (D

∗), the differential decay rate is represented by

dΓ

d(cos θhel)
=

1 + Pτ (D
∗)

2
|M+|2 +

1− Pτ (D∗)
2

|M−|2. (A.3)

Figure A.1: Possible helicity states in the τ− → π−ντ mode. The red arrows and the
numbers show the spin directions and values, respectively.
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By substituting Eqs. A.1 and A.2 for M+ and M−, respectively, and using |A|2 = Γ,

1

Γ

dΓ

d(cos θhel)
=

1 + Pτ (D
∗)

2
cos2 θhel

2
+

1− Pτ (D∗)
2

sin2 θhel

2
, (A.4)

=
1

4
[(1 + Pτ (D

∗))(1 + cos θhel) + (1− Pτ (D∗))(1− cos θhel)], (A.5)

=
1

2
[1 + Pτ (D

∗) cos θhel]. (A.6)

A.2 τ− → ρ−ντ

The difference from the τ− → π−ντ is that the ρ meson can take two spin states: −1 and
0, as shown in Fig. A.2. The state S = +1 is prohibited as the neutrino must be always
left-handed. The four helicity amplitudes are therefore possible:

(λρ, λτ ) = (0,+1/2) → M0
+ = A0d

1/2
1/2,1/2 = A0 cos

θhel

2
, (A.7)

(λρ, λτ ) = (−1,+1/2) → M−1
+ = A−1d

1/2
1/2,−1/2 = −A−1 sin

θhel

2
, (A.8)

(λρ, λτ ) = (0,−1/2) → M0
− = A0d

1/2
−1/2,1/2 = −A0 sin

θhel

2
, (A.9)

(λρ, λτ ) = (−1,−1/2) → M−1
− = A−1d

1/2
−1/2,−1/2 = A−1 cos

θhel

2
, (A.10)

where the Ai(i = −01, 0) is the normalization factor. The differential decay rate is then
calculated as

dΓ

d(cos θhel)
=

1 + Pτ (D
∗)

2
(|M0

+|2 + |M−1
+ |2) +

1− Pτ (D∗)
2

(|M0
−|2 + |M−1

− |2), (A.11)

=
1 + Pτ (D

∗)

2

(
|A0|2 cos2 θhel

2
+ |A−1|2 sin2 θhel

2

)
+

1− Pτ (D∗)
2

(
|A0|2 sin2 θhel

2
+ |A−1|2 cos2 θhel

2

)
, (A.12)

=
1

4
(1 + Pτ (D

∗))(|A0|2 + |A0|2 cos θhel + |A−1|2 − |A−1|2 cos θhel)

+
1

4
(1− Pτ (D∗))(|A0|2 − |A0|2 cos θhel + |A−1|2 + |A−1|2 cos θhel),(A.13)

=
1

2
(|A0|2 + |A−1|2 + Pτ (D

∗)|A0|2 cos θhel − Pτ (D∗)|A−1|2 cos θhel).(A.14)

The total decay rate Γ is equal to |A0|2 + |A−1|2, and then

1

Γ

dΓ

d(cos θhel)
=

1

2

[
1 + Pτ (D

∗)
|A0|2 − |A−1|2
|A0|2 + |A−1|2

cos θhel

]
. (A.15)

Using the relation |A0|/|A−1| =
√

2mρ/mτ [62],

1

Γ

dΓ

d(cos θhel)
=

1

2
[1 + αPτ (D

∗) cos θhel], (A.16)

α =
m2
τ − 2m2

ρ

m2
τ + 2m2

ρ

. (A.17)
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Figure A.2: Possible helicity states in the τ− → ρ−ντ mode. The red arrows and the
numbers show the spin directions and values, respectively.

(This discussion applies to any two-body τ decays with a vector meson.)
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Appendix B

Semileptonic Decay Model
Correction

Since the updated FF parameters for B̄ → D∗`−ν̄` and the improved decay model for B̄ →
D∗∗`−ν̄` are available, we correct the MC samples by reweighting the decay kinematics.

Table B.1 is the comparison of the FF parameters used for B̄ → D∗`−ν̄` MC production
and the updated parameters. These parameters are usually discussed using two variables:
the cosine of the angle between the `− momentum with respect to the direction opposite
to the B̄ momentum in the rest frame of W ∗ (cos θ`) and w defined in Eq. 1.23. We
calculate the weight factors using corresponding two variables: q2 and p∗` , where p∗` is the
charged lepton momentum in the rest frame of B̄. Figure B.1 shows the comparison of
the q2 and the p∗` distributions with the old and the updated FF parameters. We obtain

Table B.1: HQET FF parameters used for the B̄ → D∗`−ν̄` MC production and the
updated parameters in Eqs. 1.31 to 1.33.

Parameter Old value Updated value

ρ2 1.3 1.207± 0.026

R1 1.18 1.406± 0.033

R2 0.71 0.853± 0.020

)2/c2 (GeV2q
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l
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0.1
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0.14
0.16
0.18 Old parameters

New parameters

Figure B.1: Comparison of the q2 and the p∗` distributions with the old and the new FF
parameters.
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the weight factors as ratios of the kinematic distributions.
For the decays B̄ → D∗∗`−ν̄`, the MC sample has been generated by the ISGW

model [67], and it is corrected to match the LLSW FFs [68]. In the case of the B̄ →
D∗∗`−ν̄` correction, we directly use the distributions of cos θ` and w to calculate the
weight factors.

The weight factors have errors arising from the uncertainties in the FF parameters.
These uncertainties are taken into account as the systematic uncertainty in Secs. 5.4 and
5.5.
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Appendix C

Constraint for τ Momentum

The decay chain B̄ → D∗τ−ν̄τ , τ
− → π−ντ is divided into three processes: (1) B̄ →

W ∗−D∗, (2) W ∗− → τ−ν̄τ and (3) τ− → π−ντ . The process (1) has 4 × 3 = 12 degrees
of freedom (d.o.f.) in total. Since we can fully reconstruct the four-momentum of D∗

and obtain the four-momentum of B̄ using the hadronic tag, eight d.o.f are determined.
Additional four d.o.f are constrained by the four-momentum conservation. All the 12
d.o.f. are therefore constrained.

Next, the right side of the process (2) has 4× 2 = 8 d.o.f and the W ∗− momentum is
fully determined by the process (1). Out of the eight d.o.f, four are constrained by the
four-momentum conservation and two by the masses of τ− and ν̄τ . Because we cannot
detect either of τ− or ν̄τ , 8−4−2 = 2 d.o.f. remain. The final process (3) has two d.o.f in
the left side and 4× 2 = 8 d.o.f in the right side. Out of the 10 d.o.f, four are constrained
by the momentum conservation and the other four are determined by detecting π−. One
more d.o.f is fixed by the neutrino mass. However, we do not have constraints on the
three-momentum of ντ . Therefore 10− 4− 4− 1 = 1 d.o.f. cannot be constrained.
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Appendix D

Event Selection Optimization

The signal selection requirements are optimized as below.
If we reconstruct events without any event selection, the SNR is extremely low. We

first adopt the rough event selection as follows.

• ONB > 0.01, Mbc > 5.27 GeV/c2 and |∆E| < 50 MeV for Btag.

• |MD −mD| < 3σD.

• |∆M −∆m| < 3σD∗ .

• |Mππ0 −mρ| < 150 MeV/c2 for ρ meson candidates, where mρ = 775.3 MeV/c2 is
the ρ meson reported in Ref. [10].

• q2 > 4 GeV2/c2.

• p∗d > 0.5(0) GeV/c for τ− → π−ντ (ρ
−ντ ), where p∗d is the three-momentum of the

τ -daughter meson (π or ρ) in the CM frame.

• 0.5 < M2
miss < 7 GeV2/c4.

• | cos θhel| < 1.

In the signal selection optimization, we need to avoid distortion of the cos θhel acceptance.
Therefore,

• we do not apply any requirement on M2
miss and p∗d, which have strong correlation to

cos θhel.

• To avoid change of the selection efficiency on q2 due to modification of the q2 shape
by NP, we adopt only the minimum requirement on q2 (q2 > 4 GeV2/c2).

• In the τ− → π−ντ sample, the B̄ → D∗`−ν̄` background makes a significant peak
at cos θhel ∼ 1. We reject events with cos θhel > 0.8 for this sample.

Eventually, we optimize the selection requirements for candidate selection of ρ, D, D∗

and Btag. The selection conditions are then optimized based on FOM in Eq. 3.13.
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Figure D.1: Distribution of Mππ0 . The red and the black histograms are the signal and
the background distributions. In the background histogram, the component above (be-
low) the dashed line shows correctly-reconstructed ρ candidates (candidates from random
combination of π± and π0). The region within the blue lines shows the selected mππ0

region.
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Figure D.2: FOM as a function of the lower (upper) requirement on Mππ0 for the left
(right) panel. Here, the upper (lower) requirement is fixed at 960 MeV/c2 (660 MeV/c2).
The blue lines show the selected signal region.

D.1 ρ Selection

Figure D.1 shows the Mππ0 distribution. The correctly-reconstructed ρ candidates in the
background mainly originate from the decay B̄ → D∗τ−ν̄τ with a ρ meson in the different
τ decays from τ− → ρ−ν̄τ and the decay B̄ → D∗D∗−s with a ρ meson in the Ds decay.
Figure D.2 shows the FOM as a function of the upper and lower Mππ0 requirements. The
defined requirement 660 to 960 MeV/c2 is indicated in the figure.

D.2 D(∗) Selection

Figure D.3 shows the FOM for MD as a function of the width of the signal regions. The
defined signal regions are indicated.

Since, as shown in Fig. 3.7, the SNR of the ∆M distribution is much different among
the four D∗ decay, we optimize the ∆M signal regions separately.
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Figure D.3: FOM as a function of the width of the MD signal region. The left panel
includes the low-SNR modes while the right is the high-SNR modes. The blue lines show
the selected signal region.

For D∗+ → D+π0 and D∗0 → D0π0, we use the energy-asymmetry of a photon pair
of the slow π0 in the laboratory frame. Figure D.4 (left) shows comparison of the Aγ dis-
tributions between correctly-reconstructed and fake D∗ candidates (D∗+ → D+π0 and
D∗0 → D0π0 are combined). The value of Aγ tends to be lower for the correctly-
reconstructed D∗ candidates. Figure D.4 (right) shows the FOM as a function of the
A/gamma requirement. Based on this result, we select candidates satisfying Aγ < 0.6.

Figure D.5 shows the FOM as a function of the ∆M requirement. The defined re-
quirement are indicated.
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Figure D.4: (left) Comparison of the Aγ distribution. The red and black histogram are
signals and backgrounds, respectively. Both histograms are normalized to be unity. (right)
FOM as a function of the threshold of Aγ. The blue lines show the selected threshold.
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Figure D.5: FOM as a function of the width of the ∆M signal region. The blue lines
show the selected signal region.

D.3 Btag Selection

Figures D.6 and D.7 show the ONB (Mbc) distribution for the signal and the background
events and the corresponding FOM as a function of the ONB (Mbc) requirement. The
defined requirements are indicated.
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Appendix E

Measurement of the Hadronic B
Yields

As discussed in Sec. 3.5.4, the composition of the multi-π/η mode is calibrated using the
calibration data sample. The yield is extracted using M sig

bc , which has a narrow peak
around the B meson mass, with the requirement |∆Esig| < 100 MeV. However, the
samples of B̄ → D∗π−π−π+, D∗π−π−π+π0 and D∗π−π0π0 show a peaking-background
component. Figure E.1 shows the M sig

bc distribution of the B̄ → D∗π−π−π+π0 sample in
the MC simulation. For such samples, we use ∆Esig and require M sig

bc > 5.27 GeV/c2 for
the yield extraction.

A model function is constructed as below.

M sig
bc

The signal component is modeled by the Crystal Ball function, and the background
component by another empirically-parameterized function by the Argus Collabo-
ration [100]. Since the M sig

bc resolution is mostly determined by the beam energy
resolution and independent of the B decay mode, the resolution parameter in the
Crystal Ball function is fixed from the tag-side Mbc distribution.
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Figure E.1: Distribution ofM sig
bc for the B− → D∗π−π−π+π0 sample in the MC simulation.
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∆Esig The signal component is modeled by the Crystal Ball function, and the background
component by a quadratic function.

The fit results to all the seven calibration samples for the B− and the B̄0 modes are
shown in Figs. E.2 and E.3.

• We take a ratio of the yield in the data to that in the MC sample. The ratio is used
as a calibration factor for the hadronic B background composition. The uncertainty
in the calibration factor is estimated based on the statistical errors of the yields.

• The sample of B− → D∗π−π−π+ shows a negative yield in the data, while several
events are found in the MC sample. We therefore assume that there is no event in
the data and assign a 68% C.L. upper limit (C68%) on the yield of the data. The
upper limit is treated as a statistical uncertainty of the yield; namely, the yield is
considered as 0.0

+C68%
−0.0 .

• In the sample of B̄0 → D∗π−π0, no event is observed in the data, while several events
are expected from the MC simulation. According to the MC simulation, this mode is
almost free from the background. We therefore assume that there is no background
and assign a 68% C.L. upper limit in the yield based on a Poisson distribution. It
is estimated to be 1.1 events. The upper limit is treated as a statistical uncertainty;
namely, the yield is considered as 0.0+1.1

−0.0.

• In the sample of B̄0 → D∗π−η, only two events are observed in the data. This
number of events is less than the number of free parameters in the model function
and therefore not sufficient to perform a fit. According to the MC simulation, this
mode is almost free from the background. We therefore assume that these two
events, existing around the nominal B meson mass, are the signal events and assign
a 68% C.L. upper limit in the yield based on a Poisson distribution. The upper
limit is estimated to be 3.5 events. The positive statistical uncertainty is therefore
estimated to be 3.5− 2.0 = 1.5. For the negative uncertainty, considering that the
minimum value of the yield is zero, we assign 2.0. The yield is eventually obtained
as 2.0+1.5

−2.0 events.

In Table 3.15, in addition to the B̄ → D∗π−η, a few modes show significantly smaller
yield calibration factors than 1. This is because, in the MC simulation, branching fractions
for some of the non-resonant multi-pion modes such as B̄ → D∗π−π−π+ are overestimated
compared to the values in Ref. [10]. These overestimation is corrected by our calibration.
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Figure E.2: Fit results to the signal-side M sig
bc or ∆Esig distributions of the seven control

samples for the charged B sample. The left and the right panels show distributions of the
MC and the data, respectively. The black points show data distribution, and the solid
blue, dashed red and the dashed black lines show the sum of the fitted function, signal
component and the background component, respectively. The numbers shown by the red
texts are the obtained yield ratios.
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Figure E.3: Fit results to the signal-side M sig
bc or ∆Esig distributions of the seven control

samples for the neutral B sample. The meaning of each colored line, points and texts is
the same as Fig. E.2.
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Appendix F

EECL Comparison for the Fake D∗
Component
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Figure F.1: Comparison of the EECL distribution between the data and the MC simulation
in the ∆m sideband region. For every 16 plot, the solid green and blue histograms show
the fake D∗ component and the other component, respectively, in the MC simulation. The
black dots show the data distribution. The bottom panel indicate the EECL distribution
between the data and the MC simulation.

For the EECL comparison in Sec. 3.5.3, the figure in each sample is shown in Fig. F.1.
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Appendix G

Mode-by-mode Efficiency Variation
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Figure G.1: Reconstruction efficiency for the signal component of the τ− → π−ντ mode
(top) and the τ− → ρ−ντ mode (bottom), relative to that in the SM case as a function of
Pτ (D

∗).

Figure G.1 is the comparison of the relative efficiency for each B and D∗ sub-sample.
At the higher Pτ (D

∗) region, the D∗+ → D0π+ sample shows a significantly different
efficiency. We may need to employ the different efficiency correction if the measured
Pτ (D

∗) is larger than 0.2.
Figures G.2 and G.3 are the comparison of the Pτ (D

∗) correction function for each B
and D∗ sub-sample. The slope and the intercept of the Pτ (D

∗) correction functions are
compared in Figs. G.4 and G.5. As we do not observe any significant difference, we use
the common correction functions for all the samples.
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Figure G.2: Pτ (D
∗) correction functions for the signal components of the τ− → π−ντ

sample. Samples of the different B charges (left) or the different D∗ decay (right) are
shown.
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Figure G.3: Pτ (D
∗) correction functions for the signal components of the τ− → ρ−ντ

sample. Meaning of each marker is the same as Fig. G.2.
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Figure G.4: Comparison of the slope (left) and the intercept (right) of the correlation
functions for τ− → π−ντ sample with each D∗ decay. The D∗ decay axes mean: 1 =
D∗+ → D+π0, 2 = D∗+ → D0π+, 3 = D∗0 → D0γ and 4 = D∗0 → D0π0.
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