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Preface

What happens when two heavy atomic nuclei collide at very close to the speed of light?
Do they briefly melt into a new state of matter, the conditions inside this nuclear fireball
approximating those of the entire universe just after the Big Bang? Do they fuse and form
a miniature black hole, which then immediately evaporates due to Hawking radiation?
Or is the whole collision just a sum of interactions between individual nucleons, and the
fact that we are colliding big nuclei essentially irrelevant?

These are some of the central questions posed by heavy ion physics, a cross field
between particle and nuclear physics that has been ever growing since the 1980s. Heavy
ion physics is the study of the phase diagram of strongly interacting matter, and its main
goal is to understand the properties of the strong nuclear force.

In this thesis are presented some more small pieces to fit into the puzzle. For the
last four years, I have worked with the BRAHMS experimental collaboration, part of the
RHIC accelerator group at Brookhaven National Laboratory in New York, on studying
the production of charged particles in proton–proton (p+ p) and deuteron–gold (d+Au)
collisions at

√
s = 200 GeV. We study these ’simpler’ collisions between single nucleons

in addition to interactions between two heavy nuclei, because the former tell us what to
expect from the latter if no new physics is present. Any deviation from this expectation
tells us that we have seen something unknown and interesting. Such deviations in d+Au
collisions are the first topic of this thesis.

However, as I will show both in the introduction to the thesis and also in the reprinted
papers, particle production in ’simple’ proton–proton collisions is itself not fully under-
stood. This is especially true away from midrapidity, and many interesting features can
be seen in the data. In interpreting comparisons of p+ p collisions to Au+Au, it is easy to
make implicit assumptions on the similarity of the physics of the two systems at the same
center–of–mass energy. If these assumptions turn out to be wrong, so may our conclu-
sions. We therefore need a thorough study also of p+ p collisions, so that comparisons
can be safely made.

In other words the nucleon–nucleon interaction at high energy is doubly interesting,
as it is both a relatively clean system in which to study the strong nuclear force, and a
means with which to understand the immensely complex interactions that occur in an
ultrarelativistic heavy ion collision. The second topic of this thesis is a thorough study
of bulk particle production, both identified and unidentified, in p + p collisions at

√
s =

200 GeV.
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How this thesis is organized

The main results in this thesis are presented in a self contained way as four papers in
chapter 5. Three are already published, while the fourth is being finalized for publication
by the collaboration at this time. The first paper discusses results on the rapidity depen-
dence of the nuclear modification factor in deuteron–on–gold collisions, i.e. collisions
between a light and a heavy system. This was the first major analysis effort I collabo-
rated on as part of my PhD work. The second paper is a conference proceeding where I
discuss the results in the first paper together with other BRAHMS results. Later in my
work I have focused on the p+ p collisions recorded by BRAHMS in 2001/2002, and the
third paper presents an analysis of the rapidity dependence of charged like–particle ratios
from this system. The fourth paper then presents normalized identified particle produc-
tion as a function of rapidity and transverse mass in p + p collisions at

√
s = 200 GeV,

and discusses some related results on unlike–particle ratios, baryon stopping and mean
transverse momenta.

This thesis is also intended to serve two purposes in addition to presenting the results
in the papers. Firstly, it serves as a thorough documentation of my analysis on p + p
collisions for the BRAHMS collaboration. Secondly, as it is already clear that other
students in Oslo will follow up on the results presented here, I hope that it can serve as a
guide to some of the main theoretical and experimental topics connected with the study
of such collisions.

Consequently, the rest of the thesis is organized as follows: Chapter 1 introduces the
field of heavy ion physics and some relevant terminology, and gives a brief summary of
the main results from RHIC at this time. Chapter 2 then focuses on proton–proton col-
lisions, discussing the most accepted theoretical description of soft particle production
in such events. I also review some results from other experiments and accelerators, and
a number of model calculations. Chapter 3 discusses the BRAHMS experimental setup,
and chapter 4 gives details of the data analysis leading up to the results in the p+ p pa-
pers, which are reprinted in chapter 5. A brief introduction to the papers is also given
here. Chapter 6 then summarizes the main conclusions, and draws some lines towards
the next generation of heavy ion experiments at the LHC. Finally, the appendices contain
some background kinematics and mathematics, a detailed description of the estimation
of nuclear stopping discussed in the fourth paper, and a short writeup on the SNAccPack
geometrical acceptance generation software I have written for the BRAHMS collabora-
tion.
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Chapter 1

Heavy Ion Physics

The main goal of heavy ion physics is to better understand the strong nuclear force [1, 2].
But what is this force, where is its place in nature, and how much do we really know about
it today?

This introductory chapter sets the stage for the main work of this thesis, by reviewing
our understanding of how nature works at its smallest scales and discussing Quantum
Chromo Dynamics (QCD), the current theory describing the strong force. Heavy ion
physics is discussed in general terms, and a short review is given of some important
results from the RHIC accelerator up to the present time, with a focus on physics related
to what will be discussed in subsequent chapters.

1.1 Elementary particles, strong interactions and melted nu-
clei

Ever since the birth of natural philosophy, people

Figure 1.1: Elementarity, a history

have asked the question ’If I divide matter up into
smaller and smaller pieces, do I eventually reach
some smallest constituent of nature? Are there a
set of simple building blocks that make up all that
I see around me?’ Since then a wide variety of
answers have been given, and over the last 150
years it has been the domain of different branches
of physics.

In the late 19th century, nature was supposed
to be built of a number of different species of atoms,
each the smallest part of a natural element. Ex-
amples are hydrogen, helium, lithium and all the
other substances that today make up the periodic
table of the elements. Elementarity was then the
domain of atomic physics and chemistry.

Then, in 1911, Ernest Rutherford discovered
the atomic nucleus, and in a while it was under-
stood that an atom is composed of a very small but very massive core orbited in some
fashion by extremely light particles called electrons. By 1932, it was also known that the
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CHAPTER 1. HEAVY ION PHYSICS

Figure 1.2: The elements of the Standard Model. Figure from [4].

nucleus was composed of two species of particle, the proton and the neutron. Elementar-
ity was now discussed by the nuclear physicists.

After this a wide variety of small particles were discovered, that did not fit into the
neat picture of everything being composed of atoms, in turn made up electrons, protons
and neutrons. Some of these were found to be truly elementary, at least to our present
knowledge, while many were composites of yet smaller particles — the quarks. At this
point, what is elementary is studied by the field of particle physics.

The basic building blocks of matter

Today, most of what we know about the subatomic world is contained in the so–called
Standard Model of Particle Physics (SM). (For a full description, see e.g. [3].) The SM
lists all the particles that, to the best of our present knowledge, are elementary, how they
can interact with each other and the forces that govern these interactions. See figure 1.2
for a concise listing of the elements of the model.

The Standard Model has three main elements — the quarks, the leptons and the gauge
particles, or force carriers. The quarks are what build up most of ordinary matter, since
both the protons and the neutrons of normal atomic nuclei consist of up- and down–
quarks. In addition we have found four other heavier quarks, known as strange, charm,
top and bottom.1 The top was found only in 1995, the latest elementary particle to be
discovered.

The lepton group consist firstly of the electron, the particle that orbits ordinary atomic
nuclei and is what moves in an ’electric current’ in solid matter, and its heavier relatives,
the muon (µ) and the tau (τ). In addition, the three neutrinos (νe,νµ,ντ) are leptons. These
neutral particles interact only through the weak nuclear force, and are therefore very hard
to detect. They were long thought to be massless, but in 1998 it was found that they do
indeed have a small mass [5].2

1Another common name pair for this quark duo is truth and beauty.
2While this may solve long standing puzzles like the solar neutrino problem, it poses a problem for the
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CHAPTER 1. HEAVY ION PHYSICS

Finally, the gauge bosons are the force carriers of the theory. Currently the SM
describes the electromagnetic force and the weak and strong nuclear forces. The electro-
magnetic and weak forces are combined into one unified description, known as the elec-
troweak force, which is mediated by the photon and the W +, W− and Z0 bosons. Elec-
troweak interactions are described theoretically by Quantum Electrodynamics (QED),
the most precise theory in all of physics to date.3 The final gauge boson, the gluon, of
which there are actually eight versions, is then what mediates the strong nuclear force.
A theory of the strong interaction, Quantum Chromodynamics (QCD), also exists, but
here numerical results are not so impressive due to its complex and intractable mathe-
matical properties. The strong nuclear force is discussed in the next section, and indeed
throughout this thesis.

Before moving on, note that there is one final section in figure 1.2, labeled ’scalar
particles(s)’, that has not been discussed. For the matter particles interacting through
the electroweak force to have mass in the theory, as we know they do in nature, the
Standard Model requires the existence of another boson, known as the Higgs particle.
While actively sought for at several accelerator complexes, this boson has not yet been
seen experimentally. Also note that we have not mentioned the fourth fundamental force
of nature, gravity. No one has as of yet produced a quantum description of gravity, and
therefore it is not part of the SM. Hence, and for a number of other reasons, while the SM
is an extremely successful theory it is not the final description of the subatomic world
(for a recent popular account of the successes and problems of the SM, see [7]). The
search for nature’s elementary building blocks and their behavior will continue.

Quantum Chromodynamics and the strong nuclear force

Interactions of hadrons, or particles composed of quarks, are dominated by the strong
nuclear force, mediated by gluons. The strong interaction is described theoretically by
Quantum Chromodynamics (QCD) which dictates the characteristic structure of hadronic
matter.

The word chromo reflects that QCD introduces a charge called color, carried by both
quarks and gluons. Quarks carry a single unit of color charge, while gluons carry a
(possibly non–neutral) combination of one color and one anti–color charge unit. These
color charges are usually named red, green or blue (or the corresponding anti–charges).
Colored particles interact strongly, and the fact that gluons are colored, as opposed to
the electrically neutral photon in QED, has important implications for the structure of
hadronic matter. The gluon-gluon coupling leads to a complicated form of the strength
of the interaction, known as the running coupling constant. As the momentum transfer
between strongly interacting particles (usually denoted Q2) becomes larger, (or, from
uncertainty principle, the distance shorter) the effective coupling αs(Q) becomes smaller
and vice versa, as shown in figure 1.34. The effective potential between two colored
objects grows linearly with distance in the strong coupling regime, i.e. at large distances,

conventional Standard Model since the neutrinos here are assumed to be massless. This can, however, be
remedied by extending the SM somewhat. See e.g. [6] for a review.

3It has been shown to reproduce experimental results with up to 12 decimal points precision, in mea-
surements of the electron magnetic dipole moment [3].

4For this discovery, the 2004 Nobel Prize in physics was awarded to David J. Gross, H. David Politzer
and Frank Wilczek.
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CHAPTER 1. HEAVY ION PHYSICS

and is therefore very different from the potentials of the other fundamental forces which
all go asymptotically to 0 as the distance increases.

When the quarks approach each other,


 l

Figure 1.3: The strong coupling constant αS

as function of momentum transfer Q2. The
plot is from ref. [8]

the effective coupling becomes weaker and
at very small distances it almost vanishes.
This is called the asymptotic freedom of
QCD. When the distance between quarks
grows, the effective coupling grows and
at some point the energy becomes large
enough to form a new quark–antiquark pair.
These new quarks combine with the origi-
nal ones and new hadrons are formed. In-
tuitively, one can think of the color field
between the quarks as confined in a small
tube which acts much like a rubber band.
The gluon-gluon interaction makes the tube
radius approximately constant. Eventu-
ally the tube breaks and energy is con-
verted into new particles, one at each side
of the break point. One consequence of
this is that a single quark cannot be ob-
served – quarks are confined in systems
of two or more quarks, namely the hadrons. These systems are colorless, which means
that they either contain the same amount of all three color charges (red, green and blue) or
the same number of color and anti-color charges. The common configurations of valence
quarks are qrqgqb (baryons) or qc q̄c (mesons), but both QCD calculations and recent
measurements indicate the existence of short lived configurations of five quarks. (See [9]
and refs. therein). The baryons and mesons also contain a large number of virtual quarks
(the sea quarks) and a number of gluons that bind the quarks together.

In the large momentum transfer regime (hard scattering processes) perturbation the-
ory can be applied and perturbative QCD (pQCD) calculations show good agreement
with data (see e.g. figure 2.13 on page 38). However, in the small momentum trans-
fer regime (soft processes) the perturbative approximation is not valid. In this regime,
QCD calculations can still be performed by solving the QCD Lagrangian path integrals
numerically on a discretized lattice in space-time – this is called lattice QCD (lQCD,
for a review see ref. [10]). While lQCD in principle can calculate interactions over the
whole Q2 range, in practice crude approximations are needed in order to achieve reason-
able simplicity of the numerical algorithms and computation times. Therefore the results
from QCD lattice calculations are still somewhat uncertain. Also, a non vanishing baryon
chemical potential complicates the calculations. It has only recently become possible to
investigate this domain [11].

One of the early successes of lattice QCD calculations was the prediction that quark
matter under normal conditions (densities and temperatures like in an atomic nucleus)
will have the known structure with the quarks confined in hadrons [12].

It should be noted, however, that lattice QCD calculations give the properties of static
equilibrated systems and can therefore not model the dynamics of heavy ions collisions
which evolve on short time scales.

6



CHAPTER 1. HEAVY ION PHYSICS

The structure of the nucleon

In the simplest view, an atomic nucleus con-
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Figure 1.4: Proton parton density func-
tion vs. x at Q2 = 20GeV2, from [13].
The unlabeled ’sea quark’ lines corre-
spond to ū,d̄ and s respectively (top–
to–bottom).

sists of protons and neutrons, which in turn
are built up of up and down quarks bound by
gluons. The real picture is however more com-
plicated, with the nucleons consisting of three
valence quarks and a number of sea quarks,
in addition to a very significant gluon compo-
nent.

The detailed structure of the nucleons is
studied in deep inelastic scattering experiments
e + p → e + X , e.g. at the HERA accelera-
tor complex at DESY. They measure the so–
called parton density functions (PDFs), or struc-
ture functions of the nucleons, which reveal
the average contribution of the various partons
to the composite particle. The measurements
are made as function of the x variable, defined
as the fraction of the nucleon momentum car-
ried by the given parton, and of the momen-
tum transfer Q2 between the incident electron
and the struck parton. The structure of the nu-
cleon is found to be very different at different
Q2 scales.

Figure 1.4 shows a recent set of PDFs for the proton, incorporating NNLO5 QCD
as well as QED contributions. Ref. [14] has more experimental data from the ZEUS
collaboration, showing e.g. the Q2 dependence of the PDFs. It is clear that at Q2 =
20GeV2, while there is still a large contribution from the valence u and d quarks, both
sea quarks ( ū,d̄, s, c, b) and photons contribute significantly to the total makeup of the
nucleon, and the gluon contribution is actually dominant below x ∼ 10−1.

This detailed picture of the nucleon and its evolution with Q2 is naturally relevant
for the understanding of heavy ion collisions, as the high–energy nucleon is the basic
component of the reaction initial state. This will be discussed further at the end of this
chapter, in the introduction to chapter 5 as well as in the two first reprinted papers.

The nuclear phase diagram and the Quark Gluon Plasma

Before the quark model and QCD were formulated, an upper temperature limit of hadronic
matter in the normal state was proposed [15]. The arguments came from the observed
rapid growth in the number of hadronic resonance states with the temperature of hadronic
matter. The number of states indicated a divergent behavior with an upper temperature
around TH ∼ 165MeV – this is known as the Hagedorn limit.

Lattice QCD has confirmed this upper temperature limit of normal nuclear matter.
The behavior of modeled thermodynamical quantities clearly shows the existence of a
phase transition between a hot hadron gas and a so–called quark gluon plasma. Figure
1.5 shows the energy density ε divided by the temperature T to the fourth power as a

5NNLO = next–to–next–to–leading order.
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The plot is from ref. [16].

function of the fraction of the critical temperature. The quantity ε/T 4 is proportional to
the number of thermodynamic degrees of freedom of the system. A dramatic increase is
seen around the critical temperature where the phase changes from confined to decon-
fined quark matter: the relevant degrees of freedom are no longer hadronic but partonic.

In the partonic environment, when the quarks are closely surrounded by many freely
moving color charges, the quark–quark potential is screened. A similar effect is known in
Quantum Electrodynamics, the Debye screening in a plasma of ions and electrons. The
effective quark–quark potential becomes constant (flattens out) at some distance, which
depends on the energy density. Figure 1.6 shows a lattice QCD study of this effect.

QCD also predicts the so called chiral symmetry restoration. As the energy density
rises, the coupling between the quarks diminish due to the increase in mean momen-
tum transfer. This has the consequence that the number of virtual quarks and gluons
decreases (the quark condensate becomes less dense), and the light quarks lose their con-
stituent mass and become nearly massless — so–called bare quarks. One commonly
discussed possible signature for such a transition is the modification of vector meson
masses, e.g. the ρ. In the limit of no masses, the left– and righthanded quarks6 decouple
leading to a degeneracy in quark states of opposite parity. The QCD Lagrangian now has
two symmetric terms describing the left– and right–handed quarks, a property known as
chiral symmetry (the word chiral is Greek and simply refers to the handedness of the
particles). At low energy density, when the quarks are confined, the symmetry is broken
and the hadrons regain their non–degenerate masses.

Figure 1.7 summarizes these results as the phase diagram of strongly interacting
matter. It plots the temperature as a function of the baryochemical potential µB, and
includes both statistical parameters extracted from experimental data (see sec. 2.4) and
predictions from theoretical modeling of heavy ion interactions. Dynamic collisions of
strongly interacting systems and their relation to the study of the strong nuclear force are

6The handedness of a fermion refers to the direction of its spin relative to its momentum. For a
righthanded particle they point in the same direction, for a lefthanded particle they are opposite.
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Figure 1.7: Phase diagram for nuclear matter. Temperature as function of the baryo–
chemical potential extracted using a statistical model (figure from ref. [17]). Points show
experimental results from various accelerators.

the subject of the next section.
Note that figure 1.7 also includes entries for neutron stars, which are thought to be

extremely dense but at essentially zero temperature, and for the early universe. This
refers to the state of the whole universe just fractions of a second after the Big Bang,
when there was a high energy density (i.e. high temperature) but no net baryon density. A
study of the nuclear phase diagram therefore also touches on these astrophysical subjects.

1.2 Geometry and evolution of a heavy ion collision

We have seen that QCD predicts the formation of a deconfined state of matter at extreme
temperatures and/or densities, known as the Quark Gluon Plasma. Experimental attempts
to create the QGP in the laboratory and measure its properties have been carried out for
more than 20 years, by studying collisions of heavy nuclei and analyzing the fragments
and produced particles emanating from such collisions.7 During that period, center of

7For a review of the most important kinematic variables used in the discussion below, e.g.
√

s, rapidity
and transverse mass, see appendix A on page 99.
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b

b

b

Figure 1.8: Schematic drawing of the geometry of a symmetric collision. The nuclei are
depicted as hard spheres. The collisions is seen in perspective (left drawing), from the
beam axis (middle drawing) and from the top (right drawing). Figure from [21].

mass energies per pair of colliding nucleons have risen steadily from the
√

sNN ≈ 1GeV
domain of the Bevalac at LBNL, to energies of

√
sNN = 5GeV at the AGS at BNL, and

to
√

sNN = 17GeV at the SPS accelerator at CERN.
No decisive proof of QGP formation was found in the experiments at those energies,

although a number of signals suggesting the formation of a "very dense state of matter"
were found at the SPS [18, 19]. CERN is also where Large Hadron Collider (LHC) is
under construction and is expected to start operations in 2007. Recent reviews of AGS
and SPS physics can be found in ref. [20, 18].

This thesis will focus on heavy ion physics in the RHIC energy regime. At the
Relativistic Heavy Ion Collider, RHIC, at Brookhaven National Laboratory, the center
of mass energy in central collisions between gold nuclei at 100AGeV + 100AGeV is
almost 40TeV, the largest so far achieved in nucleus-nucleus collisions under laboratory
conditions. This energy is so large that conversion of a sizable fraction of the initial
kinetic energy into matter production creates many thousands of particles in a limited
volume, leading to unprecedented energy densities and thus presumably ideal conditions
for the formation of the quark gluon plasma. See section 3.1 for more details on the
RHIC accelerator.

Collision centrality

Figure 1.8 shows a schematic drawing of a heavy ion collision at very high energy. The
nucleons outside the overlap region (parallel to the beam axis) are called the spectators.
After the collision, they move on with their initial momentum and fragment into smaller
systems with little transverse momentum. The nucleons inside the overlap region are
called the participants, and the ones that do not interact are known as spectators. The
number of participants is related to the overlap volume and thus to the impact parameter,
b, defined as the transverse distance between the centers of the colliding nuclei (see figure
1.8b). Note that for collisions with b > 0 we can define a plane from the beam axis and
the vector between the centers of the colliding nuclei. This is known as the reaction
plane.

The impact parameter cannot be directly measured – instead an experimental quan-
tity, the centrality c, is used. Typically, the measured charged particle multiplicity is used
to define the centrality. Collisions that give a charged particle multiplicity among the N%
highest (of all inelastic collisions) have c ≤ N%. Normally, data from A+A collisions
is presented in different centrality bins, for example 0−5% or 20−40%. There will be

10
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fluctuations in the number of produced particles for collisions with a given impact param-
eter. This means that the impact parameter distribution for events of a given centrality
will have a certain intrinsic width. No centrality is defined for p+ p collisions, but they
are sometimes subdivided into bins according to the total multiplicity of charged parti-
cles from a single event. While this does not have the same geometrical interpretation as
shown in fig. 1.8, it is used in the same way to group events with similar properties.

Figure 1.9 shows the total charged par-
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Figure 1.9: Upper panel: Total charged
particle multiplicity versus impact parame-
ter from the HIJING model. Lower panel:
Impact parameter distributions for differ-
ent centrality classes as selected from the
charged particle multiplicity.

ticle multiplicity as a function of the im-
pact parameter for Au+Au collisions at√

sNN = 200GeV as given by the HIJING
model [22]. The horizontal lines in the
upper panel indicate different centralities
and the lower panel shows the correspond-
ing impact parameter distributions. It is
clear, that for peripheral collisions, the cen-
trality defined from the charged particle
multiplicity gives large overlaps in the im-
pact parameter distributions. When study-
ing peripheral collisions, centrality can be
defined from the correlation between charged
particle multiplicity and the number of mea-
sured spectator neutrons at very small an-
gles.

For A+A collisions two quantities, the
number of participants Npart and the num-
ber of binary collisions Ncoll , are often
used instead of centrality (or as normal-
ization parameters). The number of par-
ticipants is simply the number of partici-
pating nucleons, i.e. the nucleons in the transverse overlap region of the two nuclei which
suffer at least one interaction. The number of binary collisions is calculated by letting the
two nuclei pass each other and, for each nucleon, count how many nucleons (from the
other nuclei) it collides with. The number of binary collisions is then the sum of all the
nucleon–nucleon collisions. The number of participants and number of binary collisions
are normally derived using the so called Glauber approach. For details on this, see e.g.
refs. [21, 23, 24].

Stopping vs. transparency

Once we know the amount of nuclear matter that will interact, we wish to know to what
extent they stop each other at the point of impact. This relates to the total amount of
energy available in the original fireball.

Figure 1.10 sketches two extreme scenarios. In the upper panel, two nuclei collide
but pass straight through each other, leaving a zone of highly excited color strings at
the center–of–mass rapidity yCM . This collision view was first discussed by Bjorken in
1983 [25], and is known as the ’transparent’ or simply ’Bjorken’ scenario. It leads to a
midrapidity region free of net baryon number, meaning that all particles in this region

11
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t1 t2 t3 t4

t1 t2 t3 t4

Figure 1.10: Two views of a central heavy ion collision. Upper panel: The so–called
’Bjorken scenario’, where the nuclei pass through each other leaving only color strings,
yielding a midrapidity region with vanishing net baryon number. Lower panel: The
opposite scenario, where the nuclei are completely stopped at the point if impact. This
yields a baryon rich midrapidity region. Figures from [23].

are produced from the breakup of the color strings.8 The lower panel shows the opposite
possibility, where the colliding nuclei stop each other completely at yCM and then expand
collectively as a fireball. This yields a lot of available energy for reactions, but also a large
net–baryon density that must be conserved. This view is known as the ’full stopping’
scenario, or sometimes the ’Landau scenario’ as this was the kind of fireballs discussed
by Landau for his first hydrodynamical calculations of particle production in heavy ion
collisions [26].

The degree of stopping seen at RHIC will be discussed below for Au+Au collisions,
and then in the fourth paper in chapter 5 and in appendix C for p+ p collisions.

Collision evolution — the ’little bang’

Figure 1.11 lists the present understanding of the different stages in the evolution of a
heavy ion collision at RHIC energy. The observations related to the different stages are
listed on the right.

After the initial collision, a cylindrical zone of high energy density is built up be-
tween the fragments of the initial nuclei. Measurements of the elliptic flow indicate that
shortly after the initial collisions (t . 1fm/c) the partonic matter interacts strongly and
is highly thermalized. Here, elliptic flow refers to the anisotropic collective movement
of the produced particles due to the pressure gradient set up in a non–central collision —
see sec. 1.3 below. This hot and dense zone expands and cools down. Around t ∼ 5fm/c
hadrons are created. The hadrons are either created in chemical equilibrium or they
reach it quickly in the strongly interacting hadron gas. A large pressure gradient is built

8For more on the string model, see chapter 2.
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Figure 1.11: Schematic overview of the collision evolution at RHIC. Figure from
ref. [21].

up and the hadron gas expands rapidly and cools. After an additional ∼ 6− 10fm/c
the hadrons stop interacting, first inelastically and then elastically, and the chemical and
kinetic freezeout points are reached.9 The particle spectra at the kinetic freeze out indi-
cates local thermal equilibrium and a large radial expansion velocity. This picture of the
collision evolution is supported by the measurements presented in the sections 1.3. See
also further discussion of figure 1.11 in ref. [27].

1.3 Selected results from RHIC

In the following, some of the main results from the RHIC experiments will be presented,
with an emphasis on BRAHMS results. The text will roughly follow the time–line of the
collision, starting with the charged particle multiplicity of the final state and then going
back in time, from the shape of the particle spectra (linked to the kinetic freeze out) to
measurements related to the initial conditions of the collision. The focus here will be on
the bulk matter production in Au+Au collisions, since that is what is most important for
comparison to the results to be shown in chapter 5. The results quoted in the following
are for central Au+Au collisions at

√
sNN = 200GeV, unless differently stated.

For the experiments’ own full, recent reviews of their data, including their views on
the issue of QGP at RHIC, see refs. [28, 29, 30, 31].10

9It is at present not clear whether there are two distinct freezeout temperatures, or if they both occur at
once. Most literature assumes them to occur at separate times, chemical equilibrium naturally being reached
before kinetic.

10In December 2005, the combined conclusions from these four publications were selected as the Top
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Charged particle production

The number of charged particles produced gives the first rough picture of an A+A col-
lision, and it has ruled out a number of models proposed for the RHIC energy regime.
Discussed in a number of early publications from the RHIC experiments (see e.g. [33, 34,
32, 35, 36, 37]), it has been related both to the interplay of soft and hard processes (see
sec. 2.1), and to the concepts of parton saturation and nuclear shadowing. See figure 1.13
for an example of multiplicity distributions from Au+Au collisions at

√
s = 200 GeV.

Figure 1.13 shows the multiplicity of charged particles per participant pair around
midrapidity, as a function of

√
sNN . For central collisions scaled by the number of partic-

ipating nucleons, this number still exceeds that from p+ p collisions at the same energy
by 40-50%. This result will be extended to cover identified particles in chapter 5.

The next step is to study the final composition of identified charged hadrons, prefer-
ably as a function of rapidity. At RHIC only BRAHMS is capable of doing this beyond
|y| ≈ 0.5, and the resulting measurement from central Au+Au collisions is shown in
figure 1.14. We note a meson and antiproton production that follows the shape of the dis-
tribution of all charged hadrons11 , while the proton production is approximately constant
out to the limit of the experimental acceptance. This is due to the presence of protons
from the incident nuclei in the data sample.

Physics News Story of 2005 by the American Physical Society. See http://www.aip.org/pnu/2005/split/757-
1.html

11Note that the dip seen at η = 0 for charged hadrons disappears when you plot identified particles versus
rapidity. This is a consequence of the η to y conversion.
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Soft spectra — thermal freeze–out

Figure 1.15, left panel, shows the identified particle production from central Au+Au col-

lisions at midrapidity, as a function of transverse mass mT −m0 =
√

p2
T +m2

0 −m0. The

shape of such spectra in the low pT region (< 2GeV/c) reflects the temperature and
collective dynamics of the source of particles. According to statistical physics, the ener-
gies of particles emitted from a thermalized source will follow a distribution determined
by the source temperature, and this has indeed been observed in p + p collisions (see
e.g. [39, 40]). In other words, normalized particle mT spectra of different species should
be describable by the same functional form. In A+A events it has been noted that the
spectra from the different particle species exhibit a different behavior: the shape (and
in particular, the steepness) of the spectra has a strong dependence on the particle mass.
This can be interpreted using the so–called blast wave models [41]. In these models, the
collision zone is described as locally thermalized with a fast collective radial motion – the
energy of the emitted particles is partly thermal energy and partly translational kinetic
energy from the blast. The blast originates from the pressure built up by the frequent
scattering in the original dense system, combined with any density gradients set up by
the collision geometry.

The shape of particle spectra is modeled by integrating the partial differential equa-
tions of hydrodynamics over the reaction zone by assuming certain thermal and velocity
profiles. The resulting functions are normally used to fit spectra of several different par-
ticle species simultaneously, which gives a temperature Tk and a flow velocity 〈β〉 at the
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Figure 1.15: Left panel: Particle spectra from 0-10% central Au+Au at
√

s = 200 GeV, at
y = 0. BRAHMS data from [38]. Lines are blast wave fits (see text). Right panel: Best–
fit contours from blast wave analysis. The curves correspond to increasing centrality as
βs increases. Contours indicate 1σ and 3σ levels from the fits.

kinetic freeze out. The agreement between the blast wave fits and the soft particle spec-
tra is remarkable and holds over a large energy span. In central collisions Tk ≈ 100MeV
and 〈β〉 ≈ 0.7c are extracted from such analyses [42, 38]. Figure 1.15 shows best fits
(points), 1σ and 3σ contour lines from the fits shown overlain with the data in the left
panel. There is a clear evolution with increasing centrality, with a rise of the flow velocity
accompanied by a decrease in Tk.

Particle ratios — chemical freeze-out

The relative abundances of different particles are well reproduced by statistical thermal
models. These models (see sec. 2.4 and e.g. [44, 45]) describe the source as a hadron gas
in thermal equilibrium. Bose–Einstein and Fermi statistics, combined with conservation
laws, predict the relative yields of the different particles. The only free parameters are
the chemical freeze out temperature Tch and the baryo-chemical potential µb. The inter-
pretation of the fits to the data made from such models is not straight forward, however,
since the model predicts the total (4π) yield from the grand–canonical ensemble, while
the bulk of available A+A data are from a narrow region around mid–rapidity. Assuming
that there is an independent, locally thermalized source of particles at each rapidity and
that redistribution of particles in the longitudinal direction is limited, the model is still
meaningful. The statistical model has been applied to RHIC data in e.g. refs. [42, 46, 43].
It is found that the temperature at the chemical freeze out is ≈ 170MeV, while the bary-
ochemical potential (at mid–rapidity) is ≈ 25MeV – this is on the border of the phase
transition to the quark gluon plasma as predicted by lattice QCD calculations (see also
figure 1.7).

Figure 1.16 from [43] shows like–particle ratios (K−/K+ and p̄/p) from Au+Au
collisions at RHIC, together with data from lower energies. The observed correlation
over three units of rapidity is reproduced by a thermal model [45] assuming a temperature
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of 170 MeV, a rapidity dependent µB and a finite (i.e. non–vanishing) value of the strange
quark chemical potential µs. In chapter 5, this analysis will be extended to include like–
particle ratios in p+ p collisions at

√
s = 200 GeV.

High–pT suppression

One of the most striking results from RHIC so far is the observed deficit of particles with
large transverse momenta, when compared with Ncoll number of p + p collisions. See
figure 1.17, and e.g. references [47, 48, 49, 50].

The production of high–pT particles is studied through the nuclear modification fac-
tor RAA, defined as

RAA =
d2NAA/d pT dη

〈Ncoll〉d2NNN/d pT dη
. (1.1)

where the numerator is the production of charged hadrons in A+A collisions at a given
pT and pseudorapidity η, the denominator is the same for p + p collisions and 〈Ncoll〉
is the average number of binary collisions for the centrality class studied. If an A+A
collision behaves just like a superposition of p+ p collisions, i.e. there is no effect of the
nuclear medium, this ratio will be unity for all pT .

At lower energies, it was observed in 1975 [51] that one sees an enhancement of
this factor at moderate transverse momenta, both in p+A and A+A collisions. This is
known as the Cronin effect, and has been interpreted as a broadening of the incoming
kT distributions due to soft scattering of partons in the initial state. For RHIC, it was
predicted (see e.g. [52]) that the high parton densities would lead to heavy energy loss
from gluon bremsstrahlung, and consequently, if this effect was strong enough, one might
rather see a suppression of high–pT particles.

This was indeed observed, as shown in figure 1.17. Here, BRAHMS show a sup-
pression in central Au+Au collisions at midrapidity (top left panel), and also at η = 2.2
(top right). For peripheral collisions (middle row) this suppression is not seen, indicating
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√

s =
200 GeV from BRAHMS. [47]

that some hot and dense medium is indeed produced in central collisions at RHIC. Also
plotted (bottom row) is the ratio of central to peripheral events, scaled by the relevant
〈Ncoll〉 for the two centrality classes, to exclude any systematic effects from the p + p
reference spectrum used. At that time this reference was based on extrapolated data from
other experiments, since BRAHMS p+ p spectra were not yet available.

Later, analysis of RAA factors at RHIC have been extended to cover both the proper-
ties of single jets (see e.g. ref. [28]) and of identified particle spectra. The latter result is
discussed and extended in chapter 5.

Elliptic flow — early thermalization

Collective radial motion, or flow, can be studied by investigating the azimuthal anisotropy
of the emitted particles relative to the reaction plane. It is quantified by the harmonic
Fourier coefficients vn in the azimuthal distribution of particles relative to this plane:

d3N
pT d pT dydφ

=
d2N

2πpT d pT dy
(1+2Σnvn(y, pT )cos[n(φ−ΨRP)]) (1.2)

ΨRP is the azimuthal angle of the reaction plane and φ is the azimuthal angle of a sin-
gle particle (with respect to the laboratory frame). The first harmonic v1 measures the
(asymmetric) flow of particles in the direction of the impact parameter vector (toward
one of the colliding nuclei) – it is called directed flow. In a symmetric collision, the di-
rected flow is zero at mid–rapidity, since the particles do not prefer the direction of one
of the nuclei to the other – the size of v1 typically becomes larger at forward or backward
rapidities.

The second harmonic v2 describes the symmetric flow of particles both parallel and
perpendicular to the impact parameter vector. A large v2 is caused by an elliptic shape of
the source and is therefore called the elliptic flow. Data from RHIC exhibit a large elliptic
flow, consistent with predictions from hydrodynamics. Figure 1.18 shows measurements
from STAR of the elliptic flow for identified particles as a function of pT [28]. In ref. [53]
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Figure 1.19: Stopping in A+A collisions vs. energy. Data from [54].

Kolb and Heinz conclude from the RHIC data: "The data on elliptic flow can only be
understood if thermalization of the early partonic system takes less than about 1fm/c.
At this early time, the energy density in the reaction zone is about an order of magnitude
larger than the critical value for quark deconfinement, leading to the conclusion that a
well–developed, thermalized quark-gluon plasma is created in these collisions which,
according to hydrodynamics, lives for about 5−7fm/c before is hadronizes.".

Baryon stopping

As discussed above, the kinetic energy that is removed from the beam and which is
available for the production of a state such as the QGP depends on the amount of stopping
between the colliding ions.

The stopping can be estimated from the rapidity loss experienced by the baryons
in the colliding nuclei. If incoming beam baryons have rapidity yb relative to the CM
(which has y = 0) and average rapidity

〈y〉 =

Z yb

0
y

dNB

dy
dy/

Z yb

0

dNB

dy
dy (1.3)

after the collision, the average rapidity loss is δy = yb −〈y〉 [55]. Here dNB/dy denotes
the number of net–baryons (number of baryons minus number of antibaryons) per unit
of rapidity. Thus, for the case of full stopping: δy = yb.
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Figure 1.19, left panel, shows the evolution of the net–baryon distribution in A+A
collisions from AGS energies up to RHIC [54]. There is a clear evolution from a full
stopping scenario at

√
sNN = 5GeV, to an almost net–baryon free midrapidity region at√

sNN = 200GeV. BRAHMS does not measure the expected fragmentation region peaks
since they lie outside our acceptance at this energy, but we can still make estimates of
the maximum and minimum amounts of stopping since we know the total amount of
conserved baryon number. See the right panel of figure 1.19. The most probable value
for the stopping corresponds to an energy loss of 73±6 GeV per nucleon, or a total of
26 TeV deposited in the fireball [30].

The exact nature of the processes responsible for transport of baryon number away
from beam rapidity is however not well known. Several scenarios exist (see e.g. [56, 57,
58]), but a consistent picture has not yet been developed. Chapter 2 gives more details.
In chapter 5 and appendix C the above discussion is extended to cover p+ p collisions at√

s = 200 GeV, with comparisons to the data presented here.

Initial energy density

If we assume a hydrodynamical expansion of the fireball, entropy will be preserved
throughout this stage of the collision. Therefore, the entropy at thermalization is the
same at freeze–out, when no more interactions between particles occur. If the initial
entropy can be calculated, the final multiplicities can be predicted. The initial energy
density ε can be deduced from the measured multiplicities dN/dy:

εB j =
〈E〉
V

=
〈mT 〉cosh y dN

dy ∆y

πR2τ0 cosh y∆y
=

〈mT 〉
πR2τ0

dN
dy

(1.4)

where τ0 is the initial formation time, usually taken to be the thermalization time–scale
1 fm/c as a conservative upper limit (see e.g. [59] for a realistic estimate), and πR2 is the
transverse area of the collision zone. The relation z = τ0γβ = τ0 sinh(y) has been used
to calculate the length of the interacting volume: ∆z = τ0 cosh(y)∆y. This estimate is
known as the Bjorken energy density [25].

In central Au+Au collisions (R ≈ 6fm) at
√

sNN = 200GeV the mean transverse
mass is found to be ≈ 0.6GeV and the rapidity density is ≈ 950. Using the conservative
estimate of τ0 = 1fm/c, equation (1.4) gives εB j ≈ 5GeV/fm3 [30]. This is 5 times
higher than the critical energy density as determined from QCD lattice calculations [60],
indicating that conditions are indeed fulfilled for the production of a QGP.

The initial state of a heavy ion interaction

Finally, interesting physics may be found even before the collision takes place, in the
initial states of the colliding nuclei. Studies of deep inelastic scattering of leptons on
protons and nuclei have revealed a large component of gluons with small–x (i.e. frac-
tion of the nucleon momentum) that appears to diverge with decreasing x [61, 62, 63].
However, it has also been suggested that the density of gluons remains finite due to the
increased role of gluon-gluon correlations (‘gluon fusion’), forcing an upper limit on the
total number of highly delocalized small–x gluons [64, 65]. Phenomenological descrip-
tions of HERA e + p and Fermilab results [66, 67] based on gluon saturation appear to
successfully describe the data. Consequently, nuclei at high energies may be thought

20



CHAPTER 1. HEAVY ION PHYSICS

of as highly correlated systems of small–x gluons. On the basis of this, a QCD based
theory for dense small–x systems, termed the Color Glass Condensate (CGC) has been
developed [68, 69].

Collisions between hadronic systems at
√

s = 200 GeVprovide a window on the
small–x gluon distributions of swiftly moving nuclei. In particular, collisions between
deuterons and gold nuclei in which hadrons with pT > 1GeV/c, mostly produced by
quark–gluon interactions, are detected close to the deuteron beam direction, allow for
probing the small–x components of the wave function of the gold nuclei. It has been pre-
dicted that gluon saturation effects will manifest themselves as a suppression in the trans-
verse momentum distribution below a value that sets the scale of the effect [68, 69, 70].
The transverse momentum scale for the onset of gluon saturation depends on the gluon
density and thus on the number of nucleons, and is connected with the rapidity y of mea-
sured particles by Q2

s ∼ A1/3eλy, where λ ∼ 0.2−0.3 is obtained from fits to HERA data.
Thus saturation effects are most evident at large y or pseudorapidity η, i.e. at small an-
gles relative to the beam direction. At RHIC energies and at midrapidity the saturation
scale for Au ions is expected to be ∼ 2 GeV 2 [68, 69, 70].

Of the four RHIC experiments, this kinematic region is only accessible to BRAHMS.
In the introduction to chapter 5 I will discuss the Color Glass Condensate hypothesis in a
bit more detail, and results on charged hadron nuclear modification factors as a function
of rapidity in d+Au collisions will be presented and discussed in the first and second
paper.
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Chapter 2

Proton–proton collisions

Heavy ion physics aims to understand the physics of extended hadronic matter under
extreme conditions, by colliding heavy nuclei composed of protons and neutrons. As
seen in the previous chapter, such experiments yield a rich variety of interesting data and
phenomena, but the real challenge lies in interpreting and understanding these results.

At the present time there is however no fundamental theory that describes even the
most elementary hadronic interaction, the proton–proton (or p− p̄) collision, in a satis-
factory way. This system shows vastly different characteristics at varying incident en-
ergies and kinematic regions (see sec. 2.5), and is therefore very interesting to study in
itself. For heavy ion collisions such interactions are also frequently used as a baseline
measurement to search for effects of a nuclear medium (as with the nuclear modification
factors in sec. 1.3). It is therefore vital to the experimental study of the strong nuclear
force that the properties of this system are measured and understood over a wide range
of energies.

This chapter contains a brief discussion of theoretical modeling of a p+ p collision,
with focus on the string picture of hadronic interactions. The Monte Carlo event genera-
tors PYTHIA, PHOJET and HIJING/B are presented, and some predictions are shown. I
review some of the available data on p+( p̄)p interactions at different energies, and also
touch on some other relevant topics such as baryon junctions and isospin conservation.

2.1 Theoretical description of a p+ p collision

A high–energy p+ p collision can be seen as an interaction between two bound systems
of quarks and gluons. Each system has three valence quarks (uud) with quark quantum
numbers conserved by the strong force, and carries one conserved unit of baryon number.
In addition there will be a large number of gluons and sea quarks, as shown in figure 1.4.

The total interaction cross section of p+( p̄)p reactions has been accurately measured
over several orders of magnitude in incident energy. See figure 2.9 in section 2.5. The
total cross section σtot can be sub–divided into a number of phenomenologically different
terms:

σtot = σel +σSD +σNSD (2.1)

where

• σel is the cross section for elastic processes, i.e. p + p → p + p where the target
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Figure 2.1: Diagrams for elastic (left) and single diffractive (right) scattering in a p+ p
collision.

and projectile particle just scatter elastically through e.g. an electromagnetic in-
teraction (or in the dual parton model discussed below, through the exchange of a
single pomeron). See the left panel of figure 2.1.

• σSD stands for single diffractive processes, which proceed as an elastic scattering
except that one incoming proton breaks up as a result of the pomeron exchange.
See the right panel of figure 2.1.

• σNSD stands for non single diffractive processes, where both protons break up into
several particles. This term collects both double diffractive processes and all more
complicated hard and soft interactions that lead to multi particle final states on
both sides.

As shown in figure 2.9 on page 35, at RHIC energies (
√

s = 200 GeV) the non–elastic
processes completely dominate. Also, as will be discussed in chapter 3, BRAHMS is
not equipped to measure elastic or single diffractive processes. I will therefore in the
following focus on non single diffractive interactions.

An interplay of soft and hard processes

How do we model a non single diffractive p + p interaction? First of all we note that
at

√
s = 200 GeV we can expect interactions with a large transfer of four–momentum

Q2, where the strong coupling constant αs becomes small (see section 1.1). Such hard
processes should be describable by perturbative QCD (pQCD), and indeed it has been
shown that for Q2 >2 GeV leading–order pQCD reproduces experimental results quite
well. For Q2 >1 GeV next–to–leading–order pQCD can be used. See e.g. refs. [71, 72]
for recent comparisons of pQCD calculations to experimental results.

However, even at RHIC energies, most processes in a p + p collision have a lower
momentum transfer than this. See figure 2.14 on page 38, which shows particle produc-
tion at midrapidity as a function of transverse momentum for several energies. The bulk
of produced particles lies in the pT region below 1 GeV/c.

So to model a p + p collision at this energy, we need to split it into two parts. Hard
processes can be calculated through straight pQCD, but for the soft part we need a phe-
nomenological approach. One such method that is often used and quite mathematically
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rigorous, is Regge theory [73, 74]. A phenomenological theory of the strong interaction
at high energies, this approach employs a perturbative expansion in the parameters 1/Nc

or 1/N f , i.e. the number of active colors c or flavors f , rather than in the strong cou-
pling constant αs. While this makes it possible to calculate particle production at lower
energies than with pQCD, an inconvenient point of this approach is the large number of
free parameters, i.e. the various cross sections, which have to be fixed by comparison
to experiment. Subsequently, various QCD–motivated models based on quark–parton
interactions have also been introduced.

2.2 The string model of hadronic interactions

Today, most detailed models of hadron–hadron

M B B

q q

Figure 2.2: An excited string be-
tween a quark and an antiquark, which
subsequently hadronizes into a meson
(M), a baryon (B) and an antibaryon
(B̄) through creation of quark–antiquark
pairs. Figure from [75].

interactions employ the so–called string pic-
ture on one or more levels. Developed first in
the early 1980s (see e.g. [76]) on the founda-
tions of the dual resonance model [77], such
models assume that the strong, or colored, force
field between two interacting hadrons can be
approximated by a string with a certain ten-
sion κ, which can then break to form decay
products. See figure 2.2. A nice, detailed re-
view of the string model as well as various
Monte Carlo implementations of it is given
in ref. [78].1 Only a short description will be
given here, as a basis for the discussion of Monte Carlo models in section 2.4.

The motivation for the string picture is the fact that the quark–antiquark attractive
force appears increase linearly at large distances. This has been found both through
the experimental study of the spectrum of quarkonium states, and from lattice QCD
calculations. (See e.g. [1] and fig. 1.6 on page 8.) Such a force is reminiscent of a
classical elastic string, F(x) = −κ · x, where one parametrizes the attractive force as a
function of the stretching x through a string tension κ. For the strong interaction, a string
tension of about κs=1 GeV/fm is found.

In a hadronic interaction, one can form such strings between the target and the pro-
jectile. The strings stretch and store energy according to the momentum transfer Q2 of
the interaction, and in some models they can also have excitations in the form of ’kinks’
in the transverse direction.

A schematic view of a p + p interaction in the simplest version of the string picture
is shown in figure 2.3. Two incoming protons, each containing three valence quarks,
interact and two strings form between them. Each string has a quark at one end and a
diquark, an association of two quarks, at the other. At this point two main classes of
models exist. One forms the strings between the valence quarks of the initial protons
(scenario (a) in fig. 2.3), and no exchange of quantum numbers occurs. This is known as
longitudinal excitation, and models that use this mechanism are e.g. PYTHIA, HIJING,
FRITIOF and UrQMD (see discussion of models in sec. 2.4). The other class, shown as
scenario (b) in fig. 2.3, forms one string between a diquark from the projectile proton and

1This is actually a long writeup of the physics behind the VENUS model, but the author also discusses
other models at length. 25
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a quark from the target, and one vice versa, i.e. there is a color exchange mechanism as
part of the initial interaction. The models VENUS, DPM and PHOJET use this picture.
The color exchange is treated as a soft process with almost no associated momentum
transfer, so the main difference between the two model classes is that in the latter case
the quark and diquark are in octet states to form a color singlet at each end, rather than
in the original triplets. [75, 78]

After the strings are formed, they are al-
p+p:

b)

a)

Figure 2.3: Two string formation
mechanisms for a p + p collisions: a)
Longitudinal excitation. b) Color ex-
change. Figure from [75].

lowed to decay to form hadrons. The mecha-
nism for this is to let the string break at some
point, forming a q q̄ pair at the ends and as-
signing a new momentum, minus the mass of
the newly formed quark pair, to the two new
strings. This process then continues until all
the excitation energy of the string is used up.
There are several methods in use to determine
just what quarks to produce and how to dis-
tribute their momenta [78], all of which lead
to a distribution of on–shell hadrons with a
certain y and pT distribution. In some mod-
els, the produced particles are then allowed to
rescatter. Finally, resonances and unstable particles are allowed to decay according to
their known decay modes [79].

In addition to being a very fruitful model picture for hadronic interactions, the string
model as a description of particle production is well established from e+e− → γ∗ → q q̄
reactions [76, 80]. It is used in modern models and still expanded upon, see e.g. [75] for
a critical discussion of string formation in p+ p collisions in the framework of the neXus
model [81].

2.3 Diquarks, junctions and fragmented physics

A large number of other concepts not explicitly treated by the simplest string models
will also play a role in a complex event such as a p + p collision. Some that will be
touched upon later in this thesis are the leading baryon effect, diquark breaking, limiting
fragmentation, baryon junctions and isospin conservation. All of these effects are treated
in one way or another by the Monte Carlo models discussed in the next section, and will
be briefly introduced below.

Leading baryons

The leading baryon effect is the observation [82] that in a high energy baryon–baryon
interaction there tends to be among the reaction products a ’leading’ particle, i.e. one
that carries away a significant amount of the incident momentum. In terms of the so–
called Feynman–x variable (denoted xF , see app. A), the leading particle lies in the region
xF ∼0.2—0.8. This effect has been observed for all types of final state baryons (p, n, Λ,
Σ etc.) and over several orders of magnitude in incident energy, and is thought to arise
because the target and projectile tend to split in a quark and a diquark connected by an
excited color string. The average amount of momentum carried by this quark–diquark
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Fig. 1 Fig. 2

Figure 2.4: Two diagrams for nucleon–nucleon interactions in Regge theory. Left: Di-
quark conserving term. Note that both incoming nuclei are split into a quark and a
diquark. Right: Diquark breaking term, where the topmost nucleon is split into three
quarks through the exchange of another pomeron. Figures from [57].

pair, relative to the amount of energy stored in the string, will depend on the degree of
stopping, but will in general be quite large. The diquark then picks up a quark from
the fragmenting string, and a high momentum baryon has been produced. This also
conserves the incoming baryon number.

Limiting fragmentation

Related to the leading baryon effect is the concept of limiting fragmentation [83], which
has been observed both for hadron–hadron [84] and nucleus–nucleus interactions [32,
85, 86] over a wide range of energies. This hypothesis states that the excitation of the
leading protons saturates at a moderate energy, leaving more available kinetic energy for
particle production below the beam rapidity. The effect of this is that there will be a
universal behavior of particle production over a limited rapidity interval if we plot it as
function of y− yb, i.e. the particle rapidity minus the beam rapidity. In other words, the
global features of the physics of the fragmentation region will be similar independent of
the center–of-mass energy, dominated by the properties of the valence quarks, while the
major differences will be seen at lower rapidities.2

Diquark breaking

In its simplest implementation, the string picture discussed above splits the target and
projectile hadrons into a quark and a diquark, connected by an excited color string, as
assumed by the leading baryon effect. However, this approach has historically underpre-
dicted the degree of baryon number transport to the midrapidity region (see e.g. [87]).
In other words, some additional mechanism is needed to move the baryon number away
from the fragmentation regions. One such mechanism is the breakup of the initial di-
quark into two quarks, connected by another excited string, which then also hadronizes
according to the string model assumptions. See figure 2.4 for a schematic from Regge

2This is one reason why most modern heavy ion experiments are designed with coverage at midrapidity
only.
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theory. Diquark breaking is discussed e.g. in [57, 88] for baryon–baryon interactions,
and treated for nucleus–nucleus collisions at SPS energies in the framework of the Dual
Parton Model in [89].

Baryon junctions

Another mechanism for baryon

Figure 2.5: Schematic baryon junction. Left: A
baryon with valence quarks q1,q2,q3 bound by a
junction. Right: All three strings are stretched and
broken, forming three q q̄ pairs, leaving a new baryon
carrying the baryon number and three mesons carry-
ing the original valence quarks.

transport from the fragmentation
regions to midrapidity is the baryon
junction, originally discussed in [90]
and ’revived’ for SPS and RHIC
energies by D. Kharzeev in [56].
In this approach, the incoming
baryon number is traced by a topo-
logical Y–shaped junction of three
gluons, each originally connected
to a valence quark. In a highly
excited baryonic state the strings
connecting these valence quarks
fragment via multiple q q̄ into
mesons, finally leaving three sea
quarks around the junction. See
figure 2.5. In this sense, the junc-
tion traces the incoming baryon number without it being bound to the original quarks.
Being purely gluonic in nature, and not tied to the initial valence quarks, the baryon
junction is more easily transported to the midrapidity region e.g. through multiple gluon–
gluon interactions.

Charge and isospin conservation

In a p+ p collision, not only is the conservation of baryon number important for the final
state. We also have a net isospin and electromagnetic charge in the initial state which
must be accounted for. In an A+A collision the multiplicity of final state hadrons is very
large, and the redistribution of a few units of quantum number will not have a noticeable
effect on the overall physics. For a p + p interaction, however, where the multiplicity
is relatively low (see e.g. section 2.5 and chapter 5), we may expect the fragmentation
region physics to be affected by these constraints. As will be shown in chapter 5, at

√
s

= 200 GeV we see a difference in the positive and negative pion production cross section
at high rapidity that is consistent with this interpretation.

2.4 Monte Carlo and statistical modeling of p+ p events

Historically, particle production in relativistic hadronic collisions was early on described
within the hydrodynamic approach [26], which treats the collision fireball as a liquid
system that follows the relativistic Landau hydrodynamical equations. Then Regge
theory [73, 74] was developed for soft interactions, and subsequently, various QCD–
motivated models based on quark–parton interactions have also been introduced.
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Currently, a vast variety of models for hadronic- and nuclear collisions exist. They
may be subdivided into macroscopic (statistical and hydrodynamical) models [91, 92,
93], and microscopic (string-, transport-, cascade-, etc.) models, e.g. PYTHIA [94],
PHOJET [95], UrQMD [96], QGSM [97], HIJING [22] and its extension HIJING/B [98],
and several others (see e.g. [99, 100, 101]). In the hydrodynamical (thermal) model one
assumes local (global) equilibrium, while the dynamics are characterized by the equation
of state employed. The microscopic models instead try to follow the evolution of the
individual interacting partons and treat all their interactions separately. A full discussion
of all these approaches is beyond the scope of this text, but the ones that are employed
further in the papers in chapter 5 will be treated in more detail below.

PYTHIA

PYTHIA [94] is a model of hadronic and lepton–hadron interactions commonly used
at RHIC energies and above. It contains “theory and models for a number of physics
aspects, including hard and soft interactions, parton distributions, initial and final state
parton showers, multiple interactions, fragmentation and decay”3 PYTHIA is mainly a
pQCD model, meaning that it contains a rigorous treatment of hard scatterings using
perturbation theory, according to the parton model. It also includes both initial and final
state radiation, where a virtual parton with a squared mass Q2 can radiate a parton leaving
a remainder parton with reduced Q2.

As noted above, for p+ p collisions one needs a phenomenological approach to soft
interactions in addition to the hard scatterings. PYTHIA solves this by using pQCD for
all interactions, but by ’eikonalizing’ the cross section and using special methods to treat
the divergent low–pT parts.4 For a given impact parameter b, PYTHIA performs multiple
parton scatterings according to a Poissonian distribution, with the average number of
scatterings being b–dependent according to a profile function A(b).

Two (main) ways of dealing with the low–pT divergences within these multiple scat-
terings are implemented. One, known as the ’simple’ scenario, is to simply introduce a
cut–off parameter pcut

T , such that dσ/d pT = 0 for pT < pcut
T . This is the default scenario,

with pcut
T =1.9 GeV/c. Another way, the so–called ’complex scenario’, is to correct all

divergent terms by a factor p4
T /(p2

T + p2
T0) and replace p2

T by p2
T + p2

T0 in determining αs.
pT0 is here a cut–off parameter as in the first scenario, but the cut–off is continuous rather
than abrupt. The first of these scenarios is equivalent to introducing a maximum impact
parameter bmax above which there are no interactions, while the second assumes some
matter distribution around the edges of a hadron. A third option is to turn of multiple scat-
terings completely, leaving PYTHIA as a simple two–string model. This is described by
the authors as a ’toy model only’, pointing out the importance of this multiple scattering
treatment in the model.5

After calculating the interactions and treating the initial and final state radiation,
PYTHIA performs hadronization using the string picture as described in the previous

3According to the PYTHIA webpage, http://www.thep.lu.se/ torbjorn/Pythia.html
4Here, ’eikonal’ is a word borrowed from Gribov–Regge theory, where one studies minijets by assuming

that the Pomeron (see the next section) can be split into a soft and a hard component. In other words, the
cross section for a given interaction can be split into two contributions, coming from soft and hard processes
respectively. Also, pT refers to the transverse component of the momentum transfer Q2.

5For reference, these processes are controlled in PYTHIA via the program parameter MSTP(82). See
sec. 11.5 of the PYTHIA manual.
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section. Programatically this is done using the code JETSET, now part of the PYTHIA
package.

PYTHIA is a very flexible, well documented and tunable model. All aspects of the
program are controllable by the user, and the manual (available in updated form at the
project homepage) documents all options thoroughly. Amongst these options, it offers
a parameter for tuning the probability for quark–diquark breakup discussed above. The
value of this parameter can be used to better reproduce experimental results in p + p
collisions, especially for proton transport to midrapidity. Such a study is however beyond
the scope of the present work. In chapter 5, comparisons to PYTHIA are done using the
default parameters only, meaning also that the ’simple’ scenario for multiple scatterings
is used.

PHOJET

PHOJET is a Monte Carlo–based

Figure 2.6: s–channel (a) and t–channel (b) scatter-
ing diagrams, through the exchange of a parton with
momentum ps = p1 + p2 and pt = p1 − p3.

event generator much like PYTHIA,
except that instead of pQCD it
uses the Gribov–Regge phenomenol-
ogy and calculations briefly dis-
cussed above. It is intended to be
used for simulations of hadronic
multi particle production at high
energies in hadron-hadron, photon-
hadron, and photon-photon inter-
actions
(where hadron = proton, antipro-
ton, neutron, or pion). The gen-
erator also includes photon flux
simulation for photon–hadron and photon-photon processes in lepton-lepton, lepton–
hadron, and A+A collisions.

The ideas and methods used in PHOJET are based mainly on the Dual Parton Model
(DPM) [99]. The DPM is a partonic version of the dual resonance model [77], where the
basic observation is that in hadronic interactions through the formation of intermediate
states, i.e. resonances, the s–channel and t–channel amplitudes (see fig. 2.6) will be
equal. This duality gives the model its name. The amplitude can be written down as a
convergent sum of interactions with varying s known as the Veneziano amplitude, and
this, combined with experimental high energy phenomenology, led to the description of
such interactions through the exchange of a pomeron [102]. The pomeron is an effective
particle with vacuum quantum numbers, in Regge theory identified with a trajectory with
intercept α0 = 1 [1].6 The DPM extends the dual resonance models in the sense that it
includes partons at the ends of the strings and interprets the hadrons in terms of the parton
model.

Today the DPM represents an attempt to give an almost complete description of
hadronic interactions at high energies. It combines results obtained within Regge theory
and by perturbative as well as non–perturbative QCD expansions with generally accepted

6Today, the pomeron is sometimes identified as a glueball. See e.g. [103].
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Figure 2.7: Predictions from the HIJING (solid), HIJING/B (dashed) and HIJING/B
with ’ropes’ (dotted) compared with experimental data from SPS. The upper two pan-
els show net–proton distributions in A+A collisions, while the lower right panel shows
predictions for Au+Au collisions at RHIC energies. Figure from [98].

arguments of unitarity and duality. Within this model one can calculate both elastic
processes (i.e. cross sections) and inelastic processes (i.e. multi particle production) in a
consistent way.

In order to combine the DPM treatment of soft processes with the predictive power
of perturbative QCD, PHOJET is, like PYTHIA, formulated as a two-component model
with cross sections split into a soft and a hard component. On the basis of the optical
theorem, which relates the forward scattering amplitude in a reaction to the total cross
section, Regge phenomenology is used to parametrize the total and elastic cross sections
as well as a series of partial inelastic cross sections. To preserve unitarity, i.e. conserva-
tion of probability, PHOJET uses so–called ’multiple parton interactions’ in one event,
treating them through Gribov’s Reggeon calculus. Since both soft and hard processes are
treated in unified way, multiple soft and hard interactions may be generated in one event.

Hard scattering processes are simulated using lowest-order perturbative QCD. For
the final fragmentation and hadronization of the parton configurations, the JETSET code
is used, as for PYTHIA. Note that for baryon transport to midrapidity, diquark breaking
is explicitly built into PHOJET through multiple Pomeron interaction diagrams.

Having a less phenomenological approach to soft physics than PYTHIA, PHOJET
is a much used generator for p + p physics studies at RHIC and LHC energies. PHO-
JET simulations of p + p collisions at

√
s = 200 GeV, using default parameters, will be

presented and compared with the present data in chapter 5.

31



CHAPTER 2. PROTON–PROTON COLLISIONS

HIJING/B

In 1994 the HIJING (Heavy Ion Jet INteraction Generator) Monte Carlo model [22]
was presented by M. Gyulassy and X. N. Wang, putting special emphasis on the role
of minijets in p + p, p+A and A+A reactions at ultrarelativistic energies. A minijet is
the result of a hard scattering that is however not energetic enough to be identifiable as
a jet by an experiment. The minijet production cross section was predicted to be high
at RHIC energies (see e.g. [104] and references therein). HIJING takes input from the
successful implementation of pQCD in PYTHIA, and also from low–pT phenomenology
used in the older FRITIOF model [105] (which is again based on PYTHIA), and in the
Dual Parton Model. While its main use has been to describe A+A collisions at RHIC, it
also gives a reasonable description of a number of aspects of hadron–hadron interactions
at ISR, RHIC and Tevatron energies (notably the energy and multiplicity dependence of
charged particle rapidity and transverse momentum distributions). See ref. [106] for a
thorough review.

Then in 1998, S. Vance together with the original authors incorporated a baryon
junction mechanism into HIJING, re–releasing the model as HIJING/B [98, 58]. The
aim was to better describe the high amount of baryon transport to midrapidity observed
at SPS [87], and as shown in figure 2.7 this approach was able to reproduce several
experimental observables — most notably the net–baryon distribution versus rapidity. In
chapter 5, HIJING/B predictions will also be compared to the present data.7

Statistical models

Another framework in which to describe the abundances of hadrons produced in high en-
ergy hadronic interactions is that of statistical models (see e.g. [45, 108, 109] and refer-
ences therein). This macroscopic approach assumes that the colliding system eventually
evolves into a hadron gas state in equilibrium, i.e. governed by statistical laws.

Formally, the system is described through a grand canonical partition function8 which
specifies the weight Zi (sum of possible states) for each particle or resonance specie i in
a multi-hadronic mixed gas at temperature T :

ln Zi =
giV

6π2T

Z ∞

0

k4dk
Ei(k) exp [(Ei(k)−µi)/T ]±1

(2.2)

where gi is the statistical degeneracy factor of specie i, V the total common volume
shared by all species, E2

i (k) = k2 + m2
i the total energy of specie i at momentum k, and

µi = µBBi + µSSi + µIIi, the chemical potential of specie i. In the last relation B denotes
baryon number, S strangeness and I the isospin.

From Eq. 2.2, the distribution of number density of specie i, i.e. the multiplicity
divided by volume V , and energy density εi can be derived as

ni =
gi

2π2

Z ∞

0

k2dk
exp [(Ei(k)−µi)/T ]±1

(2.3)

εi =
gi

2π2

Z ∞

0

Ei(k)k2dk
exp [(Ei(k)−µi)/T ]±1

(2.4)

7A further extension, labeled HIJING/BB̄ [107] also exists, but will not be discussed here.
8A microcanonical description of p+ p collisions is also being developed. See ref. [110].
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Figure 2.8: Statistical model description of particle multiplicities in p + p collisions
at

√
sNN = 27.4 GeV. The lower panel shows the number of standard deviations of the

individual data points from the thermal model fit. Figure from ref. [108].

where ± distinguishes between bosons (-1) and fermions (+1). The total multiplicity of
specie i in a collision is thus Ni = ni×V , and similar for the energy. Giving experimental
measurements of multiplicities and particle ratios as input, the parameters of the model,
T , V and µB,S,I can be determined.

Note that the three chemical potentials µB,S,I are not independent. From baryon,
strangeness and isospin conservation, µS and µI can be expressed in terms of µB. Con-
sidering the quark chemical potentials µu, µd and µs of quarks u, d and s respectively, it
follows that

µu =
µB

3
+

2
3

µI (2.5)

µd =
µB

3
− 1

3
µI (2.6)

µs =
µB

3
− 1

3
µI −µS (2.7)

To find values for these parameters, T and µB are estimated first by by investigating
particle to antiparticle ratios. Using these results V can also be determined. For high
temperatures, the Bose or Fermi statistics can be replaced by the Boltzmann statistics by
dropping the ±1 in the integral denominator of Eq. 2.3. The multiplicity ratio for particle
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and antiparticle species i is then

Ni

N̄i
=

ni V
n̄i V

=
ni

n̄i
(2.8)

By using Eq. 2.3 in the Boltzmann approximation and noticing that statistics and phase–
space are identical for particles and antiparticles, it follows that

Ni

N̄i
= exp

µi − µ̄i
T

= exp
2µi

T
(2.9)

Statistical models have been successful in describing particle ratios and multiplici-
ties in both A+A and p + p collisions from SIS to RHIC energies (

√
sNN = 2 GeV to√

sNN = 200 GeV). See figure 2.8, which shows a fit to SPS data from p + p collisions
at

√
s =27.4 GeV. Even for such a small system the model shows a surprising ability

to reproduce data, and it has been shown that it even reproduces features of e+e− in-
teractions [111]. The reason for this success is not known. For fits to A+A data, see
e.g. [112, 113].

From fits performed on data at all available energies, the phase diagram of nuclear
matter can be drawn by correlating T and µB at the chemical freeze–out points. This is
what was shown in figure 1.7 on page 9. In this thesis, some elements of the statistical
model will be used for the discussion of particle ratio correlations over several units of
rapidity, in the third paper of chapter 5.

2.5 Available data

This section reviews a small selection of the available data on particle production in
p + p and p + p̄ collisions. Experiments have been performed at numerous laboratories
over several orders of magnitude in center–of–mass energy. Figure 2.9 indicates the
range of available measurements by plotting the total interaction cross sections for p+ p
(upper panel) and p+ p̄ (lower panel) collisions versus

√
s. The data are collected by the

Particle Data Group [79]. It is immediately clear that the cross sections have a highly
non–trivial energy dependence, indicating that several relevant physics processes exist
that dominate at different energies. It is also clear that as one goes above

√
s ∼10 GeV

the elastic cross section becomes low (<10%) compared to the inelastic cross section. In
other words the probability for the particles to just scatter of each other without any more
violent interaction is low. A third thing to notice is that as we reach

√
s ∼30-40 GeV the

inelastic p + p and p + p̄ cross sections become very similar, i.e. the annihilation cross
section in p+ p̄ becomes negligible relative to other processes.

Unfortunately, not all the experiments whose cross section measurements are gath-
ered in figure 2.9 have had full particle identification capabilities and those that do differ
widely in their coverage of rapidities and transverse momenta. The data that are most
relevant for comparisons with the dataset to be presented here, in order of increasing
energy, come from the ISR and SPS at CERN, the other experiments at RHIC, and the
Tevatron at Fermilab.

Data at lower energies

In ref. [114] is presented a compilation of all average charged particle multiplicities,
up to and including ISR energies, available at that time. These results are replotted in
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Figure 2.9: p + p and p + p̄ total and elastic cross sections, as a function of collision
energy. Compilation of data by the PDG [79].

figure 2.10 as a function of
√

s.

The lines are phenomenological fits to the data, using the parameterizations

〈ni〉 = A+B · ln(s)+C · s−1/2 (2.10)

〈ni〉 = A+B · ln(s)+C · s−1/2 · ln(s) (2.11)

for mesons and baryons respectively. At high energies, it is expected from limiting frag-
mentation (or Feynman scaling) that the multiplicities increase as ln(s), while at lower
collision energies power dependences sα are expected [114]. These functional forms,
sums of the high and low energy expectations, follow the data over the entire available
range. Later, consistent measurements have also become available from SPS, notably
from the NA27 [115] and NA49 [116, 117] collaborations. See the fourth paper in chap-
ter 5 for a figure including their published pion multiplicities.

As an example of the rapidity dependence of charged particles from a p+ p collision,
figure 2.11 shows pions and kaons at

√
s =17.3 GeV from NA49. The pion data (upper

panel) are well described by both a single and a double Gaussian in y, indicating that
while there may be a central Bjorken plateau in the particle production it is not very
pronounced at this energy.
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Figure 2.10: Average multiplicities up to ISR energies. Data from [114]. Fits have been
re–done here.

RHIC data

At RHIC, all four experiments have recorded proton–proton collisions at
√

s = 200 GeV.
While only BRAHMS has particle identification capabilities away from midrapidity, both
the STAR and PHENIX collaborations have published various identified particle spectra
at y ∼ 0. Figure 2.12 shows identified charged particle spectra from p + p and d+Au
collisions at

√
s = 200 GeV, averaged over the rapidity interval −0.5 < y < 0, as measured

by STAR [118]. Further discussion of these midrapidity spectra can be found in the PhD
dissertations of J. Ruan [119] (STAR) and E. F. Matathias [120] (PHENIX).

Figure 2.13 shows a midrapidity measurement of the invariant production vs. pT of
neutral pions from PHENIX [72]. The plot also shows two NLO pQCD calculations and
the deviation of the data from these predictions. While π0 production is not discussed
further in this thesis, it is interesting to note that even at

√
s = 200 GeV NLO pQCD is

capable of describing overall features such as this invariant pT spectrum to a very high
degree.

Comparison of charged hadron spectra at midrapidity

Finally, figure 2.14 shows a compilation (from ref. [31]) of unidentified charged hadron
pT spectra at midrapidity, from

√
s = 53–1800 GeV. All spectra show a power–law de-

pendence on transverse momentum, with the broadening at high pT increasing with the
incident energy. Note that the bulk of produced particles lie in the transverse momentum
region below pT =2 GeV/c, indicating a strong contribution to the final spectra from soft
processes.

In chapter 5 I will present a similar BRAHMS measurement at
√

s = 200 GeV. Com-
parisons with published data such as those in fig. 2.14 provide an important consistency
check of the results.
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Figure 2.11: Meson production as a function of rapidity at
√

s =17.3 GeV, as measured
by the NA49 experiment at SPS. Plots from the thesis of C. Hoehne [117]. The pion data
have recently been published in ref. [116].
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Chapter 3

The BRAHMS experimental setup

The data presented in this thesis were collected with the BRAHMS experimental setup at
RHIC accelerator, during its 2001–2002 and 2003 running periods. In the following sec-
tions I will briefly review the experiment as it was during this time. For a full, technical
description of the BRAHMS detector, see ref. [121].

3.1 The Relativistic Heavy Ion Collider

RHIC, the Relativistic Heavy Ion Collider[122],

BOOSTER

HI transfer line

Beam splitter

LINAC
Proton

Tandem accelarator

HI source

STAR

BRAHMS

RHIC

AGS

PHENIX

PHOBOS

Figure 3.1: The RHIC accelerator com-
plex. Figure from [21].

is part of the accelerator complex at Brookhaven
National Laboratory (BNL) in New York. It is
at the present time the most powerful heavy
ion colliding machine in operation, capable
of colliding all nuclear species up to and in-
cluding Au. The maximum center–of–mass
energy available for Au+Au collisions is

√
sNN =

200 GeV, while for p+ p collisions RHIC can
theoretically reach

√
s = 500 GeV. As the time

of writing, RHIC has only delivered collisions
up to the maximum Au+Au energy, correspond-
ing to a beam rapidity of

y200GeV
b = 5.36 (3.1)

Figure 3.1 shows a schematic view of the full
BNL accelerator complex.

The design goal of RHIC is to collide heavy
ions at ultrarelativistic energies to study the phase diagram of nuclear matter, and also to
collide polarized protons to study their spin structure. Since starting operations in 2000
various species have been collided with high luminosities, providing good statistics for
the participating experimental collaborations. See table 3.1 for a summary of RHIC runs
during 2000–2005.

As a collider, RHIC consists of two separate accelerator rings which intersect at
six points around the 3.8 km circumference. The ion beams are bunched to provide
accurate collision timing and to reduce the width of the interaction region. Under normal
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System
√

sNN [GeV] Period

Run I Au+Au 130 Summer 00
Run IIa Au+Au 200 Fall 01
Run IIb p+ p 200 Fall 01
Run IIIa d +Au 200 Winter 02/03
Run IIIb p+ p 200 Spring 03
Run IVa Au+Au 200 Winter 03/04
Run IVb Au+Au 62.4 Spring 04
Run IVb p+ p 200 Spring 04
Run Va Cu+Cu 200 Winter 04/05
Run Vb Cu+Cu 62.4 Spring 05
Run Vb p+ p 200 Spring 05

Table 3.1: The running periods at RHIC through 2005.

Nominal interaction point

Blue ring Yellow ring

ZDC right

DX magnetDX magnet

Beryllium beam pipe

ZDC left

Figure 3.2: Schematic view of the RHIC interaction region. ’Yellow’ and ’Blue’ are the
names of the two accelerator rings. Figure from [21].

Au+Au operations RHIC delivers 56 bunches of ∼ 109 ions per beam, providing about 8
million bunch crossings per second. The RHIC design luminosity for Au+Au collisions
at the maximum energy is L = 2 · 1026cm−2s−1, giving a maximum reaction rate of
R = L ·σAu+Au = 1400 Hz for the nominal hadronic cross section σAu+Au =7.2b.

Four of the six interaction regions are used for experiments by the STAR [123],
PHENIX [124], PHOBOS [125] and BRAHMS [121] collaborations. In addition an
experiment dedicated to elastic polarized proton scattering, PP2PP [126], shared the
BRAHMS experimental hall for the 2001 and 2003 p+ p runs.

The RHIC interaction region

In the interaction regions (IRs), two DX magnets steer the beams into a single beam pipe
so that the nuclei collide at a small (but finite) angle. See figure 3.2 for a schematic. The
transverse dimensions of the beams are typically 1−2mm. The beam pipe between the
DX magnets has a radius of 3.81cm. Around the nominal interaction points (±0.75m
in the BRAHMS IR) it is made of 1.2 mm thick beryllium in order to reduce secondary
interactions. The width of the distribution of actual interaction points is determined
by the bunch length and the crossing angle of the beams. The latter can be controlled
to some degree, to maximize the relationship between luminosity and the desire for a
narrow collision range.
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Figure 3.3: An overview of the BRAHMS detector setup for the 2001–2002 run.

3.2 BRAHMS detector overview

BRAHMS, or Broad RAnge Hadron Magnetic Spectrometer, is designed for precision
measurements of charged hadron production over a wide range of rapidities and trans-
verse momenta. Its strength at RHIC compared to the other experiments is its rapidity
coverage, covering 0 < y < 4 for pions, combined with excellent particle identification
capabilities. Its drawbacks are the small solid angle coverage and limited event–by–event
physics capabilities, meaning that only measurements of average properties of the final
state are possible.

The experiment is run by the BRAHMS collaboration, consisting of approximately
50 physicists from 11 institutions.1 So far BRAHMS has taken data during all RHIC
running periods.

Measurements with BRAHMS

The BRAHMS detector is a two–arm magnetic spectrometer, combined with an array
of global detectors for event characterization. See figure 3.3 for an overview. The two
spectrometers can rotate in the floor plane to cover all angles from 90o to 2.3o with
respect to the beampipe.

Measuring the effects of an interaction with BRAHMS proceeds roughly as follows:

1. The global detectors provide triggering information, causing the event to be read
out.

2. In each spectrometer, particles have deposited energy and can be tracked through
separate time–projection chambers (TPCs) and drift chambers (DCs).

3. Momenta are determined by the particles’ bending through several dipole magnets.

4. Timing information for individual particles have been recorded in several time–
of–flight (TOF) systems, and hits are matched to the spectrometer tracks.

1See appendix E for a full listing.
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5. Tracking and time–of–flight information is supplemented by data from two Cherenkov
detectors in the forward spectrometer for detailed particle identification over a
wide range of momenta.

Combining the information from the above steps, stable charged hadrons can be
uniquely identified over a wide area in rapidity and transverse momentum. Figure 3.4
shows the full acceptance of the spectrometer for identified particles when covering all
accessible angles and magnetic field settings, as well as the coverage for some single
settings. For pions, BRAHMS can measure identified particle production over four units
of rapidity, i.e. to within 1.3 units of the beam rapidity.

The BRAHMS coordinate system

To discuss BRAHMS it is useful to first have defined the global coordinate system used.
See figure 3.5 for an illustration, and additional discussion in appendix A.

The beam line is defined as the z axis, with positive z pointing in the direction of
the forward spectrometer. The y coordinate is defined as the direction perpendicular to
the axis of rotation of the spectrometer, i.e. the vertical direction, with positive y going
upwards. x is then the direction perpendicular to the y− z plane, with positive direction
defined to make the coordinate system right–handed. The positive x axis runs through
the midrapidity spectrometer when it is positioned at 90o.

Spectrometers and magnetic field settings

The two BRAHMS spectrometers rotate around a common axis, the vertical axis running
through the origin of the global coordinate system. This origin, i.e. global x = y = x = 0,
is known as the nominal interaction point (IP).

The Midrapidity Spectrometer (MRS) is a simple but flexible construction. It can
rotate from 90o to 30o relative to the beam line, and is designed to be symmetric about
a straight line drawn through the detectors from the IP. Outwards from the IP its main
components are a TPC (TPM1) followed by a dipole magnet (D5) and a second TPC
(TPM2) and finally a time–of–flight wall (TOFW). The symmetric design nominally
gives equal acceptances for positively and negatively charged particles swept through
the magnet. Also, the TPM1–D5–TPM2 complex can be moved back from the IP by up
to 50 cm to reduce the track density for low–angle Au+Au runs.

For later runs, the MRS has been augmented by a Cherenkov detector and a second
time–of–flight wall for extended particle identification, but these were not installed for
the data sets presented in this thesis.

The Forward Spectrometer (FS) is actually two separate subsystems, known as the
Front Forward Spectrometer (FFS) and the Back Forward Spectrometer (BFS). The FFS
can rotate from 2.3o to 30o relative to the beam line, so that its range just overlaps
with that of the MRS, while the BFS only covers from 2.3o to 15o. The FFS starts with a
dipole magnet (D1) that sweeps particles away from the beamline, followed by a detector
complex very like the MRS consisting of a TPC (T1), another magnet (D2), another TPC
(T2) and a hodoscope (H1). In addition a threshold Cherenkov counter (C1) can be
positioned after H1. Then follows the BFS, consisting of three drift chambers (T3, T4
and T5) interspaced by two magnets (D3 and D4), another hodoscope (H2) and finally a
ring–imaging Cherenkov detector (RICH).
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Figure from [21].
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Figure 3.5: The BRAHMS coordinate system, relative to the beam line and the two
spectrometers.

The detectors of the FS are placed on an arc bending away from the beamline, in such
a way that with all the magnets at full field particles of momentum pre f = 22.5 GeV/c
will pass straight through the entire spectrometer. To select particles of lower momenta,
fractional field settings are used. In addition, this setup will only select particles of one
charge sign, so we must also change the polarity of the magnets to record both positive
and negative particles.

Note that both spectrometers are positioned in the positive z hemisphere. For sym-
metric collisions like p + p and Au+Au this has no effect, but for asymmetric systems
like d+Au it means that we will only measure one side of the interaction. For the 2003
d+Au run, the orientation was such that BRAHMS saw the deuteron fragmentation side.

3.3 Global detectors

Event characterization and basic triggering information in BRAHMS is provided by a set
of global detectors — the inelastic counters (INEL), a set of beam–beam counters (BB),
a multiplicity array and two zero–degree neutron calorimeters (ZDCs).

INEL counters

The primary interaction trigger in p + p collisions is provided by eight rings of plastic
scintillator tiles, known as inelastic (INEL) counters, four on each side of the nominal
interaction point. See fig. 3.6. The timing resolution of the INEL rings is 120 ps. The four
rings are positioned at z=±75 cm, ±115 cm, ±416 cm and ±660 cm, and cover angles
from 0.58o to 9.758o.

Simulations of the experimental setup using GEANT [127] show that for the 2001
setup these rings saw 71±5% of the 41 mb p+ p total inelastic cross–section. In exper-
imental p + p data, we see an average of 7 hits in each of the two arrays per event. See
sections 3.4 and 4.1 for more information on the trigger systems.
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Figure 3.6: The inelastic counter setup.

The INEL rings also provide information on the event–by–event interaction point
(vertex), through the difference in left and right arrival times of the first signal in an
event (see page 54). For the data presented in this thesis, the experimental resolution of
this determination is ∼ 8 cm.

Beam–beam counters

On either side of the nominal interaction point are also positioned two arrays of plastic
scintillator tubes known as the beam–beam (BB) counters, positioned at z = ±2.19m
and covering the pseudorapidity interval 2.2 < |η| < 4.6. Like the INEL rings they give
interaction point and triggering information, and also provide a forward pseudorapidity
multiplicity measurement.

In central Au+Au collisions the BB counters give an experimental vertex resolution
of 0.6 cm, corresponding to a timing resolution of 20 ps. For the present p+ p analysis,
however, the average occupancy of the BB counters is too low for them to be of practical
use.

Multiplicity array

Around the nominal interaction point BRAHMS also has two coaxial arrays of multi-
plicity detectors, one made up of silicon strips and one of plastic scintillator tiles. They
provide mid– to intermediate pseudorapidity multiplicity information (−2.2 < η < 2.2),
and have also been used for event plane determination and flow measurements in A+A
collisions.

Like the BB counters, they have not been used for the present analysis.

Zero degree calorimeters

Finally, a pair of zero degree calorimeters (ZDCs) positioned at z = ±18 m are part of
the experimental setup, providing centrality and interaction point information in A+A
collisions by measuring spectator neutrons that are not swept away by the DX magnets.
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The ZDC setup is common to all four RHIC detectors, and was intended to provide a
common means of event characterization.

3.4 Trigger systems

The primary interaction trigger for the datasets presented here is the INEL array, as
described in sec. 3.3. However, since the geometrical acceptance of each spectrometer
arm is very low, two additional spectrometer triggers were implemented to increase the
event sample with actual tracks. These triggers are defined as a coincidence between a
hit in a spectrometer hodoscope (see below), and a trigger counter positioned at the front
of the spectrometer. This counter also provides the start time for the track, for accurate
calculation of the velocity. More information on the implementation of the triggers is
given in sec. 4.1.

MRS start time counter

For the 2001 p + p run, the MRS triggering and start time was provided by a single
50 cm wide plastic scintillator slat (TMRF) positioned in front of TPM1. Its size covers
only part of the front of the detector, so the TMRF slat must be taken into account when
calculating the spectrometer acceptance. This effect and the absorption effect of this slat
on antiprotons is discussed in sec. 4.4.

For the 2003 runs, the TMRF trigger was segmented into 6 slats and renamed MrsT0.
This gives the possibility of using the time measurement from this detector to extend the
PID of the TOFW, as individual particles can be given individual start times. A proof–
of–principle analysis has been done exhibiting usable particle identification capabilities
for MrsT0, but it is not used as a PID detector for the present analysis.

FS start time counter

For both the 2001 and 2003 datasets, the FS start time and spectrometer triggering was
provided by TD1, a set of three 11.5 cm wide scintillating slats positioned in front of D1.
Again, the effects of this trigger detector, known as TD1, on acceptances, absorption etc.
are discussed in sec. 4.4.

3.5 Tracking detectors

Particle position and directional information in BRAHMS is provided by a number of
time–projection chambers (TPM1, TPM2, T1 and T2 in figure 3.3) and wire–based drift
chambers (T3–T5 in fig. 3.3).

Time–projection chambers

The BRAHMS time–projection chambers, or TPCs, have active volumes ranging from
25 dm3 to 70 dm3. This volume is filled with a 90–10% gas mixture of Ar and CO2,
a combination which is easily ionized by passing charged particles. The freed electrons
drift to a plane of anode wires and readout pads, along a homogeneous electric field in the
global y direction. Three–dimensional “hits”, points along charged particle trajectories,
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Figure 3.7: Schematic picture of the TPC readout plane and electron drift lines.

are reconstructed by combining the readout from several pads in a single row (giving the
global x and z coordinates) with the electron drift time (giving the y coordinate from a
known drift velocity).

See figure 3.7 for a schematic of the BRAHMS TPC design. Table 3.2 lists the actual
sizes and other main characteristics of the individual TPCs. More details on both the
TPC design and track reconstruction can be found in ref. [24].

Name
L W H Gas mixture

Nrow Npads/row

〈

vdri f t
〉

〈σx〉 〈σy〉
(cm) (cm) (cm) 90–10% (cm/µs) (mm) (mm)

T1 56.0 33.6 19.8 Ar–CO2 10 (14) 96 1.8 0.38 0.40
T2 75.5 39.6 19.8 Ar–CO2 8 (14) 112 1.8 0.37 0.41

TPM1 36.6 38.4 20.0 Ar–CO2 12 (12) 96 1.7 0.31 0.43
TPM2 50.0 67.7 19.8 Ar–CO2 10 (20) 144 1.6 0.39 0.49

Table 3.2: Main characteristics of the four BRAHMS TPC’s. L, W and H are respec-
tively the length (z), width (x) and height (y) of the reactive volume, Nrow the number
of instrumented (total) pad rows, Npad/row the number of pads per row,

〈

vdri f t
〉

is the
measured average electron drift velocity along the drift lines (y direction) and the 〈σ〉’s
are the average hit position resolutions.

Drift chambers

The three drift chambers in the BFS are wire chambers, each of them composed of three
modules with 8–10 planes of parallel wires arranged in 1–4 “views” (azimuthal wire
orientation). Like TPC’s, DC’s are also gas detectors but there is no homogeneous elec-
tric field. Instead, electrons created by gas ionization are attracted by a set of anode
and field wires. When the correspondence between drift time and drift distance to the
wire has been established, each hit in a view gives a line parallel with the view direction
(wires), as shown in fig. 3.8. Since there is an ambiguity on the side of the wire the
charged particle passed, at least two planes of the same view are needed. When the dif-
ferent views are combined, tracks can be determined by intersection of wires that were
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Figure 3.8: DC tracking in an ideal situation with two tracks crossing a wire plane
containing four views. The DC is shown from its front and views are x (horizontal),
y (vertical), u and v (intermediate angles). Each hit gives rise to two lines before the
left/right ambiguity is solved (see text). The solid lines are the true ones. The green dots,
intersections between the solid lines, belong to the two particle tracks.

hit (see fig. 3.8). More details on the DC design, tracking and performance can be found
in [121, 128, 129].

3.6 Magnets

The five BRAHMS magnets are all conventional dipole electromagnets, with central
apertures of approximately 30 cm by 10 cm. The field inside the aperture is approxi-
mately constant, having only a vertical (y coordinate) component. Field maps have been
measured and are applied to the experimental data. Fringe fields have also been studied
and are found to be minimal, not reaching the surrounding detectors.

Table 3.3 summarizes some characteristics of the magnets, including the mean mo-
mentum selected at a specified field fraction.

Name Gap dim. (cm) Imax (A) Bmax (T )
Average momentum 〈p〉 (GeV/c)

per setting

L W H 1/8 1/5 1/4 1/3 1/2
D1 200 8.0 20.0 3450 1.26 p not determined
D2 160 30.0 13.5 3000 1.68 2.0 3.0 3.5 5.0 6.5
D3 200 40.0 25.4 3000 1.22 3.0 4.5 5.5 7.2 10.0
D4 183 44.6 32.1 2750 1.19 3.0 4.5 5.5 7.2 10.0

164 350 500 700 1000
D5 76.2 35.0 10.0 2500 1.45 0.30 0.35 0.40 0.45 0.55

Table 3.3: Characteristics of the BRAHMS magnets. Imax is the maximum current, i.e.
at full field. By convention, MRS current settings are in A and not fractional like for the
FS.

3.7 Time–of–flight systems

All BRAHMS time–of–flight systems, or hodoscopes, consist of scintillator slats with
photomultiplier tubes attached at the top and bottom. They give a precise measurement
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Figure 3.9: Track line extrapolation to hodoscope slats in the FS (H1 and H2) seen from
top. The staggered construction improves the slat coverage, while the probability for a
track to hit two slats is still very low.

of the time when a charged particle passes a slat, which combined with the start time
from the trigger slat and the distance along the track from the hodoscope to the slat gives
the particle velocity β. The hit y coordinate is also measured, from the time difference
between signal readout on the top and bottom of the struck slat. Together with the particle
momentum, this is enough to uniquely identify pions, kaons and protons in BRAHMS,
up to certain velocity (see section 4.2). Table 3.4 summarizes the main characteristics of
the three hodoscopes.

Forward spectrometer

In the forward spectrometer, the H1 and H2 hodoscopes are positioned at 8.7 m and
18.6 m from the IP respectively. H1 has 40 slats, while H2 has 32. Both hodoscopes
have a nominal timing resolution of 75 ps, while the value obtained experimentally is
σt ≤100 ps depending on the track density.

The signal in a hodoscope comes from the particle energy deposition dE/dx as it tra-
verses a slat. A potential problem then comes from tracks passing through only a corner
of a slat or exactly between two, and not depositing the expected amount of energy. To
reduce this efficiency problem, H1 and H2 are constructed with the slats in two staggered
rows - see illustration in fig. 3.9.

Midrapidity spectrometer

In the MRS, the time–of–flight wall (TOFW) consists of six panels positioned in an
arc around the center of the D5 magnet. Unlike H1 and H2, the TOFW slats are all in
one plane and the light is transferred to the photomultiplier tubes via light guides. The
experimental timing resolution of the TOFW is similar to H1 and H2.

For the 2001 RHIC run the TOFW was not fully implemented, with only four of six
panels instrumented in an asymmetric configuration. The available panels started from
the left–hand side of the TOFW as seen from the IP, resulting in positive particles being
heavily favored for runs with polarity A on the D5 magnet and vice versa. The effects of
this are discussed further in sec. 4.3. For the 2003 data is not so pronounced due to better
instrumentation of the TOFW.
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Name
Distance

Nslat
Slat dim. (cm) Material σt (ps)

pmax (GeV/c)
from IP (m) L W H (bicron) π/K K/p

TOF1 8.7 40 1.00 1.00 20 BC420 75 3.8 6.5
TOF2 18.6 32 1.00 1.50 40 BC420 75 5.8 9.7
TOFW 4.3 125 1.27 1.25 22 BC404 75 2.5 4.3

Table 3.4: Characteristics of the BRAHMS hodoscopes. σt is the nominal time resolu-
tion of each tube, pmax is the nominal PID capability in a 3σ cut assuming the overall
TOF resolution equals 75 ps, i.e. the maximum momentum below which the particle can
be identified. (The values listed are the best separation achievable. See sec. 4.2 for the
experimentally achieved PID resolution.)

3.8 Cherenkov detectors

To extend the particle identification from time–of–flight, BRAHMS has several subsys-
tems that can give PID information based on Cherenkov radiation, i.e. the light signal
emitted if a particle has a velocity higher than the speed of light of the surrounding
medium. This light emission takes place on a conical surface around the direction of the
particle momentum, with an opening angle that depends only on the particle velocity β
and the index of refraction n of the medium.

This implies that there is a mass–dependent threshold momentum below which par-
ticles do not produce Cherenkov light, given by

pth =
m√

n2 −1
(3.2)

where m is the particle mass and n is the refractive index. For a particle of charge Z above
this momentum threshold value traversing a length L of detector material, the number of
Cherenkov photons radiated is given by

Nγ ∝ Z2L

(

1− 1
β2n2

)

(3.3)

The threshold values for the BRAHMS Cherenkov detectors are listed in table 3.5
along with some other detector characteristics.

Threshold Cherenkov detector

At the back of the FFS is a threshold Cherenkov counter (C1). It consists of a chamber
with a radiator gas, a set of mirrors at the back that reflect the produced light up or down,
and an array of photomultiplier tubes on the top and bottom of the detector to read out
the signal. See the left panel of figure 3.10. C1 has 32 tubes, and covers the entire
spectrometer aperture.

A concern has been that the amount of dense material in C1 might be a source of
background for measurements with the BFS. Therefore, it is designed to be moved out
of the spectrometer for low–angle, high–momentum settings where it is of little use for
PID. For the present datasets, this was done for the 3o and 4o settings.

For later runs a threshold Cherenkov counter similar to C1 was also installed behind
the TOFW in the MRS. This detector, known as C4, has 16 tubes but is otherwise of
identical design to C1.
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Figure 3.10: Side views of the Cherenkov detectors implemented for the 2001 and 2003
runs. Left: C1, a threshold detector. Right: RICH, a ring–imaging detector, with spheri-
cal focusing mirror and segmented image plane.

Ring imaging Cherenkov detector

At the back of the BFS is the final PID instrument, a ring–imaging Cherenkov detec-
tor (RICH). Like C1 it has a volume filled with radiator gas, but the RICH also has a
spherical focusing mirror and a focal plane with a finely segmented light detector. All
Cherenkov light emitted from the trajectory of one particle will be reflected onto one ring
in the focal plane, with a ring radius determined by the opening angle of the cone. This
allows us to measure the exact angle of the Cherenkov radiation and in turn calculate the
particle velocity. Combined with the momentum, this gives particle identification over
a very broad momentum range. The right panel of figure 3.10 shows a side view of the
RICH.

Ntube Gas n pµ pπ pK pp

C1 32 C4H10 1.00138 2.01 2.65 9.39 17.85
RICH 4×80 C4H10 1.00202 1.66 2.19 7.76 14.75

Table 3.5: Characteristics of the BRAHMS Cherenkov detectors. The p’s are the mo-
mentum thresholds of the listed particles. Indices of refraction vary somewhat during a
data run due to ambient pressure variations, and are subject to offline calibration.
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Chapter 4

Analysis of the 2001 p+ p dataset

The results in this thesis are presented in a self contained way as a set of papers in
chapter 5, together with a brief introduction. The main conclusions are summarized
in chapter 6. The present chapter gives a more detailed outline of the process of data
reduction, correction and analysis that has led up to the results.

The discussion is mainly focused on the p+ p dataset from the 2001 RHIC run, which
has been the main subject of my work and is presented in the third and fourth included
papers. Some comments relating to the d + Au and p + p datasets from 2003, used for
the first papers in chap. 5, are also included where the process differs significantly from
the main analysis.

I will first discuss the event selection, data reduction and the reconstruction of raw
tracks and PID information, then the corrections applied to the data to get the normalized
particle production for a given spectrometer setting. Finally I show how the different set-
tings are combined into a unified measurement, and give some details on the construction
and integration of particle spectra and the associated systematic errors.

4.1 Data reduction

Data reduction in BRAHMS consists of three main steps:

1. Event selection via a set of on–line triggers

2. Track reconstruction, first at the local level in each tracking detector and then
globally through a whole spectrometer arm

3. Particle identification by combining a track with information from time–of–flight
and Cherenkov detectors

Triggering and event selection

The first requirement for measuring an interaction is being able to recognize events with
the required characteristics, and measuring just when they occur. This information is
provided by the interaction trigger, and for the dataset discussed here this was provided
by the two sets of inelastic counters discussed in section 3.3. See table 4.1 for a listing
of trigger definitions used for the 2001 p + p run. An interaction trigger is defined as
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Trigger 5 3 6
Definition INEL TMRF + TOFW TD1 + H1

Description Interaction trigger MRS trigger FFS trigger

Table 4.1: The most important BRAHMS trigger definitions during the 2001 p+ p run.

hits in both the left and right arrays within a narrow time window, meaning that what
we record is the non–single–diffractive (NSD) cross–section (see sec. 2.1). GEANT
simulations with input from PYTHIA have shown that the coverage of the INEL rings
lets us measure 71±5% of the 41 mb p+ p total inelastic cross–section at

√
s = 200 GeV.

Since the geometrical acceptance of each spectrometer arm is very low, two addi-
tional spectrometer triggers were implemented to increase the event sample with actual
tracks:

• The MRS trigger was defined as a coincidence between the start–time slat in front
of TPM1, and a hit in the time–of–flight wall. The start–time slat is TMRSF for
2001 data and MrsT0 for 2003 data.

• The FS trigger was defined as a coincidence between the start–time slat TD1 in
front of D1, and a hit in H1.

To record the maximum possible number of tracks within the available DAQ bandwidth
each of the three triggers was scaled down by a suitable fraction n, meaning that only
every nth trigger was recorded. To normalize the final spectra to the correct number of
track per event, they must therefore be scaled by a factor

fnorm =
nspec

ninteraction ·Nrec.events
≡ fscaledown ·

1
Nrec.events

(4.1)

rather than just 1/Nevents . Here nspec and ninteraction are the scaledown factors of the spec-
trometer and interaction triggers and Nrec.events is the number of events actually recorded.1

For the 2001 dataset, nFS is always 1, nMRS varies between 1 and 6 and ninteraction

varies between 100 and 2000. Similar numbers apply for the 2003 data. Figure 4.1
shows the number of actual triggers selected for analysis for the various spectrometer
angles used in the p+ p soft survey analysis presented here.

In all, the analysis of 2001 data consists of 4.1M events with tracks in the spectrom-
eters and 3.2M NSD interactions for normalization, as recorded by the INEL trigger.

Interaction point determination

For each event, the interaction point, or vertex, is calculated from the time difference
of hits in the INEL rings. If two rings with equal distance from the nominal interaction
point were struck, the formula for calculating the event z coordinate is

z =
c
2

(〈tL〉−〈tR〉) (4.2)

where 〈tL〉 and 〈tR〉 are the average time signals in the left and right detector, respectively.
Extensions for rings with non–equal distances to z = 0 are straightforward. Time signals
well outside the average for an event (outliers) are excluded, and both start–time and
slewing calibrations are applied.

1The factor fscaledown is used in the total correction factor applied to the spectra on page 75.
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Figure 4.1: Number of triggers used in the analysis of the 2001 p+ p dataset. See also
table 4.2 on page 59.

Figure 4.2 shows the experimental resolution of the vertex determination, by compar-
ing the INEL vertex with the back–projection of tracks from events with the spectrometer
trigger satisfied. The average value is

〈

σINEL
z

〉

≈ 8cm (4.3)

Local and global tracking

In the first data reduction step, local tracks are reconstructed in each of the TPCs and DCs
(see chapter 3 and refs. [24, 121] for details). For each pair of consecutive detectors, the
tracks are then matched by tracing a helical arc through the magnet gap between them
(see fig. 4.3). The particle momentum can then be determined from the bending angle:

p =
qB∆L

∆θ
1

√

1−α2
y

. (4.4)

Here ∆θ is the total bending angle between a pair of trackers and αy is the slope of the
track in the y direction. See appendix B for details.

For the midrapidity spectrometer, a matched track through the TPM1–D5–TPM2
complex gives a unique measurement of the particle trajectory and momentum. Cuts on
the three–dimensional matching parameters and on the track distance from the iron in
the magnet are imposed, and surviving tracks are flagged as good particles. (See sec. 4.3
for a discussion of the cuts imposed.)

This procedure is also used for the front forward spectrometer, where the relevant
detectors are T1–D2–T2. Accepted tracks are then swum back through the D1 magnet
using the momentum from D2, to find the intersection with the beamline and thus the
assumed track origin.

For the full forward spectrometer, tracks are matched as above for the T1–D2–T2,
T3–D3–T4 and T4–D4–T5 detector combinations. Matched tracks are then combined
into one global track. This procedure yields three measurements of the momentum,
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Figure 4.2: Example of experimental resolution of vertex determination from INEL
counters.

which have been shown to be consistent after position and magnetic field map calibra-
tions. See the left panel of figure 4.4 for an example correlation, here between the mo-
menta determined from the D2 and D4 magnets. There are some systematic deviations,
especially at low p, that need to be treated. For this, a refit is done using all available in-
formation assigned to a single track to yield the best possible FS trajectory and combined
track momentum. The right panel of figure 4.4 plots this refitted FS momentum for the
same dataset, versus the straight average of the momenta from D2 and D4. The refit is
close to this average for all momenta, with only minor deviations due to other constraints,
and on average correlates well with all individual momentum determinations.

Table 4.2 summarizes which detector subsystems are used for which setting.

4.2 Particle identification

After reconstructing the momentum and trajectory of a charged particle, the next step
is to positively identify it as a pion, kaon or a proton. In BRAHMS this is done either
through time–of–flight methods or by Cherenkov detectors, or a combination of the two
principles. Table 4.2 summarizes which PID methods are used for each setting in the
present analysis. The different methods and their experimental resolutions are briefly
discussed below. For a more details on the BRAHMS tracking angular and momentum
resolutions, see appendix B.

Time–of–flight PID

The present analysis uses time–of–flight (TOF) particle identification for all MRS set-
tings, using the TOFW detector, and for the 20o and 12o FS settings using the H1 detec-
tor. Identification is done by plotting the particle mass (m2), determined as

m2 = p2
(

1
β2 −1

)

(4.5)
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Figure 4.3: Top view of the matching geometry: tracking detector – magnet – tracking
detector. F and B denotes the intersection point between the track and the effective edges
of the magnetic field. The matching is done by comparing ψ f and ψb which are the angle
differences between the local tracks (front and back) and the line |FB| in the x− z plane.
Cuts on the difference in y position and slope αy of the tracks are also imposed. If the
local tracks match (originate from the same particle),they should fulfill ψ f = ψb. Figure
from [21].

as a function of its momentum. See e.g. figures 4.5 and 4.6. In this representation, the
resolution can be determined experimentally by differentiating this equation with respect
to p and β. Propagation of errors then gives us that

(σm2

m2

)2
= 4γ4

(

σp2

p2 +
σ2

β

β2

)

(4.6)

We now define a timing resolution σt from the determination of β:

σ2
t ≡

σ2
β

β2 (4.7)

and from the discussion in app. B (see eq. B.5) we can extract the dependences of the
multiple scattering and angular determination contributions:

σ2
p2

p2 = p2σθ f+b +β2σθms (4.8)

= p2σθ f+b +

(

1+
m2

p2

)

σθms (4.9)

Here the σs have been redefined to include all the detector constants discussed in the
appendix. The total m2 resolution then becomes (using γ = E/m)

σ2
m2 = 4(m2 + p2)2

[

p2σ2
θ f+b

+

(

1+
m2

p2

)

σθms +σ2
t

]

(4.10)

To get an experimental determination of this resolution, the m2 distribution is plotted
for narrow momentum slices and the widths σπ(p), σK(p) and σp(p) are determined
by fitting with gaussians. For each particle, the width is fitted to Eq.4.10 as a function
of momentum, and values for σ2

θ f +b, σ2
t and σ2

ms can be extracted. The experimental
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Figure 4.4: Left: Correlation of the momentum from D2 with the momentum from D4,
for data from the 3o setting. The line is pD2 = pD4. Right: The refitted FS momentum
(see text) versus the average momentum from D2 and D4.

values obtained are consistent with the values calculated from spectrometer properties,
as discussed in ref. [21].

Figures 4.5 and 4.6 show examples of the TOFW and H1 PID distribution, overlaid
with the experimentally determined resolution. The curves in the left panels denote 2σ2

m
deviations from the mean. Particles can be uniquely identified in the regions where |p|
is lower than the intersection points of the lines, resulting in the separation shown in the
right panels.

Threshold and Ring Imaging Cherenkov PID

For the most forward rapidities covered in this dataset, corresponding to the 4o and
3o spectrometer settings, PID is done using the RICH detector at the rear of the for-
ward spectrometer. The RICH records a light ring for each charged particle traversing
it, and plotting the radius of this ring versus the particle momentum yields a particle
identification.

In more detail, the m2 of a particle in the RICH can be written as

m2 = p2(n2 cos2 θC −1) = p2
(

1
β2 −1

)

= p2
(

n2L2

L2 + r2 −1

)

(4.11)

where r is the ring radius, L is the focal length of the RICH mirror and n is the refractive
index of the detector gas. θC is the angle of the Cherenkov light cone. Note that while
L is a geometrical constant of the detector, the refractive index n will vary with ambient
and internal gas pressure. This is calibrated by tuning the centroids of the observed m2

peaks to the known values.

Differentiating equation 4.11 with respect to r and p (n and L are assumed to be
known constants) we can estimate the m2 resolution:
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Setting Spec. Inel. Detectors PID
(deg.) triggers triggers used methods

90 602k 755k TPM1, D5, TPM2, TOFW TOF
60 551k 223k TPM1, D5, TPM2, TOFW TOF
45 526k 463k TPM1, D5, TPM2, TOFW TOF
40 620k 405k TPM1, D5, TPM2, TOFW TOF
35 504k 257k TPM1, D5, TPM2, TOFW TOF
20 195k 209k T1, D2, T2, H1 TOF
12 148k 759k T1, D2, T2, H1, C1 TOF, threshold Cherenkov
8 45k 4k T1–T5, D2–D4, C1 TOF, thr. and ring imaging Cherenkov
4 640k 78k T1–T5, D2–D4, RICH Ring imaging Cherenkov
3 260k 40k T1–T5, D2–D4, RICH Ring imaging Cherenkov

Total 4.09M 3.19M

Table 4.2: Summary of available data and subsystems used for the various spectrometer
angle settings used in the analysis.

σ2
m2

m2 =
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Here I have used the relation 1/β2 = 1 + m2/p2. As for the TOF systems, we can
now experimentally determine the PID resolution and set 2σm cuts around the known
particle mass values in the m2 vs. p plot. Figure 4.7 shows an example distribution from
the 3o setting.

Since the RICH has separate light thresholds for particles with different mass (see
eq. 3.2 on page 50), it can also be used as a veto counter for protons in the momentum
region above the kaon threshold. For the present analysis, if a track has a reconstructed
momentum p > 9.0 GeV/c (1.0 GeV/c above the kaon threshold, since above this point
the RICH is highly efficient — see figure 4.22 on page 74 for details) and intersects
the RICH but has no associated ring, it is identified as a proton. An upper cut of p >
16.0 GeV/c is also set, corresponding to 2.0 GeV/c above the proton threshold. As is
evident from fig. 4.7 there are very few (anti–)protons above threshold in the present
analysis, so the RICH veto mode is the primary p, p̄ identification method at 3oand 4o.
Note however that the proton sample from this method is prone to contamination of π
and K due to RHIC inefficiencies or absorption/decays in the last parts of the FS. A
correction for this effect is discussed in section 4.4.

For the 12o and 8o settings, a threshold Cherenkov detector (C1) is also used. Its sole
function is to uniquely identify pions in the momentum region below the kaon threshold,
and then to veto these from the H1 PID distribution. This allows for effective TOF PID of
kaons up to the C1 kaon threshold. See figure 4.8 for an example plot from a 12osetting,
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Figure 4.5: Particle identification from the MRS time–of–flight wall, from the 60o 1/4
field setting. Left panel: m2 vs. momentum with resolution fits as discussed in the text.
Right panel: The resulting separation in experimental m2, where the unshaded histogram
shows all accepted particles.

where the two right panels show H1 identification with and without pions identified in
C1.

4.3 Analysis cuts

The sample of positively identified particles will still contain undesired secondary parti-
cles and misidentified tracks. To remove as many of these as possible, a range of cuts are
imposed on the data sample:

1. A number of fiducial cuts are imposed to remove any edge effects due to the limited
spectrometer size.

2. Cuts are set on the matching parameters through all tracker–magnet–tracker com-
binations, most importantly in the y and αy coordinates (see sec. 4.1).

3. Secondaries are vetoed by projecting the track back to the known interaction point.

The cuts and their effects are discussed in detail below.

Fiducial cuts

The reason for having fiducial cuts is that it is hard to reconstruct the behavior of tracks
near the edges of the spectrometer, i.e. close to TPC or magnet walls. They may be
secondary particles from interactions with the detector walls or primaries that have un-
dergone severe scatterings, or they may have traversed inhomogeneities in the magnetic
or electric fields close to the edges. To remove any such effects, three cuts are imposed
in the present analysis, all of which are also included in the acceptance corrections dis-
cussed in sec. 4.4.
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Figure 4.6: As figure 4.5, for H1 at 20o 1/12 field.

Magnets

A cut of 0.5cm on the closest distance of a track to the magnet wall is imposed. For the
MRS this cut is set in the D5 magnet, for the FFS it is set in both the D1 and D2 magnets
and for full FS tracks for D1–D4.

Tracking chambers

To avoid the edges of the tracking detectors, a cut is set on the track position at the back
plane of TPM2 in the MRS and T2 in the FFS. This position is used because it is the
narrowest part of the acceptance for the MRS and FFS respectively. The cuts used are

• TPM2: -15 cm<x<20 cm,-7 cm<y<3 cm

• T2: -12 cm<x<17 cm,-8 cm<y<6 cm

corresponding approximately to a 1 cm cut away from the experimental edges of the
detectors, i.e. the region where we observe reconstructed tracks. See figure 4.9 for an
example.

Time–of–flight wall

For the 2001 RHIC run the TOFW was not fully implemented, with only four of six
panels instrumented (70 out of a nominal 125 scintillating slats were active). We observe
a dropoff in track density close to the edges of the instrumented range, so a fiducial cut
on the slat number has been imposed to remove this edge effect. In slat number, the cut
is 25 ≤slat≤ 75. See figure 4.10 for an example. The smooth dropoff on the left side
of the distribution (low slat numbers) comes from the actual particle distribution, and
the steepness varies with the D5 magnetic field (i.e. the mean amount of track bending).
The sharp drop on the right side (high slat numbers) represents the edge of the TOFW
instrumentation. As the shaded region shows, we impose a cut on both sides to remove
any possible edge effects.
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Figure 4.7: Particle identification from the FS RICH, from the 3o1/3 field setting. Left
panel: m2 vs. momentum with resolution fits as discussed in the text. The sharply
rising line shows the threshold momentum. Right panel: The resulting separation in
experimental m (both charge signs).

Note that the TOFW is designed to be symmetric around a straight line through the
spectrometer, to give equal geometric acceptances for both charges in a single polarity.
Since the TOFW design has 125 slats this implies a symmetry around slat 63, so clearly
the above fiducial range gives asymmetric acceptance for positive and negative particles.
The setup is such that for polarity A positive particles are favored, and vice versa.

The coverage in the y− pT plane of the disfavored particles is so narrow that it is
heavily dominated by edge effects. See figure 4.11 for an example. For the 2001 charged
particle production analysis, I have for this reason chosen to only include the favored
charge sign from each spectrometer setting, i.e. positive particles from polarity A and
negatives from polarity B.

For the 2003 datasets used in the first paper in chapter 5 the TOFW was better im-
plemented, though still not fully functional, and from the experimental hit distributions a
fiducial cut 29 ≤slat≤ 114 was set. While still asymmetric, both charge signs here have
reasonable y− pT coverage and have been used in the analysis.

Matching cuts

For each tracker–magnet–tracker pair, local tracks are matched as shown in figure 4.3.
To remove accidental associations of unrelated local tracks, tracks that scatter off the
edges of the magnets, have decayed between the trackers etc., cuts are imposed on the
angle difference |ψ f −ψb| defined in figure 4.3, on the projected track y position at the
magnet midplane, as well as the track slope in the vertical direction αy. See figure 4.12
for example distributions. For the present analysis, wide cuts have been used so that they
do not cut into the signal peak while still removing most uncorrelated tracks.
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C1 excluded (bottom).

Projections to the interaction point

Currently the data sample contains all particles that are reconstructed through the spec-
trometers. This will also include a number of unwanted particles that have survived the
fiducial cuts, like secondaries from weak decays and products of interactions with the
beam pipe, trigger slats or magnet walls. The first case is especially important in the
MRS which has a comparatively large acceptance, while the last case is significant for
the FS which has a magnet positioned before the first tracking chamber.

To reduce the contribution of such particles, we can look at the track projection back
to the known interaction point. Letting the projection go back to the global x = 0 plane,
i.e. a vertical plane along the beam axis, we can set cuts in two dimensions:

1. The particle position in y at x = 0.

2. The distance from the particle position in z at x = 0 to the interaction point.

Figure 4.13 shows examples of such projections with the resulting cuts. In the analysis,
the cuts are re–tuned for each setting by fitting gaussians to the experimental distribu-
tions. 2σ cuts are used around the fit mean, and the resulting losses are compensated for.
On average, the cuts used are 〈σy〉 = 0.5 cm for both spectrometers, 〈σMRS

z 〉 = 5.3 cm
and 〈σFS

z 〉 = 8.0 cm.
It is clear from fig. 4.13 that some degree of background from secondaries apparently

coming from the interaction point still remains under the signal peak. This effect is
discussed below.

4.4 Corrections

At this point we have a raw yield of particles, i.e. just the number of particles per event
that has been recorded by the spectrometer. This number must now be corrected for:

1. Loss of primary particles due to in–flight effects, such as absorption in the detector
material, multiple Coulomb scattering in the traversed medium and weak decays
of pions and kaons.
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field setting (2001 run), and the shaded
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empty bins are defective slats.

2. Any remaining background from interactions with the detector material and charged
decay products of unstable particles (i.e. secondaries).

3. Feed–down from (Λ̄)Λ decay, which is given special treatment in the case of
(anti)protons.

4. The geometrical acceptance of the detectors, since we are interested in the total
number of particles produced and not just the ones that went through the spec-
trometer.

5. The combined efficiency of both the detectors themselves and the software used to
reconstruct the tracks and determine the PID.

6. For protons identified using the RICH in ’veto mode’ (see below), any contamina-
tion from misidentification of particles.

7. Any other effects that may bias the number of tracks seen, here especially the fact
that the trigger system somewhat disfavors low–multiplicity events.

These corrections will now be discussed in turn.

Absorption, multiple scattering and in–flight weak decays

The effects of absorption, multiple Coulomb scattering and in–flight weak decays have
been studied using a GEANT simulation of the full detector setup. GEANT allows us
to specify which physics processes to include, so to study the individual contributions
we first run the simulation with a given process turned off, and then compare this with
a similar simulation with the process on. Note that we to a certain degree assume these

64



CHAPTER 4. ANALYSIS OF THE 2001 P+P DATASET

Rapidity
0.1 0.2 0.3 0.4 0.5 0.6 0.7

 [
G

eV
/c

]
T

T
ra

n
sv

er
se

 m
o

m
en

tu
m

 p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

oProtons, 60

Favoured

Disfavoured

(contour)

(boxes)
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corrections to be independent of each other, so that e.g. absorption in a trigger slat can
be studied independently of multiple scattering in the rest of the spectrometer.

All three processes have been studied as a function of momentum, spectrometer
(MRS, FFS or full FS) and angle setting. Figure 4.14 shows example plots from MRS
at 60oand FS at 4o. The most significant corrections are for kaon in–flight decay and p
and p̄ losses due to interactions with detector material. The latter comes mainly from the
beampipe and the trigger slats TMRF and TD1. Other corrections reach a level of >95%
before p =1 GeV/c.

Another effect which might be discussed as part of this set of corrections is the con-
tribution to the p yield from protons knocked out of the beampipe or trigger slats. This
has been evaluated for the BRAHMS 2001 setup in ref. [38] and found to be negligible
for the pT /mT ranges we discuss. For the present analysis this is assumed to be the case
also for p + p collisions at the same energy. One thing that may need further checking
is the additional effect of the trigger slats in front if the spectrometers, since these were
not present for Au+Au in 2001. However, they are only expected to contribute in the
momentum range pT <500 MeV/c [130], and as will be shown in the next chapter this
region is not much used in the present analysis.

Background subtraction

As seen above, the cuts on the track projection to the interaction point leave a contribution
of secondaries in the event sample. To estimate the magnitude of this effect, a more
detailed analysis is made of the track y projections after all other cuts are applied.

The amount of decay products and results of secondary interactions will be both
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Figure 4.12: Effect of wide simultaneous cuts in the particle y position at the magnet
midplane (left) and the track slope difference (left) in the FFS, i.e. for the T1–D2–T2
complex. Data from a 4o 1/4A run.

momentum and species dependent. The left panel of figure 4.15 shows the y projection
for unidentified hadrons as a function of pT for the 60o setting, and it is clear that the
major background contribution lies at low momenta.

To get a qualitative estimate, the left panel of figure 4.15 is cut into pT slices, and
each plot is fitted with the sum of two Gaussian distributions. See the four right–hand
panels of figure 4.15. Dividing the double Gaussian into a signal and a background
distribution, the background is estimated from the fits as

Fbg(pT ) =

R µ+2σ
µ−2σ fbackgr(y)

R µ+2σ
µ−2σ fdoublegauss(y)

(4.15)

where µ and σ are the mean and widths of the signal distribution. This is the same track
projection region that is actually used in the analysis.

The same analysis is done for all angle settings and all particle species. For kaons and
protons it is not possible to distinguish a background distribution from the signal peak,
so no correction is applied for these particles. This is consistent with the background
to a large extent coming from pions from in–flight weak decays, like the decay modes
Λ → π+ p and K0

s → π+ +π−. Unfortunately, this also means that this method does not
reduce the contribution to the proton yields from this kind of feed–down.

Figure 4.16 shows the calculated correction factor Fbg applied to the data, as a func-
tion of pT , for two selected angle settings.

Feed–down corrections

Even after the above corrections, our measured data sample will invariably contain a
certain contribution from the products of non–primary interactions or weak decays. In
particular, the proton and antiproton samples will be contaminated by the products of the
decay channels

Λ → p+π−

Λ̄ → p̄+π+
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Figure 4.13: Examples of track projections to the x = 0 plane, with Gaussian fits and 2σ
cuts (red lines). Data are from 60o(top row) and 3o (bottom row).

which occur with a 63.9% branching ratio [79]. The Λ has a lifetime of cτ =7.89 cm,
meaning that most of them will decay before the first BRAHMS detectors. The kinemat-
ics of this process is such that the proton will carry most of the original momentum, and
we get a pion that flies to one side while the proton continues almost in the direction of
the original Λ particle. This in turn means that it will with a large probability fly through
our spectrometer an survive the track projection cut, and be reconstructed in our analysis.

To correct for this effect, a GEANT simulation has been performed [131] throwing
Λs and protons through the spectrometer with a realistic thermal distribution, with a Λ/p
ratio taken from experimental data. The p spectrum is then reconstructed using the full
BRAHMS analysis framework, and the contributions from primary protons and from Λ
decays can be separated.

The resulting corrections are shown in figure 4.17. They range from <25% to 0 over
the momentum ranges used for the present analysis. The corrections are applied and
discussed further in the fourth paper in chapter 5.

Acceptance corrections

The most significant correction applied to the data is the one for geometrical acceptance,
since the BRAHMS spectrometers only cover a small part of the solid angle into which
particles are emitted. Correcting for this is a rather involved process, since the accep-
tance depends on both the spectrometer angle and magnetic field setting, and the particle
momentum, angle and species.

To find the correction, a full GEANT simulation of the detector is again used. A large
number of particles are thrown in a (y, pT ) interval that is larger than the known edges of
the acceptance at a given setting, and the particles are then reconstructed using the same
fiducial cuts etc. that are used for the real analysis. The acceptance for a given y and pT
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is then

Acc(y, pT ) =
accepted particles(y, pT )

thrown particles(y, pT )
· ∆φ

2π
(4.16)

where ∆φ is the azimuthal angle range of the thrown particles. Note that we here assume
that on average the distribution of charged particles will be azimuthally symmetric, since
the event plane is randomly distributed.

The actual acceptance calculations have been done using the software package SNAc-
cPack, part of the BRAHMS software toolkit that combines GEANT, ROOT and special-
ized software to quickly produce reusable acceptance maps. This package was written
by me for the collaboration as part of my PhD work, and is detailed in appendix D.

Figures 4.18 and 4.19 show examples of acceptance maps in (y, pT ) space for the
MRS and FS respectively (60o and 12o), overlaid with experimental data. The correspon-
dence is very good, with only a few single tracks falling outside the simulated acceptance
edges. On average, MRS acceptances away from the edges lie around 0.5%, yielding a
correction factor of 200, while at 3othe average correction is ∼30 (3%). This increase
comes from the fact that as we move forward in rapidity the same aperture will cover a
larger azimuthal angle. This effect is stronger than the fact that the FS physical aperture
is smaller than that of the MRS.

Note that the acceptance also varies as a function of the interaction point. This means
that the analysis must also be done in narrow interaction point bins, which are then
merged in the final analysis (see sec. 4.5). For the present analysis, bins with a width of
10 cm have been used, which is wider than the canonical BRAHMS value of 5 cm. 10 cm
was chosen for statistics reasons, as the exact value of this bin width does not have any
noticeable effect on the final results. (See discussion of systematic errors below.)
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regions. Also shown are double–Gaussian fits and resulting background distributions.

Efficiencies

In practice, we will never be able to identify every charged particle that flies through
the spectrometer. Both physical limitations such as gaps in the coverage of hodoscopes,
and hardware and software limitations such as the inability to separate two close–lying
clusters in a TPC (due both to detector resolution, the cluster deconvolution algorithm
and statistical fluctuations in energy deposition), combine to give us a reconstruction ef-
ficiency that is less than 100%. To measure the absolute particle yield we must therefore
estimate this efficiency for each detector component and reconstruction step. 2

Tracking efficiency

The efficiency of TPC tracking in the MRS has been estimated via a track embedding
algorithm, where simulated tracks from GEANT were inserted into real events and sub-
sequently reconstructed. Tracking efficiency is defined as

εtr =
Nreconstructed

Nembedded
(4.17)

and has been studied as function of the TPC occupancy [132].
For the MRS, figure 4.20, left panel, shows the results for the combined efficiency of

the two tracking chambers versus the summed number of TPC clusters.
For p + p data, the average number of MRS clusters is Ncl < 100 per event, so the

MRS tracking efficiency can be taken to be εMRS
tr ≈ 94±1%. The results for protons are

consistent with the π and K results shown.
For the FS, which has an array of five individual tracking detectors, another algorithm

known as the reference track method has been used to estimate the total efficiency. This

2The discussion below closely follows that presented by Djamel Ouerdane and Peter H. L. Christiansen
in their PhD works. [24, 23]
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method reconstructs a global track based on information from four of the five detectors,
and then looks in the fifth detector for a track segment that is consistent with the global
track (i.e. fulfills the matching criteria discussed above).

For the datasets in question here, both the drift chambers and the two FFS TPCs
worked well for most settings, with some inefficiencies for certain run periods. These
have been either excluded from the analysis, or treated specially. The right panel of
fig. 4.20 shows two examples of combined FS tracking efficiency vs. momentum. The
circles (upper curve) shows the FFS only (T1+T2) at a 12o setting, while the squares
show the full FS (T1–T5) for a 4o setting. Data are from the 2001 p + p run. The
combined efficiency is calculated as the product of the efficiencies of all detectors that
contribute to the track, i.e. in the simplest case

εtracking
FFS = εT 1 · εT2 (4.18)

εtracking
FS = εFFS · εT3 · εT4 · εT5 (4.19)
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Figure 4.18: Acceptance maps for the MRS at 60o, overlaid with experimental data
(boxes). The rows show three different vertex bins, while the columns from left to right
show unidentified particles (in pseudorapidity), pions, kaons and protons.

PID efficiency

There is also some inefficiency in the matching of tracks to hits in the time–of–flight
systems, and in the ring reconstruction of the RICH detector.

For the TOFW in the MRS, all slats are positioned on a smooth arc. While this design
gives a wider coverage for the wall, it also introduces edge effects, e.g. when a particle
moves through the wall close to the edge of a slat and thus depositing little energy. The
FS hodoscopes have two staggered rows of slats, offset by one slat depth, to reduce this
problem.

In order to estimate the overall slat efficiency, including losses from this and other
effects, the distribution of hits associated to valid tracks is divided by the distribution of
the number of times valid tracks intersect slats. For the 2001 dataset this correction is
discussed in more detail in [23]. It is estimated to be ∼ 93% for the part of the TOFW
used in the analysis, and this correction is also used for the present analysis. For H1
this analysis has been performed especially for p + p data, since the results presented
in [23] have some issues related to high occupancy. Figure 4.21 shows sample efficiency
distributions for H1 in 2001 p+ p data, as a function of momentum. It is clear that while
there are some minor setting–by–setting variations, H1 consistently gives an efficiency
>98% with no momentum dependence. This factor is multiplied into the tracking effi-
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Figure 4.19: Acceptance maps for the FFS at 12o, overlaid with experimental data
(boxes). The rows show three different vertex bins, while the columns from left to right
show unidentified particles (in pseudorapidity), pions, kaons and protons.

ciency given above where H1 is used for PID. H2 has not been used for this analysis, so
no efficiency study has been made.

Note that a correction for multiple hits in the same slat, which can not be separated in
a hodoscope, is usually also added at this point. For the present p+ p analysis we rarely
see more than one track per event, so the effect of this correction is negligible.

For the RICH detector no software tool for full efficiency calculations has been im-
plemented. Instead, the ring reconstruction efficiency can be estimated by looking at
pions identified in H2 and seeing if they can be matched to a RICH ring. This procedure
will only depend on the particle β and not on its mass, so pion results can be recalculated
to the corresponding momentum range at the same β values for other species.

While this procedure will be tainted by pion decays between H2 and RICH and is
limited in momentum to the relatively small pion range covered by H2, it does give
a sufficiently good approximation of the correction needed. Again, the correction is
discussed in more detail in [23], and the resulting efficiency plot is shown in figure 4.22.

The resulting RICH efficiency is quite low close to the threshold value for a given
particle species, starting at ∼ 10% , but then rises to an approximately constant value of
∼ 93% over an interval of only 1 GeV/c.
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Figure 4.20: Tracking efficiency estimates.
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Figure 4.21: Sample efficiency distributions for the H1 hodoscope for 2001 data, as a
function of momentum.

RICH contamination

As discussed in section 4.2 above, the identification of (anti–)protons at high rapidities
(3o and 4o) is primarily done using the RICH as a veto counter. In [24] it is pointed out
and extensively discussed that this indirect method can introduce contamination in the
data from the following sources:

• RICH inefficiency. Failure to reconstruct a ring, e.g. from a pion above threshold,
would cause this pion to be identified as a proton.

• Absorption and decays. A particle that has a track all the way through the FS but is
absorbed or decays between T5 and the RICH will be identified as a proton unless
the decay products are identified in the RICH.

The contamination in the proton sample identified by the indirect method has been
studied in [24] for Au+Au data in the 2001 dataset using particles identified in H2. In
brief, the method used studies the difference 1/β−1/βproton for particle velocities mea-
sured in H2, where βproton is the velocity of a proton with the reconstructed momentum.
See figure 4.23. We first plot pions and kaons positively identified in H2 and fit them to
single Gaussians centered on the expected value (two leftmost columns), and then do the
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Figure 4.22: RICH efficiency as a function of the particle velocity β, calculated by
projecting identified particles from H2 to the RICH plane and looking for a matching
light ring. The dashed line is a fit to the data used to interpolate between the histogram
bins. Original efficiency data from [23].

same for protons positively identified by rings in the RICH (third column). We now have
the positions and widths of the 1/β− 1/βproton distributions for π, K and p( p̄). Finally,
we plot the same distribution for protons identified via the veto method, and fit it to the
sum of the three known Gaussians without fixing their integrals. See the rightmost col-
umn of figure 4.23. Integrating and summing the fitted pion and kaon Gaussians we find
the relative contamination of these species in the proton sample. For both charge signs,
a RICH inefficiency of ∼3% is found via this method. (Note: the fact that the curves for
positively identified protons in figure 4.23 are not centered on 0 comes from an offset
in the time–of–flight calibration used. This does not affect the contamination analysis,
since the offset affects all the distributions equally.)

For the present analysis, the sample of positively identified protons is not large
enough to repeat the procedure. The results from Au+Au have therefore been used,
i.e. the following correction factors:

εp
contam = 9.2% (4.20)

ε p̄
contam = 33.2% (4.21)

The difference comes from the low anti–proton multiplicity compared to the proton mul-
tiplicity, while the pion multiplicity is the same in both settings. As will be shown in
the next chapter, the particle composition in p+ p at

√
s = 200 GeV is similar enough to

Au+Au to warrant the use of the same contamination corrections. Possible errors intro-
duced by this procedure are included in the systematic error discussed in section 4.10.

Multiplicity bias

Finally, any other biases of the event sample must be corrected for. For BRAHMS p+ p
and d + Au data, the most important such bias comes from the triggering system. As
discussed above, GEANT simulations show that the four INEL rings see 71±5% of the
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Figure 4.23: Extraction of RHIC contamination. On all plots the abscissa is 1/β mea-
sured by H2, subtracted the expected 1/β for a proton with the same momentum. Top,
two left panels: Pions, and kaons identified by the RICH in the momentum interval,
10 < p < 14 GeV/c, where proton identification is done by the veto method only. The
distribution has been fitted by a Gaussian. Top, third panel: Same for protons identified
via rings in the RICH, i.e. for the momentum interval 16 < p < 20 GeV/c. Rightmost
panel: The distribution of protons identified in the RICH by the veto method (10 < p < 14
GeV/c) fitted with the sum of the three Gaussians from the first plots, see text. Bottom
row: Same for negative particles.

41 mb p + p total inelastic cross–section [133]. Since a trigger is the requirement of a
hit in one ring on either side of the interaction point, it is natural that this will bias the
sample towards high–multiplicity events. The same simulation showed that the events
recorded have on average 13% higher multiplicity than the total non–single–diffractive
event sample, and correspondingly the final yield of particles must be corrected by a
factor 1/1.13 = 0.885.

4.5 Total corrections and data set combination

We now have the raw data, and a complete set of corrections for the dataset. To keep
track of them all, and to ensure that errors are treated correctly, data and corrections are
treated separately all the way until the very final step of the analysis.

Combining the correction plots

At this point the data are contained in y− pT histograms, one for each vertex bin in each
setting. Corresponding histograms are constructed containing all the physics corrections,
efficiencies, background subtractions and trigger scaledowns:

C orr|pT ,y = fscaledown · fmult.bias · fmatching · fvtx · (4.22)

εtracking(p) · εPID(p) · εdecay(p) · εmult.scatt.(p) · εabsorption(p) ·
δ f eeddown(p) ·δbackground(pT ) ·δRICHcontam
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where all factors are detailed in the discussion above. (Some, like the feeddown correc-
tion, are only applied for the relevant particles.) Here, f factors are constants applied
to the whole histogram. ε factors are momentum–dependent factors that compensate for
loss of particles, while δ factors remove contributions from unwanted tracks. (Note that
fmatching and fvtx refer to factors compensating for losses due to cuts in track matching pa-
rameters and projections to the interaction point respectively, as discussed in section 4.3.
All other factors were discussed in the previous section.)

The histograms are then merged with the acceptance maps according to the following
equation (see appendix A.4 on page 102 for reasoning and derivation):

CORR|v,s,pT ,y =
C orr|pT ,y

2πNev(v)Acc|s,v,pT ,y ×bpT ×by
(4.23)

where subscript s notes the current spectrometer setting, v identifies the vertex bin and
Nev(v) the corresponding raw number of events. The factors bpT and by are the bin
widths of the histograms. Now, the 2D histogram CORR contains all correction and
normalization for vertex bin v.

Merging all settings

For each data set s characterized by a spectrometer angle and a magnetic field, all vertex
bins are summed up as follows:

DATA|s,pT ,y = ∑
v

DATA|v,s,pT ,y (4.24)

(CORR|s,pT ,y)
−1 = ∑

v
(CORR|v,s,pT ,y)

−1 (4.25)

where the sum is running over the vertex bin v. The last term can then be inverted for
each (pT ,y) cell, so that the normalized and corrected differential yield for one setting
reads

dN|s,pT ,y = (DATA|s,pT ,y)× (CORR|s,pT ,y) (4.26)

However, to cover as much of the y− pT plane as possible the 2001 dataset covers
several angle and magnetic field settings of the spectrometer. We wish to combine all
these settings s into one averaged 2D histogram containing all the normalized data, and
this is done according to the same procedure:

〈dN|pT ,y〉 =
∑s dN|s,pT ,y ×W |s,pT ,y

∑sW |s,pT ,y
(4.27)

where the weight W |s,pT ,y is defined as

W |s,pT ,y =
1

CORR|s,pT ,y
(4.28)

to ensure that (pT ,y) cells with large corrections (corresponding to a low statistical sig-
nificance) carry low weights. With these definitions, eq. 4.27 can be rewritten

〈dN|pT ,y〉 =

(

∑
s

DATA|s,pT ,y

)

×
(

∑
s

1
CORR|s,pT ,y

)−1

(4.29)
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i.e. a form that conserves the statistical form of DATA|s,pT ,y. Other choices for the
weights would not give this factorized form and hence not the straight sum of contribut-
ing counts. In this form, weights W ’s can be interpreted as an effective number of events.
When the resulting yield is zero in a cell, there can be two explanations: either the cor-
rection factor is zero, in which case the cell was excluded from the acceptance from the
beginning, or there was no particle (data) in the cell. In the latter case, the measurement
is still valid (as well as the weight factor) and keeping zero cells is important when cells
are averaged over to make projections to the pT axis. A discussion on the subject can be
found in [24], as well as in appendix A.

4.6 Final d2N/dyd pT maps
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Figure 4.24: Normalized η− pT distribution of the full 2001 p+ p dataset, for uniden-
tified charged particles (h±).

Figures 4.24 and 4.25 show the resulting y− pT distributions for the full 2001 dataset,
for unidentified charged hadrons and identified particles respectively. The lines show the
areas that will be used later to project spectra onto the pT axis.

It is clear that while the present dataset does not fully cover the y− pT plane, enough
coverage exists to measure particle production as a function of rapidity up to approxi-
mately y ∼ 3. Note, however, that the pT ranges covered by the different settings vary
significantly and in some instances do not overlap at all. This is an unfortunate feature
of the data sample, since when extrapolating the spectra to the total yield we would like
to fit them over the same pT or mT range.
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Figure 4.25: Normalized y− pT distribution of the full 2001 p+ p dataset, for π±, K±, p
and p̄. Lines represent the edges of projections to the pT axis that become the normalized
spectra.
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4.7 Like–particle ratios

The first and simplest analysis one can do with such a dataset is to divide the distributions
for particles that are identical except for their charge (π+ and π−, K+ and K−, p and p̄),
to construct the like–particle ratios as a function of pT and rapidity. In this ratio, all
corrections except the p̄ absorption cancel out, so for the present dataset this analysis
was done before most of the above results were available.

The results of this analysis are presented in the paper Forward and midrapidity like-
particle ratios from p+ p collisions at

√
s = 200 GeV, published in Phys.Lett.B607:42-

50,2005 and reprinted in the next chapter.
Unlike the analysis that is described above, the like–particle ratio analysis uses both

positive and negative particles from the MRS for each polarity. While one charge sign
is disfavored because of the uneven geometrical acceptance of the TOFW, this does not
negatively affect the results since we can write the ratios as

n−

n+
=

√

n−A
n+

B
· n−B

n+
A

(4.30)

where n is any particle specie and n−
A denotes the observed number of negative particles

from polarity A etc. Each factor is a function of (y, pT ), and can be written out as

nch
pol(y, pT ) =

Nch
pol(y, pT ) ·C orrch(y, pT )

Accch
pol(y, pT ) ·Nevents

pol

(4.31)

where ch is the charge sign, pol is the polarity of the MRS magnet and N ch
pol is the number

of particles actually observed. Since for our spectrometer Acc+
A = Acc−B , and similar for

opposite charge signs and polarities, eq. 4.30 reduces to

n−

n+
=

√

N−
A ·N−

B

N+
A ·N+

B

· C orr−

C orr+
(4.32)

i.e. both acceptance effects and the dependence on the number of events cancel out, and
we are only sensitive to the actual observed number of particles and any difference in
physics corrections between a particle and its antiparticle. For pions and kaons, we also
have C orr+

A = C orr−B , further simplifying the analysis.
For the FS we only see one charge sign per polarity, so there we still need the nor-

malization to the number of events. The acceptance still cancels out as above.
We do not observe any vertex dependence of the n−

n+ (y, pT ) factors, but since the
acceptance correction is vertex dependent we still perform the analysis in 10 cm vertex
bins. The results from different bins are added using a straight average, and projections
of the results onto the pT axis are made using rapidity intervals of ∆y 6 0.1. The resulting
n−
n+ (pT ) distributions are fitted to extract particle ratios at the various rapidity values, as
discussed in the third paper in chapter 5.

4.8 Particle spectra

The next step in the analysis of the absolute particle yields is to project sections of figs
4.24 and 4.25 onto the pT axis to create spectra. This is done according to the following
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Figure 4.26: Averaged projection of data within interval ∆y (between the lines) to the
pT axis. The histogram in the right panel is a normalized particle spectrum.

formula:

N(pT ) =

(

∑
y

∑
s

DATA|s,pT ,y

)

×
(

∑
y

∑
s

1
CORR|s,pT ,y

)−1

(4.33)

with y−∆y/2 ≤ y ≤ y + ∆y/2. Note that ∆y is the sum of the widths of bins within
the projected slice that have a nonzero correction value. This way we get the correct
normalization to unit rapidity even if a bin within the acceptance has no counts. The full
normalized pT spectrum is then defined as

1
2πpT

d2N
d pT dy

(pT ) ≡ 1
2π

N(pT )

pT ∆y
(4.34)

where pT in the denominator is the center of the histogram bin. Figure 4.26 shows an
example projection and the resulting spectrum. See also app. A.2 for a discussion of the
normalization used in eq. 4.34.

The results of this procedure for charged particles, identified and unidentified, are
presented in a self contained form in the paper draft Rapidity dependence of charged
particle production from p + p collisions at

√
s=200 GeV, reprinted in chapter 5. Note

however that there I have analyzed the spectra as a function of the transverse mass mT ≡
√

p2
T +m2 rather than the transverse momentum. The reason for this is related to the fit

function used to extrapolate the spectra, as discussed in the next section.
The same procedure was also used for the 2003 dataset to extract the unidentified

hadron spectra presented in the paper On the evolution of the nuclear modification fac-
tors with rapidity and centrality in d + Au collisions at

√
s = 200 GeV, published in

Phys.Rev.Lett.93:242303,2004 and reprinted in the next chapter.
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4.9 Fitting the spectra

To find the total particle production within a given rapidity interval, dN/dy, we need to
extrapolate the spectra found in the previous section to cover all values of pT or mT . For
this, we need to assume a functional form and fit it to the spectra.

Commonly used functions for this analysis are single exponentials in mT and double
exponentials, power laws and Boltzmann distributions in pT . The physical basis for
testing these forms is as follows:

• Single exponential in mT : Distribution, according to Fermi or Bose statistics, of
particles from a thermalized source.

• Double exponential in pT : The same, but taking into account the possibility that
there may be two sources of different temperatures. (This is done because we
observe that the spectral slope changes as a function of pT .)

• Boltzmann distribution pT : Classical thermal distribution, which is the high tem-
perature limit of the distributions from quantum statistics.

• Power law pT : Modification of thermal spectra due to collective flow and rescat-
tering.

Once a spectrum is well fitted to such a function, i.e. we can perform a fit with a rea-
sonable value of χ2/DOF, then the total yield can easily be calculated under the above
assumptions. See appendix A.3 for details.

Fit function analysis

For generality, all four functional forms have been attempted fitted to the experimental
spectra. See examples of this analysis in figures 4.27, 4.28 and 4.29, where a single
spectrum from π+, K+ and p respectively has been fitted.

For individual spectra there is some variation in which functional form gives the best
fit. In general, however, the pT (mT ) coverage of the present dataset is so short that it
is hard to distinguish between the forms. The only form that consistently gives good fit
results is the single exponential in mT , so this function has been chosen for all spectra
for consistency. The deviation from exponential form that some spectra show is instead
included in the systematic error, discussed in the next section.

The exception from this practice is the spectra of unidentified charged hadrons. Here
we are not constrained by the particle identification limitations of the experiment, and we
also have higher statistics. These spectra can only be well fit to a power law dependence.

The mathematics of integrating the spectra and extracting the total yields and inverse
slope parameters is discussed in appendix A.3.

4.10 Systematic errors

The final step of the analysis is the evaluation of any systematic errors introduced by the
analysis procedure. Ideally, a detailed Monte Carlo study of the full detector setup and
analysis chain would describe these errors, but in practice this is hard to do. Instead, we
rely on estimates from the data.
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Figure 4.27: Comparison of common fit functions for extrapolation to high and low pT .
Spectrum shown: π+ at y ∼ 0.5. Closed symbols: pT Open symbols: mT

Following a discussion in [24], point–to–point systematic errors on the integrated
yields are divided into two categories that are estimated separately:

• Errors from the fit functions discussed in the previous section, and the subsequent
extrapolation to get the integrated yields

• Errors from the rapidity range selected to project onto the pT /mT axis

In addition, there may be errors from the overall normalization and corrections that apply
equally to all spectra.

Note that the discussion in this section only relates to the analysis total yield analysis
presented in the unpublished fourth paper in chapter 5. For systematic error estimates
relating to other results, see separate discussions in the first and third papers in chap. 5.

Errors from the fits

To estimate the stability of the fits used to extrapolate the data, one can

• vary the fit range, by moving the end points of the fits by one bin up or down

• vary the mT bin size

• fit with other functions that could describe the spectra
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Figure 4.28: Comparison of common fit functions for extrapolation to high and low pT .
Spectrum shown: K+ at y ∼ 0.8. Closed symbols: pT Open symbols: mT

After evaluating these different contributions, the total systematic error from the fits is
calculated as

σ f it =
√

∑
i

(x− xi)2 (4.35)

where xi is the extrapolated yield after variation i and x is the original yield.
For the estimation of errors from different fit functions, I have chosen the one form

that on average best fits the spectra except for the single exponential. For the pions and
kaons this is the power law dependence in pT , while for protons it is the Boltzmann
distribution in pT . The selected functions consistently give a χ2/DOF∼2. (See previous
section for a discussion of the functional forms.)

Some ’sanity checks’ on the modified yields and the χ2 value of the fit have been
imposed to ensure that the new fits do indeed follow the data. In a few cases where the
fit is very sensitive a flat assumption of a 10% uncertainty is used, based on worst–case
estimates from neighboring rapidity intervals. Most values lie between 0.2% and 2.0%,
with a slight increase towards the more forward angles. This is due mostly to the shorter
fit ranges.

Errors from the rapidity projection ranges

To estimate any systematic errors from the rapidity ranges selected for projection onto
the pT /mT axis (see dashed lines in figures 4.24 and 4.25), the ranges are varied by
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Figure 4.29: Comparison of common fit functions for extrapolation to high and low pT .
Spectrum shown: p at y ∼ 0.8. Closed symbols: pT Open symbols: mT

∆y = 0.02 (corresponding to two histogram bins in the figures shown). Since most of
the acceptances for single settings are quite narrow, the effect of this is to move the edge
effects to other parts of the spectrum.

The results of this procedure vary setting by setting between 0.5% and 5%, with no
noticeable angle dependence.

Other sources and total systematic errors

Refs. [24] and [23] discuss in detail systematic errors from the combination of different
settings covering the same portions of y− pT space. The present analysis and dataset is
such that there is no such overlap, so this source of errors is not relevant here. (Instead
we have higher statistical errors.)

Other potential non–negligible sources of systematic errors include

• the tracking efficiency corrections

• corrections for in–flight decay, multiple scattering etc.

• the normalization to 1/Nevents

• the width of the vertex bins used in the analysis
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y -0.05 0.55 0.90 1.02 1.15 1.65 2.20 2.93 3.15 3.40
π+ 5.7 6.2 6.4 6.5 12.2 6.9 9.0 5.0 11.2 9.8
y 0.03 0.55 0.90 1.02 1.15 1.65 2.20 2.50 2.93 3.10 3.40
π− 5.2 10.2 5.7 8.2 12.3 8.7 5.6 8.4 5.6 8.5 8.2
y -0.05 0.50 0.80 0.90 1.00 1.50 2.08 2.95 3.10
K+ 10.1 9.3 7.6 5.1 5.3 5.1 11.2 11.2 11.2
y 0.00 0.50 0.80 0.90 1.00 1.50 2.08 2.35 2.95 3.10
K− 9.0 8.6 6.8 5.1 5.2 8.6 11.2 11.2 5.0 11.2
y -0.02 0.45 0.75 0.85 0.95 1.50 1.90 2.72 2.80
p 5.5 12.9 8.4 5.0 6.3 6.1 11.2 13.0 10.9
y 0.00 0.45 0.75 0.85 0.95 1.50 1.90 2.72 2.80
p̄ 5.5 8.0 11.5 9.2 11.2 11.0 11.2 11.2 10.1

Table 4.3: Combined point–to–point systematic errors from all sources discussed in text.
Uncertainty values are given in % of the total yield.

• the estimate of the fraction of the cross section seen, and the multiplicity bias of
the triggering system

• for p and p̄ at 3oand 4o, the RICH contamination factor

Changing these factors within their respective uncertainties leads to an estimate of an
overall systematic error of σother <5%. This effect is also added into the total systematic
error (6% for p and p̄ at 3oand 4odue to the last item above).

The combined systematic errors from all sources discussed above are tabulated in
table 4.3, where the values are given in % of the total yield at that rapidity. The errors
range from 5% to 13%, mostly reflecting the problems getting a stable fit to the spectra.
This is in turn linked to the statistics of the data sample taken in 2001. See further
discussion in chapters 5 and 6.
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Chapter 5

Brief introduction to the papers

This chapter includes reprints of three published papers, and a preprint of a fourth that is
being prepared for publication by the BRAHMS collaboration. In the following I give a
very brief introduction to the papers.

5.1 On the evolution of the nuclear modification factors with rapidity and cen-
trality in d + Au collisions at

√
s = 200 GeV

On June 18 2003, all four RHIC experiments gave a common press conference announc-
ing the first publications of d+Au data at

√
s = 200 GeV, compared with Au+Au data at

the same energy [47, 134, 135, 136]. The main conclusion was clear and unanimous: The
high–pT suppression seen in Au+Au collisions (see sec. 1.3) was not present in d+Au
at midrapidity, presenting a strong case for the presence of a dense medium with a high
degree of gluonic bremsstrahlung in central Au+Au collisions. BRAHMS also showed
in our publication [47] that the suppression in Au+Au was present also at pseudorapidity
η ∼2.2, indicating that the dense medium indeed extended over several units of rapidity.

The obvious question posed by this is how the d+Au system behaves at higher ra-
pidities. This was first addressed in the first of the four papers in this chapter, where
we show nuclear modification factors RdAu over three units of rapidity. Its main, and
unexpected, conclusion is that while there is no suppression at midrapidity in d+Au col-
lisions, there is a gradual transition to a suppressed state as the rapidity increases. One
possible interpretation of this observation is that the incoming gold nucleus may be in
a state known as a Color Glass Condensate (see sec. 1.3 and later in this introduction),
which then also becomes the initial state for Au+Au collisions at

√
s = 200 GeV. Other

mechanisms for suppression of low–x partons in the Au nucleus, e.g. nuclear shadowing,
have also been proposed. This has spawned a lot of discussion and theoretical work, see
e.g. [59, 137, 138, 139] (selection of more than 90 citations of this paper to date).

This publication is based on the d+Au and p + p datasets collected during the 2003
RHIC run. As an early part of my PhD work I participated in the analysis leading up to
these results, performing one of several parallel analyses used for consistency checking.
I made calibrations and performed most of the data reduction for both datasets, and I also
participated in writing the paper itself though I am not the corresponding author.

89



CHAPTER 5. BRIEF INTRODUCTION TO THE PAPERS

5.2 The rapidity and centrality dependence of nuclear modification factors at
RHIC: What does bulk particle production tell us about the nuclear medium?

After publication of the first paper, I was
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Figure 5.1: Saturation of ’wee par-
tons’ as the energy increases. Figure
from [140].

invited to give a talk on these topics at the
42nd International Winter Meeting on Nuclear
Physics, Bormio, Italy, in 2004. The second
paper is the proceeding from this talk, con-
taining a detailed discussion of nuclear modi-
fication factors measured by BRAHMS. Some
results from the first paper are repeated, and
compared with other BRAHMS results for com-
pleteness.

The rapidity dependence of the RdAu fac-
tors is discussed in terms of both the Color
Glass Condensate (CGC) picture, and nuclear
shadowing. In brief, the CGC is a state hy-
pothesized on the basis of observation in deep
inelastic scattering at HERA (see ref. [16] of
the second paper and figure 1.4 on page 7).
It was seen that as the momentum transfer be-
tween the incoming lepton and the struck hadron
increases, the observed gluon density function
appears to diverge at small values of xF . This means that there is a high density of so–
called ’wee gluons’ carrying a very small fraction of the nucleon momentum, and due to
the finite size of the nucleon one must assume that at some point these gluons will start to
fuse due to self interaction (see schematic illustration in figure 5.1). This fused state can
be seen to take on the properties of a condensate, and to evolve on timescales that are long
compared to the duration of a typical heavy ion interaction. Interestingly, such a state
seems also to be treatable within the framework of classical field theory, providing an
analytical window on the complex initial state of ultrarelativistic heavy ion interactions.
For an recent, excellent review of the properties of the CGC, see ref. [140]. Nuclear
shadowing, on the other hand, is a depletion of low–xF partons in nuclear systems, due
to a destructive interference reducing the probability of interactions with partons at the
back of an incoming nucleus. This effect is also able to describe the data in the first two
papers, see e.g. [141].

Also, the importance of proper p+ p reference data for the interpretation of interac-
tions involving nuclei is stressed. This becomes one of the motivations for the detailed
study of p+ p collisions at

√
s = 200 GeV presented in the next two papers.

5.3 Forward and midrapidity like-particle ratios from p + p collisions at
√

s =
200 GeV

This is the first paper discussing in detail the p+ p dataset taken during the 2001 RHIC
run. The set was intended as a so–called ’soft survey’, meaning that we attempted in
the time available to cover as much of the y–pT plane within our acceptance as possible.
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This means that while there are a considerable number of different measurements, none
have high enough statistics to extend into the so–called high–pT region. What we get
from this set is a survey of the bulk particle production, which comes mainly from soft
processes.

This paper discusses the first observable for identified particles one can make from
such a dataset, the like–particle ratios. This is a relatively easy measurement since all ge-
ometrical acceptances and most systematic effects and other corrections cancel out. We
show the ratios as function of rapidity, and note that there is no transverse momentum
dependence within our acceptance. Energy systematics, system size comparisons and
model calculations are presented, and we note the effect of charge and isospin conserva-
tion at the highest rapidities.

For this publication I have both performed the data reduction and analysis, in collab-
oration with Kris Hagel at Texas A&M University, and authored the paper. To date, the
paper has been cited 5 times, most recently in a theoretical study of parton distributions
and pion production at RHIC energies [142].

5.4 Rapidity dependence of charged particle production from p+ p collisions at√
s = 200 GeV (in preparation)

The final paper presents normalized charged particle mT spectra and average total multi-
plicities from p + p collisions at

√
s = 200 GeV. It is an extension of the analysis per-

formed in the previous paper, with corrections for geometrical acceptance and other
effects applied. The analysis leading up to this paper has been presented in detail in
chapter 4 of this thesis. Many connected results such as the degree of nuclear stopping,
the excitation functions of average multiplicities and unlike particle ratios are given, as
are charged hadron spectra versus pT for use in nuclear modification factors up to pT ≈
4.5 GeV/c. For an extended discussion of the estimate of baryon stopping per incident
nucleon, see appendix C.

This paper represents the last part of my PhD work, and the analysis has been per-
formed solely by me. It is not yet submitted for publication, but has been written up and
presented for internal review in the BRAHMS collaboration. Its present state is such that
all physics results are ready and presented, but not all have been thoroughly discussed
and interpreted. The final version of the paper will probably discuss a slightly reduced
number of topics, but in greater detail, and may include data from the high–statistics
p+ p sample taken by BRAHMS in 2005. As mentioned above, this dataset is mainly a
survey and as such is not suited for precision measurements at individual rapidities. This
is especially true for measurements at the most forward angles covered, where both sta-
tistical and systematic errors are presently large. The addition of the 2005 dataset would
improve the overall quality of the results, especially in this crucial region close to the
beam rapidity, but it should not significantly alter the overall conclusions drawn in the
present thesis.
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Chapter 6

Conclusions and outlook

The main results of this thesis were presented in the papers reprinted in the previous
chapter. Here I will only reiterate some of the main physics conclusions, and take a brief
look towards the future.

6.1 Conclusions

This thesis has discussed various aspects of charged particle production in hadronic in-
teractions at

√
s = 200 GeV, either directly from or related to p + p collisions. All data

presented were taken with the BRAHMS spectrometer at RHIC during the running peri-
ods of 2001 and 2003, which in addition to p+ p included Au+Au and d+Au collisions.

The main relation of p+ p collisions to larger systems is through the nuclear modi-
fication factor, e.g. the factor

RdAu =
d2NdAu/d pT dη

〈Ncoll〉d2NNN/d pT dη
. (6.1)

which was discussed at length in the first two papers of chapter 5 and also in the fourth.
At RHIC energies a suppression of high–pT particle production in central Au+Au colli-
sions has been well documented, and BRAHMS has shown that this suppression extends
at least up to η ∼ 3. It has also been seen that in a d+Au collision there is no such sup-
pression at midrapidity, leading to the picture of a hot and dense fireball in Au+Au events
that slows the high–pT particles through gluon bremsstrahlung.

In this thesis, I have shown RAA factors from central Au+Au collisions for identified
pions, kaons and protons, using BRAHMS’ published spectra from Au+Au and my own
results from p+ p. The main conclusions are that while the pions follow the trend seen
for all charged hadrons, kaons are systematically less suppressed. The protons have
a steeper slope with transverse momentum, and reach the RAA = 1 line, indicating no
suppression, at pT ∼ 1.5 GeV/c. I have also shown that there is no rapidity dependence
of these results, up to y ∼ 3. From this we can conclude that whatever the nature of
the emitting source in a central Au+Au collision, it seems to extend at least three units
of rapidity out from y = 0. This is supportive of a picture of the fireball as a hot and
dense, longitudinally extended region of medium that suppresses high–pT particles, i.e.
has large gluonic brehmsstrahlung. Note, however, that other explanations such as the
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effects of nuclear shadowing or low–x parton saturation in the initial state have not been
ruled out and continue to be investigated.

For d+Au collisions I have shown that while BRAHMS measures an enhancement of
the RdA factor at midrapidity, there is a gradual transition to a suppressed state at η ∼ 3.
A possible interpretation of this unexpected result is that the initial state of an incoming
gold nucleus at this energy is the color glass condensate. An alternative explanation
may be strong nuclear shadowing. This topic is still much discussed in the field, and
will probably not be resolved until similar measurements at forward rapidities at LHC
energies are made (see the next section).

The main analysis documented in this thesis and presented in the third and fourth
papers of chapter 5 relates directly to the p + p collisions themselves. Charged like–
particle ratios at

√
s = 200 GeV have been shown to be quite similar to those from central

Au+Au collisions, while the deviations hint at interesting physics. At high rapidity, i.e.
y > 2, the π−/π+ ratio decreases from unity, showing the effects of charge and isospin
conservation in this region. The ratios show a limiting fragmentation–like behavior, and
we see already here that the p̄/p ratio at y = 0 is higher than in Au+Au, indicating a
lesser degree of nuclear stopping in p+ p.

These results are borne out in the full analysis of identified charged particle produc-
tion, where we observe that the limits we can put on nuclear stopping, or average rapidity
loss, in p+ p at

√
s = 200 GeV are about one unit of rapidity lower than in Au+Au. This

leads to the conclusion that the underlying processes that lead to energy loss for parti-
cle production in p+ p and Au+Au collisions are not quite equivalent at these energies.
While differences between such systems are of course expected, they should be kept in
mind when making comparisons such as nuclear modification factors.

Finally, we note from comparisons with midrapidity data from both higher and lower
energies that both the K/π and p̄/π ratios seem to rise abruptly from one approximately
constant level to another between SPS and RHIC energies. We can not identify the actual
shape of this transition, but it is highly likely that it is non–smooth and quite abrupt. More
p+ p data runs at RHIC at lower energies are needed to fill this gap.

6.2 Outlook

What is next for the subjects touched upon in this thesis? For p + p collisions at
√

s =
200 GeV, what has been presented here is the first dataset taken by BRAHMS in 2001.
The set was meant to be a ’soft survey’, giving an overall view of the global charac-
teristics throughout the y− pT diagram. This has been achieved, but not with high ac-
curacy and good statistics. Several later p + p datasets exist and are currently being
analyzed, that contain high statistics data samples at some of the more interesting re-
gions highlighted by the present analysis — both the midrapidity region for comparisons
with other systems to high transverse momenta, and the forward region for fragmentation
region physics, nuclear stopping studies and the question of the Color Glass Condensate.
Analysis of these sets should be finalized over the coming years, and combined with
the present survey results for a thorough understanding of particle production in p + p
collisions at

√
s = 200 GeV.

In parallel with this analysis, work continues on understanding Au+Au and d+Au
collisions, and lately also collisions of copper on copper (Cu+Cu), i.e. a system of inter-
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mediate size. Comparisons of these widely varying systems should yield much informa-
tion on the requirements for the hot and dense medium discovered in Au+Au collisions
to be produced, and the tool of choice for such comparisons are the nuclear modification
factors. All such factors should be made with RHIC p + p measurements as their base-
line, and the global differences between the systems as found from the work just outlined
should be kept closely in mind when making interpretations.

While
√

s = 200 GeV is the top RHIC energy for Au+Au, the accelerator is capable
both of colliding nuclei at lower energies, and indeed to reach

√
sNN = 500 GeV for p+ p

collisions. Au+Au collisions at
√

sNN = 63 GeV have already been recorded, and p+ p
reference data at this energy should ideally be taken. Such a run has been proposed as
part of the 2006 RHIC running, and BRAHMS is at present getting ready to record this
dataset.

On to the LHC

The next step after RHIC is the LHC, where the ALICE experiment is being built for
heavy ion studies. The LHC, which will likely begin operations in 2007, will be able to
collide Pb+Pb up to

√
sNN = 6300 GeV and p+ p up to an unprecedented

√
s = 14 TeV.

The Alice Physics Performance Report [143] discusses p+ p physics in this new energy
regime, both as a reference for nucleus–nucleus interactions, and as a physics topic in its
own right. Subjects that receive special mention include mechanisms for baryon number
transport, strangeness and heavy flavor production, jet studies, the excitation functions
of particle multiplicities and even double–parton collisions.

It is clear that the study of p + p collisions and their comparison to interactions of
larger nuclei are, and will continue to be, a fruitful part of the study of the strong nuclear
force. This thesis has added some more pieces to the puzzle, and both RHIC and the
LHC will keep on adding more in the years to come.
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Appendix A

Kinematics and mathematics

Some mathematical definitions and calculations employed in the text will be briefly re-
viewed here.

A.1 Kinematic formulas

Center–of–mass energy

Consider a general 2→2 interaction as shown in figure A.1, with incoming four–momenta
p1 = (E1,p1), p2 = (E2,p2) and outgoing momenta p3 = (E3,p3), p4 = (E4,p4). Each has

an energy Ei =
√

m2
i +pi

2 where mi is the rest mass (using c ≡ 1). The Lorentz–invariant
total energy, conserved in this reaction, is given by the Mandelstam variable s:

s = (p1 + p2)
2 = (p3 + p4)

2

= m2
1 +2E1E2 −2p1 ·p2 +m2

2 (A.1)

The center–of–mass energy
√

s used throughout this thesis is thus

√
s =

√

(p1 + p2)2 (A.2)

For A+A collisions it is usually denoted
√

sNN , which means the center–of–mass energy
per nucleon pair.

Coordinates and rapidity

The coordinate system used by BRAHMS, and indeed by most high energy experiments,
is defined in figure A.2, with the beams coming in along the z axis and colliding at
x = y = z = 0.

The rapidity variable is defined as

y =
1
2

ln
(E + pz

E − pz

)

(A.3)

where pz denotes the momentum component along the z axis. Under a relativistic boost
in the z–direction to a frame with velocity β′, y transforms as y → y− tanh−1 β′. From
this we can deduce that the shape of the rapidity distribution dN/dy of produced particles
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Figure A.1: A generic 2→2 reac-
tion.

Figure A.2: Coordinate system, as used in this
thesis.

form a collision is invariant. This also gives the useful relation y = tanh−1 β, and from
γ = (1−β2)−1/2 we can deduce y = cosh−1 γ.

For p � m the definition of rapidity can be expanded to obtain

y =
1
2

ln
( sin2(θ/2)+m2/4p2 + . . .

cos2(θ/2)+m2/4p2 + . . .

)

≈ − ln [tan(θ/2)] ≡ η (A.4)

where cos(θ) = pz/p. The last relation defines the pseudorapidity η, used e.g. for uniden-
tified hadrons.

Another measure that is often used in place of rapidity is the so–called Feynman–x
variable, defined as

xF ≡ pL/pmax
L (A.5)

Here pL is the longitudinal momentum of the particle, and pmax
L is the maximum value

that this momentum can have for the given reaction. For a p+ p collision in the center–
of–mass system, as studied in this thesis, pmax

L is equal to the momentum of the incoming
target or projectile proton.

A.2 Invariant cross section and transverse momentum

The quantity E d3σ
dp3 , where σ is the total interaction cross section, is an invariant under

Lorentz transformations. Introducing the coordinate system of figure A.2 and assuming
that on average collisions are symmetric about the z axis (i.e. the angle φ), we can re–
express this invariant as the differential number of particles per event:

E
d3σ

σd p3 =
1

2π
1
pT

d2N
dyd pT

(A.6)
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where pT = p · sin(θ) is the transverse momentum. The 1/2π factor comes from in-
tegrating over φ. We have also divided each side by the total cross section to get a
dimensionless measure of the number of particles.

We can also define the transverse mass of an identified particle with mass m, through

mT =
√

p2
T +m2 (A.7)

Inserting this into equation A.6 and transforming the differential, we find that we can
also express the invariant cross section as

E
d3σ

σd p3 =
1

2π
1

mT

d2N
dydmT

(A.8)

i.e. identical in form to the pT expression. Throughout this thesis, these two forms are
used as coordinates on the ordinate of particle spectra plots.

From the transverse mass and the formulas for the rapidity above, we can also deduce
the relations

E = mT cosh y (A.9)

pz = mT sinh y (A.10)

A.3 Fit functions

To extrapolate the pT and mT spectra discussed in chapters 5 and 6, they have been fitted
with one of the following functional forms:

Exponential in mT : Aexp

[

−(mT −m)

T

]

Power law in pT : B

(

1+
pT

p0

)−n

The T parameter of the exponential is called the inverse slope parameter and is identi-
fied as the apparent temperature of the particle source. This terminology originates from
statistical physics, where distribution functions are given by the Fermi or Bose statis-
tics (quantum case) or Boltzmann statistics (classical case, high temperature limit of the
quantum distributions). The coefficients A and B are normalization factors that can be
related to the integrated yield at rapidity y. For example, the coefficient A is obtained as
follows:

dN
dy

=

Z ∞

m
2πmT Aexp

[

−(mT −m)

T

]

dmT

= 2πA
Z ∞

m
mT exp

[

−(mT −m)

T

]

dmT

= 2πA

{

−T mT exp

[

−(mT −m)

T

]}∞

m
+2πAT

Z ∞

m
exp

[

−(mT −m)

T

]

= 2πATm+2πAT

{

−T exp

[

−(mT −m)

T

]}∞

m

= 2πAT (m+T), so that

A =
dN/dy

2πT (m+T)
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For the power law, B is obtained through

dN
dy

=

Z ∞

0
2πpT B

(

1+
pT

p0

)−n

d pT

= 2πB
Z ∞

0
pT

(

1+
pT

p0

)−n

d pT

= 2πB

[

p0 pT

1−n

(

1+
pT

p0

)1−n
]∞

0

− 2πB
Z ∞

0

p0

1−n

(

1+
pT

p0

)1−n

d pT

= 0 (if n > 1) − 2πBp0

[

p0

(1−n)(2−n)

(

1+
pT

p0

)2−n
]∞

0

=
2πBp2

0

(1−n)(2−n)
, if n > 2, so that

B =
(n−1)(n−2)

2π p2
0

dN
dy

The power n has to fulfill the condition n > 2. Experimentally, fits to unidentified
charged hadron spectra in this thesis give n & 20.

A.4 Merging vertex bins and settings

When averaging histogram cells in the 1/N ·1/pT ·d2N/dyd pT distributions to combine
different vertex bins and settings, as described in section 4.5, and also to project spectra
onto the pT axis as done in sec. 4.8, a problem occurs for bins with no counts. If there
are counts, we have an error (

√
n) and can use the error as weight in a weighted average

calculation, but for our purposes we also want to include the empty data bins with a non–
zero correction factor. The following is a brief discussion on how to do this properly,
following a derivation outlined in ref. [24].

The information we have available consists of measurements for pi = ni/Ni ·εi where

• pi is the “probability” in one event for observing one particle in the cell i (i.e.
1/N ·1/pT ·d2N/dyd pT ). This is the value we must determine.

• Ni is the he number of events accepted in an event sample.

• εi is the overall acceptance, efficiency, 1/pT , etc., i.e. all correction factors.

• ni is the actual measured number of particles in the cell.

We want to determine the best possible estimate for pi and the error, p̂ and σ p̂. The
cell count ni can be assumed to be Poisson distributed:

P(ni) =
µni

i

ni!
exp (−µi) (A.11)

where µi = Ni · εi · p.
Using the maximum likelihood method we can construct the likelihood function:
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L(p) = ∏
i

P(ni) = ∏
i

µni
i

ni!
exp (−µi) (A.12)

To find p̂ we take the logarithm

logL(p) = ∑
i

ni logµi − logni!−µi

= ∑
i

ni logNiεi +ni log p− logni!−Niεi p (A.13)

and differentiating with respect to p

d log L(p)

d p
= ∑

i

ni

p
−Niεi = 0 ⇒

p̂ =
∑i ni

∑i Niεi
(A.14)

This expression has a simple interpretation. The numerator is the total number of
measured particles and the denominator is the total number of tries scaled for efficiency
etc.

For a large event sample we can assume that the statistical error purely comes from
the numerator, and so the relative error on the calculated probability is just the relative
error on the numerator:

σ p̂ =
p̂√

∑i ni
(A.15)

This is the relation that is used for the merging equations in sections 4.5 and 4.8.
Note that the appendices of ref. [24] includes a Monte Carlo simulation that shows the
validity of the above assumptions and estimates.
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Appendix B

BRAHMS spectrometer resolution

The precision with which we can determine the track momentum and trajectory is lim-
ited by factors such as the intrinsic angular resolution of the spectrometer and multiple
Coulomb scattering experienced by the particles. This determines the quality and range
of our particle identification capabilities, and it affects the shape of the final particle
spectra, so it is important to understand it properly.

A thorough discussion of the different contributions to the overall resolution is given
in the PhD thesis by C. E. Jorgensen [21]1. I will here only summarize the main points,
as a foundation for the experimental determination of resolutions presented in chapter 4.

B.1 Angular and momentum resolution

A track through the BRAHMS spectrometer has two main characteristics — its momen-
tum, as determined from the bending through the magnets, and its position as determined
in the tracking chambers. The latter can be translated into measurements of angles, and
we can define two main resolutions: the bending angle resolution σ∆θ, and the momen-
tum resolution σp.

Bending angle resolution

The bending angle resolution σ∆θ of the spectrometer is in turn determined by two main
contributions:

• The multiple Coulomb scattering suffered by a particle as it traverses the detector
medium and surrounding air. This process results in a Gaussian smearing of width
σθms = K/βp, where K is a material constant for each detector segment. Typical
values of K in BRAHMS are 2−5 ·10−3 GeV/c (see [21] for details).

• The accuracy with which the local track angle is measured by the trackers. As-
suming that the track position is sampled at N points separated by distances l, this
width can be calculated through linear regression to be

σθtrack =
σx

l

√

12
N(N2−1)

(B.1)

1See section 4.2.4 of ref. [21].
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where σx is the intrinsic spatial resolution of a measured point. For the BRAHMS
trackers, this typically gives a resolution of σθtrack ≈ 0.001mrad.

From these contributions, we calculate a total bending angle resolution of

σ∆θ =
√

σ2
θms +(σ2

θ f +σ2
θb) (B.2)

where σθ f ,b are the angular resolutions for a front ( f ) and back (b) detector pair.

Momentum resolution

For the total momentum resolution σp, we start with the equation for determining the
momentum p from a tracker pair f and b:

p =
qB∆L

sinθ f − sinθb

1
√

1−α2
y

. (B.3)

where ∆θ ≡ sinθ f − sinθb is the total bending angle between the trackers and αy is the
slope of the track in the y direction. Using the small–angle approximation and gathering
the units, we get p = 0.3B∆L/∆θ2. The momentum resolution can then be expressed as

σ2
p

p2 =
σ2

∆θ
∆θ2 = σ2

∆θ
p2

(0.3B∆L)2 =

(

K2

β2 p2 +σ2
θ f+b

)

p2

(0.3B∆L)2 , (B.4)

which gives

σ2
p =

1
(0.3B∆L)2

(

K2 p2

β2 +σ2
θ f+b

p4
)

. (B.5)

The above equations can be used in combination to extract realistic values for the
resolutions of the BRAHMS spectrometers. This has been done in ref. [21], and the
numbers found are consistent with those we observe in experimental data. In the next
section, I will determine the resolutions experimentally through fits to the particle identi-
fication plots, to make certain that we know the fraction of the total yield that lies within
the cuts set. This effectively shortens the momentum range where we can perform certain
PID, but this was deemed acceptable for the present analysis.

B.2 Transverse momentum resolution

The final charged particle spectra will be presented as a function of the transverse mo-
mentum pT = psinθ, where θ is the polar angle relative to the beamline, or of the

transverse mass mT =
√

p2
T +m2. A Gaussian uncertainty in pT will have the effect

of hardening the spectra, i.e. on average shifting the measured transverse momentum to
a higher value. This is because our measured spectra are strongly decreasing with pT , so
an upward shift will add relatively more to the yield than a downward shift.

2Here the charge of the particle is set to one and the factor 0.3 comes from the conversion of the units
([p] = GeV/c, [B∆L] =Tm=Ns/Cm and the charge q = 1.6×10−19 C)
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The pT resolution is a function of the momentum and angular resolutions σ p and σθ,
and can be found through propagation of errors:

σ2
pT

=

(

∂pT

∂p
σp

)2

+

(

∂pT

∂θ
σθ

)2

= (sinθ)2σ2
p + p2(cos θ)2σ2

θ. (B.6)

It is clear that at midrapidity (around 90o) this resolution will be dominated by the mo-
mentum resolution, while at forward angles the angular resolution is dominant. From the
information above, it is possible to “deconvolute” the pT spectra, removing the effects of
resolution smearing. This is important for high–pT analyses where the exact shapes of
the spectra reveals interesting physics, but it has not been done for the present analysis.
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Appendix C

Estimating net–baryon production
and stopping

This appendix discusses in more detail the estimate of net–baryon production from net–
protons used in the fourths paper in chapter 5, and how the stopping estimate is calcu-
lated.

As discussed in ref. [55], the average rapidity loss 〈δy〉 = yp −〈y〉 of the nucleons
participating in a heavy ion collision can be used to quantify the degree of stopping. 〈y〉
is calculated as

〈y〉 =
2

Npart

Z yp

0
y ·

dN(B−B̄)(y)

dy
·dy, (C.1)

where Npart is the number of participating nucleons in the collision and dN(B−B̄)(y)/dy
is the distribution of net–baryons.

What we measure in BRAHMS is the distribution of net–protons dN(p− p̄)(y)/dy over
the rapidity interval 0 . y . 3, while at

√
s = 200 GeV the projectile rapidity is yp = 5.36.

This means that we must

1. estimate the net–baryon production from the net–proton distribution within our
acceptance

2. extrapolate the estimated dN(B−B̄)(y)/dy up to the projectile rapidity, using con-
servation of total net baryon number

In the following I discuss how this has been done for BRAHMS p+ p data, following
a discussion in refs. [54, 24]

C.1 Estimating the net–baryon distribution

The net–baryon yield in a p + p collision can be summed up as the production of all
baryons minus the production of all antibaryons:

nB = np +nn +nΛ +nΣ+ +nΣ− (C.2)

where nx = Nx −N x̄is the net yield of a single baryon species. Heavier baryon species
are assumed not to contribute significantly to the net–baryon distribution at this energy.
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Ξ production is evaluated as part of the Λ contribution, since Ξ → Λπ0 with a branching
ratio of 99.51% [79].

To estimate dN(B−B̄)(y)/dy we use the fact that we have a measured distribution of
np,meas, and equation C.2 can be rewritten as

nB = np,meas ·
np +nn +nΛ +nΣ+ +nΣ−

np + c1nΛ + c2nΣ+
(C.3)

The factor in the denominator is just np,meas written out as a sum of contributions from
primary protons (np), primary Λs misidentified as protons (c1nΛ) and the same for Σ+

(c2nΣ+ ). Using a full GEANT simulation of the BRAHMS spectrometer as it was during
2001 data taking, the coefficients have been estimated in [54] to be c1 = 0.53 ± 0.05
protons for each Λ and c2 = 0.49±0.05 protons for each Σ+ decay. This estimate is for
Au+Au collisions, and so may be slightly different for p + p since the slopes of the Λ
and p distributions will be different for the two systems. To make a safe estimate, we use
c1 = c2 = 0.5±0.1 for the present analysis.
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Figure C.1: Net–proton (left) and net–neutron (center) distributions from PYTHIA. The
right panel shows the ratio nn/np as a function of rapidity, and a 6th order polynomial fit
used to extract numerical values.

No measurement of neutron production in p + p collisions exists at RHIC energies, but
nucleon production is in general well described by commonly used string fragmentation
models. To estimate the net–neutron distribution as a function of rapidity, a PYTHIA
simulation at

√
s = 200 GeV has been used. The result is shown in figure C.1, where

the left and middle panels show the np and nn distributions respectively. The right panel
shows the ratio of the net–curves, nn/np, and (solid line) a 6th–order polynomial fit. This
functional form was chosen because it is the lowest order function that reproduces the
global features of the data.

From this simulation and fit, we find that the ratio varies from nn/np = 0.50± 0.03
to nn/np = 0.70±0.03 within the range |y| < 3.
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Net–lambdas

To estimate nΛ we use preliminary data from the STAR experiment, as these are the only
experimental values available at this energy. In reference [144] from the Quark Matter
2002 conference, STAR show production spectra of Λ+ Λ̄ and Ξ+ Ξ̄ in p+ p collisions
at
√

s = 200 GeV, and also quote values for the ratios Λ̄/Λ and Ξ̄/Ξ. See table C.1.

Λ+ Λ̄ Λ̄/Λ Ξ+ Ξ̄ Ξ̄/Ξ p p̄
0.066±0.006 0.88±0.09 0.0036±0.0012 0.90±0.09 0.096±0.002 0.079±0.002

Table C.1: Strange particle production in p+ p collisions at
√

s = 200 GeV. Preliminary
hyperon data from STAR [144]. (Anti–)Proton data are from [119] and [118].

From these values we can calculate the total and net production nΛ and nΞ. Since
Ξ → Λπ0 with a branching ratio of 99.51% and we are unable to distinguish between the
two, Ξ production is added into the Λ production. As noted in the paper on p+ p yields
in chapter 5, STAR has also reported midrapidity values of (anti–)proton production.
The spectra are shown in ref. [118], where they also quote a total hyperon feed–down
correction of 20% for both species. The integrated values are presented in ref. [119]
without this hyperon correction. In table C.1 (and in chapter 5) I list the STAR yields
from [119] with the 20% correction included. Using only STAR values we can now
estimate that nΛ/np = 0.38±0.05 at |y| < 0.5.

For the sake of this analysis, we will assume that nΛ/np is constant over the rapidity
range |y| < 3.

Net–sigmas

The yields of Σ+ and Σ− have not been measured at RHIC, in any collision type. In
thermal models for Au+Au collisions NΣ+ ∼ NΣ− and NΣ− ∼ 0.1 · Np [145] at RHIC
(
√

sNN = 130 GeV). Since strangeness production is heavily enhanced in heavy ion re-
actions compared to p + p this value will be lower for the present analysis. Around
midrapidity, PHENIX have shown that (nΛ/np)Au+Au ≈ 0.9 at

√
sNN = 130 GeV, yield-

ing a ratio of (nΛ/np)Au+Au/(nΛ/np)p+p ≈ 2.4 using the p+ p values cited above.

Taking this as a guide, we estimate nΣ+/np = nΣ−/np = 0.05±0.04 in p+ p collisions
at

√
s = 200 GeV, the large error reflecting the uncertainty of this estimate. Again, we

assume that the ratio is constant over the rapidity interval covered by the data.

Final conversion factor and net–baryon distribution

Adding all this together, we can calculate a total conversion factor from net–protons to
net–baryons that varies from nB = 1.58±0.06 ·np,meas to nB = 1.71±0.07 ·np,meas over
the range 0 < y < 3.

In the following sections, the measured net–proton distribution is scaled up by this
factor to calculate the net rapidity loss. The left panel of figure C.2 shows the original n p

and calculated nB distributions.
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Figure C.2: Left panel: Net–baryon and net–proton distributions from p + p collisions
at
√

s = 200 GeV. Right panel: Net–proton distribution overlaid with model calculations
from PYTHIA (histogram), PHOJET (dashed line), and HIJING/B (plus–line).

C.2 Fit functions and results

The next task is to extrapolate the dN(B−B̄)(y)/dy up to the beam rapidity and then cal-
culate 〈y〉. We know that the total integral of the net–baryon curve must be equal to the
initial conserved baryon number of the reaction, i.e. 2 for a p + p collision. Looking at
the right panel of figure C.2 it is clear both from the integral over the region 0 < y < 3
and from the model calculations shown that most of this baryon yield lies outside of
the measured region. Fitting the region 0 < y < 3 to a first–order polynomial gives a
reasonable χ2, and integrating gives 〈B− B̄〉 = 0.16±0.02 (0 < y < 3).

We now have three options on how to place the remaining baryon yield, one semi–
realistic and two extremes:

1. In a bell–shaped curve with a centroid between y = 3.0 and yp = 5.36, as indicated
by model calculations

2. In a narrow peak just outside the experimental acceptance, at y = 3.5

3. In a narrow peak just inside projectile rapidity, at y = 5.0

While the first case probably gives a good approximation of the real net–baryon
curve, the second and third options will give absolute upper and lower limits on the net
rapidity loss given what we have measured. We therefore calculate all three, to find a
probable value inside a known interval.

For the second and third cases, the 〈y〉 value can be easily calculated from equa-
tion C.1 using the linear fit discussed above. We get

〈δy〉max = 1.6±0.1 (C.4)

〈δy〉min = 0.3±0.1 (C.5)

The first case requires a bit more work. In ref. [54], two possible parameterizations
of the unknown net–baryon peak are suggested — a sixth–order polynomial in y, the
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Figure C.3: Realistic estimate of the total stopping, by fitting a Gaussian to the two
highest net–baryon points and constraining its integral to the remaining baryon number.
See text for curve parameters.

lowest order polynomial which can be constrained to have the right shape and integral,
and a Gaussian in momentum space, calculated through p = msinh(y). However, as seen
in the right panel of figure C.2, there is a wide variety of predictions for this functional
form and distinguishing between them is not possible from the dataset presented in this
thesis.

To make a simple estimate of a realistic value for the baryon stopping, we fit a Gaus-
sian to the last two points of the net baryon distribution and require both that it have
the right integral and that it goes to 0 around the beam rapidity. See figure C.3. The
fitted curve has a mean of µ = 3.6, the same as the PYTHIA curve for net–protons in
figure C.2. Inserting this curve into formula C.1, we estimate a realistic value of the total
rapidity loss per incident nucleon to be

〈δy〉mean = 1.3 (C.6)

(No error is given, since this is just an estimate from one possible realistic function.)
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Appendix D

SNAccPack, an acceptance package
for BRAHMS

As part of my work on charged particle production in p+ p collisions, I have developed
a general software tool called SNAccPack1 for easy generation of acceptance maps for
the BRAHMS geometry. Being both fast, disk space efficient and general in the sense
that it is usable for all BRAHMS runs and configurations, SNAccPack offers significant
advantages over other available packages. In the following I briefly review its main
features and give examples of generated maps. For full details on usage, I refer to the
README file included with the source code.

SNAccPack is available to the BRAHMS collaboration through our CVS repository.
To check it out, do

> klog
> cvs checkout snaccpack

on a machine with access to the repository.

D.1 SNAccPack basics

At first glance, SNAccPack is an organized collection of python programs and run-
ner scripts for the GEANT simulation package [127] and the ROOT analysis frame-
work [146]. SNAccPack produces, through a four step procedure, ROOT files containing
acceptance maps for unidentified charged hadrons, pions, kaons, protons and deuterons,
for a specific BRAHMS setup. For identified particles, both y− pT and y−mT maps
are provided. A setup here means a given detector configuration, spectrometer angle,
magnetic field fraction and polarity. These acceptance maps are based on full GEANT
simulations of the BRAHMS detector setup.

The four steps needed to produce a map are as follows:

1. Run the script snaccpack.py with a given run and number of events as input, to
produce a number of geometry and input files for the later steps. Detector setup,

1SNAccPack is an acronym for Somewhat New Acceptance Package. The ’somewhat’ comes from the
fact that it is based on an earlier, less generalized acceptance package by Peter Christiansen.
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Step 1 Step 2 Step 3 Step 4

Time [minutes] 1 60 120 5
File size [Mb] 0 1000/1M events 100/1M events 1

Table D.1: Example SNAccPack run statistics, using the BRAHMS computing farm.

field settings etc. are specified through the given run, which SNAccPack uses to
extract information from the run and geometry databases.

2. Run GEANT, or more specifically the BRAG implementation of the BRAHMS
geometry in GEANT, using the shell scripts generated in step 1. Commands are
available both for running GEANT jobs interactively, and for submitting them
simultaneously to a CONDOR queue. The cdat files that contain the simulation
output are large, and take a long time to read through. This has been one of the
limiting factors for easy use of GEANT in BRAHMS. Note that only energy loss
through interactions with matter is simulated in SNAccPack. Other effects, such as
in–flight weak decays or multiple scattering in detector materials must be explicitly
corrected for elsewhere.

3. Once the GEANT simulations are done, run another set of shell scripts generated
in step 1 that read the cdat output files and rewrite them as ROOT tree structures.
Little information is lost in this step, but the ratio of the file sizes is approximately
10:1.

4. Finally, tune and run a set of ROOT macros, also generated in step 1, that read
the simulation ROOT trees and write the final acceptance maps to small (<1Mb),
easy–to–use ROOT files. Fiducial cuts and vertex ranges are selected in this final
step, so remaking maps is quick if one wants to change analysis parameters.

In addition, some example code is also provided to read and use SNAccPack maps in
analysis code. It is possible both to get the entire maps as 2–dimensional histograms,
and single–particle acceptance values for a given PID, rapidity and pT or mT .

Table D.1 lists example time and storage requirements for a SNAccPack run, gener-
ating 20 million events for a single setting. The time estimates shown assume job sub-
mission to the BRAHMS computing farm, and that at least 20 farm CPUs are available
for use. This is normally the case under regular work conditions. From these numbers,
it is possible to generate acceptance maps for an entire dataset (usually consisting of
approximately 20 different settings) in 2-3 days.

D.2 Example maps

Figures D.1, D.2 and D.3 show example acceptance maps generated by SNAccPack for
the MRS (40o), FFS (12o) and full FS (3o) respectively, using the detector setup of the
2001 p+ p data. They also show the evolution of the BRAHMS acceptance as function
of rapidity and pT as we move from midrapidity to the most forward rapidities.

All maps exhibit a central region where the acceptance value is approximately con-
stant, and an edge where it drops rapidly. This edge corresponds to particles flying close
to the physical edges of the spectrometer. In an analysis situation this edge is removed,
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Figure D.1: Acceptance maps generated by SNAccPack. 20 million events. Setting:
MRS, 40o, 700A

since there may be effects close to the edges of the spectrometer that are not properly sim-
ulated by GEANT. Note that as we move forward in rapidity, this flat, mid–acceptance
region becomes narrower in rapidity, and the edge becomes more pronounced.

For comparisons of SNAccPack acceptance maps with experimental data, see sec-
tion 4.4 on page 67.
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Figure D.2: Acceptance maps generated by SNAccPack. 20 million events. Setting:
FFS, 12o, 1/4A
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Figure D.3: Acceptance maps generated by SNAccPack. 20 million events. Setting: FS,
3o, 1/3A
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Appendix E

The BRAHMS collaboration

At the time of writing, the BRAHMS collaboration has the following members and in-
stitutions:

I. Arsene10, I. G. Bearden7, D. Beavis1, C. Besliu10, B. Budick6, H. Bøggild7,
C. Chasman1, C. H. Christensen7 , P. Christiansen7 , J. Cibor4, R. Debbe1, E. Enger2,

J. J. Gaardhøje7 , M. Germinario7 , K. Hagel8, H. Ito11, A. Jipa10, F. Jundt3 , J. I. Jørdre9,
C. E. Jørgensen7 , R. Karabowicz4 , E. J. Kim5, T. Kosic4, T. M. Larsen2, J. H. Lee1,

Y. K. Lee5, S. Lindal2, G. Løvhøiden2 , Z. Majka4, A. Makeev8, M. Mikelsen2 ,
M. Murray8, J. Natowitz8, B. Neumann11, B. S. Nielsen7, D. Ouerdane7, R. Płaneta4,

F. Rami3, C. Ristea10, O. Ristea10, D. Roehrich9, B. H. Samset2, D. Sandberg7 ,
S. Sanders11 , I.S.Zgura10, R. A. Sheetz1, P. Staczel7, T. S. Tveter2, F. Videbæk1,

R. Wada8, I. S. Zgura10

1 Brookhaven National Laboratory, Upton, NY 11973-5000, USA
2 Fysisk Institutt, University of Oslo, Blindern, Norway.
3 IReS, University Louis Pasteur, Strasbourg, France.
4 Jagiellonian University, Krakow, Poland.
5 Johns Hopkins University, Baltimore, USA.
6 New York University, USA.
7 Niels Bohr Institute, University of Copenhagen, Denmark.
8 Texas A&M University, College Station. USA
9 University of Bergen, Norway.
10 University of Bucharest, Romania
11 University of Kansas, USA.

Also see the authors listings of the papers reprinted in chapter 5.
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