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Abstract

This thesis studies the propagation of fundamental fields on black hole and

black hole analogue spacetimes. We consider the scalar, electromagnetic, grav-

itational and Dirac fields, and their governing equations, in various scenarios.

We initially consider an analogue gravity model, the draining bathtub vor-

tex, that shares features with the Kerr black hole, such as a horizon and an

ergoregion. We solve the wave equation approximately, via the eikonal approx-

imation, and numerically, using the method of lines, and show that a point-like

disturbance maps out the lightcone of the effective spacetime.

The Schwarzschild and Kerr black hole spacetimes are then introduced and

we discuss their key features. We solve the scalar wave equation for the black

hole spacetimes and compare with the analogue spacetime.

We then introduce the self force, the back reaction of a body’s own field

on its motion. The scalar self force on Kerr spacetime is calculated using the

worldline integration method. This involves solving the scalar wave equation

to find the Green function via the Kirchhoff representation and integrating over

the entire past history of the worldline. The electromagnetic (EM) self force is

calculated via the mode sum method. We use both analytical and numerical

techniques to calculate EM self force for a particle held static outside of a

Schwarzschild black hole.

The gauge freedom of the gravitational self force is also discussed. We

construct for eccentric orbits on Schwarzschild the spin precession invariant, a

gauge invariant quantity. We compare the spin precession invariant calculated
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using numerical self force data with a post-Newtonian calculation.

Finally we investigate the Dirac (fermionic) field in searching for the exis-

tence of bound states. We find that the solutions which satisfy the boundary

conditions, obey a three-term recurrence-relation. Using continued-fraction

methods we find a spectrum of quasi-bound states of the Dirac field exists.
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Preface

The majority of the work of this thesis was carried out by the author under

the supervision of Sam Dolan.

• Chapter 2 investigates an analogue black hole; the draining bathtub vor-

tex. This work is based on work published in Ref. [1] in collaboration

with Dolan.

• Chapter 3 reviews the Schwarzschild and Kerr black holes and investi-

gates the behaviour of a scalar wave on the black hole spacetimes.

• Chapter 4 calculates scalar field self force using the worldline integration

method. This is based on the method of Wardell et.al. [2]. We recreate

their results for Schwarzschild spacetime and present new results for the

Kerr spacetime.

• Chapter 5 calculates the electromagnetic self force acting on a particle

sourcing its own electromagnetic field held static in Schwarzschild space-

time. We recover the result of Smith and Will [3] by applying the mode

sum method.

• Chapter 6 presents a derivation of gauge invariant quantity, the spin

precession invariant for gravitational self force. This work was carried

out in collaboration with Akcay and Dolan in Ref. [4]. Numerical results

were produced using a code developed by Akcay and compared with a

7



post-Newtonian calculation carried out by Akcay and Dolan. All plots

presented in the chapter were created by the author.

• Chapter 7 presents a calculation of the bound states of the Dirac equation

on Kerr spacetime. This is based on work done in collaboration with

Dolan in Ref. [5].

Throughout this thesis we use geometrised units where G = c = 1 and a

metric signature (−,+,+,+). Brackets () and [] denote symmetrization and

antisymmetrization of the indices respectively. We use Greek letters µ, ν . . .

to denote spacetime indices, Latin letters a, b, c . . . denote tetrad indices and

Roman letters i, j, k, . . . denote spatial indices 1, 2, 3.
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Chapter 1

Introduction

The year 2015 will be marked as the year gravitational waves were finally

detected directly, with the observation of GW150914 [6]. First predicted by

Einstein in 1916, gravitational waves provide us with physical observations of

curvature of spacetime. Gravitational waves are perturbations in the fabric of

spacetime which travel at the speed of light, as opposed to Newtonian gravity’s

action at a distance.

Einstein’s theory of general relativity is now over a hundred years old. Since

general relativity (GR) was first introduced in 1915, it has passed a number

of tests. For example, GR accounts for the anomalous perihelion precession of

Mercury. Many of these early tests can be found as small relativistic corrections

to Newtonian theory. To fully test GR we must look to areas of spacetime with

much stronger gravitational interactions.

General relativity is described by Einstein’s equations, a set of ten coupled

second-order differential equations. The meaning of Einstein’s equations are

most succinctly described by Wheeler [7], who said, “Matter tells spacetime

how to curve, and spacetime tells matter how to move.” Einstein’s equations

describe the relation between the curvature of spacetime and the distribution

of matter and energy.

Black holes are one of the more extreme predictions of Einstein’s general
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1.1. GRAVITATIONAL WAVES AND TWO-BODY SYSTEMS

theory of relativity. They are regions of spacetime bounded by an event horizon

beyond which not even light can escape. There is evidence for black holes with

a range of masses. Black holes with masses from approximately 3 to 18 solar

masses have been observed in X-ray binaries [8]. Larger mass black holes have

been observed in the gravitational wave observations [6, 9, 10] with a maximum

estimated final mass of approximately 62 solar masses. Supermassive black

holes are believed to lie at the heart of galaxies. The Event Horizon Telescope

(EHT) is aiming to directly observe the environment around Sagitarius A*,

the black hole at the centre of the Milky Way with an estimated mass of 4

million solar masses [11]. The EHT also hopes to observe the black hole at the

centre of the M87 galaxy with an estimated mass of 6 billion solar masses [12].

Black holes also highlight the limits of general relativity. At their core,

Einstein’s theory suggests that black holes harbour gravitational singularities

where matter is collected with infinite densities. In isolation, a black hole, by

its very nature, is difficult to distinguish from a massive dense body. Instead

we must investigate a black hole’s unique interactions with other objects and

physical fields.

Wheeler also coined the phrase “black holes have no hair” [13] in reference

to the no-hair conjecture. The Israel-Carter uniqueness theorems [14, 15] imply

that a stationary black hole in electrovacuum can be completely characterised

by three parameters: mass M , charge Q and angular momentum J . The

no-hair conjecture suggests that if a black hole interacts with some physical

field, the field will rapidly decay onto the black hole or propagate to infinity.

Any evidence that these fields can remain trapped around the black hole may

impact on the no-hair conjecture.

1.1 Gravitational waves and two-body systems

A two body gravitational system creates perturbations in the fabric of space-

time which propagate as gravitational waves. The first direct detection of grav-
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CHAPTER 1. INTRODUCTION

itational waves was announced in 2016 by the Laser Interferometer Gravitational-

Wave Observatory (LIGO) experiment [6, 9, 10]. The gravitational wave signal

of a black hole-black hole merger has a characteristic pattern. During the or-

bital phase, the gravitational wave signal has a frequency of twice the orbital

frequency. The frequency and amplitude of the wave increases as the two bod-

ies inspiral, up until the classic “chirp” as they merge. The final stage of the

wave is driven by the quasinormal mode ringdown, as the merged black hole

decays to a Kerr black hole.

Figure 1.1 (published in Ref. [6]) shows the estimated waveform from ob-

served data of GW150914 (a binary black hole merger) by LIGO compared

with numerical relativity predictions. The waveform is shown alongside esti-

mated numerical relativity models for the inspiral and estimates for the rela-

tive separation distance and velocity. An observation of differences from these

characteristic waveforms would provide evidence of deviations from GR. The

current observations at LIGO have been shown to be consistent with predic-

tions from GR [16].

The LIGO experiment seeks to identify physical signals by matching model

waveforms from GR theory to infer the gravitational wave source. At present

the creation of theoretical waveform models relies upon numerical relativity

and post-Newtonian theory. Numerical relativity attempts to use numerical

methods to fully solve the Einstein equations. This method is extremely com-

putationally expensive. There are two important scales to consider: a length

scale proportional to the size of the objects, and a time scale related to the

ratio of rate of energy lost in gravitational waves compared with the orbital

frequency. Both of these scales are proportional to the mass ratio of the two

objects. When the two objects are of a similar mass, the two objects are in a

highly relativistic regime for a small period of time before merger. Similar mass

ratio systems can therefore be accurately modelled out to a regime in which

the relativistic effects are suppressed and post-Newtonian theory can be used.

Post-Newtonian theory expands Einstein’s equations in powers of (v/c)2 where

17



1.1. GRAVITATIONAL WAVES AND TWO-BODY SYSTEMS

Waveform of GW150914 with illustrations of merger

Figure 1.1: Estimated waveform of GW150914 projected onto numerical rel-

ativity models. Above, there are illustrations of the merger from numerical

relativity models. Below, the plot shows the effective separation and relative

velocity of the two black holes. This figure is reproduced from Ref. [6].
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CHAPTER 1. INTRODUCTION

v is the typical velocity of the objects. For the LIGO experiments, models of

the gravitational waveforms are created by matching post-Newtonian solutions

onto numerical relativity solutions.

The Laser Interferometer Space Antenna (LISA) [17] has recently been

selected for development by the European Space Agency with an expected

launch of 2034 [18]. The use of a space-based detector avoids seismic noise

and uses much longer arms in the interferometer. LISA will be sensitive to

a lower range of frequencies of gravitational waves. The LISA experiment

will target some gravitational sources that are difficult to model using the

numerical relativity and post-Newtonian theories, in particular extreme mass

ratio inspirals (EMRIs).

EMRIs are systems where a compact body inspirals and merges with a

supermassive black hole. For example, a ten solar mass black hole around a

107 supermassive black hole with a mass ratio of 10−6. The smaller body in

these EMRI systems can orbit in a strong field regime over a large number

of orbits; approximately 105 cycles over the final year of inspiral [19]. Thus

neither numerical relativity nor post-Newtonian theory are naturally suited to

constructing waveforms for LISA targets. This is, however, exactly the system

in which the self force approach flourishes. Self force theory is a perturbation

theory using the mass ratio of the two objects as a small parameter. The

advantage is that self force can accurately model the highly relativistic regime

whilst requiring less computational power than numerical relativity.

1.2 Wave propagation

In this thesis we consider how physical fundamental fields propagate on black

hole spacetimes. We consider scalar, electromagnetic, gravitational and Dirac

fields. Each of these fields has an associated wave equation which we solve for

a variety of scenarios using a number of different methods. Results of such

investigations highlight features of the black hole through their interactions.

19



1.2. WAVE PROPAGATION

By investigating the propagation of different physical fields we can probe

different properties of the fields. High frequency perturbations to these fields

can be modelled via an eikonal approximation. Under the eikonal approxima-

tion, perturbations to the field will propagate along geodesics.

Outside of the eikonal approximation the intrinsic properties, i.e. mass and

spin, of the field have different impacts on the wave propagation. Hughes

highlighted some key differences between electromagnetic EM and gravita-

tional waves in Ref. [20]. One particularly interesting difference is that whilst

EM waves interact strongly with matter, gravitational waves may pass through

largely unaffected.

Many other physical systems obey wave equations. Unruh [21] found that

the equations governing sound waves in a flowing fluid can be written in the

same form as the equations governing the propagation of a scalar wave on

a curved spacetime. The sound waves propagate on an effective spacetime

created by the fluid. In this way one may observe features of wave propagation

in curved spacetimes in a laboratory setting.

In the case of fermions, we have the additional differences associated with

spin-half fields. One particularly interesting difference in fermionic and bosonic

fields on black hole spacetimes is that bosonic fields experience superradiance

whilst fermions do not. Superradiance is the effect that a bosonic field can be

amplified by extracting rotational energy from the black hole.

We can consider the source of a physical field as some particle or body in

spacetime. In this case the resulting field can scatter off the spacetime curva-

ture on to the sourcing object and affect the body’s motion. This highlights

the link between wave propagation and our other main avenue of investigation

in this thesis, self force.
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CHAPTER 1. INTRODUCTION

1.3 Self force

The self force prescription addresses the two body problem by considering a

compact object in orbit around a larger mass black hole. The mass ratio of the

small mass to the larger mass acts as a small parameter for which we can use

black hole perturbation theory. The full spacetime is described by a sum of the

background spacetime of the large black hole and a perturbation due to the

smaller object. Naively modelling the smaller object as a point mass, we can

solve the linearised Einstein equations for the perturbed field. However the

resulting field is singular at the position of the particle. We then require some

physically well-motivated prescription to regularise the field. We henceforth

describe the smaller object as a “particle” where it is understood that we can

describe a small but extended body using some limiting procedure to describe

its motion by a single worldline.

The self force is not an idea restricted to gravitational fields. A particle

sourcing either a scalar or electromagnetic field will interact with its own field

to experience some form of a self force. The self force in the electromagnetic

context is often referred to as a radiation reaction. In fact the self force idea

originated by considering an electrically charged particle and its interaction

with its own field. It was shown by Abraham and Lorentz [22, 23] that an

accelerating particle experiences a self force due to this interaction. All three

cases describe a particle sourcing a field which is singular at the location of

the particle and require similar methods to regularise these fields. We consider

both the scalar and electromagnetic cases in this thesis as important crucibles

to test methods and ideas to be used in the gravitational case.

The notion of a point mass was considered by Mino, Sasaki and Tanaka [24].

They used the method of Matched Asymptotic Expansions by exploiting the

varying length scales associated with the two different masses to define near and

far zones. In the near zone, they presumed the mass to be a Schwarzschild black

hole whilst in the far zone, the spacetime is described by the perturbation of
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1.3. SELF FORCE

the larger black hole spacetime by a point mass. Equations of motion resulting

from the matched expansions method turn out to be equivalent to equations

derived by pre-assuming a point mass at leading order in the mass ratio. The

equations of motion for a point mass were derived by Mino, Sasaki and Tanaka

[24] and independently by Quinn and Wald [25]. The set of equations were

henceforth referred to as the MiSaTaQuWa equations. Gralla and Wald [26,

27] later extended this analysis to any suitably compact object, not just a

Schwarzschild black hole.

The MiSaTaQuWa equations split the solution to the linearised Einstein

equations into two parts, direct and tail fields. The direct part of the field is

singular, yet has no effect on the self force. The self force is solely given by

the derivative of the tail part of the field. This tail field can be formulated as

an integral of the retarded Green function over the entire past history of the

worldline of the particle excluding the point of coincidence. Calculating the

self force by constructing the Green function is a relatively recent development

perhaps due to the difficulty in constructing the global Green function. We

consider this set-up in Chapter 4, where we calculate the scalar self force in

Kerr spacetime.

Other calculations of the self force have relied on the mode-sum method

developed by Barack and Ori [28]. The mode-sum method relies upon the

fact that the perturbed field in the vicinity of the compact object diverges as

1/r, where r is some appropriate measure of distance. This divergence can

be decomposed into an infinite sum of angular modes. Each mode is finite

and the divergence manifests itself in the failure of the sum to converge. To

regularise we find an angular decomposition of the singular nature of the field

and subtract this decomposition mode by mode such that the sum converges.

The mode decomposition of the singular field gives rise to regularisation pa-

rameters. Once again we require a physically well-motivated way to construct

the singular field.

Detweiler and Whiting [29, 30] proposed splitting the perturbed field into
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regular radiative and singular symmetric parts. The Detweiler-Whiting regular

field is a smooth vacuum solution to the linearised Einstein equations and its

derivative fully accounts for the self force. The singular field encompasses all

the singular nature of the full perturbed field, yet has no effect on the self force

or the motion of the particle. For a full prescription of the Detweiler-Whiting

split see Ref. [31]. The angular mode decomposition of the Detweiler-Whiting

singular field now gives rise to the regularisation parameters for the mode-sum.

We employ the mode sum method in chapter 5 to calculate the electromagnetic

self force on a static particle.

Not all mode sum methods have depended on the Detweiler-Whiting de-

composition. Other methods have simply investigated the singular nature of

the perturbed field without physical justification.

A further interesting aspect of the self force is highlighted by the Detweiler-

Whiting prescription. The particle experiencing the self force travels on a

geodesic of the spacetime created by a sum of the background and regular

fields. We can therefore take two alternative but equivalent viewpoints of the

self force. One, a particle travels on an accelerated worldline in the background

spacetime due to its self force or; two, a particle travels on a geodesic of the

perturbed spacetime.

In formulating expressions for the self force we implicitly compare two tra-

jectories; one on the perturbed spacetime and one on the background space-

time. A priori, there is no unique way to associate the two trajectories since

they exist on different spacetimes. The ambiguity in relating trajectories is

related to the freedom in the choice of coordinates for the perturbed space-

time. This freedom means that the self force and the metric perturbation are

gauge dependent. To compare with other approaches to the two-body prob-

lem, we look for quantities which are invariant under gauge transformations

which preserve the underlying symmetries of the system. Detweiler [32] was

the first to suggest such a quantity, the red shift invariant. In chapter 6 we

describe the construction of another such gauge invariant quantity: the spin
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precession invariant for eccentric orbits on Schwarzschild spacetime.

We would like to be able to use the self force to construct waveforms which

the community can observe using experiments such as LIGO and LISA. Due

to the different mass scales self force is likely to be most useful for the planned

LISA experiment although recent work [33] has shown that we may also obtain

meaningful results for close to equal mass binaries which are targets for LIGO.

Unfortunately we cannot yet accurately model waveforms using self force, since

it requires a second-order in mass-ratio calculation for the dissipative part [34,

35, 36]. Recent progress on the second order formulation is given in Refs. [37,

38, 39, 40, 41]. Currently much of the focus of self force is in aiding calibration

of unknown parameters in the effective one body (EOB) model. EOB combines

the three main approaches to the two-body problem; numerical relativity, post-

Newtonian and self force.

1.4 Thesis outline

We begin this thesis by investigating an analogue model of a black hole in

Chapter 2. The analogy arises since one can show that a perturbation of a

certain background flow obeys the same wave equation as a scalar field on a

curved spacetime. The perturbation travels on an effective spacetime created

by the background flow. We suggest a possible experiment by which a pulse

disturbance maps out the lightcone of the effective spacetime. By investigating

an analogue system it suggests the interesting possibility of observing black

hole features in a laboratory setting.

We then consider, in Chapter 3, black hole spacetime solutions to Einstein’s

equations. Here we review the two black hole spacetimes investigated in this

thesis, the Schwarzschild and Kerr black hole spacetimes. In this chapter we

investigate the behaviour of a scalar field on these spacetimes. This highlights

some of the interesting features of the spacetimes. We also compare the be-

haviour of the scalar field on the black hole spacetimes with the behaviour of
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the perturbation on the analogue spacetime of the previous chapter.

In Chapter 4 we first investigate the self force. We calculate scalar field

self force using the worldline integration method. The self force is calculated

by integrating the Green function for the scalar wave equation over the entire

past history of the worldline. The method relies upon techniques developed in

the previous chapter to find solutions to the scalar wave equation.

Chapter 5 investigates electromagnetic self force. We consider a particle

sourcing its own electromagnetic field held static at some fixed distance outside

the black hole. The self force is calculated using the mode sum method with

both analytical and numerical techniques.

We then consider gravitational self force in Chapter 6. A gauge indepen-

dant quantity, the spin precession invariant is formulated. We compare numer-

ically calculated values for the spin precession invariant with a post-Newtonian

expansion.

In Chapter 7 we consider the Dirac field on Kerr spacetime. We consider the

existence of quasi-bound states of fermions as described by the Dirac equation.

Using a three-term recurrence relation and continued-fraction methods we find

a spectrum of bound states for the Dirac field and their decay rates.

Finally in Chapter 8 we give some conclusions to the thesis. We discuss

the work presented here and give some discussions on how it impacts on the

wider scientific community.
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Chapter 2

Wave propagation on analogue

black holes

2.1 Introduction

This chapter investigates the intriguing possibility of observing general-relativistic

effects in a lab setting. We examine a fluid-mechanical model which can be

regarded as the analogue of a black hole. Analogue models for black holes were

first proposed by Unruh [21]. In this 1981 paper it was shown that linearised

equations governing sound waves in a fluid which is barotropic, inviscid and

irrotational obey the same equations as a scalar field ψ in curved spacetime

2ψ ≡ 1√
|g|
∂µ(
√
|g|gµν∂νψ) = 0, (2.1)

where g is the determinant of the metric gµν and 2 = ∇µ∇µ is the d’Alembertian

operator. In this case ψ is the velocity potential for the sound waves, whereas

in general relativistic spacetimes ψ corresponds to the scalar field. In the

fluid model the metric is no longer a spacetime metric satisfying the Einstein

equations. It is instead an effective metric formed from the background fluid

flow. A significant black-hole-like feature arises if one can arrange the speed

of the background flow to exceed the wave propagation speed. This creates an
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effective horizon, i.e., a surface beyond which no sound wave may propagate

out.

Work has been ongoing, since 1981, to find experimental observations of

general-relativistic processes. A first result was presented in Refs. [42, 43]

where stimulated Hawking radiation was measured in an analogue system.

This chapter investigates a rotating model initially proposed by Visser [44].

This model, the draining bathtub vortex, is an imperfect analogue of the Kerr

black hole. See Refs. [45, 46, 47] for further examples of analogue models.

The draining bathtub vortex is described by a rotational flow which drains

through a sink. We consider waves propagating on the surface of the draining

bathtub. Schutzhold and Unruh [48] showed that surface waves also propagate

according to Eq. (2.1). We present the derivation of the effective spacetime in

Sec. 2.3.

Recently experimental results for the draining bathtub vortex were pre-

sented in Ref. [49]. Torres et al. report an observation of surface waves expe-

riencing superradiance, the process by which incoming waves are amplified by

extracting rotational energy from the system.

Here we propose another possible experiment motivated by the eikonal ap-

proximation, which we present in Sec. 2.2. The eikonal approximation was

investigated for Schwarzschild spacetime in Ref. [50]. The eikonal approxima-

tion highlights the relation between a congruence of null geodesics and a prop-

agating wavefront. A null geodesic congruence is a family of integral curves

of the vector field uµ, where uµ are tangent vectors to null geodesics. If we

consider a null geodesic congruence emanating from a single point in spacetime

the congruence maps out the “lightcone” of that point. Taking constant-time

slices of the lightcone allows us to construct an approximation to the solution

of the wave equation (2.1), henceforth referred to as the eikonal-wavefront.

We investigate a pulse disturbance of the background flow, constructing

a full numerical solution of the wave equation (2.1). We refer to this full

numerical solution of the wave equation as the full-wavefront to differentiate
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from the eikonal-wavefront which is an approximation. We show that the

full-wavefront follows approximately the same path as the eikonal-wavefront.

The resulting full-wavefront therefore essentially maps out the lightcone of the

effective spacetime. As such an experimentalist may investigate the lightcone

of their effective spacetime by creating a pulse disturbance and tracking the

resulting wave. As the eikonal approximation is valid for any spacetime we

conclude that any key insights in such an analogue system may carry over to

spacetime solutions of the Einstein equations.

2.2 Eikonal approximation

Apart from very simple situations, the wave equation (2.1) does not have an-

alytic solutions. Here we present an analytic approximation called the eikonal

approximation which highlights the relation between individual light rays and

wave propagation. We present the eikonal approximation here for the scalar

wave equation (see [51] for eikonal method for Maxwell’s equations).

Let us begin with the homogeneous scalar wave equation (2.1) in a general

Lorentzian d-dimensional spacetime. The eikonal approximation considers a

perturbation whose frequency varies over a much shorter lengthscale than the

typical length scale of the curvature of the spacetime. We assume ψ takes form

[51]

ψ(x) = A(x) exp [iωΘ(x)] (2.2)

with ω � R−1 where R is a typical lengthscale of the spacetime curvature.

A(x) and Θ(x) are the amplitude and phase functions, which depend on space-

time positions x. Here ω is an order counting parameter for the frequency. We

insert this ansatz into the wave equation (2.1) and expand in orders of 1/ω.

To leading order in 1/ω both derivatives act on the exponential so that

−gµνAω2Θ,µΘ,ν exp [iωΘ] = 0, (2.3)
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which reduces to

gµνΘ,µΘ,ν = 0, (2.4)

which implies Θ,µ = kµ is a null vector. We construct relations for covari-

ant derivatives using kµ,ν = kν,µ which implies kµ;ν = kν;µ on replacing par-

tial derivatives with covariant derivatives. Taking the covariant derivative of

Eq. (2.4) and using the identity kµ;ν = kν;µ we find Θ,µ = kµ satisfies

kνkµ;ν = 0, (2.5)

which are the geodesic equations. We conclude that the eikonal-wavefront

follows a null geodesic congruence. The full-wavefront should follow the eikonal

wavefront to first order in 1/ω.

At second order in 1/ω only one of the derivatives acts on the exponential

in Eq. (2.1), giving an equation for A

iω√
|g|
∂µ(
√
|g|gµνAΘ,ν) exp [iωΘ] + iωgµνA,νΘ,µ exp [iωΘ] = 0,

1√
|g|
∂µ(
√
|g|gµνΘ,ν)A+ 2gµνA,µΘ,ν = 0, (2.6)

which reduces to

kµA,µ = −1

2
kµ;µA (2.7)

since

∇µV
µ =

1√
|g|
∂µ(
√
|g|V µ), (2.8)

for any vector field V ν .

We observe that kµ;µ = ϑ is the expansion scalar [52]. The transport

equation for A, Eq. (2.7), may be written as

kµA,µ = −1

2
ϑA. (2.9)

The expansion scalar ϑ is governed by the Raychaudhuri equation which arises

by considering the behaviour of a deviation vector in a null geodesic congruence
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[52]

dϑ

dλ
= − 1

d− 2
ϑ− σµνσµν + ωµνω

µν −Rµνk
µkν (2.10)

where σµν is the shear tensor and ωµν is the vorticity tensor. Here λ is an

affine parameter which parametrises the null geodesics. We can therefore write

kµA,µ = dA
dλ

.

2.2.1 Van Vleck determinant

The expansion scalar ϑ has some drawbacks. In considering a congruence

emanating from a single point the expansion scalar diverges in the limit λ→ 0.

Instead we may consider the van Vleck determinant ∆ which measures the

density of geodesics as a ratio between an expected flat space result and the

actual density in the curved spacetime [53]. From Visser [53] we have an

equation for the van Vleck determinant

d∆

dλ
=

(
d− 2

λ
− ϑ
)

∆. (2.11)

Comparing Eq. (2.11) with Eq. (2.9) we see that the eikonal amplitude is

related to the square root of the van Vleck determinant by

A =

√
∆

λ
d−2
2

. (2.12)

In conclusion, on analysing the scalar wave equation (2.1) we may construct

a null congruence of geodesics to approximate the propagation of a wavefront.

The amplitude of the wavefront is approximated by the square root of the van

Vleck determinant through equation (2.11). This can be compared against full

numerical solutions to the wave equation.

2.3 Draining bathtub model

The draining bathtub vortex initially proposed by Visser [44] considered sound

waves in a fluid. Schutzhold and Unruh [48] noted the difficulties in creating
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such an experimental set up due to the speed of flow required. Instead they

proposed investigating surface waves which obey the same equation (2.1). In

the experiment of Ref. [49] this surface wave model was used. Here we review

the steps required to form the effective metric.

The draining bathtub is a tank of water with a central sink through which

water drains. There is a background flow at a constant height hb with waves

travelling on the surface described by perturbations to this background flow.

In the model the background flow is described by fluid velocity

vb = −Dr̂

r
+
Cφ̂

r
, (2.13)

where D and C are constants corresponding to the draining rate and the

circulation respectively. This is given in cylindrical coordinates {r, φ, z} which

makes it clear that there is no vertical motion in the background flow. The

flow is both irrotational ∇× vb = 0 (except at the sink) and divergence free

∇·vb = 0. The effective spacetime is constructed by considering perturbations

δv to this flow such that the total flow takes the form v = vb + δv.

We assume that the total flow is also irrotational and divergence free and

make the further assumption that the fluid is inviscid. The flow is governed

by the Euler equation

∂tv + (v · ∇)v = −∇p
ρ

+ g +
F

ρ
(2.14)

where p = g(h − z) is the fluid pressure at height z with h the height of the

surface of the fluid and g = −gẑ is the gravitational acceleration. The force

F = −ρ∇f is a horizontal force (∂zf = 0) driving the flow as described in

Ref. [48]. Since the flow is irrotational we can form the velocity field as the

gradient of a potential ψ via v = ∇ψ. The Euler equation (2.14) reduces to

the Bernoulli equation

∂tψ +
1

2
(∇ψ)2 = −p

ρ
− gz − f (2.15)
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where we have used the identity ∇(v2)/2 = (v · ∇)v. The vertical velocity of

the fluid is zero at the base of the tank (z = 0) and equal to the change in

height at the surface (z = h) giving us two boundary conditions

vz(z = 0) = 0,

vz(z = h) = ∂th+ (v · ∇)h. (2.16)

Let us now consider perturbations to the background flow (2.13) v = vb +

δv. Remember from Eq. (2.13) that the background flow is horizontal with

constant height z = hb. The Bernoulli equation for the background flow is

1

2
(vb)2 =

1

2
(∇ψb)2 = −pb

ρ
− gz − f, (2.17)

with pb = gρ(hb − z). The perturbations correspond to small vertical pertur-

bations of the height, so that h = hb + δh.

The Bernoulli equation for the perturbed potential δψ is

∂t(δψ) + (vb · ∇)δψ = −δp
ρ

= −gδh (2.18)

with δp = gρδh. The vertical component of the perturbed velocity δvz at the

background height hb is now given by the change in δh from Eq. (2.16)

δvz = ∂t(δh) + (vb · ∇)δh. (2.19)

The perturbed potential is now decomposed into a Taylor series in z

δψ =
∞∑
n=0

zn

n!
δψn(r, φ). (2.20)

We will show by assuming that the wavelength Λ is much longer than the

depth hb that higher order terms in (2.20) are suppressed. We emphasise that

this approximation is valid for long wavelength perturbations.

Considering the vertical velocity as the z derivative of Eq. (2.20)

δvz = ∂z(δψ) = δψ1 + zδψ2 + . . . (2.21)

33



2.3. DRAINING BATHTUB MODEL

the boundary condition (2.16) that the vertical velocity is zero at the base of

the tank z = 0 gives δψ1 = 0. Since the fluid is divergence free the equation

∇2δψ = 0 gives

∇2
||δψn + δψn+2 = 0 (2.22)

on matching powers of z, where

∇2
|| =

1

r

∂

∂r

(
r
∂

∂r

)
+

1

r2

∂2

∂φ2
(2.23)

is the usual ∇2 operator without terms containing derivatives with respect to

z. Equation (2.22) shows that subsequent terms in the Taylor expansion are

suppressed by O(hb/Λ) as

zn+2δψn+2 ∼ zn+2∇2
||δψn ∼

h2
b

Λ2
znδψn (2.24)

since∇2
|| = O(1/Λ2) and z = O(hb). We use the long wavelength assumption to

consider the terms in Eq. (2.22) of leading order in hb/Λ. The vertical velocity

at the surface is given by combining the leading order terms in Eqs. (2.21-2.22)

to give

δvz(hb) = hbδψ2 = −hb∇2
||δψ0, (2.25)

which with Eq. (2.19) gives

∂t(δh) + (vb · ∇)δh = −hb∇2
||(δψ0). (2.26)

We now obtain a wave equation by taking [∂t+(vb·∇)] of the Bernouli equation

(2.18) and using Eq. (2.26) to replace the δh

[∂t + (vb · ∇)]2δψ0 − ghb∇2
||δψ0 = 0, (2.27)

where we can identify the wave speed as cs =
√
ghb.

We can see that Eq. (2.27) is a Klein-Gordon like equation in the same

form as Eq. (2.1) (with δψ0 = ψ here). Thus we can find the components of

the effective metric given by the line element

ds2 =

(
−c2

s +
C2 +D2

r2

)
dt2 + 2

D

r
dr dt+ dr2 − 2Cdφ dt+ r2dφ2, (2.28)
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where we have used Eq. (2.13) for vb. There exists an effective horizon at

r = D/cs where the radial background flow is faster than the wave speed

such that all waves purely ingoing. There is also an effective ergosphere at

D/cs < r <
√
C2 +D2/cs where all perturbations are corotating with the

vortex. For the remainder of this chapter we set cs = 1.

2.4 Null geodesic congruence

2.4.1 Null geodesic equations

We construct our null congruence by solving the null geodesic equations with

initial conditions corresponding to starting at a single point and varying the

initial angle of trajectories. The geodesic equations can be found from the met-

ric given by the line element (2.28). We form a Lagrangian as L = 1
2
gµνu

µuν

with uµ = ẋµ where the overdot corresponds to differentiation with respect to

an affine parameter λ which parametrises the geodesic. The Euler-Lagrange

equations now give the geodesic equations. Since the metric (2.28) is inde-

pendent of t and φ the temporal and angular geodesic equations give rise to

constants of motion, energy E and angular momentum L,

E = −ut = ṫ

(
1− C2

r2
− D2

r2

)
+ Cφ̇− Dṙ

r
,

L = uφ = −Cṫ+ r2φ̇. (2.29)

We can rearrange to find,

ṫ =
r(Dṙ + Er)− CL

r2 −D2
,

φ̇ =
Cr(Dṙ + Er)− C2L+ L (r2 −D2)

r2(r2 −D2)
. (2.30)

Then, using the null condition L = 1
2
gµν ẋ

µẋν = 0, we find an equation govern-

ing ṙ,

ṙ2 =

(
C2

r2
+
D2

r2
− 1

)
L2

r2
+ E

(
E − 2CL

r2

)
. (2.31)
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We choose to set E = 1 since any rescaling of E corresponds to a rescaling

of λ. The angular momentum L may take positive or negative values. Null

geodesics may pass by the vortex, fall into the sink or, for certain critical

values of L, approach circular orbits. These critical values can be found from

the conditions ṙ = 0 and r̈ = 0 giving

L = L±c = 2
(
−C ±

√
C2 +D2

)
, (2.32)

which correspond to circular orbits at

r = r±c =
√

2

√
C2 +D2 ± C

√
C2 +D2. (2.33)

For C > 0 the counterrotating circular orbit is at a larger radius than the

corotating orbit.

2.4.2 Van Vleck determinant

The Raychaudhuri equation (2.10) for null geodesics in three dimensions (d =

3) reduces to
dϑ

dλ
= −ϑ2 −Rµνu

µuν , (2.34)

since we only have one degree of freedom and so the shear and vorticity are

zero. The expansion scalar is divergent in the limit λ → 0. This is because

ϑ approaches its flat space result ϑ = 1
λ

(consider (2.34) with Rµν = 0). For

computational purposes we introduce the quantity ξ = ϑλ with ξ → 1 as

λ → 0. The transport equation for the van Vleck determinant (2.11) is then

given by

∆̇ = (1− ξ) ∆

λ
, (2.35)

which approximates the amplitude of the wave according to the 3-dimensional

version of Eq. (2.12)

A =

√
∆

λ
1
2

. (2.36)

We refer to this approximate wave amplitude as the eikonal-amplitude.
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2.4.3 Eikonal-wavefront

We define the eikonal-wavefront to be the analytic approximate solution to

the wave equation (2.1) according to the eikonal approximation. To construct

our eikonal-wavefront we use the Mathematica NDSolve function to evolve

the geodesic equations (2.30-2.31) and transport equations for the van Vleck

determinant (2.35). As initial conditions we choose r(0) = r0 and φ(0) = φ0

whilst the van Vleck determinant is ∆(0) = 1. We evolve the equations for

a set of different L values to give us a range of geodesics. To construct the

geodesic congruence at each t value we invert our solution for t(λ) and can then

interpolate our set of geodesics to give the eikonal-wavefront. The eikonal-

wavefront therefore maps out the lightcone of the effective spacetime (2.28).

By comparing the eikonal-wavefront with a full solution to the wave equation

(2.1) we investigate, in Sec. 2.6, the extent to which a real perturbation may

map out the lightcone.

2.5 Wave propagation

We also analyse a full-wavefront by inputting the effective metric (2.28) into

the wave equation (2.1). The resulting equations are 2 + 1 in space and time

and we solve these using mode decomposition.

2.5.1 Mode decomposition

We can reduce the scalar wave equation (2.1) to a set of (1 + 1)D equations

by decomposing ψ into angular modes using the ansatz

ψ(t, r, φ) =
∞∑

m=−∞

ψm(t, r)
eimφ√
r
. (2.37)

Since ψ is a real-valued field, negative m-modes are simply given by the com-

plex conjugate ψ−m = ψ∗m. We therefore only need to solve for positive m
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values. If we input the decomposition (2.37) into the wave equation (2.1)

using the metric (2.28) we obtain a set of 1 + 1 partial differential equations

0 =− ∂2ψm
∂t2

+
2D

r

∂2ψm
∂t∂r

+

(
1− D2

r2

)
∂2ψm
∂r2

− (D + 2imC)

r2

∂ψm
∂t

+
2D(D + imC)

r3

∂ψm
∂r

−
(

(m2 − 1/4)

r2
+
−m2C2 + 3imCD + 5D2/4

r4

)
ψm. (2.38)

Initial data

The eikonal-wavefront starts from a single initial point. This is not practical as

numerical initial conditions for the field ψ. Instead we use a narrow Gaussian

pulse centred at the same initial point as the geodesics. The Gaussian is

symmetric around a central point with its peak at this central point. With a

centre point given in Cartesian coordinates by (x0, y0) = (r0 cosφ0, r0 sinφ0)

and Gaussian width σ, the initial Gaussian pulse takes the form

ψ(0, r, φ) =
1

2πσ2
exp

(
−(r cosφ− r0 cosφ0)2 + (r sinφ− r0 sinφ0)2

2σ2

)
,

(2.39)

and ∂tψ(0, r, φ) = 0. To decompose the initial data into m-modes we use,

ψm(0, r) =
1

2π

∫ 2π

0

e−imφψ(0, r, φ)dφ. (2.40)

The narrower the Gaussian, the closer the initial conditions will match the

eikonal-wavefront. However the narrower the Gaussian the greater the num-

ber of m-modes required for adequate resolution of the wavefront. There is

therefore a trade off between numerical speed and accurate mapping to the

null congruence.

Method of lines and boundary conditions

To evolve Eq. (2.38) for ψm we used the method of lines [54]. The method of

lines involves creating a uniformly spaced grid with spacing h̄ on r and setting
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up a set of functions at each r coordinate ψm,i(t) = ψm(ri, t). Spatial deriva-

tives were approximated using fourth-order finite difference derivatives [55].

We make use of Mathematica’s function NDSolvè FiniteDifferenceDerivative

to approximate spatial derivatives as

ψ′m,i(t) ∼
1

h̄

[
1

12
ψm,i−2(t)− 2

3
ψm,i−1(t) +

2

3
ψm,i+1(t)− 1

12
ψm,i+2(t)

]
,

ψ′′m,i(t) ∼
1

h̄2

[
− 1

12
ψm,i−2(t) +

4

3
ψm,i−1(t)

− 5

2
ψm,i(t) +

4

3
ψm,i+1(t)− 1

12
ψm,i+2(t)

]
, (2.41)

where the prime ψ′m,i(t) denotes a finite-difference approximation to the spa-

tial derivative of ψm(r, t) at ri. The expressions (2.41) are derived by Taylor

expanding functions such as ψm(r+h̄, t) around r up to fourth order in h̄. This

leaves an error of O(h̄5) in approximating derivatives by Eqs. (2.41). Equation

(2.38) is now a set of coupled ordinary differential equations for each ψm,i(t).

These are then evolved numerically using Mathematica’s NDSolve function for

ψm,i(t).

The grid was chosen large enough such that at rmax the propagating wave

from the initial pulse does not come in contact with the boundary during

the simulation, thus we can set ψm(rmax) = 0. We set the inner boundary

inside the horizon at r = 0.8D, choosing free boundary conditions using one

sided finite differencing in a similar way to Eqs. (2.41). At this point we find

that, since all null geodesics are ingoing within the horizon, free perturbations

naturally leave the domain without causing numerical disturbances due to the

singularity at r = 0.

Mode sum reconstruction

Formally the mode sum (2.37) is an infinite sum. In practice higher m-modes

contribute to physical angular features on a scale proportional to 2π/m. Thus

we can truncate the sum at some sufficiently high cut-off mcut.
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We must use a smoothing mechanism to avoid any spurious features on

small angular scales using a large-m smoothing factor

F (m) =
1

2

(
1− tanh

(
m−mcut

2

))
, (2.42)

and take the finite sum

ψ(t, r) = Re

[
mcut+N∑
m=0

amF (m)
ψm(t, r)√

r
eimφ

]
, am ≡

1, m = 0,

2, m 6= 0.
(2.43)

We have adapted the mode sum of Eq. (2.37) to include only positive m-modes

by summing over twice the m > 0 modes and taking the real part. With the

choice of initial data above (2.39) we use mcut = 50 and N = 5.

2.6 Results

In this section we now investigate the behaviour of both the eikonal-wavefront

(given by constant time slices of a congruence of null geodesics) and the full-

wavefront (the full numerical solution of the wave equation). We investigate

three different scenarios: non-rotating (C = 0) in Sec. 2.6.1, slowly rotating

(C = 0.5) in Sec. 2.6.2 and rapidly rotating (C = 2) in Sec. 2.6.3. In all cases

we set D = 1 since only the relation of D with the Gaussian width σ or the

circulation C affects the observed features. Essentially D sets a length scale

on the draining bathtub.

By investigating these different scenarios, we build up our understanding of

the associated effects of the effective spacetime on the wavefront propagation.

The non-rotating case allows us to isolate features not associated with rotation.

Examining two rotating cases with different C values allows us to investigate

the effects of increasing rotation.

The eikonal-wavefront gives constant time slices of the lightcone. By inves-

tigating the eikonal-wavefront and full-wavefront simultaneously we observe

to what extent a pulse disturbance maps out the lightcone of the effective

spacetime described by the metric (2.28).
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2.6.1 Non-rotating vortex

We begin our analysis by looking at the non-rotating C = 0 case with D = 1.

Fig. 2.1 shows the eikonal-wavefront formed from a congruence of geodesics

emanating from the point x0 = −10, y0 = 0, (r0 = 10, φ0 = π). The effective

horizon is at rh = 1, and the null circular orbits are at r±c =
√

2 (see Eq. (2.33)).

The depth of colour corresponds to the value of the square root of the van Vleck

determinant ∆
1
2 . We have plotted only the value of ∆

1
2 rather than the full

eikonal-amplitude, related by (2.36), to emphasise effects due to the curvature

of the effective spacetime over and above the usual damping one would expect

on a flat spacetime. The lines show the eikonal-wavefront at successive values

of t = {3, 7, 12, 18}. We observe a number of interesting features.

As the set of geodesics approaches the vortex, the centre of the eikonal-

wavefront is accelerated and dragged in towards the centre of the vortex. Fol-

lowing this, the eikonal-wavefront is dragged around the vortex and crosses

over itself opposite the initial pulse. This crossing occurs where two geodesics

having L values of opposite sign meet, having travelled around either side of

the vortex. We expect this crossing to correspond to a doubling of the ampli-

tude in the full-wavefront due to a superposition of the waves from opposite

sides of the vortex. There is also a reduction in the magnitude of the van

Vleck determinant as the eikonal-wavefront is wrapped and stretched around

the vortex which will correspond to a damping of the wavefront.

Fig. 2.2 shows the full-wavefront simulation with initial conditions corre-

sponding to a Gaussian of width σ = 1 at x0 = −10, y0 = 0, the same initial

point as the geodesics. We can see the wavefront contains many of the same

features as the geodesics. The wavefront propagates symmetrically on either

side of the vortex before being dragged around the vortex and meeting on the

opposite side. There is a doubling in the height of the wavefront where the

wavefront meets itself having travelled around each side of the vortex.

We plot in Fig. 2.3 the full-wavefront evolution and the eikonal-wavefront

together. It can be seen that they follow the same paths around the vortex
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Eikonal-wavefront on non-rotating draining bathtub with draining rate

D = 1.

Figure 2.1: Eikonal-wavefront formed from a congruence of null geodesics em-

anating from (−10, 0) at successive t values t = {3, 7, 12, 18} on the draining

bathtub with D = 1, C = 0. The van Vleck determinant is given by the depth

of colour along the eikonal wavefront. The effective horizon is shown by a

dashed line at rh = 1. The eikonal-wavefront initially propagates as in flat

spacetime before being dragged in towards the vortex. The eikonal-wavefront

then wraps around the vortex. The van Vleck determinant decreases as it

wraps around showing a decrease in the density of geodesics which we expect

to correspond to a decrease in wave-height.
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Full-wavefront evolution on non-rotating bathtub with draining rate D = 1.

Figure 2.2: The evolution of a full-wavefront from a Gaussian of width σ = 1 at

(−10, 0) at successive t values t = {3, 7, 12, 18}. Initially the wave propagates

as a circle as in flat space, before the leading front is dragged in towards the

vortex. Once the wave has crossed the vortex it is now dragged back towards

and wraps around the vortex. At the point where the waves cross there is a

doubling of the wave amplitude.
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Full-wavefront and eikonal-wavefront on non-rotating bathtub with draining

rate D = 1.

Figure 2.3: The evolution of the full wavefront (red shading) from a Gaussian

of width σ = 1 and the eikonal-wavefront (blue solid line) from initial point

(−10, 0) at successive t values t = {3, 7, 12, 18}. The geodesics and wavefront

follow closely related paths in the effective spacetime.
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to a good approximation. The finite size of the initial Gaussian means that

the full-wavefront leads the eikonal-wavefront (which emanates from a single

point). This close conformity suggest that a real lab experiment could be

envisaged to map out the light-cone of the effective spacetime.

2.6.2 Slowly rotating vortex

We now consider the rotating case. Initially we look at relatively slow rotation

with C = 0.5 and keep D = 1. Fig. 2.4 shows the eikonal-wavefront: a

congruence of geodesics emanating from the point x0 = −10, y0 = 0. The

effective horizon is at rh = 1, and the ergosphere is at re = 1.11803. The null

circular orbits are at r+
c = 1.17557 and r−c = 1.90211 (see Eq. (2.33)).

We observe many of the same features, as in Fig. 2.1, such as wrapping of

the eikonal-wavefront around the vortex and crossing of geodesics. In this case

the corotating part of the eikonal-wavefront is dragged much further around

the vortex. This is because corotating geodesics (below the vortex) pass much

closer to the vortex and are accelerated by the rotation whilst counterrotating

geodesics are impacted in the opposite sense. This leads to a stretching of the

eikonal-wavefront of corotating geodesics and therefore a reduction in the van

Vleck determinant. The point of crossing of geodesics is pushed to an angle in

the direction of rotation of the vortex.

Fig. 2.5 shows the wavefront simulation of this case. The wavefront once

again follows the behaviour of the geodesics, further confirming the accuracy

of the eikonal approximation. It is clear that the wavefront corotating with

the vortex is dragged much further and faster. The increase in wave height

at the point the two waves meet is clearly seen at an angle to the horizontal.

A further feature becomes apparent in this case. As the waves cross there is

a reduction in the trailing wavefront due to the fact that the initial Gaussian

data creates a wave with leading positive amplitude and a trailing negative

amplitude.
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Eikonal-wavefront on rotating bathtub with rotation C = 0.5 and draining

rate D = 1.

Figure 2.4: Eikonal-wavefront formed from a congruence of null geodesics em-

anating from (−10, 0) at successive t values t = {3, 6, 12, 15}. The vortex is

rotating anticlockwise. The eikonal-wavefront initially propagates as in flat

spacetime, before being dragged in towards the vortex. In this rotating case

the corotating geodesics are dragged around the vortex faster than counterro-

tating geodesics. The eikonal-wavefront wraps around the vortex asymmetri-

cally meaning the point of crossing occurs above the x axis. The van Vleck

determinant decreases more on the corotating arm of the eikonal-wavefront

since it is stretched much further around the vortex.
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Full-wavefront evolution on rotating bathtub with rotation C = 0.5 and

draining rate D = 1.

Figure 2.5: The evolution of a full-wavefront from a Gaussian of width σ = 1 at

(−10, 0) at successive t values t = {3, 6, 12, 15}. Initially the wave propagates

as in flat space again, before the leading front is dragged in towards the vortex

with the corotating front dragged faster and further around the vortex. The

waves cross on the opposite side of the vortex at an angle to the x axis. The

corotating wave is stretched over a longer span meaning the height is reduced.
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2.6.3 Rapidly rotating vortex

If we now allow the rate of rotation to increase to C = 2 we see additional

interesting features. Here the effective horizon is at rh = 1, and the ergosphere

is at re = 2.23607. The null circular orbits are at r+
c = 1.02749 and r−c = 4.3525

(see Eq. (2.33)).

Many of the same features persist from the slower rotating case, such as

the dragging of the corotating geodesics and the wavefront. Fig. 2.6 shows

the eikonal-wavefront. We can see that the corotating geodesics can wrap

completely around the vortex before the counterrotating geodesics reach the

vortex. A further feature at late times shows the congruence wrapping around

the vortex multiple times.

The full-wavefront shown in Fig. 2.7 again matches up well with the eikonal-

wavefront. We can see the wavefront being dragged rapidly around the vortex

and stretched very thin. The wave amplitude is only increased slightly at

crossing due to this. However the following wave is damped completely behind

the counterrotating wavefront due to the following negative wave created by

initial Gaussian data.

2.7 Discussion

In this work we have investigated the behaviour of null geodesics and the

flow of a wavefront in an effective analogue spacetime. We have shown that

a wavefront follows the same path as the geodesics, as expected from the

eikonal approximation. This means that the wavefront maps out the lightcone

of the effective spacetime. Interesting features observed from the geodesic

analysis, such as the wrapping around the vortex and the crossing of geodesics

transferred over to the wavefront analysis. We have shown also the qualitative

relationship between the van Vleck determinant and the height of a wavefront.

The model describes the behaviour of surface waves with long wavelengths

48



CHAPTER 2. WAVE PROPAGATION ON ANALOGUE BLACK HOLES

Eikonal-wavefront on rotating bathtub with rotation C = 2 and draining rate

D = 1.

Figure 2.6: Eikonal-wavefront formed from a congruence of null geodesics

emanating from (−10, 0) with van Vleck determinant at successive t values

t = {3, 7, 12, 18}. As before, the corotating part of the eikonal-wavefront is

dragged much faster around the vortex. Observe now that the corotating arm

of the eikonal-wavefront wraps completely around the vortex before the coun-

terrotating arm reaches the vortex.
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Wavefront evolution on rotating bathtub with rotation C = 2 and draining

rate D = 1.

Figure 2.7: The evolution of a full-wavefront from a Gaussian at (−10, 0)

at successive t values {t = 3, 7, 12, 18}. The initial wave evolves in a circle

as in flat space before being dragged by the vortex. The corotating wave is

dragged rapidly around the vortex and stretches twice around the vortex. The

counterrotating wavefront however is held back by the background flow. Note

in the final plot the increase in wave-height where the waves cross followed by

a damping due to the following negative amplitude wave.
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relative to the depth of the fluid, as described in Sec. 2.3. Our numerical

wavefronts model a pulse-like disturbance, which creates a wavefront of ap-

proximately the same wavelength as the Gaussian width σ. Thus for a nar-

rower Gaussian one must reduce the height of the background flow accordingly.

However, as we have shown in Fig. 2.3, a Gaussian of width σ = 1 is sufficient

to match the full-wavefront to the lightcone.

The recent experimental results from the draining bathtub experiment re-

ported in Ref. [49] did not attempt to relate their physical experiment to

an effective spacetime. One possible future project would be to develop an

experiment to relate observations of the evolution of a physical pulse-like dis-

turbance in the draining bathtub, to the underlying effective spacetime. As

we have shown, such a pulse-like disturbance maps out the lightcone of the

effective spacetime. A real experiment must obey two key conditions if we

are to extract the experiment’s effective spacetime. Firstly the flow must be

barotropic, inviscid and irrotational so that perturbations are governed by an

equation in the form of Eq. (2.1). Secondly we must be in a regime where the

eikonal approximation of Sec. 2.2 is valid.

A key consequence of the assumptions in forming the effective metric

Eq. (2.28) was that all waves propagate at the same speed cs. This means

that there is a linear dispersion relation ω = csk where ω is the frequency,

k = 2π/Λ is the wavenumber and Λ is the wavelength. For surface waves in

water [48]

ω2 =

(
gk +

s

ρ
k3

)
tanh(kh), (2.44)

where g is the gravitational field and s is the surface tension. For Λ � h

the relation is approximately linear ω =
√
ghk with wave speed as cs =

√
gh

as expected. The next to leading order term is s
2ρ

√
h
g
k3 therefore we would

expect our model to fail as the background height approaches h ∼ Λ
2π

.

In the eikonal approximation of Sec. 2.2, we require perturbations to prop-

agate with width much smaller than the typical lengthscale of the spacetime

curvature. In the draining bathtub, an appropriate lengthscale is given by the
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effective horizon D
cs

. Thus we assume ω � cs
D

. With ω given by the leading

order term of Eq. (2.44) the eikonal condition becomes Λ� 2πD
cs

. We may con-

clude that for a real fluid mechanical system to reflect our results we require

perturbations to propagate with a wavelength in the region

h� Λ� 2πD

cs
. (2.45)

The eikonal expansion described in Sec. 2.2 is valid for any spacetime. In

Chapter 3 we consider black hole spacetimes whose metrics satisfy the Einstein

equations. We solve the scalar wave equation (2.1) on the real black hole

spacetimes and compare with the analogue model presented in this chapter.
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Chapter 3

Wave propagation on

astrophysical black holes

3.1 Introduction

The previous chapter, Chap. 2, investigated the behaviour of a scalar wave on

an analogue black hole. We highlighted the connection between a wavefront

created by an initial pulse and the lightcone of the effective geometry.

In this chapter we introduce two important black hole spacetimes. We

investigate the behaviour of scalar fields on these spacetimes with initial pulse

disturbances. In Chap. 4 we will see that scalar wave propagation is related

to the self force experienced by a particle sourcing a scalar field.

Section 3.2 introduces the Schwarzschild spacetime, which describes an

uncharged non-rotating black hole. Section 3.3 introduces the Kerr spacetime,

which describes an uncharged rotating black hole. For both spacetimes we

give a review of their key features. We then investigate scalar wave evolution

on these spacetimes and compare the rotating and non-rotating cases and the

analogue case of Chap. 2.

Investigation of the Schwarzschild spacetime allows us to build up our

knowledge of black hole spacetimes. By focussing on the non-rotating case
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initially we highlight many of the interesting features of black hole spacetimes

which are unrelated to rotation. From a computational perspective, the sim-

plifications due to spherical symmetry allow correspondingly simpler methods

to be developed for calculations. The results of such calculations can then

be used as initial checks on the more sophisticated methods required in the

rotating case.

3.2 Schwarzschild spacetime

The Schwarzschild solution was one of the first exact solutions to Einstein’s

equations. Discovered by Karl Schwarzschild in 1916 [56], it describes the

spacetime in the exterior vacuum region of a spherically symmetric gravita-

tional source.

The Schwarzschild solution is described by the metric

ds2 = −fdt2 + f−1dr2 + r2dθ2 + r2 sin2 θdφ2, (3.1)

where

f = 1− 2M

r
, (3.2)

and M is the mass of the spherically symmetric gravitational source. If the

matter source lies within r = 2M = 2GM
c2

we have a black hole. Birkhoff’s the-

orem [57] established that the Schwarzschild solution is the unique spherically

symmetric solution to Einstein’s field equations in vacuum.

The metric in the form (3.1) has two singularities. At r = 2M we have the

event horizon, beyond which particles would have to travel faster than light to

escape. This is a coordinate singularity which can be removed from the metric

by a coordinate transformation. At r = 0 we have a curvature singularity

which cannot be removed by a coordinate transformation. At a curvature

singularity spacetime curvature scalars diverge. For example, the Kretschmann

scalar K = RαβγδRαβγδ, formed from the Riemann tensor, diverges as r →
0. All timelike and null trajectories which pass through the event horizon
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encounter the singularity in finite (proper or affine) time. See Ref. [58] for

further discussions about the Schwarzschild solution.

3.2.1 Spacetime symmetries and geodesics

From the form of the metric Eq. (3.1), we can see that it is independent of

both time t and rotation in the azimuthal coordinate φ. This gives rise to two

Killing vectors, kµ and hµ, given by

kµ∂µ = ∂t, hµ∂µ = ∂φ, (3.3)

which satisfy the Killing equation [52]

k(µ;ν) = 0, h(µ;ν) = 0. (3.4)

Now consider a geodesic with tangent vector uµ = ẋµ = dxµ

dλ
, where λ is an

affine parameter. The two Killing vectors (3.3) give rise to two conserved

quantities

−kµuµ = E, hµuµ = L, (3.5)

where E is the particle’s energy and L is the angular momentum. Geodesics

are governed by the equations

uνuµ;ν =
duµ

dλ
+ Γµλνu

λdx
ν

dλ
= 0, (3.6)

where Γµλν is the affine connection. It is easy to show that the quantity

gµνu
µuν = α (3.7)

is conserved along geodesics, as

uβα;β = uβ(gµνu
µuν);β = 0, (3.8)

since uβuµ;β = 0 by the geodesic equations and uβgµν;β = 0 because we choose

the affine connection Γµλν by enforcing metric compatibility gµν;β = 0. The
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quantity α (3.7) takes the value of {−1,+1, 0} for timelike, spacelike and null

geodesics respectively. The affine parameter λ is the proper time (distance)

for timelike (spacelike) geodesics.

Geodesics in Schwarzschild spacetime are always planar due to the spher-

ical symmetry. We can always make a coordinate transformation such that

an orbiting particle lies in the equatorial plane. Thus we can set θ = π/2,

without loss of generality, in the geodesic equations. Knowledge of the three

constants {E,L, α} along with the condition θ = π/2 allows us to parametrise

the geodesics and write the geodesic equations in integrable form as

ṫ =
E

f
,

ṙ2 = αf + E2 − f

r2
L2,

θ =
π

2
,

φ̇ =
L

r2
. (3.9)

We could alternatively have found these equations by forming the Lagrangian

L = 1
2
gµνu

µuν , and using the principle of least action. The Euler-Lagrange

equations give rise to an equivalent set of equations to Eqs. (3.9) for the

geodesics.

Timelike circular orbits

As an example, let us consider circular orbits for timelike geodesics. We set

α = −1 and identify the affine parameter as the proper time λ = τ . We find

equations for circular orbits by imposing the conditions ṙ = r̈ = 0. Taking the

radial derivative of the radial equation from Eqs. (3.9) gives

2ṙr̈ = 0 = −2M

r2
+

2L2f

r3
− 2ML2

r4
, (3.10)

and solving for L we have

L = ±
√
Mr√

1− 3M
r

, (3.11)
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where the ± corresponds to orbiting in opposite directions, which are equiva-

lent by symmetry. Choosing the positive sign and using this value of L (3.11)

with ṙ = 0 we can find from the second equation of (3.9)

E =
f√

1− 3M
r

. (3.12)

From Eqs. (3.9) with the values of E and L from Eqs. (3.11-3.12) we find

ṫ =
1√

1− 3M
r

, φ̇ = ṫ

√
M

r3
. (3.13)

Finally we can identify the orbital frequency

Ω =
dφ

dt
=
φ̇

ṫ
=

√
M

r3
, (3.14)

which will be used later in the thesis.

3.2.2 Wave evolution

We now consider scalar wave evolution on the Schwarzschild spacetime by solv-

ing the scalar wave Eq. (2.1), 2Ψ = 0. The eikonal approximation of Sec. 2.2

highlighted the relation between null geodesics and scalar wave propagation.

Investigating the behaviour of a scalar wave on the Schwarzschild spacetime

allows us to probe the features of the spacetime.

Separable equation

We initially decompose the field into spherical harmonics Ylm(θ, φ) using

Ψ(t, r, θ, φ) =
∞∑
l=0

l∑
m=−l

1

r
Ψlm(t, r)Ylm(θ, φ). (3.15)

If we set up axisymmetric initial data for Ψ we can rewrite the decomposition

(3.15) in terms of m = 0 modes only, due to the spherical symmetry of the
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Schwarzschild spacetime, namely

Ψ(t, r, θ, φ) =
∞∑
l=0

1

r
(2l + 1)Ψl(t, r)Pl(cos γ), (3.16)

where

cos γ = sin θ0 sin θ cos(φ0 − φ) + cos θ0 cos θ, (3.17)

and (θ0, φ0) is the axis of symmetry. Using Eq. (3.16) in the scalar wave

equation 2Ψ = 0, Eq. (2.1), allows us to separate the equations for each

l-mode

− ∂2Ψl

∂t2
+
∂2Ψl

∂r∗2
− V (r)Ψl = 0, (3.18)

where V (r) is the potential

V (r) =

(
1− 2M

r

)(
l(l + 1)

r2
+

2M

r3

)
. (3.19)

The tortoise coordinate r∗ is governed by the relation

dr∗/dr = 1/f (3.20)

with the solution

r∗ = r + 2M ln
( r

2M
− 1
)
. (3.21)

For large r � 2M the tortoise coordinate approaches the radial coordinate

r∗ ∼ r. As we approach the horizon r → 2M the tortoise coordinate tends to

negative infinity r∗ → −∞ .

3.2.3 Numerical evolution

Initial conditions

In this section we investigate the evolution of an initial Gaussian pulse centred

on the point (x0, y0, z0) in Cartesian coordinates. We can write a Gaussian of

width σ in three spatial dimensions as

Ψ(t0, x, y, z) =
1

(2πσ2)3/2
exp

(
−(x− x0)2 + (y − y0)2 + (z − z0)2

2σ2

)
, (3.22)
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where t0 is the initial time. We can convert to Schwarzschild coordinates

Ψ(t0, r, θ, φ) via the definitions

x = r sin θ cosφ,

y = r sin θ sinφ,

z = r cos θ. (3.23)

To solve the wave equation (3.18) for each l mode we must decompose the

initial conditions into l modes. We do this by using the ansatz (3.16), multi-

plying both sides by rPl′(cos γ) and integrating over the angular coordinates.

This gives

Ψl(t0, r
∗) =

r

4π

∫ π

0

∫ 2π

0

Ψ(t0, r, θ, φ)Pl(cos γ) sin θ dθ dφ, (3.24)

since [59] ∫ π

0

∫ 2π

0

Pl(cos γ)Pl′(cos γ) sin θ dθ dφ = δll′
4π

2l + 1
. (3.25)

Matrix method

In Sec. 2.5.1 we evolved the scalar wave equation using Mathematica’s NDSolve

inbuilt function. Whilst this is also possible here on the Schwarzschild space-

time, we find that due to the additional complexities involved, the NDSolve

function is heavily time and memory constrained. Instead we have developed

a matrix method that relies upon Mathematica’s SparseArray function. We

outline this here.

Since the equations (3.18) are fully decoupled for each l mode we can solve

them independently for each value of l. We drop the l subscript here for clarity.

First we set up a grid of n points xi in the spatial coordinates r∗i = xi and

define a function at each point Ψi(t) = Ψ(t, xi). The function Ψ at time t is now

represented by a vector of length n. To approximate the spatial derivatives we

use finite differencing [55]. We make use of Mathematica’s function NDSolvè

FiniteDifferenceDerivative which, given an input of a grid of n points,
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outputs an (n × n) matrix D(m) of the finite difference derivatives at desired

difference order and derivative order m. The matrix produced by this function

allows spatial derivatives to be converted into matrix multiplications applied

to the vector Ψ. Since the finite difference matrix D(m) is sparse we apply

Mathematica’s SparseArray function to D(m). This has the effect of speeding

up matrix operations and reducing memory usage.

To evolve in time we use the fourth-order Runge-Kutta method (see Sec. 16.1

of Ref. [55]). To make use of the Runge-Kutta algorithm we write the equa-

tions (3.18) in first order form by defining ∂tΨ(t) = Π(t). The Runge-Kutta

method takes as its input the two vectors Ψ(ti) and Π(ti) at a certain time

ti, a time step δt, and a vector-valued function F [Ψ(ti),Π(ti)]. The function

F [Ψ(ti),Π(ti)] gives the time derivatives at time ti,

F [Ψ(ti),Π(ti)] = [∂tΨ(ti), ∂tΠ(ti)],

= [Π(ti),D
(2) ·Ψ(ti)− Ṽ ·Ψ(ti)], (3.26)

where Ṽ is a vector of values of the potential (3.19) at each spatial point with

components Ṽi = V (xi). The Runge-Kutta algorithm outputs two new vectors

corresponding to Ψ(ti + δt) and ∂tΨ(ti + δt) = Π(ti + δt) via

Ψ(ti + δt) = Ψ(ti) +
δt

6
(k1Ψ + 2k2Ψ + 2k3Ψ + k4Ψ) ,

Π(ti + δt) = Π(ti) +
δt

6
(k1Π + 2k2Π + 2k3Π + k4Π) , (3.27)

where

(k1Ψ, k1Π) = F (Ψ,Π),

(k2Ψ, k2Π) = F (Ψ +
δt

2
k1Ψ,Π +

δt

2
k1Π),

(k3Ψ, k3Π) = F (Ψ +
δt

2
k2Ψ,Π +

δt

2
k2Π),

(k4Ψ, k4Π) = F (Ψ + δtk3Ψ,Π + δtk3Π). (3.28)

The Runge-Kutta algortihm is derived by Taylor expanding a function Ψ(ti +

δt) around ti to fourth order in δt. There is therefore an error of O(δt5) at
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each time step. In effect the algorithm is simply a series of matrix operations

of (n× n) matrices on vectors of length n.

Large l cut off

We can solve for only a limited number of l modes lmax. Higher l-modes

oscillate more rapidly at a scale θ ∼ 2π
l

. Naively one may assume that we

can truncate the mode-sum (3.16) at lmax � 2π
θmin

where θmin is the minumum

angular scale in the initial data (3.22). However if we were to employ a sharp

cut-off this could introduce unphysical oscillatory features in solutions of the

wave equation. We therefore employ a smooth cut off around l = lcut in the

summation via

Ψ(t, r, θ, φ) =
lmax∑
l=0

e−l
2/2l2cut

1

r
Ψl(t, r)Pl(cos γ), (3.29)

as suggested in Ref. [60]. The effect of this smooth cut off is to smear out

features of the full solution at an angular scale of θ ∼ 2π
lcut

by the convolution

theorem [60]. We typically use a value lcut = lmax/5 as suggested by Ref. [2].

3.2.4 Results

In Fig. 3.1 we plot the evolution of a scalar wave with initial conditions

described by a Gaussian of width σ = 1 centred at (x0, y0, z0) = (6, 0, 0),

Eq. (3.22). We plot in the plane θ = π/2, equivalently z = 0. Due to the

symmetry of the Schwarzschild spacetime the wave propagates symmetrically

in all directions around the black hole. This means that our solutions are

axisymmetric around the x axis. The wavefront propagates with a leading

positive (red) sign front followed by a trailing negative (blue) sign front. We

see this same feature in flat space. There is a build-up of the wavefront on the

horizon due to the use of the Schwarzschild coordinate time; this is because the

wavefront takes an infinite coordinate time to reach the horizon. Using ingoing

coordinates we would expect the wavefront to pass through the horizon.
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We see that the wavefront wraps around the black hole and meets itself on

the opposite side. Here there is a caustic, a point where an infinite number

of null geodesics emanating from the initial point converge. This means that

there is a significant increase in the wave magnitude. After crossing, a part of

the wavefront changes sign and continues to wrap around the black hole. We

see “secondary” caustics where null geodesics, which have already met once,

have orbited right around the black hole to converge again.

The sign change in the wavefront is related to the four-fold structure of

the Green function for the scalar wave equation (2.1) [61] as discussed in

Ref. [62]. We will highlight the importance of the relation between scalar

wave propagation and the Green function in the next chapter, Chap. 4.

3.3 Kerr spacetime

A rotating black hole is described by the Kerr metric, discovered by Kerr in

1963 [63]. In Boyer-Lindquist coordinates the Kerr metric is

ds2 =−
(

1− 2Mr

ρ2

)
dt2 − 4aMr sin2 θ

ρ2
dt dφ

+
ρ2

∆
dr2 + ρ2dθ2 +

(
r2 + a2 +

2Mra2 sin2 θ

ρ2

)
sin2 θ dφ2, (3.30)

where

ρ2 = r2 + a2 cos2 θ, ∆ = r2 − 2Mr + a2. (3.31)

The mass is given by M and a is the spin parameter related to the angular

momentum J by a = J/M . There is a curvature singularity located on a ring

where

ρ2 = 0 = r2 + a2 cos2 θ, (3.32)

and the coordinates take the values r = 0 and θ = π/2.

The Kerr spacetime has two horizons, where the metric component grr →
∞ and thus ∆ = 0. The horizons are given by the radial coordinates

r = r± = M ±
√
M2 − a2, (3.33)
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Wavefront evolution of a scalar wave in the equatorial plane of a

Schwarzschild black hole

Figure 3.1: The evolution of a wavefront, at successive t values t =

{5, 15, 25, 35}, starting from a Gaussian (3.22) of width σ = 1 centred at

(6,0,0) and plotted in the equatorial plane. The Gaussian creates a wavefront

with a leading front of positive sign and a trailing front with negative sign.

We observe wrapping of the wavefront around the black hole with an increase

in the amplitude at the caustics on the opposite side of the black hole. There

is then a secondary wave with opposite sign which wraps around and again

increases in magnitude at the secondary caustics.
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with r+ corresponding to the event horizon of the Kerr black hole. For a ≥M

an event horizon does not form and there is a naked singularity. The case

a = M is known as extremal Kerr spacetime [64]. In this thesis we only

consider the case where a < M .

There is a further interesting hypersurface at

r = re = M +
√
M2 − a2 cos2 θ, (3.34)

inside which all observers must be corotating with the black hole. The region

r+ < r < re is referred to as the ergoregion [45, 65].

3.3.1 Spacetime symmetries and geodesics

As in the Schwarzschild case, the Kerr metric (3.30) is both stationary and ax-

isymmetric. This means that the Killing vectors kµ and hµ defined in Eq. (3.3)

also exist for the Kerr spacetime. Once again we can form the conserved quan-

tities, energy E = −kµuµ and angular momentum L = hµuµ. Geodesics in Kerr

are no longer always planar and therefore we cannot now restrict geodesic mo-

tion to the equatorial plane in general. There is however a third constant of

motion arising from the existence of a Killing tensor, namely the Carter con-

stant discovered by Carter [66]. This “hidden” symmetry was investigated by

Penrose [67] who showed that the Killing tensor is given by the square of a

Killing-Yano tensor. Note that this Killing tensor also exists for Schwarzschild.

Killing-Yano tensor

A Killing-Yano tensor fµν is antisymmetric f(µν) = 0, and satisfies the the

Killing-Yano equation

f[µν;λ] = fµν;λ. (3.35)

One can see that the “square” of the Killing-Yano tensor

Kµν = fµλf
λ

ν , (3.36)
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is symmetric and satisfies the Killing equation

K(µν;λ) = 0. (3.37)

The tensor Kµν is therefore a Killing tensor which gives rise to the Carter

constant K
K = Kµνu

µuν . (3.38)

The Carter constant K is a conserved quantity since

uαK;α = uαKµν;αu
µuν + uαKµνu

µ
;αu

ν + uαKµνu
µuν;α = 0, (3.39)

because uαKµν;αu
µuν = 0 by Eq. (3.37) and uαuµ;α = 0 from the geodesic

Eqs. (3.6).

One can form a vector from the Killing-Yano tensor

Jµ = fµνu
ν , (3.40)

whose “square” is the Carter constant, and which is parallel transported along

geodesics

JµJ
µ = K, uµJν;µ = 0. (3.41)

Geodesics

The three constants of motion E,L and K along with the condition Eq. (3.7)

allow us to find the geodesic equations. The geodesic equations in first order

form are given in Ref. [58],

ρ2ṫ = E

[
(r2 + a2)2

∆
− a2 sin2 θ

]
− L2Mar

∆
,

ρ4ṙ2 =
[
E(r2 + a2)− aL

]2 −∆
[
K − αr2

]
,

ρ4θ̇2 = K − αa2 cos2 θ − 1

sin2 θ

(
Ea sin2 θ − L

)2
,

ρ2φ̇ = E
2Mar

∆
− L

(
a2

∆
− 1

sin2 θ

)
. (3.42)
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Timelike equatorial circular orbits

As an example, consider circular timelike orbits in the equatorial plane. We

set θ = π/2, α = −1 and ṙ = r̈ = 0. The θ̇ = 0 equation (3.42) reduces to a

condition on the Carter constant

K = (Ea− L)2 . (3.43)

The equations for ṙ = r̈ = 0 give

0 =
[
E(r2 + a2)− aL

]2 −∆
[
r2 + (Ea− L)2] ,

0 = 4Er
[
E
(
a2 + r2

)
− aL

]
− 2r∆− (2r − 2M)

[
(aE − L)2 + r2

]
. (3.44)

Solving for E and L simultaneously we have,

E =
1− 2M

r
± aM1/2

r3/2√
1− 3M

r
± 2aM1/2

r3/2

,

L = ±
√
rM

(
1 + a2

r2
∓ 2aM1/2

r3/2

)
√

1− 3M
r
± 2aM1/2

r3/2

, (3.45)

where the alternate signs correspond to co(+) and counter(−) rotating orbits.

The equations for ṫ and φ̇ (3.42) are then

ṫ =
r3/2 ± aM1/2

M1/2r3/2

√
1− 3M

r
± 2aM1/2

r3/2

,

φ̇ = ±ṫ M1/2

r3/2 ± aM1/2
, (3.46)

and we can identify an azimuthal frequency Ω via dφ
dt

= φ̇/ṫ,

Ω = ± M1/2

r3/2 ± aM1/2
. (3.47)
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3.3.2 Wave evolution

Separable equation

In Ref. [68] a method is proposed to solve the scalar field wave equation (2.1)

in the time domain by reducing the equation to a coupled set of (1 + 1)D

equations using spherical harmonics. We outline the steps taken here.

Firstly we introduce an alternative azimuthal coordinate ϕ via

dϕ = dφ+
a

∆
dr. (3.48)

We then decompose the full field into spherical harmonic modes,

Ψ(t, r, θ, ϕ) =
1

r

∞∑
l=0

l∑
m=−l

ψlm(t, r)Ylm(θ, ϕ), (3.49)

which is then used to decompose the scalar wave equation, Eq. (2.1), into

(1 + 1)D equations for the ψlm(t, r). To find equations for ψlm(t, r) we input

the ansatz (3.49) into the scalar wave equation (2.1), multiply by Y ∗l′m′(θ, ϕ)

and integrate over the angular coordinates. For terms with no θ dependence

the decomposition is straightforward using the identity [59]∫ π

0

∫ 2π

0

Y ∗l′m′(θ, φ)Ylm(θ, φ) sin θ dθ dφ = 4πδll′δmm′ . (3.50)

Due to the dependence of the Kerr metric on θ we also find terms involving

cos2 θ, which lead to coupling between l modes. To deal with this, we introduce

the coupling coefficient

cmjl =
〈
lm| cos2 θ|jm

〉
(3.51)

where

〈lm|f(θ)|jm〉 = 2π

∫
Y ∗lm(θ, φ)f(θ)Yjm(θ, φ)d(cos θ). (3.52)

We can make use of identities, presented in Ref. [69], for the coupling

coefficient (3.51)

cmjl =
1

3
δjl +

2

3

√
2j + 1

2l + 1
〈j, 2,m, 0|l,m〉 〈j, 2, 0, 0|l, 0〉 (3.53)
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to highlight some useful properties. In Eq. (3.53) the 〈j, i,m, 0|l, n〉 are Clebsch-

Gordan coefficients [70]. The only non-zero values of cmjl (3.51) are for j = l

and j = l± 2. Thus only modes with even or odd values of l interact and each

l-mode is coupled only to its nearest odd or even neighbours.

Using the identities (3.50, 3.53) we can now write down the equations for

each mode

[
Σ2

0 + a2∆cmll
]
ψ̈lm + a2∆

(
cml,l+2ψ̈l+2,m + cml,l−2ψ̈l−2,m

)
=(

r2 + a2
)2
ψ′′lm +

(
2iam

(
r2 + a2

)
− 2a2 ∆

r

)
ψ′lm − 4iamMrψ̇lm − Vlmψlm,

(3.54)

where

Σ2
0 = (r2 + a2)2 − a2∆, (3.55)

and

Vlm = ∆

[
l(l + 1) +

2M

r

(
1− a2

Mr

)
+

2iam

r

]
. (3.56)

The overdot denotes a partial derivative with respect to time, whilst the primes

denote partial derivatives with respect to the Kerr tortoise coordinate, defined

by

dr∗

dr
=
r2 + a2

∆
. (3.57)

Integrating Eq. (3.57) we find, up to a constant of integration,

r∗ = r +
2M

r+ − r−

(
r+ ln

∣∣∣∣r − r+

2M

∣∣∣∣− r− ln

∣∣∣∣r − r−2M

∣∣∣∣) . (3.58)

3.3.3 Numerical evolution

The wave equation Eq. (3.54) is a set of coupled (1 + 1)D equations for the lm

modes. Whilst each m mode can be solved independently, the l modes only

decouple into even and odd sectors for l, with each sector solved simultaneously.
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Initial conditions

As initial conditions, we use the same 3-dimensional Gaussian as for the

Schwarzschild spacetime, Eq. (3.22). Now we choose to relate the Boyer-

Lindquist coordinates to Cartesian coordinates by

x =
√
r2 + a2 sin θ cosφ,

y =
√
r2 + a2 sin θ sinφ,

z = r cos θ. (3.59)

To decompose Eq. (3.22) into spherical harmonics we multiply the Gaussian

by the complex conjugate of the spherical harmonics and by r to give the initial

conditions in lm modes

ψlm(t0, r) =
r

4π

∫ π

0

∫ 2π

0

Y ∗lm(θ, φ)Ψ(t0, r, θ, φ) sin θ dθ dφ, (3.60)

using the identity of Eq. (3.50).

Finally, due to the coupling between l modes in the wave equation Eq. (3.54),

a cut off in l modes at lmax may create some numerical noise. To counteract

this we apply our smoothing function e−l
2/2l2cut , from Eq. (3.29), to our initial

conditions

ψlm(t0, r)→ e−l
2/2l2cutψlm(t0, r). (3.61)

Matrix evolution

To use the Runge-Kutta method, described in Sec. 3.2.3, for time evolution we

must formulate our equations in first order form for each l mode. Each mode

ψl (dropping m subscripts) is only coupled to the nearest ψl±2 modes and the

even and odd mode equations can be decoupled. We set πl = ψ̇l so that the

equations for π, a vector of the πl even or odd modes, can be written in matrix

form

Aπ̇ = Bπ + Cψ, (3.62)

69



3.3. KERR SPACETIME

where A is now a tridiagonal matrix, since in Eq. (3.54) each mode only

depends on its nearest two neighbours. The matrices B and C are found from

the right hand side of Eq. (3.54) for each l mode. We invert the matrix A to

write the equations decoupled in π̇l.

Now we discretise on a spatial grid in r∗ of n points so that the vector

π is now a vector of length nl̃ where l̃ is total number of l modes being

considered. For example for lmax = 100, even modes have l̃ = 51 and odd

modes l̃ = 50. Thus the matrices A,B and C are nl̃×nl̃ matrices. We calculate

the inverse of A and the multiplications A−1B and A−1C prior to beginning

the time evolution. The Runge-Kutta method described in Sec. 3.2.3 is then a

series of matrix operations. As in the Schwarzschild case, we make use of the

SparseArray commands to greatly increase speed of numerical calculations

since the matrices have mainly zero entries.

3.3.4 Results

We now investigate the evolution of a scalar wave with initial conditions of a

Gaussian of width σ = 1 centred at (x0, y0, z0) = (6, 0, 0) on the Kerr space-

time (the same initial conditions investigated in Schwarzschild spacetime). We

again plot in the equatorial plane (θ = π/2). However, we cannot expect the

same behaviour as in Schwarzschild spacetime due to the lack of spherical sym-

metry. The wavefront will propagate in all directions around the black hole,

however we focus on the equatorial plane where the features due to rotation

are enhanced.

Fig. 3.2 shows the evolution of the Gaussian on Kerr spacetime with a =

0.5M . The black hole is rotating in a clockwise direction. Many of the same

features from the Schwarzschild spacetime persist, yet are deformed by rota-

tion. The wavefront is dragged around the black hole with the corotating arm

(lower) dragged at a faster rate. This accelerated dragging of the wavefront

means that the wavefront meets itself at an angle above the horizontal. Once
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again we see the increase in the waveheight at this caustic. A part of the

wavefront continues to orbit the black hole with a change of sign. A particular

feature of the rotating case is that the counterrotating arm, near to the black

hole, has a greater magnitude than the corotating arm. This difference is due

to the stretching of the corotating arm as it is accelerated around the black

hole. In the later plots we see essentially a repetition of these features with

the meeting of the wavefronts at a caustic below the horizontal axis.

We also investigate a near-extremal Kerr space time with a = 0.999M in

Fig. 3.3. We show the evolution of the same Gaussian and see many of the same

features as in the a = 0.5M case. The higher rate of rotation emphasises the

disparity between the corotating and counterrotating arms. The corotating

arm is carried further around the black hole. This stretches the wavefront,

causing it to have a much lower waveheight. The two arms meet at a greater

angle to the horizontal than in the a = 0.5M case.

3.4 Comparisons and discussion

We now compare our analysis of the Kerr black hole spacetime with the ana-

logue bathtub described in Chap. 2 with an effective metric Eq. (2.28). Fig. 3.4

compares the evolution of an initial Gaussian on a draining bathtub with D = 1

and C = 0.5 and the Kerr spacetime with a = 0.7M . We have reflected the

plot for evolution on Kerr spacetime by 180◦ to aid comparison. The key differ-

ence between the two spacetimes is that the draining bathtub is 3-dimensional

whilst the Kerr spacetime is 4-dimensional. This means that the wave plotted

in Fig. 3.4 for the draining bathtub encompasses all of the features of the ef-

fective spacetime, whereas in the Kerr spacetime we show only a planar slice

of the spacetime. The main effect of this is that in the analogue spacetime

when the two wavefront arms, travelling either side of the vortex, meet there

is simply a superposition of the two. The waveheight in the analogue case is

therefore given by the sum of the two arm heights. In the Kerr spacetime,
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Wavefront evolution of a scalar wave in the equatorial plane of a Kerr black

hole with a = 0.5M

Figure 3.2: The evolution of a wavefront starting from a Gaussian centred at

(6, 0, 0) at successive t values t = {5, 10, 15, 20, 25, 30, 35, 40}. The black hole

is rotating clockwise in this picture. We observe that the wavefront is dragged

around the black hole with the corotating arm (lower) being dragged around

at a greater rate. This creates a greater amplitude in the counterrotating arm.

The wavefront increases in amplitude where the two arms meet at the caustic

which is dragged above the horizontal axis due to rotation. In the later plots

we see the trailing wavefronts which have switched sign meet again below the

axis.
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Wavefront evolution of a scalar wave in the equatorial plane of a Kerr black

hole a = 0.999

Figure 3.3: The evolution of a wavefront from a Gaussian centred at (6,0,0) at

successive t values t = {5, 10, 15, 20}. We observe the greater dragging of the

corotating arm of the wavefront. This stretching of the corotating arm causes

it to have a lower magnitude than the counter rotating arm. The two arms

meet at an angle to the horizontal greater than that in the a = 0.5M case.
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Comparisons of the evolution of a scalar field on the draining bathtub versus

a Kerr black hole spacetime

Figure 3.4: Comparison of the evolution of a wavefront from a Gaussian of

width σ = 1 on the draining bathtub (D = 1, C = 0.5) and Kerr spacetime

with a = 0.7M . We observe that the corotating arms of the wavefront are

dragged faster around the vortex/black hole before meeting at an angle to the

horizontal. The wavefront increases in amplitude where the two arms meet

on the opposite side of the vortex/black hole. In the draining bathtub case,

this is simply a superposition of the two arms, whilst the increase in the Kerr

spacetime is due to the waves travelling in all directions around the black hole.

we have the contribution from the waves travelling around all directions of

the black hole which creates a significant increase in the wave height at the

intersection. A further difference is the swapping of the sign of the wavefront

in the Kerr spacetime which does not occur in the draining bathtub.
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Chapter 4

Scalar self force from worldline

integrals

4.1 Introduction

In this chapter we consider the scalar field self force as an important first step

into developing methods for calculating the gravitational self-force. First we

review the gravitational problem in terms of worldline integrals, before intro-

ducing the scalar equations considered later in the chapter. As we discussed

in the introduction, Chap. 1, the self force programme considers the two-body

problem in terms of a small body with mass µ perturbing the “background

spacetime” of a much larger body of mass M with µ� M . The small object

can be seen to travel on an accelerated worldline in the background spacetime,

perturbed away from geodesic motion by the self force. The MiSaTaQuWa

equations [24, 25] give an expression for the self force at leading order in the

mass ratio.

We write the full perturbed spacetime g̃αβ as a sum of the spacetime of the

large black hole gαβ and a perturbation hαβ at O(µ),

g̃αβ = gαβ + hαβ. (4.1)
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Using this expression in the Einstein equations, applying the Lorenz gauge

condition h̄µν;ν = 0 and retaining terms of O(µ), i.e. linear in hαβ, gives the

linearised Einstein equations [31]

2h̄µν + 2Rα β
µ ν h̄αβ = −16πTµν , (4.2)

where 2 = gµν∇µ∇ν , Rαµβν is the Riemann tensor of the background spacetime

and Tµν is the perturbing energy momentum tensor. We have also defined the

trace reversed metric perturbation

h̄µν = hµν −
1

2
gµνg

αβhαβ. (4.3)

If we model the object as a point particle, the linearised Einstein equations

(4.2) have a delta-function source. Consequently the solution is singular at the

particle. Furthermore distributional sources are not well defined in full (non-

linear) general relativity. The question is how to use this solution to construct

a meaningful description of motion of a small but extended body. We require

some physically motivated way of regularising hαβ to give a well defined self

force.

The idea of the MiSaTaQuWa formalism is to split the solution hµν of the

linearised Einstein field equations into two parts [24, 25]

hµν = hdirµν + htailµν , (4.4)

where the direct field hdirµν contains contributions only from the local geometry

of the object and contributes to the self force at next-to-leading-order in the

mass-ratio. At leading order the self force Fα depends only on the tail part of

the metric htailµν via [19]

Fα =
µ

2

(
gαβ + uαuβ

) (
2h̄tailβγ;λ − h̄tailγλ;β

)
uγuλ +O(µ2), (4.5)

where covariant derivatives are taken with respect to the background metric.

The derivative of the tail field is constructed from integrating the deriva-

tive of the retarded Green function for Eqs. (4.2) with appropriate boundary
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conditions over the entire past history of the particle’s worldline

∇λh̄
tail
αβ = µ lim

ε→0

∫ τ−ε

−∞
∇λG

ret
αβα′β′(z(τ), z(τ ′))uα

′
uβ
′
dτ ′, (4.6)

where z(τ) is the worldline of the particle. The derivative within the integral

of Eq. (4.6) is taken with respect to the first argument of the Green function.

The regularisation is carried out by excluding the point of coincidence. The

scalar self force is also constructed in terms of a worldline integral as we outline

below.

4.2 Scalar self force

The case of a particle sourcing a scalar field moving on a curved spacetime

background interacting with its own self field was considered by Quinn [71]. A

particle with scalar charge q sources a self field which is defined as the solution

to the inhomogeneous wave equation

2Φ(x) = −4πρ(x), (4.7)

with

ρ(x) = q

∫ ∞
−∞

δ4(x, z(τ))dτ. (4.8)

Here δ4(x, x′) = 1√
−gδ

4(x − x′) is the 4-dimensional delta function. Solutions

of (4.7) for Φ(x) can be found via the retarded Green function as

Φ(x) =

∫ √
−g Gret(x;x′)ρ(x′)d4x′, (4.9)

which gives

Φ(x) = q

∫ ∞
−∞

Gret(x; z(τ))dτ. (4.10)

The retarded Green function is defined as a solution of the equation

2Gret(x;x′) = −4πδ4(x, x′), (4.11)
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with appropriate boundary conditions. The field calculated through Eq. (4.10)

is singular at the particle x = z(τ).

The field creates a self force acting on the particle. Quinn [71] showed that

the particle experiences the self force as a sum of a history-dependent “tail”

force F tail
α and an instantaneous “direct” force F dir

α which vanishes for geodesic

motion in vacuum spacetimes. For non-geodesic motion the instantaneous

self force depends on interactions of the scalar field with the local spacetime

geometry and contributes to the self force at second order in the scalar charge

q. In the same way, the gravitational self force is fully determined, to leading

order in the mass ratio, by the tail force. The history-dependent force is

related to the derivative of the history-dependent part of the self field. We

only consider the history-dependent “tail” force in this chapter.

Quinn [71] showed that the history-dependent self-field is given by

Φtail(z(τ)) = q lim
ε→0+

∫ τ−ε

−∞
Gret (z(τ); z(τ ′)) dτ ′. (4.12)

This is an integral of the retarded Green function over the entire past history

of the particle’s worldline up until just before coincidence. The regularisation

of the force is carried out by cutting off our integral before coincidence. This

cut-off has the effect of removing singular features of the field which do not

contribute to the self force. The exclusion of the coincidence point is analogous

to the regularisation done in the gravitational case in Eq. (4.6).

The retarded Green function can be used similarly to calculate the field’s

self force. The history-dependent self force depends on the derivative of the

Green function [71]

F tail
α (z(τ)) = q2 lim

ε→0

∫ τ−ε

−∞
∇αGret (z(τ); z(τ ′)) dτ ′, (4.13)

where the derivative acts on the first argument of the Green function. If the

retarded Green function is known globally this would allow us to calculate the

self-field along any worldline. Unfortunately constructing the retarded Green
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function is not straightforward. The retarded Green function has support both

on and within the past lightcone on curved spacetimes.

Certain features of the retarded Green function have been derived ana-

lytically. In the near field, the retarded Green function has the form of the

Hadamard parametrix [72]. The Hadamard form of the retarded Green func-

tion Gret(x, x
′) is only valid for x′ in a causal domain of x, where x is connected

to x′ by a unique geodesic (the normal neighbourhood). A near field form of the

retarded Green function is insufficient for calculating the self field (or force)

since the field at a point depends on the entire past history of the particle

through Eqs. (4.12-4.13).

Outside of a normal neighbourhood, caustics can form. Caustics occur

when a congruence of null geodesics emanating from the worldline point z(τ)

in Eq. (4.13) has a focal point at which the expansion scalar diverges (ϑ→∞).

Caustics create singular features in the retarded Green function. In Ref. [61]

Ori discovered that, in 4-dimensional spacetime, each time the Green function

encounters a caustic it cycles through a fourfold structure. We discuss this

fourfold structure in Sec. 4.5.4.

In Ref. [73], Zenginoǧlu and Galley used a Gaussian approximation for

the source in Eq. (4.11) to calculate the retarded Green function. Wardell et

al. [2] developed a similar method using the Kirchhoff representation. They

approximated the initial delta function conditions by a narrow Gaussian. The

method outlined in Ref. [2] used a combination of numeric and analytic meth-

ods to globally construct the Green function for the Schwarzschild spacetime

and consequently the self-force.

The purpose of this chapter is to extend the method of Ref. [2] from

Schwarzschild to Kerr. Preliminary results were presented in a conference talk

by Casals and Wardell [74] though the calculations presented here were pro-

duced independently. Secs. 4.3-4.4 outline the general method for any space-

time as described in Ref. [2]. In Sec. 4.5 we recreate the results of [2] for circular

geodesics in Schwarzschild. We describe our method for Kerr in Sec. 4.6 and
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first compare with our Schwarzschild results. In Sec. 4.7 we present calcula-

tions of the self field Φ for circular geodesics and compare with results provided

by Warburton [75] calculated using the mode sum method of Ref. [76]. Though

we only present circular orbit results here, the key advantage of the method

presented in this chapter is that it can be used to calculate the self force for

any worldline. We set q = 1 and M = 1 for the remainder of this chapter.

4.3 Green function construction

Wardell et al. [2] outlined a method for constructing the retarded Green func-

tion using the Kirchhoff representation. By choosing appropriate initial condi-

tions, the Kirchhoff representation allows the Green function to be constructed

from solutions of the homogeneous wave equation. This method constructs the

Green function backwards in time along the worldline.

To construct the retarded Green function we combine three methods:

• In the near field region we make use of a quasilocal expansion. This was

defined for Schwarzshild in Ref. [77].

• For intermediate times we use a numerical method using the Kirchhoff

representation proposed by Ref. [2].

• At late times we use knowledge of the late time tail given in Ref. [78].

4.3.1 Kirchhoff representation

The Kirchhoff representation [79] gives solutions of the homogeneous wave

equation

2Ψ(x) = 0 (4.14)

in terms of integrals of the Green function. By specifying initial data on a

Cauchy hypersurface Σ, we find solutions at any point x′ in the past history

80



CHAPTER 4. SCALAR SELF FORCE FROM WORLDLINE
INTEGRALS

of Σ by [79]

Ψ(x′) = − 1

4π

∫
Σ

[Gret(x;x′)∇µΨ(x)−Ψ(x)∇µGret(x;x′)] dΣµ. (4.15)

The integral is evaluated with respect to dΣµ = nµ
√
kd3x, the surface element

on the hypersurface Σ. Here nµ is the unit normal and k is the determinant

of the induced metric on the hypersurface Σ.

4.3.2 Hypersurfaces

We define a Cauchy hypersurface Σ of constant time by restricting coordinates

via

ξ(xµ) = t− t0 = 0, (4.16)

where t is a time coordinate and t0 is a constant (see [52] for details). A

Cauchy hypersurface is defined such that all causal curves (non-spacelike)

passing through the surface Σ pass through only once and map out the entire

spacetime. This means that given initial data for a field and its derivative on

the hypersurface Σ, with a governing hyperbolic wave equation, solutions of

the wave equation uniquely specify the values of the field in both the future

and the past. The spatial hypersurface may equivalently be defined by speci-

fying parametric equations xµ = xµ(yi), where yi are coordinates intrinsic to

the hypersurface and i = {1, 2, 3}. Since we have a hypersurface of constant

time we have

t = t0, xi = yi. (4.17)

The unit normal vector nµ is defined by [52]

nµ = − ξ,µ

|gαβξ,αξ,β|
1
2

. (4.18)

This satisfies nµn
µ = −1 since the hypersurface is spacelike and therefore the

normal vector is timelike. We have ξ,µ = δtµ, thus

nµ =
−δtµ√
−gtt

. (4.19)
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The induced metric on Σ is given by

kij =
∂xµ

∂yi
∂xν

∂yj
gµν = gij, (4.20)

since ∂xµ

∂yi
= δµi . The induced metric kij therefore reduces to the spatial part of

the full spacetime metric. Alternatively this can by seen be setting dt = 0 in

the line element which reduces to the line element on the hypersurface Σ.

4.3.3 Initial data

To construct the self field and self force we require the retarded Green func-

tion and its derivatives in Eqs. (4.12-4.13). By choosing initial data for Ψ at

t = t0 on Σ using delta functions we can construct the Green function and

its derivatives from solutions of the homogeneous wave equation (4.14). By

choosing different appropriate initial data for Ψ, different solutions of the wave

equation (4.14) give the retarded Green function and its derivatives.

Suitable initial data to find the retarded Green function are

Ψ(t0,x) = 0,

nµ∇µΨ(t0,x) = −4πδ3(x,x0), (4.21)

where δ3(x,x0) = 1√
k
δ3(x − x0) is now the 3-dimensional delta function on

the hypersurface Σ and k is the determinant of the induced metric kij. We

also use the bold x to denote the three spatial coordinates. With these initial

conditions we have from Eq. (4.15)

Ψ(x′) =

∫
Σ

Gret(x;x′)δ3(x,x0)
√
k d3x,

= Gret(x0;x′). (4.22)

Thus by solving the wave equation (4.14) with initial data (4.21) backwards in

time we can formulate the retarded Green function globally.

The self force, defined in equation (4.13), depends upon the derivative

acting on the first argument of the retarded Green function. We can find such
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derivatives by modifying the initial conditions. To find the spatial derivatives

of the retarded Green function we use the initial conditions

Ψ(i)(t0,x) = 0,

nµ∇µΨ(i)(t0,x) = 4π∂iδ3(x,x0), (4.23)

to give, using integration by parts on Eq. (4.15),

Ψ(i)(x′) = ∂iGret(x0, x
′). (4.24)

Similarly choosing initial data as

Ψ(t)(t0,x) = 4πδ3(x,x0),

nµ∇µΨ(t)(t0,x) = 0, (4.25)

gives the time derivative of the retarded Green function

Ψ(t)(x′) = nµ∇µGret(x0, x
′). (4.26)

4.3.4 Gaussian approximation of delta function

A delta function is impractical for numerical calculations and therefore we must

find a suitable approximation. In solving the wave equation we decompose the

solutions Ψ into spherical harmonics. To perform a similar decomposition of

our initial conditions we make use of an identity for spherical harmonics, given

in Eq. (1.17.25) of DLMF [59],

1

sin θ
δ(θ − θ0)δ(φ− φ0) =

∞∑
l=0

m=l∑
m=−l

Ylm(θ, φ)Y ∗lm(θ0, φ0). (4.27)

Applying this identity to the 3-dimensional delta function gives

δ3(x− x0) = sin θδ(r − r0)
∞∑
l=0

m=l∑
m=−l

Ylm(θ, φ)Y ∗lm(θ0, φ0). (4.28)
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We now are left with a delta function in only one variable. To allow for

numerical initial data we use a Gaussian of finite width σ to approximate the

delta function

δσ(r − r0) =
1

(2πσ2)1/2
exp

[
−(r − r0)2

2σ2

]
, (4.29)

such that in the limit as σ → 0 we recover the delta function. We have used

a value of σ = 0.1M throughout this chapter as in Ref. [2].

We use the Gaussian approximation (4.29) in the initial conditions for the

field Ψ given in Eqs. (4.21, 4.23, 4.25). We can use the method presented in

Chapter 3 to solve the wave equation (4.14) for both Schwarzschild and Kerr.

This Kirchhoff method constructs an approximation to the full solution of the

retarded Green function Gσ
ret(x0, x

′). This means that Gσ
ret(x0, x

′) contains the

singular nature of the field at coincidence.

The initial Gaussian means that the singular features are spread to some

finite t > t0 and therefore the numerical solution is only valid after some tmin ∼
σ. We are also limited to some maximum value in time tmax since we cannot

integrate indefinitely. Use of this Kirchhoff method therefore constructs an

approximation to the retarded Green function Gnum for times tmin < t < tmax.

To calculate the self force through equation (4.13) we require knowledge of the

Green function from past infinity all the way up to coincidence. We make use of

analytical methods to find both near and far field expansions and amalgamate

the three approaches to find the retarded Green function for all past times.

4.3.5 Quasi-local expansion

In the region where the points x and x′ are connected by a unique geodesic,

the Green function is uniquely given by the Hadamard parametrix [72]

Gret(x, x
′) = Θ(x− x′)[U(x, x′)δ(ς)− V (x, x′)Θ(−ς)], (4.30)

where ς = ς(x, x′) is the Synge world function, Θ is the Heaviside step function

(given in Eq. (A.8)) and U and V are smooth biscalars. Within the normal
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neighbourhood U(x, x′) does not contribute to the integrals (4.12-4.13). This

is because it is multiplied by δ(ς) which only has support when x = x′ and is

therefore is excluded by the integrals (4.12-4.13). Thus by excluding U(x, x′)

in our near field approximation we remove the singular feature at coincidence

and can integrate our remaining expressions in Eqs. (4.12-4.13) up to t = 0.

Attempts to use the Hadamard parametrix to calculate the self-force can

be found in [80, 81, 82] using expansions for V (x, x′). Other authors present

expansions in general spacetimes for both geodesic [83] and non-geodesic [84]

motion.

In Schwarzschild spacetime a quasi-local expansion is given in Ref. [77].

The coordinate expansion of V (x, x′) which gives the quasi-local expansion,

denoted GQL
ret , takes the form

GQL
ret = −V (x, x′) = −

∞∑
i,j,k=0

vijk(r)(t− t′)2i(1− cos γ)j(r − r′)k, (4.31)

where cos γ was given in Eq. (3.17). The vijk(r) are analytic functions of r. To

find a quasi-local expansion for the derivatives we directly take derivatives of

Eq. (4.31). In Ref. [77] they also propose a Padé resummation which increases

the accuracy and region of validity.

For the Kerr calculation we make use of as yet unpublished results for the

near field expansion courtesy of Wardell [85]. The Kerr quasi-local expansion

is calculated from Ref. [83] as an application of their Eqs. (B4) and (3.9b)

adapted to the Kerr spacetime. Unfortunately we currently only have up to

fourth order terms in powers of (t − t′)n in the expansion for Kerr spacetime

compared with n = 26 for Schwarzschild spacetime.

4.3.6 Late time tail

It is known [78] that at late times the Green function for Schwarzschild has the

same functional form in time as perturbations to the black hole. Initial work on

scalar perturbations of the Schwarzschild metric by Price [86, 87] showed that
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at late times the perturbation decays with a power law behaviour with leading

order of t−2l−3 for each spherical harmonic l mode. The late time behaviour is

related to the form of the potential in the radial perturbation equation at large

radius. Recent work [78] has expanded to higher orders. A new non-power-

law term t−2l−5 ln(t/M) was found in Ref. [78] using the method detailed in

Ref. [88]. The late time tail in Kerr was shown to have the same power law

and log behaviour in Ref. [89].

We use knowledge of this late time behaviour to fit our numerical data at

late times so that we can integrate to infinity. We first find the retarded Green

function along a worldline as a function of time. We use Mathematica’s Fit

function to fit numerical data for Gret at late times to the expansion

Glate
ret = at−3 + bt−4 + ct−5 + d ln(t)t−5 +O(t−6) (4.32)

to find the coefficients {a, b, c, d}. The series (4.32) is in principle infinite in

negative powers of t. We choose to cut off at t−5 ln(t) since higher order terms

are smaller than the magnitude of numerical errors. The late time behaviour

for the spatial derivatives of the retarded Green function takes the same form

as Eq. (4.32). For the time derivative we can just take the time derivative of

Eq. (4.32).

4.4 Worldline integration

The preceding sections have outlined how to calculate the Green function and

its derivatives globally as a function of time G(t0,x0; t,x), given an initial fixed

point x0. Given G(t0,x0; t,x) we can then construct the Green function along

a specific worldline. We can in principle choose any worldline which ends at

x0 by specifying functions for the coordinates backwards in time x(t). For

example we can choose to calculate along geodesics by solving the geodesic

equations.

To calculate the self-field at the initial point x0 we then integrate over the
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past worldline of the particle and Eq. (4.12) becomes

Φtail(t0,x0) =

∫ t0

−∞
Gret (t0,x0; t,x(t))

dt

ut
, (4.33)

where ut = dt
dτ

along the geodesic. We no longer have a limit, as in Eq. (4.12),

since we have excluded the singular part at coincidence by ignoring U(x, x′) in

the near field expansion Eq. (4.31). Similarly we can construct the self-force

using the derivative of the Green function from Eq. (4.13) giving

F tail
α (t0,x0) =

∫ t0

−∞
∂αGret (t0,x0; t,x(t))

dt

ut
. (4.34)

We summarise the key steps of the method here. We begin with a numerical

method to solve the homogeneous wave equation (4.14). Making use of the

Kirchhoff formula (4.15) we use this solution to construct the Green function

Gnum for a set of intermediate times tmin < t < tmax. We then construct a

near field quasi-local analytic expansion GQL
ret Eq. (4.31) using the Hadamard

parametrix from Eq.(4.30) valid in the region t0 < t < tmin. For the late times

t > tmax we fit our numerical Green function data to the power law behaviour

including the log terms Glate
ret via Eq. (4.32). We find each of these functions

along a specific worldline and can then find the self field via Eq. (4.12) written

schematically as

Φtail =

∫ t0

−tmin
GQL
ret +

∫ −tmin
−tmax

Gnum
ret +

∫ −tmax
−∞

Glate
ret . (4.35)

The steps to calculate the self force are equivalent where the relevant deriva-

tives of the Green function are used in Eq. (4.13) in place of the Green function.

In practice we choose our tmin by finding the value of t for which the difference

between the numerical and quasi-local expansions is smallest. The value tmax

is chosen so that the the late time tail (4.32) is an accurate description of the

Green function up to some error.
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4.5 Schwarzschild method

In this section we calculate the self field and force on Schwarzschild spacetime

and compare our results with those presented in Wardell et.al. [2]. In Sec. 4.6

we will present a method to calculate the self field and force on Kerr spacetime.

By developing an independent method for Schwarzschild spacetime we are able

to compare with the Kerr method when a = 0. This allows us to highlight

the additional sources of error due to the additional complexities which arise

because of rotation.

In Chapter 3 we solved the scalar wave equation on Schwarzschild space-

time. We use the method outlined there with different initial conditions that

we give below in Sec. 4.5.1. Since Schwarzschild spacetime is spherically sym-

metric and the initial conditions are axisymmetric, we can decompose the field

in terms of Legendre polynomials as we did in Eq. (3.16):

Ψ(t, r, θ, φ) =
∞∑
l=0

1

r
(2l + 1)Ψl(t, r)Pl(cos γ), (4.36)

where cos γ was given in Eq. (3.17). We only solved for a certain maximum

number of l modes lmax. To prevent any high frequency numerical errors we

used a smooth cut-off via a prefactor e−l
2/2l2cut in the summation of Eq. (3.29)

and we do this again in Eq. (4.36). In Ref. [60] the cut-off was shown to

be related to the smoothing of the delta function via a Gaussian of width σ

Eq. (4.29). The smallest angular resolution from the l-mode sum (4.36) is

approximately 2π/lcut whilst the resolution of the Gaussian is approximately

σ/r0. For values of lcut for which 2π/lcut � σ/r0 we obtain diminishing returns

from the higher l-modes.
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4.5.1 Kirchhoff representation for Schwarzschild space-

time

We decompose the Green function by

G(t0,x0;x′) =
∞∑
l=0

1

r0

1

r′
Gl(t0, r0; t′, r′)Pl(cos γ′), (4.37)

where (t0,x0) is some initial point at which we calculate the self field.

The Kirchhoff formula Eq. (4.15) then reduces to

Ψl(t
′, r′) =

∫ ∞
−∞

[Gl(t0, r0; t′, r′)∂tΨl(t, r)−Ψl(t, r)∂tGl(t0, r0; t′, r′)] dr∗,

(4.38)

where r∗ is the Schwarzschild tortoise coordinate defined in Eq. (3.20).

The Kirchhoff formula given in the form of Eq. (4.38) allows us to choose

initial conditions for each l mode of the field Ψl. These will be different from

the initial conditions given in Sec. 4.3.3 due to the different decompositions of

the field (4.36) and the Green function (4.37).

To find the l modes of the Green function we use the initial conditions

Ψl(t0, r0) = 0,

∂tΨl(t0, r0) = δ(r∗ − r∗0), (4.39)

so that Ψl(t
′, r′) = Gl(t0, r0, t

′, r′). Angular derivatives of the Green function

can be found by using solutions for Ψl(t
′, r′) from the initial conditions of

Eq. (4.39) and taking derivatives of the Legendre polynomials in Eq. (4.37).

We can find similar simplifications for radial and time derivatives of the

Green function. Using the initial conditions

Ψ
(r)
l (t0, r0) = 0,

∂tΨ
(r)
l (t0, r0) = −f

r
∂r

[
1

f
δ(r∗ − r∗0)

]
, (4.40)
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where f is given in Eq. (3.2), gives the radial derivatives of the l modes of the

Green function

Ψ
(r)
l (t′, r′) = ∂r0

[
1

r0

Gl(t0, r0, t
′, r′)

]
, (4.41)

using integration by parts.

For the time derivative of the Green function we use the initial conditions

Ψ
(t)
l (t0, r0) = δ(r∗ − r∗0),

∂tΨ
(t)
l (t0, r0) = 0, (4.42)

which give

Ψ
(t)
l (t′, r′) = ∂t0Gl(t0, r0, t

′, r′). (4.43)

We use a Gaussian approximation to the delta function in r∗ given by

Eq. (4.29) with r replaced by r∗.

4.5.2 Numerical method

We use the method of Chapter 3 to solve the homogeneous wave equation.

We solve for 200 l modes with a step size in r∗ of 0.02 and a maximum time

tmax = 300. This yields an approximation to the retarded Green function. We

can then choose a worldline and construct the retarded Green function as a

function in time along that worldline.

For early times we make use of the quasi-local expansion presented in

Ref. [77] and given in Eq. (4.31). The expansions presented there are available

from Wardell’s website [90] in the form of Mathematica notebooks. We then

evaluate in Eq. (4.31) as a function of time along the worldline. Padé resum-

mation is proposed in Ref. [77] as a way to increase accuracy and expand the

region of validity. The Padé resummation method to the series expansion is

done by using Mathematica’s PadeApproximant function by Wardell [90].

In Fig. 4.1 we plot the quasi-local expansion for the retarded Green func-

tion GQL
ret and the numeric calculation Gnum

ret . The Green functions plotted in
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Matching the quasi-local and numeric Green functions for Schwarzschild

spacetime

Gret
num

Gret
QL

0 5 10 15 20 25 30
t

10-6

10-4

0.01

1

Gret

Figure 4.1: The numeric Green function Gnum
ret and quasi-local Green function

GQL
ret . We can clearly see the effect of using the Gaussian approximation to

the delta function in the initial conditions. The quasi-local expansion breaks

down at late times. There is some intermediate region 15 . t . 20 for which

the two solutions coincide.

Fig. 4.1 are for circular orbits at r0 = 6 as outlined in the following section,

Sec. 4.5.3. At early times we observe the effect of using the finite-width Gaus-

sian approximation to delta functions in the initial conditions. The quasi-local

expansion GQL
ret breaks down for larger values of t. There is some intermediate

region 15 . t . 20 in which we can match the two solutions.

The late time tail is straightforward to calculate once the numeric Green

function is given as a function of time along the worldline. We use Math-

ematica’s Fit function to fit numerical data at late times, in the region

150 < t < 250, to find the coefficients {a, b, c, d} in the series defined in

Eq. (4.32).
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4.5.3 Worldline integration

We calculate the self force and self field for circular geodesic orbits on Schwarz-

schild. In Sec. 3.2.1 we discussed geodesics on Schwarzschild. For circular

orbits at constant radius r0 we have the tangent vector from Eqs. (3.13)

ut =
1√

1− 3
r0

, uφ = utΩ, (4.44)

with orbital frequency given by Eq. (3.14) as Ω =
√

1
r30

and ur = uθ = 0. The

radial r = r0 and angular θ = π
2

coordinates are constant. The azimuthal

coordinate is given by

dφ

dt
=
uφ

ut
= Ω, φ = Ωt+ φ0. (4.45)

In Table 4.1 we compare our results with those presented in Table I of

Ref. [2] which is a previous implementation of the worldline integration method.

We also compute the relative difference with results from the frequency do-

main method of Ref. [91] which is claimed to be highly accurate. We have

not attempted to push our numerical code to match that of Ref. [2] since our

goal is not to match their results but to allow for us to compare with our Kerr

spacetime results. Our results are not as accurate as those presented in Ref. [2]

due to our choices of step size and tmax. Our numerical code uses a greater

step size of 0.02 versus 0.01 in discretising the numerical grid. We integrate to

tmax = 300 rather than tmax = 400.

In Fig. 4.2 we plot the Green function and its derivatives. We observe

that the magnitude of the retarded Green function is generally much greater

than its derivatives. This means that the spreading of the singular features,

due to using a narrow Gaussian may contribute more to the integrals (4.13)

for the self force than the self field (4.12). We suggest that this accounts for

the greater errors found for the self force shown in Table 4.1. Figure 4.2 also

highlights the singular features for the Green function and its derivatives occur

at the same times as they cycle through the fourfold structure.
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Numerical Schwarzschild results
r0 = 6 Calculated value Relative difference

Φ −5.45452× 10−3 6× 10−5

−5.45517× 10−3 6× 10−5

Ft 3.60685× 10−4 6× 10−4

3.60779× 10−4 4× 10−4

Fr 1.68588× 10−4 5× 10−3

1.67861× 10−4 8× 10−4

Fφ −5.30559× 10−3 2× 10−4

−5.30452× 10−3 5× 10−5

Table 4.1: Numerical results for the self field and self force for Schwarzschild

spacetime for a particle in a circular orbit at r0 = 6. We present our results in

bold. For reference results taken from Table. I in Ref. [2] are quoted below.

We compute the relative error by comparing with results from the frequency

domain mode sum method of Ref. [91].

Schwarzschild Green functions

50 100 150 200 250
t

10-10

10-8
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10-4

0.01

1

Gret

Gret

∂t Gret

∂r Gret

∂ϕGret

Figure 4.2: Green function and derivatives along a circular geodesic worldline

with r0 = 6. The log scale highlights the power-law decay of the Green function

and its derivatives according to Eq. (4.32).
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Fourfold structure of Green function
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Figure 4.3: Green function along a circular geodesic worldline with r0 = 6. The

Green function cycles through a fourfold sequence in agreement with Eq. (4.46).

4.5.4 Fourfold structure

In Ref. [61] Ori discovered that, in 4-dimensional spacetime, each time the

Green function encounters a caustic it has a singular feature which cycles

through a fourfold structure. The fourfold structure was further investigated

in Ref. [62] where they showed the singular features of the Green function on

Schwarzschild spacetime cycles through the fourfold structure

δ(ς)→ 1

πς
→ −δ(ς)→ − 1

πς
→ . . . (4.46)

where ς is the Synge world function. In Fig. 4.3 we plot the Green function

along the worldline of a circular geodesic. We can clearly see the cycling

through of the fourfold structure with the singular nature of Eq. (4.46) is

smeared due to our use of Gaussian initial conditions (4.29).
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4.5.5 Summary of errors

The method has a number of sources of error. Ref. [2] goes into further detail

on the qualitative nature of these sources of error. We emphasise that the

purpose of this chapter is to extend the worldline integration method to the

Kerr spacetime. To this end we summarise the sources of error here with the

expectation that they carry forward to Kerr spacetime.

For our numerical method we replace delta function initial data with a

narrow Gaussian using Eq. (4.29). This has the effect of smoothing out sharp

singular features in the Green function. The error arising from Gaussian initial

data is related to the error from cutting off the infinite sum of l modes as

described in Ref. [60]. The numerical method also has the usual numerical

errors arising from discretising the spatial grid and taking finite time steps.

At early times we use a series expansion for the Green function using

Eq. (4.31). This series decreases in accuracy the later in time it is used. Errors

arising from the series expansion are also related to the cut-off in l modes in

the summation of Eq. (4.36). This is because using higher l modes allows the

numerical method to more accurately construct the Green function for early

times. We exploit this in our Kerr method, where we only have access to lower

order terms in the Taylor expansion.

Finally we use numerical fitting at late times. This has the effect of ignoring

any non-tail-like (e.g. singular) features past t = tmax. On calculating the

integral of the late time tail we find that it contributes only a small amount

to the self field and even less to the self force calculations.

4.6 Kerr method

In extending to Kerr spacetime, we have a number of additional challenges.

Our numerical method relies on Sec. 3.3, where we solved the homogeneous

wave equation by solving a set of coupled radial equations. We made a coor-

95



4.6. KERR METHOD

dinate transformation to the azimuthal coordinate ϕ in Eq. (3.48). We also

decomposed the field in terms of spherical harmonic modes using Eq. (3.49).

The initial conditions must therefore also be decomposed into spherical har-

monics.

4.6.1 Initial conditions

We begin with initial conditions for the self field given in Eq. (4.21). The

condition on the field is trivial, Ψ(t0,x) = 0 implies that ψlm(t0, r0) = 0.

However, in considering the derivative, we find couplings between l-modes

similar to the couplings in the equations for the lm modes (3.54). We convert

the delta function in the initial conditions (4.21) to a function of r∗, given in

Eq. (3.57), via

δ(r − r0) =
dr∗

dr
δ(r∗ − r∗0) =

r2 + a2

∆
δ(r∗ − r∗0). (4.47)

The induced metric on the hypersurface of constant t0, Σ is given by kij = gij,

from Eq. (4.20), with determinant

k = ρ4 sin2 θ(−gtt). (4.48)

We substitute (4.47,4.48) into the initial conditions, given in Eq. (4.21), to

obtain

−gtµ∂µΨ(t0,x)

|gtt|1/2
= −4π

(r2 + a2)

ρ2∆|gtt|1/2
δ(r∗ − r∗0)

∞∑
l=0

l∑
m=−l

Ylm(θ, ϕ)Y ∗lm(θ0, ϕ0).

(4.49)

Noting that gtµ∂µΨ(t0,x) = (gtt∂t + gtϕ∂ϕ)Ψ(t0,x) and ∂ϕΨ(t0,x) = 0 since

Ψ(t0,x) = 0, gives

−gtt∂tΨ(t0,x) = 4π
(r2 + a2)

ρ2∆
δ(r∗ − r∗0)

∞∑
l=0

l∑
m=−l

Ylm(θ, ϕ)Y ∗lm(θ0, ϕ0). (4.50)
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We then substitute the decomposition of the field (3.49) into the initial

conditions (4.50). Multiplying Eq. (4.50) by sin θ Ylm(θ, ϕ) and integrating

over angular coordinates, we find initial conditions for the time derivative of

the lm modes ψ̇lm(t0, r0) satisfy

[
Σ2

0 + a2∆cmll
]
ψ̇lm(t0, r0) + a2∆

(
cml,l+2ψ̇l+2,m(t0, r0) + cml,l−2ψ̇l−2,m(t0, r0)

)
= −4πr(r2 + a2)Y ∗lm(θ0, ϕ0)δ(r∗ − r∗0), (4.51)

where Σ0 was defined in Eq. (3.55). Here we have used the identities for

cl,j, given in Eq. (3.53), from Ref. [69] to decompose into lm modes through

coupling coefficients cl,j. The left hand side of Eq. (4.51) is the same left hand

side as the wave equation (3.54). Thus we can use the methods in Sec. 3.3

(using the inverse matrix A−1 of Eq. (3.62)) to find initial conditions for each

lm mode.

To find the angular derivatives of the Green function, we can simply use

the numerical results for Gret and take derivatives of the spherical harmonics

in the summation of Eq. (3.49).

The initial conditions required to find the radial derivative of the Green

function (4.23) follows. We use the radial derivative of the delta function

related to the derivative of the delta function with respect to r∗, using the

definitions in Appendix A, as

δ′(r − r0) =
r2 + a2

∆

r2
0 + a2

∆0

δ′(r∗ − r∗0), (4.52)

where ∆0 is the value of ∆ at r0. Using this in the initial conditions (4.23) and

decomposing into lm modes gives an equation equivalent to Eq. (4.51) with

the replacement

δ(r∗ − r∗0)→ r2
0 + a2

∆0

δ′(r∗ − r∗0). (4.53)

The initial conditions to find the time derivative of the Green function

(4.25) is much simpler since the initial time derivative of the field is zero. The
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initial conditions in lm modes are given by

ψlm(t0, r0) = 4π
r(r2 + a2)

∆
Y ∗lm(θ0, ϕ0)δ(r∗ − r∗0). (4.54)

Finally we can use the Gaussian approximation to the delta function from

Eq. (4.29) in all of the above initial conditions.

4.6.2 Worldline integration

We need to choose a specific worldline along which to integrate. In principle

we can use the same numerical data for Gret(x0, x) to calculate the self field (or

force) for a family of worldlines that go through the base point x0. In practice

we would like to calculate values that we can compare with other methods as

an initial check on the accuracy and validity of our method. Following this we

can then calculate the self-field for other physically relevant worldlines. Mode-

sum methods have succeeded in calculating the self force on various geodesic

orbits; circular [76], eccentric [92] and inclined circular [93].

We construct the worldline by solving the geodesic equations. In Sec. 3.3.1

we discussed geodesics for Kerr spacetime. For circular orbits at radius r = r0

in the equatorial plane θ = π
2

we have ur = uθ = 0 and

ut =
r3/2 + a

r3/2

√
1− 3

r
+ 2a

r3/2

,

uφ = utΩ, (4.55)

with Ω = 1

r
3/2
0 +a

from Eqs. (3.46-3.47). The expressions (4.55) reduce to the

Schwarzschild values (4.44) on setting a = 0. We have also changed our az-

imuthal coordinate through Eq. (3.48), however since dr/dt = 0,

dϕ

dt
=
dφ

dt
= Ω (4.56)

giving ϕ = Ωt+ ϕ0.
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Quasi-local Green function comparison of Schwarzchild and Kerr expansions
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Near Schwarzschild

Near Kerr

Figure 4.4: Comparisons of the quasi-local expansion of the Green function of

Eq. (4.31) for the Kerr (with a = 0) and Schwarzschild spacetime. We observe

that the two expansions disagree at t ≈ 10.

4.6.3 Numerical method

For late times we know [89] that the retarded Green function takes the same

form as that for Schwarzschild, given in Eq. (4.32). We therefore can use the

same fitting algorithm as described in Sec. 4.3.6. At early times we do not have

as accurate expansions in Eq. (4.31) of the retarded Green function compared

with the Schwarzschild case. We only have terms up to fourth order in (t− t0)

from, Wardell [85], compared with 26 orders for Schwarzschild. Figure 4.4

compares quasi-local expansions for both Kerr (with a = 0) and Schwarzschild

spacetimes for a cicular orbit at r0 = 6. We can see that the quasi-local

expansions for Kerr and Schwarzschild spacetimes disagree at t ≈ 10. In the

Schwarzschild case we matched this expansion in the region 15 . t . 20.

Due to the lack of higher order terms in the quasi-local expansion for Kerr we

require highly accurate numerical data at early times up to t ≈ 10 for matching

purposes.

We also need to solve out to the region dominated by the late time tail. To
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Quasi-local expansions compared with numerical data
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Figure 4.5: Comparisons of numerical methods using l = 100 (green) and

l = 300 (red) modes with quasi-local expansions on Schwarzschild (blue) and

Kerr (with a = 0) (yellow) spacetimes. We observe that there is a region

10 . t . 15 in which the neither the Kerr near field expansion nor the l = 100

data match the Schwarzschild result. The l = 300 data is used in this region

to provide an accurate result for the retarded Green function.

overcome this we employ two versions of our numerical method. We use the

method outlined in Sec. 3.3.2 to solve the wave equation (4.14). This method

involved solving Ψ in terms of l-modes. Since at late times the Green function

is dominated by its low l-modes we solve for high lmax for early times and

lower lmax for late times. For early times we typically solve for lmax = 300 up

to a tmax = 25. This is sufficient to match to the quasi-local expansion around

t ≈ 10. We then solve for lmax = 100 out to a tmax = 250 and match the two

numerical methods at t = 25. We illustrate this in Fig. 4.5, where we plot the

two numerical calculations for the retarded Green function with the near field

approximations. As we know the form of the late time tail from Eq. (4.32) we

can numerically fit the coefficients in Eq. (4.32) over the region t = [150, 250].
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4.6.4 Summary of errors

The method presented in this section to calculate the self field and self force for

Kerr spacetime contains all of the same sources of error discussed in Sec. 4.5.5.

The late time tail follows the same fitting algorithm and therefore contributes

errors of a similar magnitude.

The quasi-local expansion is much less accurate since we only have access

to four orders in (t − t0) compared with 26 in the Schwarzscild case. We go

some way to mitigating this by using a more accurate numerical construction

of the Green function calculating 300 l-modes, as illustrated in Fig. 4.5.

Our numerical method involves decomposing the field into lm modes via

Eq. (3.49). We then find solutions by solving the scalar wave equation (4.14)

as a set of coupled (1 + 1)D equations (3.54). Whilst Eqs. (3.54) decouple for

m modes, the l modes only decouple into two sets of coupled equations for

even and odd values of l. This means that for each m mode we must solve

the sets of odd and even l mode equations simultaneously. Therefore the Kerr

method involves evolving a set of (lmax −m) × n functions for each m mode,

where n is the size of the spatial grid. Compare this with the Schwarzschild

method, which involves a set of l modes evolving independently on a spatial

grid of n points. This increased numerical challenge impacts upon accuracy

since we cannot solve for the same lmax due to time and memory constraints.

There is an additional source of error in the Kerr spacetime case. Since the

equations for Kerr spacetime (3.54) are coupled, the cut-off at lmax creates a

boundary in the equations which could cause numerical error. We mitigate this

by multiplying our initial conditions (4.52) by the smoothing factor e−l
2/2l2cut .
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Numerical results for Φ on circular orbits at r0 = 6 with a = 0

Φ Relative Error

Schwarzschild −5.45452× 10−3 6× 10−5

Kerr (l = 100) with Schwarz QL −5.46003× 10−3 9× 10−4

Kerr (l = 100) with Kerr QL −5.51612× 10−3 1× 10−2

Kerr QL+Kerr (l = 300) +Kerr (l = 100) −5.48185× 10−3 5× 10−3

Table 4.2: Calculations of the self field for a particle on a circular orbit at

r0 = 6 using different methods for a = 0. In all cases we use the same

late-time tail. The first two lines present Φ using the same Schwarzschild

quasi-local expansion SchwarzQL with the numerical Green function given

by Schwarzschild code and Kerr code. The third line uses the quasi-local

expansion for Kerr with the Kerr code. The fourth line adds to this the higher

accuracy Kerr code.

4.7 Results

4.7.1 Schwarzschild comparison

As a first check, we used the Kerr method with a = 0 to allow us to com-

pare with our Schwarzschild method. This enables us to estimate errors over

and above that of the Schwarzschild method. In Table 4.2 we present results

using both methods. Comparison of the first two lines, for which the same

Schwarzschild quasi-local (QL) expansion was used, make it clear that there

is a loss of accuracy from the numerical method of approximately one order of

magnitude. When we use the Kerr QL expansion we lose accuracy by a further

O(10−2), as shown in the third line. Finally when we include the higher accu-

racy numerical data with l = 300 modes we find that we meet in the middle

with an relative error of O(10−3). We infer from this that the best results from

our Kerr code can be expected to be accurate up to a relative error of O(10−3).
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Field value comparisons for circular orbits on Kerr

Φ

r0 a Computed Value Quoted Result Relative Error

6

0.5 -0.00392534 -0.00389824 7× 10−3

0.7 -0.00335124 -0.00333783 4× 10−3

0.9 -0.00279115 -0.00280434 5× 10−3

10
0.7 -0.000753777 -0.00075792 5× 10−3

0.9 -0.000638622 -0.00067883 6× 10−2

Table 4.3: Comparisons of our results for the self field Φ for a particle on a

circular orbit on the Kerr spacetime with results from the mode sum method

of Ref. [76] provided by Warburton [75].

4.7.2 Kerr results

In Table 4.3 we present results for the self field of a particle on a circular orbit

for a number of different values of a. We compare with results provided by

Warburton [75] using the frequency domain mode-sum method of Ref. [76].

We see agreement up to a relative error of O(10−3) which is as much as can

be expected given the estimated accuracy from Sec. 4.7.1.

4.8 Conclusions and discussion

In this chapter we have extended the worldline integration method for calcu-

lating the self field or force of Ref. [2] from the Schwarzschild spacetime to

Kerr spacetime. Our method involves a combination of analytic expansions at

early and late times with a numerical calculation for intermediate times. We

have shown in Table 4.3 that our results for the self field agree with results

from the mode sum method of Ref. [76].

In Table. 4.2 we calculated the self field for a = 0 in order to compare

with the Schwarzschild method. There is some loss of accuracy due to addi-

tional numerical challenges in Kerr above those of Schwarzschild as discussed
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in Sec. 4.6.4. We can in principle reduce these errors by increasing the number

of lm modes calculated and increasing the maximum time. Due to the finite

width Gaussian in the initial conditions, we are always in need of the quasi-

local expansion. We conclude that the accuracy of the quasi-local expansion

is a limiting factor in the accuracy of our results.

We used the method in this chapter to calculate the self force. In principle

the method may calculate the self force. However, we found the results to lack

enough accuracy to be presented here. We again conclude that the low order

quasi-local expansion is the limiting factor.

Having shown that the methods presented in this chapter can calculate the

self field by comparing with the mode sum method of Ref. [76], we could move

on to calculate self force for worldlines not yet considered in the literature.

The fruitfulness of such investigations is perhaps questionable since we would

not expect the results to be very accurate. Instead, an interesting consequence

of this method is that it allows us to investigate how a particle’s worldline

interacts with the global Green function. In Fig. 4.6 we plot the Green function

“globally” in the equatorial plane and we plot the worldline from t0. Below

this we plot the Green function against time along the worldline. We observe

the fourfold structure of the Green function first discussed in Sec. 4.5.4. By

investigating the Green function in this way we can clearly see how the fourfold

structure in the Green function [61] arises from crossing of the wavefront.

One particular interesting investigation would be to examine the highly

eccentric orbits around a Kerr black hole recently considered in Ref. [94]. They

observe “wiggles” in the self force calculated on the outward leg of an eccentric

orbit and postulate that these “wiggles” are created by the the excitation of

quasinormal modes as the particle travels close to the black hole. A possible

further project could be to investigate the behaviour of the Green function in

the scenarios given by Ref. [94].
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Comparison of global Green function with Green function along worldline
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Figure 4.6: The above plots show the Green function with base point r0 =

6, φ = 0 at t = 30 and t = 46 plotted in the equatorial plane. The worldline

from the initial base point to the times t = 30 and t = 46 is also plotted.

The below plot shows the value of the Green function along the worldline as

a function of time. By investigating the Green function in this way highlights

how features in the worldline Green function occur. We can observe how the

Green function cycles through the fourfold structure [61].
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Chapter 5

Electromagnetic self force via

mode sum regularisation

5.1 Introduction

The mode sum method developed by Barack and Ori [28] provides an al-

ternative approach to calculating the self force, in addition to the worldline

integration method of Chap. 4. We apply the mode sum method in this chap-

ter to calculate the electromagnetic self force. First we review how the mode

sum method works in the gravitational case.

The mode sum method solves the linearised Einstein equations for the

metric perturbation hµν by splitting it into angular l modes. Each of these

modes are finite at the particle, yet their sum is divergent. The regularisation

is carried out by calculating the angular decomposition of the singular nature

of the field and subtracting mode by mode so that the sum is finite. The terms

arising from the angular decomposition of the singular nature of the field are

known as the regularisation parameters.

Though regularisation parameters can be found by identifying the divergent

nature of the sum, their physical significance may be dubious if we have no

physical motivation for subtracting a particular singular field. Instead, we
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make use of the Detweiler-Whiting decomposition [29, 30]

hαβ = hRαβ + hSαβ, (5.1)

where hSαβ is called the singular field and contains all the divergent features

of the field. The singular field is defined in terms of a sum of advanced and

retarded Green functions so that the singular field is symmetric about the

particle. The singular field is constructed so that it has the same singular

nature as the metric perturbation, whilst having no effect on the motion of the

particle and therefore has no contribution to the self force [31]. The angular

decomposition of the singular field gives the required regularisation parameters.

The regular field hRµν is smooth and finite at the particle as well as being a

homogeneous solution to the Einstein equations. In the Detweiler-Whiting

set-up the particle freely moves on a geodesic of the spacetime gµν + hRµν .

The regular field is related to the tail field defined in Eq. (4.4) by [31]

hRαβ;λ = htailαβ;λ − 4µ
(
u(αRβ)νλξ +Rανβξuλ

)
uνuξ. (5.2)

Though the regular and tail fields are not equivalent, they do give equivalent

values for the self force through Eq. (4.5). This is because the terms involving

the Riemann tensor cancel out.

We now illustrate how the mode-sum regularisation arises. We can write

the regular field hRαβ(x0) (5.1) at the position of the particle x0 in terms of the

difference between the full field and the singular field [29, 30]

hRαβ(x0) = lim
x→x0

[hαβ(x)− hSαβ(x)], (5.3)

where the limit is taken after the singular nature of the full field is subtracted

by the singular field. We now decompose hαβ and hSαβ into spherical harmonic

modes

hRαβ(x0) = lim
x→x0

∞∑
l=0

[hlαβ(x)− hl Sαβ(x)], (5.4)

where

hlαβ(x) =
m=l∑
m=−l

hlmαβ(t, r)Ylm(θ, φ). (5.5)
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The singular field’s angular modes can be found analytically by expanding the

Detweiler-Whiting singular field [29] in powers of r where r is an appropriate

measure of distance from the particle. The expansion of hl Sαβ(x) has a multipole

decomposition of the form [31]

hl Sαβ(x) = B(x) +
C(x)

l + 1
2

+
D(x)

(l − 1
2
)(l + 3

2
)

+O(l−3). (5.6)

The sum of the D term from l = 0 to l = ∞ gives zero, as do higher order

terms at O(l−n). This is because the D term arises from an expansion in the

singular field to O(r), which disappears at location the particle. In contrast

the B and C terms in Eq. (5.6) arise at O(r0) in the expansion of hl Sαβ(x).

We therefore replace hl Sαβ(x) in Eq. (5.4) by its decomposition (5.6) to give

the mode sum formula of Barack and Ori [28]

hRαβ(x0) = lim
x→x0

∞∑
l=0

[
hlαβ(x)−B(x)− C(x)

l + 1
2

− D(x)

(l − 1
2
)(l + 3

2
)
−O(l−3)

]
,

(5.7)

where the sum (5.7) is now uniformly convergent since the singular nature of

the full field hαβ(x) is the same as that of the singular field hSαβ(x). We note

that since the self force involves a derivative of the field, regularisation of the

self force requires an additional parameter of the form A(l + 1
2
). As the D

term (and higher order terms at O(l−n)) sum to zero these are not necessarily

needed in the mode sum (5.7). In practice however we only calculate a finite

number of modes and use the D term to increase the rate of convergence.

We apply the mode sum method to calculate the electromagnetic self force

below.

5.1.1 Electromagnetic self force

In this chapter we return to the original consideration of a self force. The

idea of a self force did not originate in only a gravitational sense. Abraham

and Lorentz [22, 23] discussed the radiation reaction on an accelerating charged
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particle created by its own electromagnetic field. They calculated the resulting

electromagnetic (EM) self force to be

F =
q2

6πε0c3
ȧ (5.8)

where ε0 is the electric constant, q is the electric charge of the particle, and

ȧ is the rate of change of acceleration. Dirac [95] extended the formula to

encompass the effects of special relativity. Later DeWitt and Brehme [96]

extended the work to curved spacetime.

When a particle is travelling on a curved spacetime, we have an additional

consideration coming from the scattering of the EM field by the curvature

of spacetime. Smith and Will [3] considered this problem for a particle with

electric charge q at some fixed distance r0 from a Schwarzschild black hole

sourcing an electromagnetic field. They calculated the external force required

to hold the particle static. The electromagnetic self force is identified as the

difference between the full external force and the gravitational force exerted

by the black hole. It was shown that the EM self force is given by

F =
q2GM

4πε0c2r3
0

, (5.9)

where r0 is the Schwarzschild coordinate of the particle. Throughout this

chapter we set {q,M, 4πε0} = 1, and as throughout the rest of the thesis

{G, c} = 1, so that F = 1/r3
0.

In this chapter we use a different method to recreate the result of Smith

and Will [3] by assuming that the particle is held static and calculating the

EM self force directly from the electromagnetic field sourced by the particle.

The method presented here calculates the electromagnetic self force from the

Faraday tensor. Gralla et al. [97] provide a rigorous description of the electro-

magnetic self force in terms of the regularised Faraday tensor. The static self

force acts only in the radial direction and is formed by combining the Faraday

tensor FRµν with the particle’s tangent vector uµ via

Fr = FRrµuµ, (5.10)
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where the Faraday tensor is regularised according to the Detweiler-Whiting

prescription [30]. Since for static particles ut is the only non-zero component

of the tangent vector, we have only to consider

Fr = FRrtut = −FRtrut. (5.11)

The Smith and Will result (5.9) is a coordinate invariant quantity, related to

the radial force (5.10), via

F =
√
gµνF µF ν = f 1/2Fr (5.12)

as described in Ref. [98]. Here f is the usual function from the Schwarzschild

metric Eq. (3.2).

Others have investigated the situation of a static self force. Wiseman [99]

showed that for a particle sourcing a scalar field, the self force is zero. This

difference between electromagnetic self force and scalar self force has been

discussed by many authors [100, 101, 102].

Here we confirm the result of Smith and Will [3] by using the mode-sum

regularisation scheme formulated by Barack and Ori [28]. By considering a

particle in this idealised static scenario we reduce much of the complexity,

whilst maintaining many of the key features of the self force, including the need

for regularisation. We find that we are able to solve the problem using both

analytical and numerical methods. The numerical method we develop involves

solving the field equations in the time domain. By confirming the validity of

this method when compared to analytic methods, we lay the foundation for

future work on, for example, the EM self force on a radially in-falling particle.

5.2 Electromagnetic field equations

An electromagnetic field is described by the Faraday tensor Fµν . In the static

case we consider, Fr is the only non-vanishing component of the self force (see

Eq. (5.11)). Thus we only consider the Ftr component of the Faraday tensor.
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Although in the static case the field does not vary in time, we may find the

static solution numerically by allowing the field to vary, using trivial initial

conditions and allowing the solution to settle to a static, time-independent

solution. We construct the equations describing the Faraday tensor, allowing

variations in time. This sets up extensions to non-static solutions in poten-

tial future work. In [103] the equations governing Fµν were derived for each

component. We present a re-derivation of the equations here, focussing on Ftr.

5.2.1 Static equations

The Maxwell equations governing Fµν are [103]

∇νFµν = 4πjµ, (5.13)

where

jµ = q

∫
Γ

uµδ4(x, z(τ))dτ, (5.14)

with the world line Γ given by z(τ) specifying the position of the particle at

proper time τ and x a position in spacetime at which the field is evaluated. Here

δ4(x, z(τ)) is the Dirac delta function adapted to the spacetime δ4(x, z(τ)) =
1√
−gδ4(x − z(τ)). In Schwarzschild spacetime the square root of the metric

determinant is
√
−g = r2 sin θ. The Faraday tensor is written in terms of a

four vector potential Aµ as

Fµν = Aν,µ − Aµ,ν . (5.15)

Using the identity of Eq. (2.8) we can write Maxwell’s equations in terms of

partial derivatives of Aµ,

1√
−g
(√
−ggανgβµAα,β

)
,ν
− 1√
−g
(√
−ggανgβµAβ,α

)
,ν

= 4πjµ. (5.16)

To find a governing equation for Ftr we consider the equations for jt and
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jr, which are

4πjt =
1

r2
(r2At,r),r −

1

r2
(r2Ar,t),r

+
1

r2f

[
1

sin θ
(sin θAt,θ),θ +

1

sin2 θ
At,φφ

]
− 1

r2f

[
1

sin θ
(sin θAθ),θ +

1

sin2 θ
Aφ,φ

]
,t

, (5.17)

4πjr =Ar,tt − At,rt

− f

r2

[
1

sin θ
(sin θAr,θ),θ +

1

sin2 θ
Ar,φφ

]
+
f

r2

[
1

sin θ
(sin θAθ),θ +

1

sin2 θ
Aφ,φ

]
,r

. (5.18)

Now cancelling the terms involving Aθ, Aφ by summing (∂r[r
2f(5.17)] and

∂t[r
2f−1(5.18)]), we can obtain an equation for Ftr = Ar,t − At,r, namely

4π

(
(r2fjt),r +

r2

f
jr,t

)
=− [f(r2Ftr),r],r +

r2

f
Ftr,tt

−
[

1

sin θ
(sin θFtr,θ),θ +

1

sin2 θ
Ftr,φφ

]
(5.19)

For static solutions, the tangent vector has only one component ut, which

is found by normalisation of the tangent vector

gµνu
µuν = −1 (5.20)

for timelike geodesics, giving ut = 1/f 1/2 and ut = −f 1/2 = −1/ut. The only

non-zero contribution to the current is then

jt =

∫
Γ

utδ4(x, z(τ))dτ. (5.21)

This is converted to an integral over time using dτ = dt/ut. We also decompose

jt into spherical harmonics

jt =
∞∑
l=0

m=l∑
m=−l

jtlmYlm(θ, φ). (5.22)
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Using the identity Eq. (4.27) to convert the delta functions of the angular

coordinates to spherical harmonics we can write the modes as

jtlm =
1

r2
0

δ(r − r0)Y ∗lm(θ0, φ0), (5.23)

where {r0, θ0, φ0} are the coordinates of the particle. We choose to put the

particle at the pole (θ0, φ0) = (0, 0) so that all m 6= 0 modes are zero, by

axisymmetry, reducing our sum to only l modes. The modes of the current

reduce to

jtl(m=0) = jtl =
1

r2
0

δ(r − r0)

√
2l + 1

4π
. (5.24)

The left hand side of Eq. (5.19) now becomes

4π

(
(r2fjt),r +

r2

f
jr,t

)
= 4π∂r

(
r2

0f0

∞∑
l=0

1

r2
0

δ(r − r0)

√
2l + 1

4π
Yl,0(θ, φ)

)

=
∞∑
l=0

f0δ
′(r − r0)

√
4π(2l + 1)Yl,0(θ, φ) (5.25)

where f0 = f(r0). The derivative of the Dirac delta distribution is discussed

in Appendix A.

We now decompose Ftr into spherical harmonic modes, including the factor√
4π(2l + 1) in our ansatz,

Ftr =
∞∑
l=0

ψl(t, r)

r2
Yl,0(θ, φ)

√
4π(2l + 1). (5.26)

The equation governing each ψl mode is, dropping the subscripts l since there

is no coupling between modes,

− ∂2ψ

∂t2
+ f

∂

∂r

(
f
∂ψ

∂r

)
− V(r)ψ = S(r, r0) (5.27)

where the effective potential is

V(r) =
l(l + 1)f

r2
(5.28)
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and the source function is

S(r, r0) = −ff0δ
′(r − r0). (5.29)

The radial form of the equations (5.27) is useful for an analytic solution as

we will see in Sec. 5.5. The boundary at the horizon needs to be considered

carefully. To find numerical solutions, we transform to the tortoise coordinate

r∗ where the horizon lies at r∗ = −∞. The tortoise coordinate was first

introduced in Eq. (3.20). The particle lies at the position r∗(r0) = r∗0. To

transform Eqs. (5.27) to the tortoise coordinate we need transform the Dirac

delta distribution and its derivative

fδ(r − r0) = δ(r∗ − r∗0),

ff0δ
′(r − r0) = δ′(r∗ − r∗0), (5.30)

using the definitions of Appendix A, where the prime denotes differentiation

with respect to the argument of the delta function. The equations governing

ψl in terms of the tortoise coordinate are

− ∂2ψ

∂t2
+
∂2ψ

∂r∗2
− V(r)ψ = −δ′(r∗ − r∗0). (5.31)

To solve Eq. (5.31) numerically we can input trivial initial conditions and

evolve in time until the solution settles down to a time independent solution

(see Sec. 5.7). A difficulty here is the δ′(r∗−r∗0) which means that the l-mode of

the field at the particle will be discontinuous. By considering the field near the

particle we can formulate conditions which match solutions across the particle.

These we refer to as jump conditions.

5.2.2 Jump conditions

Since we know that the field is discontinuous at the position of the particle r∗0

we may write the full solution in the form

ψ(r∗) = ψ+(r∗)Θ(r∗ − r∗0) + ψ−(r∗)Θ(r∗0 − r∗), (5.32)
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where Θ(r∗ − r∗0) is the Heaviside step function discussed in Appendix A,

whose derivative is the delta function. By substituting (5.32) into Eqs. (5.31)

we are able to match the singular structure of the equations. This amounts to

matching coefficients of the delta function and its derivatives.

Following the notation of Haas [103] we define

[G(r∗)] = lim
r∗→r∗+0

G(r∗)− lim
r∗→r∗−0

G(r∗), (5.33)

for a general function G(r∗). The jump conditions are defined as

Jn =

[
∂nψ

∂r∗n

]
. (5.34)

Substituting (5.32) into Eq. (5.31) gives

∂2ψ+

∂r∗2
Θ(r∗ − r∗0) +

∂2ψ−

∂r∗2
Θ(r∗0 − r∗)

+

[
∂ψ

∂r∗

]
δ(r∗ − r∗0) + [ψ]δ′(r∗ − r∗0)− V(r)ψ = −δ′(r∗ − r∗0). (5.35)

Comparing coefficients of the delta function and its derivative gives the

jump conditions

J0 = −1, J1 = 0. (5.36)

Jump conditions of higher order are found by taking derivatives of Eq. (5.35).

We will require up to fourth order in derivative jump conditions, which take

the form

J2 = −V(r),

J3 = −f ∂V(r)

∂r
,

J4 = −f ∂(fV(r))

∂r
− fV(r)

∂V(r)

∂r
. (5.37)
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5.3 Mode sum regularisation

5.3.1 Mode sum calculation

Due to the delta function in the source terms (5.29), the field that we calculate,

though finite in each l mode, will diverge when summed over l. To find a

regular and physically well-defined field we use the mode sum regularisation

method of Ref. [28]. The self force can be calculated from our ψl modes and

Eqs. (5.11-5.12) with suitable regularisation parameters using the formula [28]

to regularise Ftr,

F = −f 1/2FRtrut

= − lim
r→r±0

∞∑
l=0

(ψl(r)
r2

(2l + 1)∓ A
(
l +

1

2

)
+B

+
C

l + 1
2

+
D

(l − 1/2)(l + 3/2)

)
, (5.38)

where the {A,B,C,D} are regularisation parameters which depend on r0. The

± on the limit denotes taking the limit from right (+) or left (−). To obtain

a convergent sum only the A,B and C parameters are necessary. The D

term sums to 0 when the sum is taken to infinity (this can be easily shown

by splitting into partial fractions and considering the infinite limit of partial

sums). In using only the A,B and C terms there is a power law decay in the

sum at O(l−2) whilst using the D term increases this drop off to O(l−3). Since

we can only calculate a finite number of modes, we must employ some cut

off in l modes, use of the D term greatly reduces the total number of modes

required in the sum (5.38) for a given accuracy.

We can also remove the necessity for the A parameter by taking the average

of the field found by taking the limit from either side of r0. Alternatively, this

idea can be viewed as the A term specifying the difference in the field ψl(r)

given by taking the limit from either side of the particle

A = −
[
ψl(r)

r2

]
. (5.39)
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5.3.2 Regularisation parameters

Regularisation parameters for static self forces were calculated by Casals et

al. [104]. They were constructed using the Detweiler-Whiting singular Green

function [30]. This is a singular field with the same singular structure as the

unregularised field given by solutions to Maxwell’s equations (5.13). The sin-

gular field was shown [30] to exert no force on the particle. By subtracting the

singular field from the full field, the regular field is calculated, which is solely

responsible for the self force. To subtract the singular field, we decompose the

singular field into l modes, thereby giving the regularisation parameters. The

regularisation parameters for the static EM self force are given in Ref. [104] as

A =
1

r2
0

,

B =
r0 − 3

2f
1/2
0 r3

0

,

C =0,

D =
3

16

5− 3r0

f
3/2
0 r5

0

. (5.40)

5.4 Monopole mode

For the monopole mode, the case when l = 0, we can find solutions of Eq. (5.31)

completely analytically as shown in [103]. Equation (5.31) in the static case

reduces to
d2ψ

dr∗2
= −δ′(r∗ − r∗0), (5.41)

which has the solution

ψ = −Θ(r∗ − r∗0), (5.42)

when the first jump condition from Eqs. (5.36) is taken into account. For the

higher l values we seek solutions both analytically and numerically.

It is interesting to look at the contribution of the monopole mode to the

final mode sum (5.38). To find the regularized mode F (l=0) we substitute our
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monopole mode into the mode sum formula Eq. (5.38) with l = 0. We are able

to write the result as a series in 1/r0

F (l=0) =
1

r3
0

− 5

16r6
0

+O

(
1

r7
0

)
. (5.43)

The EM self force is, from Eq. (5.9), 1/r3
0 according to Ref. [3]. We can

see that the monopole mode Eq. (5.43) is a large contribution to the final

result especially for large values of r0. Interestingly if we omit the D term the

monopole contribution is

F (l=0) =
1

r3
0

+
3

4r4
0

+
1

r5
0

− 25

16r6
0

+O

(
1

r7
0

)
. (5.44)

It is clear that the D regularisation parameter significantly increases the ac-

curacy of the monopole mode compared to the Smith and Will result [3]. We

will see in Sec. 5.8 that use of the D parameter also decreases the number of

l modes required to calculate the self force to a given numerical accuracy.

5.5 Analytical method

In the static case, Eq. (5.27) reduces, from a partial differential equation, to

an ordinary second order differential equation. The solution must be regular

at the horizon and at infinity. We therefore have a boundary value problem.

Away from the particle at r = r0, solutions satisfy the homogeneous form of

Eq. (5.27), that is, with the source term (5.29) set to S(r, r0) = 0. We can find

two linearly independent solutions; one is regular at the horizon, and the other

regular at infinity. Then by matching at the particle using the jump conditions

(5.36-5.37) we can find the solution of the inhomogeneous Eq. (5.27).
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5.5.1 Solution of radial equations

Consider the static form of the radial equations (5.27), where the time deriva-

tive vanishes. Setting r/2 = z and multiplying by −r2/f , Eq. (5.27) becomes

z(1− z)
d2ψ

dz2
− dψ

dz
+ l(l + 1)ψ = 0. (5.45)

We find this equation is in the same form as the hypergeometric differential

equation [70]

z(1− z)
dψ

dz2
+ [c− (a+ b+ 1)z]

dψ

dz
− abψ = 0, (5.46)

which has two linearly independent solutions when |z| > 1,

r−a2F1 [a, 1 + a− c; 1 + a− b; 1/z]

r−b2F1[b, 1 + b− c; 1 + b− a; 1/z], (5.47)

where 2F1[p, q; r;x] are Gauss hypergeometric functions [59].

Comparing Eqs. (5.45-5.46) we see that c = −1, a = l, b = −l − 1 giving

solutions

ψ1(r) =r−l2F1 [l, l + 2; 2l + 2; 2/r]

ψ2(r) =rl+1
2F1[−l − 1,−l + 1;−2l; 2/r]. (5.48)

Note that the hypergeometric function 2F1[p, q; s;x] is not in general defined

when s takes negative integer arguments. For the function ψ2(r) from Eq. (5.48)

however, as all the parameters in ψ2 are negative integers, and 2l > l+1 > l−1,

the solution is valid. It is understood that we take the limit l+ε→ l such that

all arguments approach the negative integers at the same rate. See Eq. (15.2.6)

of DLMF [59] and Eq. (15.4.1) of Abramowitz and Stegun [70] for further de-

tails.

Let us now examine the solutions (5.48) at both the horizon and infinity.

At infinity r →∞ and 2/r → 0. Since in general 2F1[p, q; s; 0] = 1 we find

lim
r→∞

ψ1(r) ∼r−l → 0,

lim
r→∞

ψ2(r) ∼rl+1 →∞. (5.49)
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Therefore at infinity we can write ψ = αψ1, were α is a constant.

At the horizon r = 2 (r = 2M if M is not set equal to unity) and 2/r = 1.

The function ψ1 is undefined at r = 2 since the hypergeometric series does not

converge. If we have a negative integer for p or q of 2F1[p, q; s;x] (as we do for

ψ2),

If either p or q is a negative integer in 2F1[p, q; s;x], (as we do for ψ2), the

hypergeometric function is defined from Eq. (15.4.20) of DLMF [59] as

2F1[−n, b; c; 1] =
(c− b)n

(c)n
(5.50)

where (c)n is the Pochhammer symbol which is defined for negative integers c

as

(c)n =
(−1)n(−c)!
(−c+ n)!

. (5.51)

Using these definitions for ψ2 at the horizon (r = 2) we have

ψ2(2) = 2l+1 (l − 1)!(l + 1)!

(2l)!
, (5.52)

which is clearly finite at the horizon for all l. We can now set ψ = βψ2 at the

horizon. The full inhomogeneous solution can be written as

ψ = αψ1θ(r
∗ − r∗0) + βψ2θ(r

∗
0 − r∗), (5.53)

with α and β to be determined by the jump conditions.

Using the first two jump conditions from Eqs. (5.36) we have simultaneous

equations for α, β

αψ1(r0)− βψ2(r0) = −1,

αψ′1(r0)− βψ′2(r0) = 0 (5.54)

where ψ′ = ∂ψ
∂r

. Solutions of Eq. (5.54) are given by

α = −ψ
′
2(r0)

W
, β = −ψ

′
1(r0)

W
(5.55)
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where W is the Wronskian defined by

W = ψ1(r0)ψ′2(r0)− ψ′1(r0)ψ2(r0) (5.56)

which, using the identity from Eq. (15.10.7) of DLMF [59], is

W = (a− b)z−c(z − 1)c−a−b−1 =
(2l + 1)

f
. (5.57)

Eq. (5.53) gives a full solution for each l mode which we can put in to our

mode sum formula (5.38) to calculate the EM self force.

5.6 Analytic self force calculation

We are now in a position to calculate the self force using our analytical solution

(5.53) in the mode sum formula (5.38).

As described in Eq. (5.39), the A regularisation parameter can be found

from the difference in the field calculated by taking the limit from either side

of the particle

A = −
[
ψl(r)

r2

]
= −(αψ1(r0)− βψ2(r0))

r2
0

=
1

r2
0

, (5.58)

which is equal to the A regularisation parameter at the particle given in

Ref. [104] and presented in Eqs. (5.40). The fact that the A parameter found in

Eq. (5.58) matches that calculated by Ref. [104] provides an additional check

on our analytic solutions (5.48).

We now compute the self force using the mode sum formula of Eq. (5.38)

using our analytic solutions for the l-modes (5.53) and the regularisation pa-

rameters of Eqs. (5.40). Though this sum is analytic in principle we cannot in

practice calculate infinite sum of l-modes. We instead calculate a finite number

of 500 l-modes since, for the values of r0 we consider, the value of hypergeo-

metric functions of (5.48) at l = 500 is approximately machine precision. We

use Mathematica to numerically calculate the values of the hypergeometric

functions of (5.48) and the sum (5.38).
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Table 5.1 gives the self force for a range of different values of r0. There

is a good agreement between our mode sum and the known result of Smith

and Will (5.9) [3]. We are limited from higher accuracy by machine limits on

the small values of the high l-modes. We further note that the relative error

appears to scale with r3
0.

This agreement suggests that there is an identity for an infinite sum of

hypergeometric functions. Let us investigate what form this might take. We

can remove any need to use the A regularisation parameter completely by

taking the average of our mode solutions from either side of the particle

ψl(r0) =
1

2
(αψ1(r0) + βψ2(r0)) ,

= − f0

2(2l + 1)
(ψ1(r0)ψ′2(r0) + ψ′1(r0)ψ2(r0)) ,

= − f0

2(2l + 1)

d

dr0

(ψ1(r0)ψ2(r0)). (5.59)

We now use this in our mode sum formula Eq. (5.38)

F = −
∞∑
l=0

[
ψl(r0)

r2
0

(2l + 1) +B

]
,

=
1

2r2
0

−B +
f0

2r2
0

d

dr0

∞∑
l=1

[
ψ1(r0)ψ2(r0)− B̂

]
, (5.60)

where we have defined f0
2r20

d
dr0
B̂ = B and B is given in Eqs. (5.40). We are

only able to reverse the order of the derivative and sum since we have already

assumed the sum is uniformly convergent. As we expect F = 1/r3
0 we expect

the sum of hypergeometric functions in Eq. (5.60), with ψ1 and ψ2 given in

Eq. (5.48), to converge.

5.7 Numerical method

In this section we solve Eq. (5.31) in the time domain. There are two key

challenges which we outline here.
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Analytic results

r0 Mode Sum F Relative Error r3
0 Relative Error

5 8.0000× 10−3 5.× 10−11 6.× 10−9

6 4.6296× 10−3 3.× 10−11 7.× 10−9

7 2.9155× 10−3 1.× 10−11 4.× 10−9

8 1.9531× 10−3 8.× 10−12 4.× 10−9

9 1.3717× 10−3 5.× 10−12 4.× 10−9

10 1.0000× 10−3 4.× 10−12 4.× 10−9

11 7.5131× 10−4 3.× 10−12 3.× 10−9

12 5.7870× 10−4 2.× 10−12 3.× 10−9

13 4.5517× 10−4 1.× 10−12 3.× 10−9

14 3.6443× 10−4 1.× 10−12 3.× 10−9

15 2.9630× 10−4 9.× 10−13 3.× 10−9

16 2.4414× 10−4 7.× 10−13 3.× 10−9

17 2.0354× 10−4 6.× 10−13 3.× 10−9

18 1.7147× 10−4 5.× 10−13 3.× 10−9

19 1.4579× 10−4 6.× 10−13 4.× 10−9

20 1.2500× 10−4 5.× 10−13 4.× 10−9

Table 5.1: Values of analytic mode sum compared with known result of Smith

and Will [3]. Here we have used a maximum number of 500 l-modes in all

cases.
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First, we know from the jump conditions (5.36-5.37) that the l-modes of the

field are discontinuous at the particle. Commonly, field discontinuities are dealt

with by decomposing the domain either side of the particle and then matching

solutions. This method may be relatively simple to implement in the static

case; however, with a move to non-static scenarios in mind, difficulties may

arise since the domain walls will need to move along with the particle. Instead

we use the method introduced by Markakis and Barack in Ref. [105]. The

method due to Markakis and Barack allows a piecewise continuous function

to be constructed as an interpolating polynomial by generalising the Lagrange

interpolation formula, allowing dependence on points across the discontinuity

via knowledge of the jump conditions.

Second we do not know what initial data is appropriate; if we did we

would already have the desired solution in the static case. Usually, trivial

initial data is chosen with the field and its derivative set to zero. In certain

situations more realistic initial data has been constructed [106, 107, 108, 109].

A choice of trivial initial data is clearly incompatible with the jump conditions

(5.36-5.37) and subsequently creates some high frequency unphysical noise in

the numerical solution. Some of this propagates away from the particle and

running the simulation for sufficient time allows this “noise” to propagate off

the computational domain. Unfortunately there is also the possibility of some

persistent unphysical noise at the particle position. This situation was studied

in Ref. [110] where it was proposed that the jump conditions are smoothly

turned on.

5.7.1 Dealing with discontinuity

We consider here the method outlined in [105] to discretise our function across

the discontinuity, so that we can evolve our equations numerically on a single

domain. In general, to find numerical solutions of equations we discretise our

function f(x) on a set of N points fi = f(xi). If the function is continuous we
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can recover the full function f(x) from the set fi (with some numerical error)

using Lagrange interpolation

f(x) =
N∑
j=0

fjπj(x) (5.61)

where

πj(x) =
N∏
k=0
k 6=j

x− xk
xj − xk

. (5.62)

Spatial differentiation is done using finite differencing which can be written in

matrix form as

f (n)(xi) =
N∑
j=0

D
(n)
ij fj, (5.63)

where D
(n)
ij is a matrix containing finite difference operations as described in

Sec. 3.2.3. These methods give the function’s value and its derivatives at

a single point, defined via its values at neighbouring points. To extend these

methods to piecewise-continuous functions, Markakis and Barack [105] propose

adding an additional term sj(x0) to Eqs. (5.61,5.63), namely

f(x) =
N∑
j=0

(fj + sj(x0))πj(x), (5.64)

f (n)(xi) =
N∑
j=0

D
(n)
ij (fj + sj(x0)). (5.65)

This term allows a function’s value or its derivative to depend on neighbouring

points beyond the discontinuity at x = x0. The sj(x0) term is defined using

knowledge of the jump conditions, as follows.

Consider the piecewise continuous function written as

f(x) = f+(x)Θ(x− x0) + f−(x)Θ(x0 − x), (5.66)

where f+ and f− are continuous functions. The difference in f+ and f−, and

their derivatives, at the discontinuity are given by the jump conditions

f
(n)
+ (x0)− f (n)

− (x0) = Jn, (5.67)
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where Jn =
[
∂nf(x)
∂xn

]
are the nth order jump conditions. At points xi < x0 it

is clear f−(xi) = f(xi). We define f−(xi) past the point of the discontinuity

xi > x0 to be f−(xi) = f(xi)− gi(x0) where

gi(x0) =
∞∑
n=0

Jn
n!

(xi − x0)n, (5.68)

and similarly define f+(xi) = f(xi) + gi(x0) in the region xi < x0. The gi(x0)

function is defined in this way so that f+ and f− are continuous functions. This

can be seen by taking derivatives of gi(x0) at the discontinuity and observing

that they match the jump conditions

lim
xi→x0

dngi(x0)

dxni
= Jn. (5.69)

With functions f+ and f− defined at the grid points we can find their values

over the whole domain via Lagrange interpolation

f±(x) =
N∑
j=0

(fj ± gj(x0)Θ [±(x0 − xi)])πj(x), (5.70)

which when substituted back into (5.66) gives the full interpolation function

(5.64) with

sj(x0) = [Θ(x− x0)Θ(x0 − xj)−Θ(x0 − x)Θ(xj − x0)] gj(x0). (5.71)

We can now approximate the derivatives of the “full” function (5.66) across

the whole domain using (5.65). In principle there are an infinite number of

jump conditions but we choose to cut off at some value N so that Jn>N = 0,

noting that this may be a source of numerical error.

5.7.2 Smooth initial conditions

In Ref. [110] Field et al. investigated how the presence of delta functions and

delta function derivatives in the source terms of wave equations may create
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persistent junk radiation in solutions where trivial initial data is used. They

propose smoothly “turning on” the source terms by multiplying the jump

conditions by a smoothing function. In practice we apply this idea by turning

on Jn via

Jn → Jn


1
2

[
erf(
√
δ(t− τ/2)) + 1

]
t < τ,

1 t > τ.
(5.72)

where erf(t) is the error function. The values of δ and τ are chosen so that at

initial time t = 0 the magnitude of the jump conditions is less than machine

precision. The value of τ must also be chosen so that the jump conditions are

fully turned on before the end of the numerical evaluation. The transition at

t = τ in Eq. (5.72) must also be of machine precision We use values of τ = 150

and δ = .0058 as suggested in [110].

Alternatively, we may construct initial data more compatible with the jump

conditions. However, one would need to find some function compatible with

all jump conditions (5.36-5.37). We did attempt the numerical solution of

Eqs. (5.31) with initial data compatible with the first two jump conditions

and found errors of a similar magnitude to smoothly turning on the condi-

tions. The more complicated jump conditions in the non-static case, increase

the complexity in finding compatible initial data. Smoothly turning these on

however is straightforward for any given jump conditions.

5.7.3 Implementation

We are now in a position to find the solution of Eq. (5.31) for each value of

l. Our method uses the numerical method of lines [54], outlined in Sec. 2.5.1

with the time evolution handled using the Mathematica NDSolve function. We

outline how we apply the method to Eqs. (5.31) here.

Firstly we set up a grid of points in r∗. We vary the step size depending

on the requirements of the mode. Higher values of l require greater resolution

which necessitates higher grid precision; we set the step size as 0.25. The
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lower l modes require less precision yet wider grids since we have more noise

propagating to the boundaries; here we set the step size as 0.7.

At each point xi we define a function ui(t) which depends on time. Using

the jump conditions found in Eqs. (5.36-5.37) and the smooth turn on function

Eq. (5.72) we formulate the sj functions Eq. (5.71). For the spatial derivatives

we use the inbuilt Mathematica function NDSolvè FiniteDifferenceDerivative

to find a finite difference differentiation matrix for second derivatives. We

then use this matrix in our formula (5.65) to give the second derivatives of the

functions at each point. We set the boundaries sufficiently far away from the

particle so that at late times there is no reflected radiation at the particle. For

initial conditions we set all ui(0) to 0. NDSolve is then used to integrate

Eqs. (5.31) out to tmax = 300. This ensures that the full jump conditions have

been switched on and any unphysical junk has radiated far enough away from

the particle that it does not affect the field at the particle.

Once we have a numerical solution for the field we can use the interpolation

formula (5.64) to find the value of the field at the particle. This data can then

be used in the regularisation formula (5.38).

5.7.4 Comparison of numerical and analytical modes

Before we implement the mode sum method and calculate the self force, we

check the accuracy of our individual modes. In Fig. 5.1 we show the evolu-

tion of the numerically calculated field mode ψl over time as it approaches the

analytical results from Eq. (5.53). We can see that by t = 300 the numerical

solution has approached the analytic solution and much of the noise has prop-

agated away. In Table 5.2 we compare a number of unregularised modes and

show errors of O(10−6) or O(10−7) between numerically calculated modes and

analytical modes.

In Fig. 5.2 we plot numerically calculated modes on a log-log plot. We plot

the same set of numerical data points for ψl with successive use of regularisation
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Time domain evolution of field versus analytical solution
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Figure 5.1: Plot of the numerically calculated field (blue solid curve) ap-

proaching the analytically calculated field (yellow dashed curved) for ψl=2 at

t = 70, 100, 130, 300 for a particle at r∗0 = 10. We can see the numerical solu-

tion approaching the analytical solution over time. See Tab. 5.2 for errors at

t = 300. Note that we found qualitatively similar results for other values of r0

and l.
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Table comparing numerically and analytically calculated modes

r0 l Analytical ψl Numerical ψl Absolute Error

5 1 −0.577980 −0.577985 4.8× 10−6

5 −0.523371 −0.523375 3.8× 10−6

10 −0.512281 −0.512282 7.1× 10−7

10 1 -0.628710 -0.628708 1.9× 10−6

5 -0.535553 -0.535554 7.3× 10−7

10 -0.518631 -0.518636 4.6× 10−6

15 1 -0.642492 -0.642486 6.1× 10−6

5 -0.539052 -0.539052 1.9× 10−7

10 -0.520459 -0.520461 1.2× 10−6

Table 5.2: Comparison table of numerically calculated l modes versus analyt-

ically calculated modes. We compare ψl modes for a range of r0 = {5, 10, 15}
and l = {1, 5, 10}.

terms from the mode sum formula Eq. (5.38) to give regularised modes of

the self force, denoted F (l). The points marked “unreg” correspond to the

numerical output with no regularisation terms. The A points refer to numerical

modes using only the A term from Eq. (5.38). The B points then correspond

to using A and B terms whilst the D points use the full mode sum formula

from Eq. (5.38). As expected the unregularised terms increase approximately

linearly with l, whilst the terms using the A regularisation parameter are

constant. The B and D regularised terms initially drop off with O(l−2) and

O(l−4) behaviour before hitting numerical errors at around 10−5 for r0 = 5 and

10−6 for r0 = 10 and 15. This means we can only use approximately the first

three l modes in the regularisation formula if using the D term or 10 modes if

omitting the D term.

131



5.7. NUMERICAL METHOD

Log-log plot of numerically calculated l modes
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Figure 5.2: Regularisation plot of l modes for r0 = {5, 10, 15} after subtracting

terms from the mode sum formula (5.38), unregularised (unreg) and with A

term, B term and D term. Numerical errors occur at around 10−5 for r0 = 5

and 10−6 for r0 = 10 and 15.
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r0 F Absolute Error Relative Error F (l=0) − 1/r3
0

5 8.00589× 10−3 5.9× 10−6 7.3× 10−4 4.92815× 10−5

8.00000× 10−3

10 9.99986× 10−4 1.4× 10−8 1.4× 10−5 4.65366× 10−7

1.00000× 10−3

15 2.96227× 10−4 6.9× 10−8 2.3× 10−4 3.54447× 10−8

2.96296× 10−4

Table 5.3: Numerical results regularised using the D regularisation parameter.

We give the numerical result for the self force F above the known Smith and

Will result [3] F = 1/r3
0 for comparison.

r0 F Absolute Error Relative Error F (l=0) − 1/r3
0

5 8.14427× 10−3 1.4× 10−4 1.8× 10−2 −1.67204× 10−3

8.00000× 10−3

10 1.00853× 10−3 8.2× 10−6 8.5× 10−3 −8.6881× 10−5

1.00000× 10−3

15 2.97646× 10−4 1.3× 10−6 4.6× 10−3 −1.62863× 10−5

2.96296× 10−4

Table 5.4: Numerical results regularised omitting the D regularisation param-

eter.

5.8 Results

Using the numerical data plotted in Fig. 5.2, we now calculate the self force

using the mode sum regularisation formula (5.38). As the D regularisation

parameter is optional, we calculate the self force both with and without this

term. We used only the first 3 modes when using the D term and 10 modes

when neglecting the D term, since we observed numerical errors above these

values of l in Fig. 5.2. The results are presented in Tables 5.3 and 5.4.

An interesting observation is that use of the D regularisation parameter,
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whilst unnecessary for a convergent sum, not only decreases the number of

modes required in the mode sum, but also provides us with a much more

accurate result by O(10−2) despite using the same numerical data.

We also state the monopole (l = 0) error; that is the difference between

the analytically calculated F (l=0) and F = 1/r3
0. This highlights the effect

that using the numerically calculated modes increases the accuracy of our

results above the monopole mode by a factor of 10−1. This also makes clear

that although the r0 = 5 results appear to be less accurate, the relative error

from our numerical analysis compared with the monopole is roughly the same

magnitude.

5.9 Discussion

In this chapter we have investigated the electromagnetic self force experienced

by a particle sourcing an electromagnetic field, with the particle held static

outside a Schwarzschild black hole. We have used both analytical and numeri-

cal techniques, with the mode sum method developed by Barack and Ori [28],

to recreate the result of Smith and Will [3]. Analytically we have shown the

mode sum of hypergeometric functions agrees with the Smith and Will result

to high accuracy. The numerical results are in agreement with the analytical

results though numerical errors remain at around O(10−6) in each mode (see

Table 5.2).

In extending our numerical analysis to calculate the EM self force in a

non-static radially-infalling case some challenges remain though the method

should follow from the method described in this chapter. We summarise these

challenges here. A radially-infalling particle travelling on a geodesic has a

tangent vector of the form

ut =
E

f(r0)
, ur = ṙ0 = −

√
E2 − f(r0), (5.73)

where the overdot corresponds to differentiation with respect to proper time.
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E parametrises the geodesics and corresponds to energy, ut = −E. The radial

coordinate r0 = r0(t) is now a function of time (implicitly a function of proper

time through t = t(τ)), which means that the source terms on the right hand

side of Eq. (5.27) are no longer static. The source now has a radial component

jr given by

jr =

∫
Γ

urδ4(x, z(τ))dτ, (5.74)

which we decompose into spherical harmonics in the same form as jt (see

Eq. (5.22)) giving

jrl =
1

r2
0

ur

ut
δ(r − r0(t))

√
2l + 1

4π
. (5.75)

The left hand side of the Ftr equation (5.19) contains the expression,

4π
r2

f
jr,t = 4π∂t

(
r2

f

∞∑
l=0

1

r0(t)2

ur

ut
δ(r − r0(t))

√
2l + 1

4π

)
(5.76)

=
∞∑
l=0

H(r, r0(t))
√

4π(2l + 1)Yl0(θ, φ), (5.77)

with

H(r, r0(t)) =
f0r̈0

E2
δ(r − r0(t))− f0

ṙ2
0

E2
δ′(r − r0(t)), (5.78)

where we have used the relation ∂tδ(r − r0(t)) = −[∂tr0(t)]δ′(r − r0(t)) =

−ur

ut
δ′(r − r0). The source term in Eq. (5.27) is now given by

S(r, r0(t)) = −f 2
0

r̈0

E2
δ(r − r0(t))− ff0

(
1− ṙ2

0

E2

)
δ′(r − r0(t)). (5.79)

Using the tortoise coordinate Eq. (3.20) we have

S(r∗, r∗0(t)) = G(t)δ(r∗ − r∗0(t)) +K(t)δ′(r∗ − r∗0(t)), (5.80)

with

G(t) = −f0
r̈0

E2
, K(t) = −

(
1− ṙ2

0

E2

)
. (5.81)
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Jump conditions can be similarly derived, allowing now for time depen-

dence. Here we give the first three conditions

[ψ] =
K(t)

1− (∂tr∗0)2
,[

∂ψ

∂r∗

]
=

G(t)

1− (∂tr∗0)2
− K(t)(1 + 3(∂tr

∗
0)2)∂2

t r
∗
0

(1− (∂tr∗0)2)3
− 2K ′(t)(∂tr

∗
0)

(1− (∂tr∗0)2)2
,[

∂ψ

∂t

]
= − G(t)∂tr

∗
0

1− (∂tr∗0)2
+
K(t)(3 + (∂tr

∗
0)2)∂tr

∗
0∂

2
t r
∗
0

(1− (∂tr∗0)2)3
+
K ′(t)(1 + (∂tr

∗
0))2

(1− (∂tr∗0)2)2
.

(5.82)

Jump conditions were presented in Appendix D of Ref. [103]. However, we

find a sign error in their Eq. (D3) and in the final two terms of Eq. (D4).

These jumps in the time derivatives mean that use of Mathematica’s NDSolve

function may no longer be possible. Instead, time evolution would need to

be implemented via matrix multiplication methods to allow use of the formula

presented in Eq. (5.63), such as the method presented in Sec. 3.2.3 using Runge

Kutta time evolution. Finally, regularisation parameters are not the same for

the non-static case and will need to be replaced by those given in Ref. [103].

Though these challenges remain, numerical results presented in Tab. 5.3 pro-

vide hope that such an analysis in the future could provide accurate results.
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Chapter 6

Spin precession invariant for

eccentric orbits

6.1 Introduction

Previous chapters 4,5 have dealt with the calculation of the scalar and elec-

tromagnetic self force. Here we consider the gravitational self force acting on

a small object of mass µ in orbit around a larger mass black hole of mass

M , with µ/M � 1. We set M = 1 throughout the rest of this chapter. We

do not present a calculation of the self force in this chapter, instead we con-

sider what meaningful quantities we can construct, given the self force and

metric perturbation. The gravitational self force arises from the perturbation

to the “background” spacetime (that of the larger black hole) created by the

smaller mass at O(µ). It is well known that the gravitational self force is gauge

dependent [111]. We can see this if we consider a gauge transformation

xµ → xµ − ξµ, (6.1)

then the metric perturbation transforms as

hµν → hµν + ξµ;ν + ξν;µ. (6.2)
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The self force F µ then transforms as F µ → F µ + F̃ µ with [31]

F̃ µ = (δµν + uµuν)
(
uβ[uαξν;α];β +Rν

αβγu
αξβuγ

)
. (6.3)

To compare with other approaches to the two-body problem, such as the post-

Newtonian expansion and numerical relativity, we would like to consider “phys-

ical” quantities that can be computed independently via all three methods. We

must consider quantities which are gauge invariant under gauge transforma-

tions which preserve the underlying symmetry of the perturbed spacetime and

the orbital motion.

A useful and interesting feature of the self force is that it can be split

into a conservative piece and a dissipative piece whose features can be con-

sidered separately. The dissipative part can be related to Teukolsky fluxes

[112, 113, 114, 115]. Restricting our attention to only the conservative part of

the self force allows us to consider O(µ) perturbations to geodesic quantities.

Detweiler and Whiting [30] have shown that, under the self force, the smaller

mass travels on a geodesic of a regularly-perturbed spacetime g̃µν = gµν +hRµν .

Here gµν is the background spacetime and hRµν is a regular smooth vacuum so-

lution of the Einstein equations. The regular perturbed metric hRµν is obtained

by subtracting a singular field from the full metric solution of the linearised

Einstein equations (4.2).

The first gauge invariant quantity, the redshift invariant z, was introduced

by Detweiler [32]. Detweiler’s derivation depended on the underlying helical

symmetry of circular orbits. For perturbations by a particle on circular orbits

with tangent vector

uµ = ut[1, 0, 0,Ω], (6.4)

with orbital frequency Ω = uφ/ut, there exists a helical Killing vector field

kµ∂µ = ∂t + Ω∂φ (6.5)

in the perturbed spacetime. The metric perturbation respects this helical

symmetry (6.5) through kλhRµν;λ = 0. The background spacetime must also
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respect this helical symmetry (6.5) (which is the case for both Schwarzschild

and Kerr spacetimes). The redshift invariant z is given by [32]

z = −kµuµ = E − ΩL =
1

ut
, (6.6)

where we have the energy E = −ut and angular momentum L = uφ. The

orbital frequency Ω may in principle be measured from the gravitational wave.

The spin precession invariant ψ was introduced in [116]. The formulation

of the spin precession invariant ψ built upon the work of Harte [117], who

emphasised that a spin vector is parallel transported in a regularly perturbed

spacetime to O(µ). The spin vector experiences geodetic precession along the

orbit due to the curvature of the spacetime. The spin precession scalar is

defined as the average angle of precession per radian of orbital motion. The

spin precession invariant ψ has been further investigated in Refs. [118, 119,

120].

Various other invariant quantities have been proposed such as shifts in the

ISCO [121], periapsis advance [121, 122, 123, 124, 125] and tidal invariants

[126, 127, 128, 129].

For eccentric orbits there is no helical Killing vector for the perturbed

spacetime. There is however a discrete symmetry in passing between points

of closest approach (the periapsides). In passing from one periapsis to the

next we essentially undergo a coordinate transformation, r′ = r, θ′ = θ, φ′ =

φ+ Φ, t′ = t+ T and τ ′ = τ + T , where Φ, T, T are the accumulated φ, t and

τ over one periapsidal period. From this we can define two frequencies

Ωr =
2π

T
, Ωφ =

Φ

T
, (6.7)

the radial and azimuthal frequencies respectively. These are physical quantities

and may be measured from the gravitational wave flux received by an observer

at infinity. The frequencies Ωr,Ωφ define each orbit gauge independently within

the class of gauges that respect the symmetry between periapsides.
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Barack and Sago [122] used the symmetry of passing between periapsides

to construct the averaged red shift invariant. They restricted the metric per-

turbation to a class of gauges so that (in polar-type coordinates)

hµν(τ + T ) = hµν(τ), (6.8)

and thus the perturbed spacetime respects the periodicity of radial motion

of the orbit. Essentially this restricts us to periodic gauges which do not

produce any spurious growth in the metric perturbation. Barack and Sago

[122] compared eccentric orbit geodesics in the background and perturbed

spacetimes with the same frequencies. They then construct the quantity

z =
T
T
, (6.9)

as the average of the redshift invariant which reduces to the circular orbit

result of Eq. (6.6) in the circular orbit limit. In this chapter we use the ideas

of [122], further developed in [130], to construct the eccentric version of the

spin precession invariant for the Schwarzschild spacetime. The spin precession

invariant is given by [116]

ψ =
Φ−Ψ

Φ
, (6.10)

where Ψ is the accumulated spin precession angle over one radial period, with

respect to a polar type basis.

In collaboration with Akcay and Dolan [4] we used the implementation

presented here to numerically calculate the O(µ) perturbation to the spin pre-

cession invariant, which we denote as ∆ψ. Numerical results were produced

by Akcay using the code developed in Ref. [130]. We compare with post New-

tonian calculations, carried out by Akcay and Dolan [4], and show agreement

with our results.

6.2 Geodetic precession

Before presenting the spin precession invariant, we first present a discussion of

geodetic precession. The spin precession invariant, defined in [116] for circular
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orbits, is essentially the self force effect on geodetic precession.

6.2.1 Historical background

Geodetic precession was first discovered by de Sitter in 1916 [131], who pre-

dicted a precession of the axis of rotation of the Earth-Moon system of ap-

proximately 1.9 arcsec/century different from the Newtonian prediction. This,

one of the key tests of General Relativity, was confirmed in 1988 using lunar

laser ranging [132]. Gravity Probe B used gyroscopes to measure the rate of

geodetic precession from a polar Earth orbit [133]. The experiment reported a

precession frequency of 6.602± .018 arcsec/year which agreed with predictions.

Other systems outside of our Solar System have also been studied, such as the

double pulsar system PSR J0737-3039, where a precession rate of 4.77 ± 0.66

deg/yr was measured [134]. The dynamics of all these systems can still be de-

scribed by weak field approximations with GM/rc2 � 1, where M and r are

typical mass and length scales of the system. In this weak field approximation

the spin vector of a test body in orbit around a non spinning body experiences

a precession effect of its spin vector s through

ds

dt
= Ωs × s (6.11)

with a precession frequency Ωs = v×∇Φs, where v is the orbital velocity and

Φs is Newton’s gravitational potential.

Geodetic precession describes how the curvature of spacetime causes the

precession of a parallel transported vector. As a vector is parallel transported

along a path in curved spacetime it will be rotated due to the geodetic effect.

See Fig. 6.1 for an illustration. If the central body is spinning there is an ad-

ditional precession effect, the Lense-Thirring precession [135] caused by frame

dragging. We may ignore this in our scenario as the Schwarzschild black hole

is non-spinning. However the Lense-Thirring effect would need to be taken in

to account if we were to extend the analysis to the Kerr spacetime.
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Geodetic precession diagram

Figure 6.1: Diagram showing how a vector transported around a precessing

elliptical orbit precesses.

Typically a spinning body travels on a different orbit to a non-spinning

object since it experiences a spin-force governed by the Mathisson-Papapetrou

equations for a particle of mass µ [136, 137]

pγ;αu
α = −1

2
uλRγ

λαβS
αβ,

Sγν;αu
α + uγuλS

νλ
;αu

α − uνuλSγλ;αuα = 0, (6.12)

with the momentum defined as

pγ = µuγ + uλS
γλ

;αu
α, (6.13)

and Sαβ the spin tensor. One must impose a supplementary condition on the

spin to fix a worldline. We use centre of mass conditions

pαS
αβ = 0, (6.14)

in agreement with Harte, see Eq. (69) in [117]. We define a spin vector

sλ =
1

2

√
−gελαβγuαSβγ, (6.15)

142



CHAPTER 6. SPIN PRECESSION INVARIANT FOR ECCENTRIC
ORBITS

with magnitude s, where sαs
α = s2. The change in momentum pγ occurs at

pγ;αu
α = O(s). Taking the derivative of (6.14) we can see that the change in

the spin occurs with magnitude O(s2)

pαS
αβ

;γu
γ = −pα;γu

γSαβ ∼ O(s2), (6.16)

since Sαβ ∼ O(s). If we consider a particle with spin s sufficiently small

s� Gµ2

c
, we can neglect the effects of spin on the motion. The particle travels

on a geodesic with the the spin vector sµ parallel transported and orthogonal

to the tangent vector uµ

sµ;αu
α = 0, sµuµ = 0. (6.17)

Harte [117] showed that Eqs. (6.17) are also valid for a compact body in the

regularly perturbed spacetime described by Detweiler and Whiting [30].

6.3 Tetrad basis

We now choose to work in a tetrad basis by defining a set of four linearly

independent vectors at each spacetime point. These vectors are written as

eµa(x) where a = {0, 1, 2, 3}. The inverse of the tetrad vectors eaµ are defined

so that

eµae
a
ν = δµν , eµae

b
µ = δ b

a . (6.18)

Vectors are decomposed in the tetrad basis as

V µ = V aeµa , V a = V µeaµ, (6.19)

and tensors of any order follow in the same way. We have found it useful to

impose the additional condition that the tetrad be orthonormal,

gµνe
µ
ae
ν
b = ηab, ηabe

a
µe
b
ν = gµν . (6.20)
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The tetrad can be defined along a worldline, with tangent vector uα, by setting

the 0th tetrad leg to be equal to the tangent vector uα = eα0 . The remain-

ing three spatial vectors eαi define a spatial reference basis carried along the

geodesic.

If we now write sµ in terms of an orthonormal tetrad basis with eµ0 = uµ,

we find from (6.17) that s0 = 0. We can write the parallel transport equation

for sµ (6.17) as a three-dimensional equation

dsi

dτ
= −Γµαβu

αeβj e
i
µs

j = (ω × s)i, (6.21)

where ωi = 1
2
εijkω

jk and

ωij = gαβe
α
i e

β
j;γu

γ. (6.22)

Equation (6.22) decribes how a reference basis eαa fails to be parallel trans-

ported. We consider a parallel transported basis ẽµa and compare with the

reference basis eαa to find precession. In considering planar orbits, if we choose

the reference basis such that eµ2 = ẽµ2 , and is therefore also parallel transported,

we can restrict the rotation to the plane constructed from the two tetrad legs

e1, e3. There is now an angle Ψ between the reference tetrad legs eµa and the

parallel transported ẽµa with a = 1, 3. We can relate the two tetrads via

ẽ1 = e1 cos Ψ− e3 sin Ψ,

ẽ3 = e1 sin Ψ + e3 cos Ψ. (6.23)

Enforcing the parallel transport equation on ẽµa gives an equation for the rate

of change of the angle

Ψ̇ = e3µe
µ
1;αu

α = −e1µe
µ
3;αu

α (6.24)

We integrate over one orbit to find Ψ, which we use in our formula Eq. (6.10) to

construct ψ which is the the average accumulated spin precession per radian.

We have complete freedom to choose a reference frame. Unfortunately this

also means the ψ formula Eq. (6.10) is free from physical content unless we
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have some physical motivation to fix the reference basis. For example, we could

choose the reference basis to be parallel transported, which would give zero

precession, with Ψ = 0. We must restrict our reference tetrad using physically

well-motivated ideas related to the spacetime and orbit under consideration.

In the circular case there is a continuous isometry due to the helical Killing

vector (6.5). In the eccentric case, we use the symmetry associated with passing

from one periapsis to the next to restrict our attention to tetrads which respect

the symmetry

eµa(τ + T ) = eµa(τ), (6.25)

so that at each periapsis the tetrad’s components are unchanged in a polar

basis. To construct the spin precession invariant we must seek such a tetrad.

6.3.1 Parallel transported tetrad

In Ref. [138] Marck presented a method for constructing a parallel transported

tetrad for generic geodesic orbits in Kerr. Marck first sets the the 0th tetrad leg

equal to the tangent vector uα = e α
0 . Marck then used the vector Jµ = fµνuν

formed using the Killing-Yano tensor fµν (discussed in Sec. 3.3.1) to define a

second tetrad leg. The tetrad leg is chosen as eµ2 = Jµ/K1/2, where K is the

Carter constant [66], so that gµνe
µ
2e
ν
2 = 1. The vector Jµ (and therefore eµ2) is

parallel transported along uµ, as

uλJµ;λ = uλfµν;λuν + fµνuλuν;λ = 0, (6.26)

where the first term vanishes due to antisymmetry in fµν;λ = −fµλ;ν and the

second term vanishes since uν is tangent to a geodesic.

If we restrict motion to the equatorial plane in Schwarzschild by setting

θ = π/2, eµ2 reduces to the unit vector in the θ direction. We now have the
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two parallel transported tetrad legs given by

eµ0 = uµ =
{
ṫ, ṙ, θ̇, φ̇

}
=

{
E

f
, ṙ, 0,

L

r2

}
,

eµ2 =

{
0, 0,

1

r
, 0

}
. (6.27)

Here E = −ut and L = uφ. The value of ṙ is given by the energy equation

gµνu
µuν = −1, that is,

ṙ2 = E2 − f
(

1 +
L2

r2

)
. (6.28)

The two additional legs are also given by Marck [138]

e µ
1 =

(
rṙ

f(r2 + L2)
1
2

,
Er

(r2 + L2)
1
2

, 0, 0

)
,

e µ
3 =

(
EL

f(r2 + L2)
1
2

,
ṙL

(r2 + L2)
1
2

, 0,
(r2 + L2)

1
2

r2

)
, (6.29)

These vectors (6.29) satisfy the orthonormality conditions gµνe
µ
a e

ν
b = ηab. The

tetrad (6.27, 6.29) only depends upon r and ṙ = dr
dτ

, and therefore respects the

symmetry condition of Eq. (6.25). The tetrad legs (6.29) are not unique since

we are always free to rotate in the 1-3 plane as long as they still respect the

symmetry of Eq. (6.25).

We can now use the tetrad, (6.27, 6.29), to calculate Ψ̇, the rate of change

of the angle between the reference tetrad and the parallel transported tetrad,

using Eq. (6.24), to give

Ψ̇ =
EL

r2 + L
. (6.30)

To calculate the spin precession invariant ψ, the average change in the angle

Ψ over one orbit, we require some prescription to parametrise the orbit so that

we can integrate over one radial period.
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6.3.2 Schwarzschild eccentric orbit

An eccentric geodesic in the equator (θ = π
2
) of Schwarzschild spacetime may

be parametrised by

r(χ) =
p

1 + e cosχ
, (6.31)

where p is the semi-latus rectum, e is the eccentricity. The value χ is known

as the “relativistic anomaly,” defined by Eq. (6.31) whose values of χ = 0 and

χ = π correspond to periapsis and apapsis respectively. Eccentric geodesics

exist for p > 6 + 2e, where p = 6 + 2e is called the separatrix [139]. Along

the separatrix Φ and T diverge whilst Ωφ, as defined in Eq. (6.7), remains

finite. The divergence in Φ and T is associated with the zoom-whirl behaviour

discussed in Ref. [140].

The particle is at periapsis for χ = 2πn, where n is an integer. If we

construct all our quantities with respect to χ, we can integrate over one period

to find the total accumulated values. For example,

Φ =

∫ 2π

0

dφ

dχ
dχ. (6.32)

The energy and angular momentum are given in terms of p and e in [122]

E =

[
(p− 2− 2e)(p− 2 + 2e)

p(p− 3− e2)

]1/2

,

L =
p√

p− 3− e2
. (6.33)

The rate of change of χ with respect to proper time τ may be found from the

relation ṙ dτ
dχ

= dr
dχ

which gives

dτ

dχ
=

p
3
2

(1 + e cosχ)2

√
p− 3− e2

p− 6− 2e cosχ
. (6.34)

Other quantities can be found via the chain rule, dt
dχ

= ṫ dτ
dχ

and dφ
dχ

= φ̇ dτ
dχ

.

These are given in terms of p and e in Eqs. (4) and (5) of Ref. [122]. We find,
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as in Ref. [122], that Φ can be given as an elliptic integral

Φ = 4

√
p

p− 6 + 2e
ellipK

(
4e

p− 6 + 2e

)
, (6.35)

where ellipK is the complete elliptic integral of the first kind [122].

Finally we can calculate the spin precession via

Ψ =

∫ 2π

0

Ψ̇
dτ

dχ
dχ, (6.36)

and subsequently ψ using Eq. (6.10). Combining Eq. (6.30) for Ψ̇, Eq. (6.33)

for E and L and Eq. (6.34) for dτ
dχ

, we can construct the integrand of Eq. (6.36)

as

Ψ̇
dτ

dχ
=

√
p− 3− e2

p− 6− 2e cosχ

√
(p− 2− 2e)(p− 2 + 2e)

(p− 2 + 2e cosχ− e2 sin2 χ)
. (6.37)

We cannot evaluate the integral Eq. (6.36) for Ψ in closed form.

Instead we present here a series expansion in powers of 1
p

for Ψ

Ψ

2π
= 1 +

3

2
p−1 +

(
63

8
− 3

4
e2

)
p−2 +

(
675

16
− 21

8
e2 − 3

16
e4

)
p−3

+

(
29403

128
+

363

32
e2 − 249

64
e4 − 3

32
e6

)
p−4 +O(p−5), (6.38)

and using Eqs. (6.10, 6.35), we find a series expansion for ψ

ψ = 3
2
p−1 +

(
9
8

+ 3
2
e2
)
p−2 +

(
27
16

+ 33
4
e2 + 3

16
e4
)
p−3 +

+
(

405
128

+ 705
16
e2 + 123

32
e4 + 3

32
e6
)
p−4 +O(p−5). (6.39)

In the circular orbit case e = 0 we have an exact expression for the spin

precession angle

ψcirc = 1−
√

1− 3/p. (6.40)

In Fig. 6.2 we plot a graph of geodetic precession on eccentric orbits.

Unfortunately p and e are not gauge invariant quantities [122] in the per-

turbed spacetime. Instead in constructing gauge invariant quantities Barack
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Geodetic precession on eccentric orbits
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ψ
ψcirc

Figure 6.2: Graph of geodetic precession on eccentric orbits in Schwarzschild.

Note the divergence of ψ at the separatrix p = 6 + 2e.
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and Sago [122] define the redshift invariant by comparing orbits with the same

frequencies (Ωr,Ωφ) in both the background and perturbed spacetimes. Calcu-

lations of gauge invariant quantities then reduce to finding perturbed quantities

with respect to p and e and adding correction terms proportional to changes

in frequencies due to p and e.

6.4 Self force

In this section we consider the effects of self force on spin precession. We

consider a body of mass µ in an eccentric orbit around a Schwarzschild black

hole of mass M with µ�M .

6.4.1 Gauge invariant spin precession

To define our gauge invariant measure of spin precession we introduce the

operator ∆ which compares orbits on background and perturbed spacetimes

with the same frequencies Ωr and Ωφ. Our gauge invariant measure of spin

precession is defined as

∆ψ = [ψ(Ωr,Ωφ, µ)− ψ(Ωr,Ωφ, 0)]O(µ), (6.41)

where [ ]O(µ) denotes the O(µ) part. The quantity ∆ψ (6.41) is the O(µ)

difference between precession of a test body and precession by a massive body

travelling on worldlines with the same radial and angular frequencies. We also

define an operator δ which compares quantities on background and perturbed

spacetimes with the same p and e values. We construct δψ as

δψ = [ψ(p, e, µ)− ψ(p, e, 0)]O(µ). (6.42)

An orbit in the perturbed spacetime with the same p and e values has perturbed

frequencies Ωr + δΩr and Ωφ + δΩφ, or equivalently perturbed values of T,Φ

through Eq. (6.7). The quantities δΩr and δΩφ are of O(µ). We therefore
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relate ∆ψ and δψ via

∆ψ = δψ − ∂ψ̄

∂T̄
δT − ∂ψ̄

∂Φ̄
δΦ, (6.43)

where the bar denotes background quantities. Equivalently one can use Eq. (6.43)

to relate any perturbed quantities, e.g. ∆Ψ and δΨ, by substituting for ψ.

One may expect, on starting with a geodesic orbit parametrised by p, e,

that a self force perturbation would also shift the values of p, e, thus requiring

us to use different values p0, e0 for our reference geodesic. Whilst this is one

perspective, this shift contributes at O(µ) to the coordinates of the trajectory

in the perturbed spacetime. To first order in µ the computed self force using

either reference geodesic is equivalent.

By comparing background and perturbed spacetimes with fixed p and e,

the operator δ implicitly compares points with the same coordinate radius in

both spacetimes and subsequently the same χ. The δ operator amounts to a

perturbation of geodesic quantities on Schwarzschild spacetime whilst holding

(p, e) fixed, for example

uµ = ūµ + δuµ. (6.44)

Using this we can construct quantities such as Ψ = Ψ̄ + δΨ, where Ψ̄ is given

in Eq. (6.36). The quantity δΨ is found by applying δ to the integrand of

Eq. (6.36) and integrating over χ

δΨ =

∫ 2π

0

δ

(
Ψ̇
dτ

dχ

)
dχ =

∫ 2π

0

(
δΨ̇
˙̄Ψ
− δur

ūr

)
˙̄Ψ
dτ̄

dχ
dχ. (6.45)

The second term in the integrand in Eq. (6.45) arises by applying the δ operator

to dτ
dχ

δ

(
dτ

dχ

)
= δ

(
1

ur
dr

dχ

)
= − δur

(ūr)2

dr̄

dχ
= −δu

r

ūr
dτ̄

dχ
, (6.46)

since δ
(
dr
dχ

)
= 0 as the δ operator compares quantities with the same coordi-

nate radius.
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The calculations of δT and δΦ in Eq. (6.43) were developed by Barack and

Sago [122] and we follow their approach below to find δΨ. Derivative terms

{∂Ψ̄
∂T̄
, ∂Ψ̄
∂Φ̄
} may be found by inverting the Jacobian for relations {∂T̄

∂p
, ...} and

using the chain rule
∂Ψ̄

∂T̄
=
∂Ψ̄

∂p

∂p

∂T̄
+
∂Ψ̄

∂e

∂e

∂T̄
. (6.47)

The Ψ̄ and T̄ are defined in terms of integrals (6.36). We therefore find

{∂Ψ̄
∂T̄
, ∂Ψ̄
∂Φ̄
} by taking derivatives of the integral expressions and integrating nu-

merically for arbitrary p, e.

We find ∆Ψ by substituting Ψ for ψ in Eq. (6.43). By definition at fixed

frequencies ∆T = ∆Φ = 0. Thus applying ∆ to Eq. (6.10) for ψ

∆ψ = ∆

(
Φ−Ψ

Φ

)
= −

(
∆Ψ

Φ̄
− Ψ̄∆Φ

Φ̄2

)
= −∆Ψ

Φ̄
. (6.48)

6.4.2 Small e expansions

For small e we can make use of series expansions in powers of e for the partial

derivatives {∂T̄
∂p
, ...} in Eq. (6.47). We first take derivatives of the integrand,

then expand as a series in e and integrate each term. For example to find ∂T̄
∂p

to O(en) we take
∂T̄

∂p
=

∫ 2π

0

∂

∂p

(
dt

dτ

dτ

dχ

)
dχ, (6.49)

then expand the integrand as a series in e

∂

∂p

(
dt

dτ

dτ

dχ

)
= t0(p) + t1(p)e+ t2(p)e2 + . . . (6.50)

and integrate each term separately. This provides an analytical check on nu-

merical values for small e whilst also allowing us to find expressions for the

e→ 0 limit considered in the next subsection 6.4.3. One needs to ensure that

in finding the circular orbit limit enough orders of en are retained to allow for

cancellations. Since there are two operations in Eq. (6.47), first inverting the

Jacobian and second combining partial derivatives, e.g. ∂Ψ̄
∂p

∂p
∂T̄

, we must retain

at least the first two terms that depend upon e.
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6.4.3 Circular orbit limit

In the background case, the spin precession invariant calculated by taking the

e → 0 limit of eccentric orbit quantities is equal to the circular orbit result,

i.e. lime→0 ψ̄ = ψ̄circ. In the perturbed case however, lime→0 ∆ψ does not in

general give the circular orbit result ∆cψ defined in [116]. This is due to the

fundamental difference in our method for constructing ∆ψ compared with the

circular orbit ∆cψ. In the circular case, the spin precession invariant ∆cψ is

constructed by comparing circular orbits in both background and perturbed

spacetimes with the same angular frequency Ωφ. In the eccentric case we

compare orbits with the same azimuthal Ωφ and radial frequencies Ωr. In

the e → 0 limit the perturbed eccentric orbit does not necessarily reduce to

a circular orbit, when Ωr and Ωφ are held fixed, even when the background

orbit does. We show here that the difference in lime→0 ∆ψ−∆cψ is related to

∆cΦ/(2π), the O(µ) part of the periapsis advance per unit angle considered in

Refs. [122, 124, 125].

If α = {ψ,Φ, T, ...} is the quantity of interest, the definition for ∆cα is

[116]

∆cα = δcα−
(
dᾱ

dΩ̄φ

δcΩφ

)
, (6.51)

where δc compares quantites with the same p values on background and per-

turbed spacetimes. The quantity ∆α in the e→ 0 limit is, from Eq. (6.43)

lim
e→0

∆α = lim
e→0

δα− lim
e→0

(
∂ᾱ

∂Ω̄r

δΩr +
∂ᾱ

∂Ω̄φ

δΩφ

)
. (6.52)

We can obtain expressions such as δcα by setting e = 0 in our expressions for

eccentric orbits; in this case lime→0 δα = δcα. We have written ∆α in terms

of perturbations of frequencies, rather than δT and δΦ as in Eq. (6.43) to aid

comparison with the circular orbit.

We know that lime→0 ∆Φ = 0, since in the eccentric case holding both

frequencies fixed is equivalent to holding T and Φ fixed. On the other hand,
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for ∆cΦ we have

∆cΦ = lim
e→0

δΦ− lim
e→0

(
dΦ̄

dΩ̄φ

δΩφ

)
. (6.53)

Using the definition Φ = 2πΩφ/Ωr from Eq. (6.7) and dividing by 2π gives

∆cΦ

2π
= lim

e→0

[
δΩφ

Ω̄r

− δΩrΩ̄φ

Ω̄2
r

−
(
∂Φ̄

∂Ω̄φ

+
∂Φ̄

∂Ω̄r

dΩ̄r

dΩ̄φ

)
δΩφ

]
,

= lim
e→0

[
δΩφ

Ω̄r

− δΩrΩ̄φ

Ω̄2
r

−
(

1

Ω̄r

− Ω̄φ

Ω̄2
r

dΩ̄r

dΩ̄φ

)
δΩφ

]
,

= lim
e→0

[
−Ω̄φ

Ω̄2
r

(
δΩr −

dΩ̄r

dΩ̄φ

δΩφ

)]
. (6.54)

Now consider the difference

lim
e→0

∆ψ −∆cψ = − lim
e→0

(
∂ψ̄

∂Ω̄r

δΩr +
∂ψ̄

∂Ω̄φ

δΩφ

)
+ lim

e→0

(
dψ̄

dΩ̄φ

δΩφ

)
,

= − lim
e→0

[
∂ψ̄

∂Ω̄r

δΩr −
∂ψ̄

∂Ω̄r

dΩ̄r

dΩ̄φ

δΩφ

]
,

= lim
e→0

[
Ω2
r

Ωφ

∂ψ̄

∂Ω̄r

]
∆cΦ

2π
. (6.55)

The limit as e→ 0 for the background quantities is simply given by taking the

e = 0 values and the partial derivative term is given by

lim
e→0

∂ψ̄

∂Ω̄r

= −2 p3/2
√
p− 3 (p− 6)3/2

4p2 − 39p+ 86
, (6.56)

which gives

lim
e→0

∆ψ −∆cψ = −2
√
p− 3 (p− 6)5/2

p (4p2 − 39p+ 86)

∆cΦ

2π
, (6.57)

in terms of p and the periapsis advance on an infinitesimally eccentric orbit ∆cΦ

considered in Refs. [122, 124, 125]. This is a well understood gauge invariant

quantity. The importance of the periapsis advance ∆cΦ for self force, post-

Newtonian and numerical relativity was discussed in Ref. [123].
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6.4.4 Perturbed tetrad

To calculate the perturbed quantities, such as δΨ̇ of Eq. (6.45), we first calcu-

late the perturbed tetrad. As we are still considering equatorial motion, the

vector eµ2 remains orthogonal to the plane. The tangent vector may be written

as

uµ =

[
Ē + δE

f
, ṙ + δṙ, 0,

L̄+ δL

r2

]
(6.58)

which is normalised by the full perturbed metric

gµνu
µuν = (ḡµν + hµν)u

µuν = −1. (6.59)

Since ḡµν ū
µūν = −1, Eq. (6.59) leads to

h00 + 2ḡµν ū
µδuν = 0, (6.60)

where hab = hµνe
µ
ae
ν
b .

While Ē and L̄ are constants, given in Eq. (6.33), δE and δL are functions

of χ which vary around the orbit. We construct δE and δL using the method

outlined in Ref. [122]. The quantities δE and δL are given by

δE =
1

2
h00Ē + δ̂E(χ),

δL =
1

2
h00L̄+ δ̂L(χ), (6.61)

where δ̂E and δ̂L involve the conservative self force F cons
t through [122]

δ̂E(χ) = δ̂E(0)−
∫ χ

0

dχ′ F cons
t (χ′)

dτ

dχ′
,

δ̂L(χ) = δ̂L(0) +

∫ χ

0

dχ′ F cons
φ (χ′)

dτ

dχ′
. (6.62)

The quantity δṙ is constructed from the normalisation of the tangent vector,

using Eq. (6.60), which gives

δṙ =
1

2
h00ṙ +

1

ṙ

(
Ēδ̂E − f

r2
L̄δ̂L

)
. (6.63)
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To find the perturbed tetrad legs, we write the tangent vector and the tetrad

legs in terms of perturbations of the background tetrad. The perturbation of

the eµ2 tetrad leg is simply given by a rescaling of eµ2 = (1 + c22)ēµ2 since

it is orthogonal to the plane of motion. The other tetrad legs are given by

perturbations in the ūµ, ēµ1 and ēµ3 directions

δuµ = δeµ0 = c00ū
µ + c01ē

µ
1 + c03ē

µ
3 ,

δeµ1 = c10ū
µ + c11ē

µ
1 + c13ē

µ
3 ,

δeµ3 = c30ū
µ + c31ē

µ
1 + c33ē

µ
3 . (6.64)

The coefficients cab are of O(µ) and the background tetrad legs are given in

Eq. (6.29).

The orthonormality conditions (6.20) are then used to calculate the cab

coefficients

c00 =
1

2
h00, c11 = −1

2
h11,

c33 = −1

2
h33, c10 = h01 + c01,

c30 = h03 + c03, c13 + c31 = −h13. (6.65)

Comparing Eqs. (6.64) with Eqs. (6.29,6.58) we find

c01 =
Ēṙ

f
√

1 + L̄2/r2

(
δ̂ṙ

ṙ
− δ̂E

Ē

)
,

c03 =
δ̂L

r
√

1 + L̄2/r2
. (6.66)

There is still some ambiguity in the c13 and c31 coefficients due to the freedom

to rotate the tetrad vectors in the 13 plane. By integrating over one orbit and

imposing the symmetry condition (6.25) this ambiguity is removed.
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6.4.5 Perturbed precession

To calculate the perturbation of the precession angle we apply our δ operator

to Eq. (6.24)

δΨ̇ = δ
(
gµνe

µ
3e
ν
1;λu

λ
)

=
˙̄Ψ

2
(h00 + h33 − h11) + c01gµν ē

µ
3 ē
λ
1 ē
ν
1;λ + c03gµν ē

µ
3 ē
λ
3 ē
ν
1;λ +

dc13

dτ
+ δΓ310

(6.67)

where δΓ310 = δΓµναe3µe
ν
1u

α. The expression Eq. (6.67) contains the ambiguous

term dc13
dτ

. On integrating over one radial period this term disappears since we

enforce c13(0) = c13(T ). Terms like c01gµν ē
µ
3 ē
λ
1 ē
ν
1;λ require us to interpret the

tetrad as a field rather than only being defined at points on the worldline.

The tetrad (6.27, 6.29) is defined everywhere within the region between r =

p/(1± e), by definition is always orthonormal and ēµ0 = ūµ is always a tangent

vector to a geodesic. We can therefore interpret the tetrad as a field with the

region r = p/(1± e).
We now have a well-defined method for calculating ∆ψ:

• Given a metric perturbation hµν and the conservative self force F cons
µ

construct the perturbed tetrad (6.64).

• Then construct δΨ̇ via Eq. (6.67).

• Calculate the integral in Eq. (6.45) to find δΨ.

• Calculate the quantity ∆Ψ at fixed frequencies via Eq. (6.43).

• Finally use Eq. (6.48) to calculate the spin precession invariant ∆ψ.

To calculate numerical results we require values for the metric perturbation

and the conservative parts of the self force.
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6.5 Results

We now explicitly calculate the spin precession invariant ∆ψ. The method

presented in this chapter provides a prescription for calculating ∆ψ using the

self force. We compare the results for self force with a post-Newtonian expan-

sion. Agreement between the two independent methods provides confidence

that our prescription and results are correct.

6.5.1 Numerical results

In Ref. [4] my co-authors and I computed the spin precession invariant ∆ψ

using the above prescription. The numerical code was developed by Akcay

whose method is outlined in [130] and uses the method of extended homoge-

neous solutions from [141]. This code produces a set of l modes for the metric

perturbation and self force, which when summed over need to be regularised.

Regularisation parameters were provided by Wardell [142] using the methods

of Refs. [28, 143, 144, 145].

The Lorenz gauge used in this numerical calculation is not asymptotically

flat as limr→∞ h
R,l=0
tt = −2α. The value of α depends on p and e. The calcu-

lation of α is found from analytical expressions for the monopole mode hR,l=0
tt

in the frequency domain as described in detail in Ref. [130]. We may remove

this feature by transforming the time coordinate t→ t(1 + α) which creates a

shift in the orbital period T and therefore the frequencies Ωr,Ωφ. We insert

this into our formula (6.43), for Ψ rather than ψ,

∆Ψ = δΨ− (1 + α)
∂Ψ̄

∂T̄
δT − (1− α)

∂Ψ̄

∂Φ̄
δΦ. (6.68)

6.5.2 Post-Newtonian expansion

The post-Newtonian (PN) expansion for ψ to O(e4p−3) was calculated by Ak-

cay and Dolan [4]. We summarise the key steps here. A post-Newtonian ex-

pansion is an expansion in powers of (v/c)2n where the value of n corresponds

158



CHAPTER 6. SPIN PRECESSION INVARIANT FOR ECCENTRIC
ORBITS

to the nth order PN expansion.

We can equivalently track PN order by writing expansions in powers of

1/p. This is because p is a dimensionless quantity related to radial distance

at first order by r ∼ GMp
c2

. At first order, the particle travels on a circular

orbit with speed v ∼ rΩ ∼
√

GM
rc2

, where Ω is the frequency of a particle on

a circular orbit on Schwarzschild spacetime from Eq. (3.14). Therefore we

have 1/p ∼ (v/c)2. Writing a PN expansion in powers of 1/p allows us to set

G = M = c = 1 as before.

The spin precession scalar is given by ψ = ψ̄ + ∆ψ +O(µ2), where

ψ̄ =
3

2
p−1 +

(
9

8
+

3

2
e2

)
p−2 +

(
27

16
+

33

4
e2 +

3

16
e4

)
p−3 +O(p−4), (6.69)

and

µ−1∆ψ = −p−1︸ ︷︷ ︸
∆ψLO

+

(
9

4
+ e2

)
p−2︸ ︷︷ ︸

∆ψNLO

+

[
739

16
− 123π2

64
+

(
341

16
− 123π2

256

)
e2 − e4

2

]
p−3︸ ︷︷ ︸

∆ψNNLO

+O(p−4) .

(6.70)

One may compare the PN series for ψ̄, Eq. (6.69), with our previous series

expansion given in Eq. (6.39) to verify agreement at the PN order presented

here. The agreement of Eq. (6.39) and Eq. (6.69) provides confidence in the

accuracy of the PN expansion.

The derivation of Eqs. (6.69-6.70) relied upon many previous works. The

starting point for the post-Newtonian calculation was the spin-orbit Hamil-

tonian given in Ref. [146] to next-to-leading order NLO and Refs. [147, 148]

given in Arnowitt-Deser-Misner (ADM) [149] coordinates. ADM coordinates

describe the behaviour of two masses m1,m2 with spins s1, s2 in the centre-

of-mass frame with coordinates r1, r2 and momenta p1, p2. The Hamiltonian

takes the form H = Ω1 · s1 + Ω2 · s2, where (Ω1,Ω2) are the spin precession
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frequencies for each particle. To compare with an object of small mass in ec-

centric orbit around a Schwarzschild black hole, spin is restricted to just one

object. We set m1 = µ and Ω1 = Ωk where k is normal to the equatorial

plane. The spin precession scalar is defined as

ψ =
〈Ω〉
〈Ωφ〉

, (6.71)

where 〈〉 denotes the orbital average. The circular orbit results have been

calculated in [116, 150].

The post-Newtonian calculation of ψ followed the approach of Ref. [139]

using many of the quantities defined there. The first step is to expand the

Hamiltonian to post-Newtonian orders in terms of c−2. Then orbital averages

are calculated using the quasi-Keplerian method of Ref. [150]. The orbital

average calculation gives an expression valid to any mass ratio.

The expression for ψ is then expanded as a series in µ to isolate the geodesic

and linear-in-mass-ratio components of ψ. Finally expansions in c−2 are con-

verted to expressions in terms of p, e to give the results of Eqs. (6.69-6.70).

6.5.3 Comparison of self force and post-Newtonian re-

sults

In Fig. 6.3 we compare our numerical results with the post-Newtonian expan-

sion. We can compare numerical results with each post-Newtonian order from

Eq. (6.70). The numerical results for ∆ψ (purple circles) are compared with

the expected leading order behaviour of 1/p from the PN expansion (blue solid

line) of Eq. (6.70). We then subtract the leading order PN behaviour away from

the numerical results (orange triangles) and compare against next-to-leading-

order PN expansion (yellow dashed line). We do the same for each subsequent

PN order available from Eq. (6.70). The agreement at each PN order, between

the numerical self force results and PN expansion, provide us with confidence

that the prescription for calculating ∆ψ outlined in this chapter is correct.
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Comparison of numerical results ∆ψnum with the post-Newtonian expansion
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Figure 6.3: Graph of numerical ∆ψnum versus post-Newtonian expansion ∆ψPN

for e = 0.1. The plots show the difference between numerical results and

different orders of the PN expansion from Eq. (6.70) as well as the expected

large p behaviour of the next order term 1/p4. There is good agreement at

each order.
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6.6 Discussion

In this chapter we have presented the formulation of the spin precession scalar

for eccentric orbits on Schwarzschild. This adds an additional invariant to

the self force programme. Recent work by Kavanagh et al. [151] used the

prescription for ∆ψ presented in this chapter to calculate ∆ψ analytically

up to 5PN order. They report agreement with our numerical results up to

expected errors from the numerical and analytical methods.

The next challenge is to compute the spin precession invariant on Kerr

spacetime. The redshift invariant z of Eq. (6.9) has been calculated on Kerr

spacetime for circular orbits [152, 153] and eccentric orbits [40, 154] both nu-

merically using self force and as a PN expansion.

The Marck [138] tetrad discussed in Sec. 6.3.1 provides a way forward. On

restricting the motion to the equatorial plane we again have symmetry between

periapsides. Geodesic orbits are once again parametrised by frequencies Ωr,Ωφ

in a “gauge independent” way. Marck’s [138] tetrad for equatorial orbits de-

pends only on r and ṙ and as such respects the symmetry condition (6.25).

Ref. [138] gives the test body value

Ψ̇ =

√
K

r2 +K

(
E +

a

L− aE

)
, (6.72)

where K is the Carter constant, which can be used to calculate the background

value ψ̄ of the spin precession angle. Recently, in Ref. [155], Akcay outlined

a prescription for calculating ∆ψ for equatorial orbits in the Kerr spacetime.

The procedure is essentially an extension of the methods presented in this

chapter using the tetrad of Marck [138].

Generic geodesics in Kerr spacetime depend not only on r and ṙ but also θ

and θ̇ ,which contributes an additional frequency in the theta component Ωθ.

Due to this there is no obvious symmetry between periapsides. Therefore a

new approach will be needed.
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Chapter 7

Bound state solutions of the

Dirac equation on Kerr

spacetime

7.1 Introduction

This chapter investigates the behaviour of fermions on a Kerr black hole space-

time. We look for quasi-bound states of fermions by solving the Dirac equation

in Kerr spacetime.

There are many interesting motivations for investigating fermionic spin-

half fields on black hole spacetimes. For example, there is an analogue of the

hydrogen atom. Essentially we are replacing the hydrogen nucleus with a black

hole. Since the hydrogen atom has a discrete spectrum of energy states which

electrons can populate, it is reasonable to investigate the existence of a similar

spectrum for black holes. This analogy is not exact however, due to the nature

of black holes. The states decay into the black hole and therefore have a finite

lifetime though they may be long-lived. We call these states quasi-bound. The

existence of such states has some bearing on the no-hair conjecture.

The no-hair conjecture [14, 15, 13] states that a black hole can be com-
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pletely characterised by the three parameters: mass M , charge Q and angular

momentum J . Any perturbation to a black hole will decay, changing only

these three parameters. This motivates the study of fields on black hole space

times.

In a certain low-frequency regime, bosonic fields experience superradiance

[68, 156, 157, 158, 159]. In this region the mode frequency is ω < ωc =

mΩh, with Ωh = a/(2Mrh) the angular speed of the horizon at r = rh and

m the azimuthal number of the mode. Superradiance is a phenomenon by

which the bosonic field can extract rotational energy from the black hole. The

bosonic field is amplified due to superradiance and grows in time. If the mode

is trapped in a bound state as we investigate here, this growth creates an

instability referred to as the “black-hole bomb” [156, 157].

Interestingly, fermions do not experience superradiance [160, 161, 162, 163,

164]. This means that all quasi-bound states decay. We examine the behaviour

of fermionic states around the critical frequency ωc to investigate the possibility

that states may be long-lived.

Other authors have studied the Dirac equation on black hole spacetimes,

in particular investigating the existence of bound states. For Schwarzschild

spacetime, Lasenby et.al. [165] formulated the Dirac equation in Painlevé -

Gullstrand coordinates and calculated the spectrum of bound states numeri-

cally. For the Kerr spacetime, there have been analytical approximations to

the mode frequency ω in the region Mµ� 1 [166, 167] and small a� 1 [168].

We compare our numerical results to these approximations in Sec. 7.4.

The Dirac equation may be split into two pairs of coupled differential equa-

tions for radial and angular functions. These are known as the Chandrasekhar-

Page equations [169, 170]. We re-derive these in Sec. 7.2.3. The angular equa-

tions were considered in Ref. [171]. Dolan and Gair [171] presented solutions

for angular eigenvalues λ in terms of a three-term recurrence relation which is

solved using a continued fraction method. We outline this method in Sec. 7.3.2.

This chapter gives a solution to the radial equations in Sec. 7.3.3 in terms
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of a matrix-valued recurrence relation. We combine the solutions of the radial

and angular Chandrasekhar-Page equations to simultaneously solve for the

angular eigenvalue λ and the mode frequency ω.

7.2 Dirac equation on Kerr spacetime

In flat Minkowski spacetime the Dirac equation has the form

iγ̂a∂aΨ = µΨ. (7.1)

where µ is the field mass, Ψ is a Dirac four-spinor and γ̂a are constant 4 × 4

matrices satisfying the relation

{γ̂a, γ̂b} = γ̂aγ̂b + γ̂bγ̂a = 2ηabI4, (7.2)

where I4 is the 4× 4 identity matrix. Since we are dealing with spinors, upon

extending the Dirac equation to curved spacetimes, the partial derivative does

not simply become a covariant derivative. Instead we make use of spinor

connection matrices over the affine connection Γναβ.

The Dirac equation on a curved spacetime takes the form [172]

(iγν∇ν − µ) Ψ = 0, (7.3)

where ∇ν is a generalised covariant derivative which acts as usual on tensors,

and acts on spinors as

∇νΨ = ∂νΨ− ΓνΨ, (7.4)

where Γν are spinor connection matrices. The γν are now Dirac 4× 4 matrices

satisfying the anticommutation relations

{γα, γβ} = 2gαβI4. (7.5)

Note that the γα are not in general constant matrices, as opposed to the γ̂a

matrices.
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7.2.1 Spinors

Spinors themselves are not physical quantities. Instead we can form physical

quantities by combining spinors and adjoint spinors. The adjoint spinor is

defined as Ψ̄ = Ψ†γ̂0, where Ψ† is the conjugate transpose. For any two spinors

Φ̄Ψ is always a scalar (see Ref. [173] for details). Similarly Φ̄γµΨ always gives

the µ component of a vector.

Since Φ̄Ψ is a scalar we know that the covariant derivative of Φ̄Ψ takes the

form

∇µ(Φ̄Ψ) = ∂µ(Φ̄Ψ), (7.6)

and using the product rule gives

(∇µΦ̄)Ψ + Φ̄∇µΨ = (∂µΦ̄)Ψ + Φ̄∂µΨ. (7.7)

Using the definition for the derivative of the spinor ∇µΨ (7.4) and rearranging

we find

(∇µΦ̄)Ψ = (∂µΦ̄)Ψ + Φ̄∂µΨ− Φ̄(∂µΨ− ΓµΨ),

(∇µΦ̄)Ψ =
(
∂µΦ̄ + Φ̄Γµ

)
Ψ. (7.8)

Therefore the derivative of the adjoint spinor is defined by

∇µΦ̄ = ∂µΦ̄ + Φ̄Γµ. (7.9)

Similarly, we can find the derivative of the γµ matrices by considering the

covariant derivative of the vector given by Φ̄γµΨ:

∇ν(Φ̄γ
µΨ) = ∂ν(Φ̄γ

µΨ) + ΓµανΦ̄γ
αΨ

Φ̄(∇νγ
µ)Ψ = ∂ν(Φ̄γ

µΨ) + ΓµανΦ̄γ
αΨ− (∇νΦ̄)γµΨ− Φ̄γµ(∇νΨ)

Φ̄(∇νγ
µ)Ψ = Φ̄(∂νγ

µ)Ψ + ΓµανΦ̄γ
αΨ− Φ̄Γνγ

µΨ + Φ̄γµΓνΨ, (7.10)

therefore the derivative of the gamma matrices is given by

∇νγ
µ = ∂νγ

µ + Γµανγ
α − Γνγ

µ + γµΓν . (7.11)

166



CHAPTER 7. BOUND STATE SOLUTIONS OF THE DIRAC
EQUATION ON KERR SPACETIME

7.2.2 Tetrad basis

To construct suitable Γν we make use of the fact that the γα matrices may be

constructed from the γ̂a matrices and an orthonormal tetrad eαa . Orthonormal

tetrads were first discussed in Sec. 6.3. The γα and γ̂a may be related by

γα = eαa γ̂
a, (7.12)

since this satisfies Eq. (7.5) via Eq. (7.2) and the orthonormal relations for the

tetrad (6.20). The generalised covariant derivative of the tetrad is

∇µe
a
α = ∂µe

a
α + ω a

µ be
b
α − Γναµe

a
ν , (7.13)

where ω a
µ b is called the spin-connection. Imposing tetrad compatibility∇µe

α
a =

0, the spin-connection is defined as

ω a
µ b = eaνe

λ
bΓ

ν
µλ − eλb∂µeaλ. (7.14)

The spin connection can be obtained directly from derivatives of the tetrad as

described in Ref. [64] using

ωµab =
1

2
ecµ (λabc + λcab − λbca) , (7.15)

where

λabc = eµa (∂νebµ − ∂µebν) eνc . (7.16)

Imposing compatibility on the gamma matrices ∇νγ
α = 0, which follows

from tetrad compatibility and Eq. (7.12), we find a condition for the spinor

connection matrices

∂νγ
µ + Γµανγ

µ − Γνγ
µ + γµΓν = 0. (7.17)

We now find that on setting

Γα = −1

4
ωα bcγ̂

bγ̂c (7.18)

we have a definition for Γα which satisfies Eq. (7.17).
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7.2.3 Separability: Chandrasekhar-Page equations

Chandrasekhar [169] showed how to separate variables for a massive Dirac

field on the Kerr spacetime. Page [170] extended this to the Kerr-Newman

spacetime. The solution of the Dirac equation then reduces to two radial and

two angular equations coupled via an angular eigenvalue λ and a frequency

ω. These equations are known as the Chandrasekhar-Page equations. We

re-derive these equations here.

Canonical tetrad

Chandrasekhar originally used the Newman-Penrose formalism and the Kin-

nersley tetrad. Here we make use of the ‘canonical’ tetrad defined by Carter

[174] which allows us to express the Dirac equation in component form. This

canonical tetrad is given in Eq. (4.14) of [175] in terms of inverse components

e0
µdx

µ =

√
∆

ρ

(
dt− a sin2 θdφ

)
, e1

µdx
µ =

ρ√
∆
dr,

e3
µdx

µ =
sin θ

ρ

[
−a dt+ (r2 + a2)dφ

]
, e2

µdx
µ =ρ dθ. (7.19)

Inverting tetrad components via eaα = ηabgαβe
β
b gives

et0 =
r2 + a2

ρ
√

∆
, eφ0 =

a

ρ
√

∆
,

er1 =
√

∆/ρ, eθ2 = 1/ρ,

et3 =
a sin θ

ρ
, eφ3 =

1

ρ sin θ
, (7.20)

and all other components of eαa are zero. The ∆ and ρ were defined in Eq. (3.31)

of our discussion of the Kerr spacetime metric, Sec. 3.3.
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Spin connection

The non-trivial components of the spin connection are

ωt 01 = −M(r2 − a2 cos2 θ)

ρ4
, ωt 23 =

2aMr cos θ

ρ4
,

ωr 03 =
ar sin θ

ρ2
√

∆
, ωr 12 = −a

2 sin θ cos θ

ρ2
√

∆
,

ωθ 03 = −a
√

∆ cos θ

ρ2
, ωθ 12 = −r

√
∆

ρ2
,

ωφ 01 =
a sin2 θ

ρ4
B, ωφ 02 =

a
√

∆ sin θ cos θ

ρ2
,

ωφ 13 = −r
√

∆ sin θ

ρ2
, ωφ 23 = −cos θ

ρ4
A, (7.21)

where

A = ρ2∆ + 2Mr(r2 + a2) (7.22)

and

B = a2r cos2 θ − a2M cos2 θ + r3 +Mr2. (7.23)

Gamma matrices

For gamma matrices γ̂a which satisfy the relation of Eq. (7.2) we use the γ̂a

of Ref. [176] given as

γ̂0 = i

(
O I2

I2 O

)
, γ̂1 = i

(
O σ3

−σ3 O

)
,

γ̂2 = i

(
O σ1

−σ1 O

)
, γ̂3 = i

(
O σ2

−σ2 O

)
, (7.24)

where σa are the standard Pauli matrices

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
. (7.25)

The γµ matrices are now found by combining the γ̂ of Eq. (7.24) with the

tetrad of Eq. (7.20) via Eq. (7.12).
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Spinor connection matrices

We introduce the complex quantity

% = r + ia cos θ, (7.26)

and its conjugate

%∗ = r − ia cos θ, (7.27)

so that ρ2 = %%∗. The spinor connection matrices Γµ (7.18) take the form,

Γt =
M

2

(
%−2 σ3 O

O −%∗−2 σ3

)
,

Γr = −1

2

(
a sin θ√

∆

)(
%−1 σ2 O

O −%∗−1 σ2

)
,

Γθ = −1

2

(√
∆
)((i%)−1 σ2 O

O −(i%)∗−1 σ2

)
,

Γφ =
1

2

√
∆ sin θ

(
(i%)−1 σ1 O

O −(i%)∗−1 σ1

)
+

1

2

(
$σ3 O

O −$∗ σ3

)
, (7.28)

where

$ = i cos θ − a%−2(%+M) sin2 θ. (7.29)

Separable ansatz

We introduce the ansatz

Ψ = ∆−1/4

(
%−1/2 η−(r, θ)

%∗−1/2η+(r, θ)

)
ei(mφ−ωt) (7.30)

where η±(r, θ) are two-spinors. The azimuthal dependence is given by the half-

integer m and dependence on time is encompassed in the mode frequency ω.

Taking the Dirac equation (7.3) and multiplying by −i∆1/4ρ

(
%∗1/2 O

O −%1/2

)
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now yields a pair of equations for the two spinors η±

0 =

{
∓ i√

∆

[
−(r2 + a2)ω + am

]
+ σ3

√
∆∂r

}
η∓ ∓ iµrη±

+

{
σ1

(
∂θ +

1

2
cot θ

)
+ iσ2 (−aω sin θ +m csc θ)

}
η∓ + aµ cos θ η±.

(7.31)

Introducing the ansatz

η+ =

(
R1(r)S1(θ)

R2(r)S2(θ)

)
, η− = −

(
R2(r)S1(θ)

R1(r)S2(θ)

)
, (7.32)

and multiplying Eq. (7.31) by σ3 leads to a pair of coupled first-order ordinary

differential equations

√
∆ (∂r − iK/∆)R1 = (λ+ iµr)R2,
√

∆ (∂r + iK/∆)R2 = (λ− iµr)R1, (7.33)

and (
∂θ +

1

2
cot θ −m csc θ + aω sin θ

)
S1 = (+λ+ aµ cos θ)S2,(

∂θ +
1

2
cot θ +m csc θ − aω sin θ

)
S2 = (−λ+ aµ cos θ)S1, (7.34)

where

K = (r2 + a2)ω − am, (7.35)

and λ is a separation constant.

7.2.4 Mode frequency

Each bound state’s mode frequency ω contains much of the key information

about that state. The frequency is split into real and imaginary parts ω =

ωR + iωI . The imaginary part corresponds to a decay rate. As we are dealing

with fermions, which do not experience superradiance [160, 161, 162, 163, 164],
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we expect that the modes will decay, corresponding to negative imaginary part

ωI < 0.

To first order in the mass ratio, the spectrum of states is hydrogenic [166].

The real part of the frequency is [166]

ωR/µ ≈ 1− (Mµ)2

2n2
, (7.36)

where n = `+ n̂+ 1 is the principal quantum number, ` is the orbital angular

momentum and n̂ = 0, 1, 2, . . .

7.3 Recurrence relation method

In this section we outline how to find solutions to both the radial (7.33) and an-

gular (7.34) equations satisfying a pair of boundary conditions using recurrence

relations. This is based on the work of Leaver [177] who developed a method

for calculating the quasi-normal modes of massless fields. Leaver [177] showed

that quasinormal mode solutions of the wave equation for bosonic massless

fields on Kerr spacetime could be formulated as a three-term recurrence rela-

tion which can be solved as a continued fraction. In Ref. [159] this method

was adapted to calculate bound states of the massive bosonic field on Kerr

spacetime. Ref. [178] made use of a matrix-valued recurrence relation and a

continued fraction method to find bound states and quasinormal modes for the

massive vector fields on Schwarzschild spacetime.

The angular equations were considered in [171, 179, 180] where three term

recurrence relations for the angular eigenvalues are presented. Here we apply

these methods to the radial equations so that we can find full solutions for

bound states.
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7.3.1 Formulation details

In general, three-term recurrence relations of the form

αnxn+1 + βnxn + γnxn−1 = 0, n = 1, 2, . . . (7.37)

have two independent solutions fn and gn. If in the limit

lim
n→∞

fn
gn

= 0, (7.38)

then fn is known as the minimal solution and gn the dominant solution [55].

Note that a minimal solution does not necessarily exist.

To find the minimal solution, providing it exists, we can rewrite the recur-

rence relation (7.37) as

xk
xk−1

= − γk

βk + αk

(
xk+1

xk

) (7.39)

which can be written as a continued fraction

xk
xk−1

= −
ck

bk −
akck+1

bk+1 − . . .

= − ck
bk−

akck+1

bk+1−
. . . (7.40)

Pincherle’s theorem [55] says that the continued fraction (7.40) converges if

and only if the recurrence relation has a minimal solution. In this case the

continued fraction converges to fk
fk−1

.

In our case xn are coefficients of a convergent infinite sum and therefore we

require

lim
n→∞

xn = 0, (7.41)

and xn/xn−1 must converge. Leaver’s method [177] relied on the fact that for

a convergent sum the coefficients must be a minimal solution to the recurrence

relation. We are therefore looking for minimal solutions.
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7.3.2 Angular equations

Solutions to the angular equations (7.34) {S1, S2} are known as mass-dependent

spin-weighted spheroidal harmonics [171]

S{1,2} = s=±1/2S
(aω)(aµ)
jmP . (7.42)

Each eigenstate may be labelled by three numbers: j the angular momentum,

m the azimuthal component of the angular momentum and P the parity which

takes values P = ±1. The angular momentum j is a positive half integer whilst

m may take values m = −j,−j + 1, . . . j.

The spheroidal harmonics (7.42) can be decomposed using spin-weighted

spherical harmonics sYkmP(θ), defined in [171], by writing

sS
(aω)(aµ)
jmP =

∞∑
k=|m|

sc
(aω)(aµ)
kmPj sYkmP(θ). (7.43)

There is a relationship between coefficients which allows us to define a single

quantity

bk = (−1)j−k1/2c
(aω)(aµ)
kmPj = −1/2c

(aω)(aµ)
kmPj (7.44)

where there are implicit hidden indices on bk.

Using the ansatz (7.43) in the angular equations (7.34) we can obtain a

three-term recurrence relation for bk

αkbk+1 + βkbk = 0, k = |m|,

αkbk+1 + βkbk + γkbk−1 = 0, k = |m|+ 1, |m|+ 2. . . . (7.45)

where [171]

αk = (aµ+ (−1)j−kPaω)

√
(k + 1)2 −m2

2(k + 1)
,

βk = (−1)j−kP(k + 1/2)

(
1− amω

k(k + 1)

)
+

aµm

2k(k + 1)
− λ,

γk = (aµ− (−1)j−kPaω)

√
k2 −m2

2k
. (7.46)
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Solutions to the three-term recurrence relation (7.45) are found using con-

tinued fractions. If we write the relations (7.45) as

bk
bk−1

= − γk

βk + αk

(
bk+1

bk

) (7.47)

and use the initial relation (7.45), we may write the recurrence relation as a

continued fraction

β|m| −
α|m|β|m|+1

β|m|+1−
α|m|+1γ|m|+2

β|m|+2−
. . . = 0. (7.48)

The sum (7.43) converges if and only if bk is a minimal solution of the recur-

rence relation (7.45). Therefore the continued fraction (7.48) converges to 0 if

and only if the sum (7.43), with coefficients bk, gives solutions to the angular

equations. This gives rise to a discrete set of eigenvalues for λ.

We look for roots of the equation (7.48) using a numerical root-finding

algorithm. This requires an initial estimate for λ.

As an initial estimate, we make use of the series expansion given in Ref. [171].

The angular eigenvalues are expanded in terms of small aµ and aω as a Taylor

series

λ =
∞∑
p=0

∞∑
q=0

Λpq(aµ)p(aω)q, (7.49)

presented here up to second order powers in a2 [171],

λ =(j + 0.5)P

+ (aµ)

(
0.5

(
1

j
− 1

j + 1

)
m

)
− (aω)

(
0.5

(
1

j
+

1

j + 1

)
mP

)
+ ((aω)2 + (aµ)2)P

[
j2 −m2

8j3
+

(j + 1)2 −m2

8(j + 1)3

]
+ 2(aµ)(aω)

[
−j

2 −m2

8j3
+

(j + 1)2 −m2

8(j + 1)3

]
+O(a3). (7.50)
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7.3.3 Radial equations

Boundary conditions

It is clear from the form of the radial equations (7.33) that there are singular

points at r = {0, r−, r+,∞}. We consider solutions in the region outside

the outer horizon therefore do not need to consider r = {0, r−}. Boundary

conditions for bound states are that solutions are ingoing at the horizon and

decay at infinity. We can use these boundary conditions to find series solutions

for {R1, R2} which match the boundary conditions at both the horizon and

infinity. These series will only be valid for certain values of ω (and λ) which

gives rise to a discrete set of values for ω.

On seeking to formulate the radial equations in a recurrence relation form,

we find it useful to rescale the radial functions to remove half-powers of ∆.

Let R2 =
√

∆R+ and R1 = R− in terms of which the radial equations (7.33)

become (
d

dr
− iK

∆

)
R− = (λ+ iµr)R+,(

d

dr
+
iK −M + r

∆

)
R+ =

λ− iµr
∆

R−. (7.51)

Near horizon solutions

At the horizon, on multiplying by (r − r+), all terms in Eqs. (7.51) remain

finite as r → r+. This is due to the fact that

r − r+

∆
=

1

(r − r−)
, (7.52)

which implies that the singular point at r = r+ is a regular singular point.

Hence close to the horizon, solutions of Eqs. (7.51) have leading order be-

haviour

R+ ∼ (r − r+)σ−1,

R− ∼ (r − r+)σ, (7.53)

176



CHAPTER 7. BOUND STATE SOLUTIONS OF THE DIRAC
EQUATION ON KERR SPACETIME

where σ is some complex constant to be determined by the boundary conditions

and Eqs. (7.51). We have chosen different powers for (R+, R−) in Eq. (7.53)

since we find that this leads to a three-term recurrence relation.

We can write the two solutions near the horizon in the form

R =

(
R+

R−

)
=

(
(r − r+)σ−1

(r − r+)σ

)
∞∑
k=0

ζk (r − r+)k , (7.54)

where ζk are vector coefficients. Substituting (7.54) into Eqs. (7.51) and

matching leading order powers of (r − r+) gives σ − 1
2

+
2Mi(ω− ma

2Mr+
)r+

r+−r− 0

0 0

 ζ0 = 0. (7.55)

Equation (7.55) has two possible solutions. The first solution is that all com-

ponents of the matrix are zero in which case we have a value of σ given by

σ1 =
1

2
−

2Mi(ω − ma
2Mr+

)r+

r+ − r−
. (7.56)

We could in principle then calculate the value of ζ0 from the next to leading

order equation. We identify the term ωc = ma
2Mr+

as the critical superradiant

frequency [68]. Alternatively the second solution is found by choosing the

vector ζ0 to be a scalar multiple of

ζ0 =

(
0

1

)
. (7.57)

In the case where ζ0 is given by Eq. (7.57) we must look to the next to leading

order equation, given by 0 λ−ir+µ
r+−r−

λ+ ir+µ σ −
2Mi(ω− ma

2Mr+
)r+

r+−r−

 ζ0 =

 σ − 1
2

+
2Mi(ω− ma

2Mr+
)r+

r+−r− 0

0 0

 ζ1.

(7.58)
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The lower component of Eq. (7.58) leads to a second value of σ, namely

σ2 =
2Mi(ω − ma

2Mr+
)r+

r+ − r−
. (7.59)

The ingoing solution is given by σ = σ1 from Eq. (7.56). To see this we

can look to the Dirac current given in ingoing coordnates by Eq. (60) Ref. [5],

namely

J̃ t̃ =
1

ρ2

[(
|R̃2|2 +

(
r2 + 2Mr + a2

)
|∆−1/2R̃1|2

) (
|S1|2 + |S2|2

)
+4a sin θ Im(∆−1/2R̃∗1R̃2) Re(S∗1S2)

]
. (7.60)

The ingoing condition requires the Dirac current to be finite on the horizon.

The only term which may diverge in Eq. (7.60) is |∆−1/2R̃1|2. Note that R̃1 is

given by our R− in Eq. (7.54) up to some constant factor. Thus we require the

real part from σ1 of 1/2 to ensure that the Dirac current remains finite whilst

σ2 would cause the Dirac current to diverge.

Near infinity solutions

At infinity we have an irregular singular point of rank 1. This can be seen by

considering the term λ
∆

in Eqs. (7.51) at large r � 1

λ

∆
≈ λ

r2
. (7.61)

We therefore seek solutions with leading order behavior at infinity of

R+ ∼ rν−1erq,

R− ∼ rνerq, (7.62)

where ν and q are to be determined by the boundary conditions and Eqs. (7.51).

The value of q is chosen by enforcing the condition Re(q) < 0 since we are

looking for bound state solutions. We seek values of ν and q by writing the
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solutions for large r in the form

R =

(
R+

R−

)
=

(
rν−1erq

rνerq

)
∞∑
k=0

ιkr
−k, (7.63)

and matching powers of r. At leading order we have(
q − iω −iµ
iµ q + iω

)
ι0 = 0, (7.64)

which has non trivial solutions for ι0 if the determinant of the matrix is zero.

This gives

q = ±
√
µ2 − ω2, (7.65)

from which we take the negative root.

Solving for ι0 gives any scalar multiple of

ι0 =

(
iµ

q − iω

)
. (7.66)

At next to leading order(
ν − 2iMω −λ
2iMµ− λ ν + 2iMω

)
ι0 = −

(
q − iω −iµ
iµ q + iω

)
ι1. (7.67)

Using q from Eq. (7.65) and ι0 from Eq. (7.66) we can solve Eq. (7.67) simul-

taneously for ν and ι1. We find that ν is given by

ν = M
µ2 − 2ω2

q
, (7.68)

with ι1 determined up to a scalar multiple. The value of ι1 is not presented

here since we no longer make use of it.

Full solution

We now know the form of the solutions near the horizon through Eq. (7.54)

and knowledge of σ (7.56). The form of the solutions near infinity is given by
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Eq. (7.62) with q and ν given by (7.65) and (7.68) respectively. Combining

these solutions, we can now seek a solution valid at both boundaries. Following

Leaver’s method [177] we look for a solution of the form

R =

(
R+

R−

)
=

(
(r − r+)σ−1(r − r−)−σ+νerq

(r − r+)σ(r − r−)−σ+νerq

)
∞∑
k=0

ξk

(
r − r+

r − r−

)k
. (7.69)

The form of Eq. (7.69) always satisfies the ingoing boundary conditions at the

horizon. The boundary condition at infinity will only be satisfied for certain

values of ω for which the series (7.69) converges [177].

Inserting the series (7.69) into the radial Eqs. (7.51) we obtain a three-term

matrix-valued recurrence relation

α0ξ1 + β0ξ0 = 0,

αkξk+1 + βkξk + γkξk−1 = 0 k > 0. (7.70)

The matrices are of the form

αk =

(
αk1 αk2

0 αk4

)
, βk =

(
βk1 βk2

βk3 βk4

)
, γk =

(
γk1 0

γk3 γk4

)
, (7.71)
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with entries

αk1 = (k + σ + 1)(r+ − r−)− i(2Mωr+ − am),

αk2 = −(λ+ iµr+)(r+ − r−),

αk4 = (k + σ + 1
2
)(r+ − r−) + i(2Mωr+ − am),

βk1 = (r+ − r−) [q(r+ − r−)− 2(k + σ) + ν] + 2i
(
2a2ω − am

)
,

βk2 = (λ+ iµr−)(r+ − r−),

βk3 = −(λ− iµr+)(r+ − r−),

βk4 = (r+ − r−) [q(r+ − r−)− 2(k + σ) + ν + 1]− 2i
(
2a2ω − am

)
,

γk1 = (k + σ − 1− ν)(r+ − r−)− i(2Mωr− − am),

γk3 = (λ− iµr−)(r+ − r−),

γk4 = (k + σ − 3
2
− ν)(r+ − r−) + i(2Mωr− − am). (7.72)

Now that we have a matrix-valued three-term recurrence relation (7.70), we

may solve using a matrix-valued continued fraction [178, 181]. Setting ξn+1 =

Anξn we seek the non-trivial solutions of Mξ0 = 0, where

M ≡ β0 −α0 [β1 −α1 (β2 +α2A2)γ2]−1 γ1. (7.73)

and

An = −
(
βn+1 +αn+1An+1

)−1
γn+1, (7.74)

with −1 denoting the matrix inverse. Equation (7.73) is the matrix analogue

of Eq. (7.48). Non-trivial solutions ξ0 exist if

det |M | = 0 . (7.75)

We are now able to solve both continued fractions, Eq. (7.48) and Eq. (7.75), for

pairs of {λ, ω}. As initial estimates for ω we use the hydrogenic approximation

Eq. (7.36).
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7.4 Results

7.4.1 Fine and hyperfine structure

The spectrum of bound states has been considered by a number of authors

[166, 167, 168]. At leading order in Mµ the spectrum is hydrogenic (7.36)

[166]. The next terms appear at O ((Mµ)4) and O
(
(Mµ)5

(
am
M

)
)
)
. In analogy

to the hydrogen spectrum, we refer to these as the fine structure and hyperfine

structure terms. Thus the real part of the mode frequency may be written as

a power series
ωR
µ

= E (0) + E (1) + E (2) +O((Mµ)6), (7.76)

where E (0) = 1− (Mµ)2

2n2 is the hydrogenic first order spectrum and E (1), E (2) are

the fine structure and hyperfine structure coefficients which depend on {n, j, `}
and are O((Mµ)4) and O((Mµ)5

(
am
M

)
) respectively. We identify ` = j + 1

2
P

as the orbital angular momentum, and use this now as an index instead of P .

The calculation of the fine structure term was carried out in Chap. 5 of

Ref. [166]. The fine structure calculation uses Painlevé-Gullstrand coordinates

to write the Dirac equation (7.3) in Hamiltonian form i∂tΨ = ĤΨ and applies

a Foldy-Wouthesen transformation [182] to write the Hamiltonian as an ex-

pansion in powers of (Mµ). The first order equation has hydrogenic solutions,

whilst the expectation value of the second order Hamiltonian when closed with

the first order wavefunctions gives the fine structure coefficients. A key cor-

rection to the calculation of the fine structure term in Ref. [166] was found in

Ref. [5], involving a missing factor of two, giving

E (1) =
(Mµ)4

n4

(
15

8
− 3n

2j + 1
− 3n

2`+ 1

)
. (7.77)

In Fig. 7.1 we extract the fine structure term by plotting numerical data for the

difference between ωR/µ and the hydrogenic approximation E (0), and rescaling

by (Mµ)4. We also plot the expected result for E (1) from Eq. (7.77) making it

clear that in the limit Mµ→ 0 the numeric and analytic results agree.

182



CHAPTER 7. BOUND STATE SOLUTIONS OF THE DIRAC
EQUATION ON KERR SPACETIME

A fine structure term E (1) was also identified by Ternov and Gaina [167].

However while they agree with the scaling at O ((Mµ)4), they present different

coefficients. Since our numerical results agree with (7.77) as shown in Fig. 7.1

we are confident in the accuracy of Eq. (7.77).

In Ref. [167] they also present a calculation of the hyperfine structure term

E (2). The scaling of this term is at O
(
(Mµ)5

(
am
M

)
)
)
. However, as for the fine

structure term, we find our numerical data does not agree with the coefficients

presented in Ref. [167]. Since corotating (m = +j) and counterrotating modes

(m = −j) modes have the same fine structure coefficient (7.77) we can extract

the hyperfine structure term E (2) by taking the difference between the two. In

Fig. 7.2 we investigate the hyperfine splitting by plotting the difference between

co and counterrotating modes for two different values of a = {0.01, 0.02}. The

approximate values of the hyperfine coefficients can be read off from the data

in Fig. 7.2 in the limit as Mµ→ 0.

We show that the splitting scales with (am/M)(Mµ)5 which agrees with

the scaling of Ref. [167]. However the coefficients do not agree with Ref. [167].

7.4.2 Decay rates

The imaginary part of the mode frequency was considered in Ref. [168]. The

leading order behaviour of ωI/µ in Mµ� 1, am/M � 1 takes the form

ωI/µ ∼ −αj`n (Mµ)4+2`+2S , (7.78)

where S = ±1/2 and

αj`n =

(
r+ − r−
r+ + r−

)1+2`(
r+ − r−

(2`+ 1)(r+ + r−)

)2S
(n+ `)!

n4+2`(2`)!(2`+ 1)!(n− `− 1)!

×
j+1/2∏
p=1

[
1 +

4(2Mr+µ− am)2

(p− 1/2)2(r+ − r−)2

]
. (7.79)
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Fine structure: comparison of analytic and numerical results
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Figure 7.1: Comparison of numerical data (coloured curves) with the analytic

approximation (black dotted lines) given in Eq. (7.77) for Schwarzschild space-

time. The numerical data shows Re(ω/µ)−E (0) multiplied by by (Mµ)−4. The

plot shows the modes with λ = −1 (j = 1/2, ` = 0), λ = +1 (j = 1/2, ` = 1),

λ = −2 (j = 3/2, ` = 1), λ = +2 (j = 3/2, ` = 2), λ = −3 (j = 5/2, ` = 2).

Analytical predictions of E (1) are shown in dotted lines, given by Eq. (7.77),

as −21/8, −25/8, −13/8, −87/40 and −57/40 respectively.
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Hyperfine structure
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Figure 7.2: Extraction of hyperfine structure by plotting the difference be-

tween corotating (m = +j) and counterrotating modes (m = −j), and rescal-

ing by 1
2
(M/a)n5(Mµ)−5. We plot two data sets a = 0.01 (solid lines) and

a = 0.02M (points). The agreement between the two sets provides evidence

that the hyperfine splitting scales with (am/M)(Mµ)5 at leading order as given

in Ref. [167].
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In Fig. 7.3 we compare the approximation of Eq. (7.78) with our numerical

results for the a = 0 (Schwarzschild case). We find excellent agreement in the

Mµ→ 0 limit.

In Fig. 7.4 we investigate the decay rate of the bound states for high values

of a in Kerr. We again observe a power-law behaviour for low values of (Mµ)�
1 as expected from Eq. (7.78). We cannot however expect numerical results to

match the values presented in Eq. (7.78) since we are now considering values

of a ∼ M . For co-rotating modes (m > 0) at high a values there appears to

be a local minimum in the decay rate as a function of Mµ for rapidly rotating

black holes.

Fig. 7.5 highlights that this local minimum occurs at Re(ω) = ωc, the

critical superradiant frequency. The damping rate is suppressed below the

critical frequency and increases rapidly above it. We may infer that states

with frequencies Re(ω) ≤ ωc have long lifetimes. Note that whilst we plot a

continuous spectrum of ω for values of Mµ the values of ω are discrete for each

specific value of Mµ.

7.4.3 Kerr spectrum

In Fig. 7.6 we plot the spectrum of states for Kerr. The plots show a range of

modes with ` = 0 and ` = 1 for all m. Corotating modes (m > 0) are shown in

blue/pink whilst counterrotating (m < 0) modes are shown in red. We present

three plots highlighting different features of the mode frequency.

The top plot shows the real part of the mode frequency. The middle plot

reveals the fine structure by showing Re(ω/µ)− 1 multiplied by (Mµ)−2. We

observe that for small Mµ the states are ordered in terms of their value of ωR

first according to their values of j, then ` followed by m, with the j = 1/2, ` =

0,m = −1/2 having the smallest values of ωR. For larger values of ωR this

ordering changes.

The bottom plot shows the decay rate plotted as −ωI/µ. The ordering
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Decay rates: Schwarzschild
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Figure 7.3: Comparison of numerical results with the analytical expression

of Eq. (7.78). We use a log-log plot to examine the power-law scaling of the

decay rate. The points and solid lines show numerical data for −Im(ω/µ) for

the first two modes with λ = −1 (j = 1/2, ` = 0), λ = +1 (j = 1/2, ` = 1)

and λ = −2 (j = 3/2, ` = 1). The dotted lines show the analytical results

(Mµ)5, 3
128

(Mµ)7 and 1
384

(Mµ)9 (see Eq. (7.78)).
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Decay rate for Dirac bound states on Kerr spacetime
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Decay rate in superradiant regime
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0.999M as a function of Re(ω)/ωc, where ωc = mΩH is the critical superradiant

frequency. The plot shows that decay is suppressed for Re(ω) < ωc, and that

a local minimum arises at Re(ω) = ωc.
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observed in the previous plots persists for small values of Mµ. We again

observe a suppression in the decay rate for the maximally corotating m = j

modes seen as a “kink” in the spectrum.

7.5 Discussion

In this chapter, we find bound states of the Dirac equation on Kerr spacetime

via a recurrence relation in Sec. 7.3. We find a spectrum of bound states given

by values of the mode frequency.

In Fig. 7.1 and Fig. 7.2 we extracted the fine and hyperfine structure of the

spectrum in analogy with the hydrogen atom. We compared the fine structure

with predictions in the literature [5, 166, 167]. The predictions for the hyperfine

structure from Ref. [168] were found not to agree with our numerical results.

An interesting future project would be to attempt to find an accurate analytic

result for the hyperfine structure term as a further confirmation of the accuracy

of our numerical results.

We investigated the existence of bound states of the Dirac equation with

frequencies at and below the critical superradiant frequency ωc. In Fig. 7.5

we showed that there is a local minimum in the decay rate as a function of

Mµ at the critical superradiant frequency. Around the critical frequency we

find small values for the decay rate which suggests that such modes, if excited,

would be long lived.

The work of this chapter provides evidence that a spectrum of bound states

for the Dirac equation can exist. The question remains however as to whether

such a spectrum can be excited by some realistic initial data. A time domain

solution of the Dirac equation on the Kerr spacetime would be an interesting

project to carry out. We would like, in future, to investigate in particular

whether long-lived states can be excited.

In recent works by Barranco et al. [183, 184, 185], it was shown that scalar

bound states can be excited by arbitrary initial data. They present a time-
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Spectrum of Dirac bound states on Kerr spacetime
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Figure 7.6: The spectrum of Dirac bound states for Kerr black hole with

a = 0.9M . The top plot shows the real part of the frequency, ωR/µ for j = 1/2,

` = 0 (dashed), j = 1/2, ` = 1 (solid) and j = 3/2, ` = 1 (dotted) modes

with colour corresponding to corotating (blue/pink) and counterrotating. The

second (middle) plot extracts the fine structure behaviour for the ` = 1 states

by plotting [Re(ω)/µ−1]/(Mµ)2. We observe the ordering of modes according

to `, j and m. The bottom plot shows the decay rates −ωI/µ.
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domain evolution of a massive scalar field on Schwarzschild spacetime and find

that quasi-bound states can be excited. These solutions, coined “scalar wigs,”

were shown to exist with lifetimes in excess of the age of the universe [186].

Future work could also adapt the method presented in this chapter to cal-

culate quasinormal modes. In Leaver’s original paper [177] the quasinormal

modes for the massless Dirac field on Schwarzschild were calculated. Quasi-

normal modes have since been calculated for Kerr spacetime by Jing and Pan

in Ref. [187], however, this is again for the massless Dirac field. To adapt our

method to calculate quasinormal modes for the massive Dirac field we would

need to change the ansatz of Eq. (7.69). Quasinormal modes are characterised

by purely outgoing waves at infinity, hence, we would need to choose the posi-

tive sign for q in Eq. (7.65). This would lead to different values for the matrices

in our continued fraction (7.70). The continued fraction’s minimal solution

would then correspond to values of ω which satisfy the outgoing boundary

conditions at infinity and therefore give the quasinormal mode frequencies.
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Chapter 8

Conclusions

In this thesis we have investigated how different fields interact with black holes.

In Chap. 2 we investigated an analogue black hole described by the draining

bathtub vortex. Using the eikonal approximation and a numeric solution of

the scalar wave equation we showed that the propagation of a pulse-like dis-

turbance maps out the lightcone of the effective spacetime. Our investigations

present interesting possible experiments for the real draining bathtub vortex.

In Chap. 3 we introduced our black hole spacetimes. We again solved

the scalar wave equation and investigated the difference in the evolution of a

Gaussian pulse between the analogue and black hole spacetimes.

The next three chapters, 4, 5 and 6 considered the self force. In these

three chapters we considered the scalar, electromagnetic and gravitational self

force respectively. Chapter 4 calculated scalar self force using the worldline

integration method. We presented the first results of this method in the Kerr

spacetime and highlight where challenges remain.

We used the mode sum method to calculate electromagnetic self force in

Chap. 5. The electromagnetic self force was calculated for a particle held

static outside a Schwarzschild black hole and sourcing an electromagnetic field.

We calculated the self force using both analytical and numerical techniques

giving evidence as to the effectiveness of the discontinuous differential equation
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solving method of Markakis and Barack [105].

Chapter 6 considered the gauge dependence of the gravitational self force.

We constructed the spin precession invariant for eccentric orbits on the Schwarzschild

spacetime. We compared the self force prescription for the spin precession in-

variant with a post-Newtonian calculation. The agreement between the two

provides confidence in the formulation of Chap. 6.

Finally, in Chap. 7, we considered the Dirac field on Kerr spacetime. Using

a three-term recurrence relation and continued-fraction methods we find a

spectrum of bound states for the Dirac field. We compared with analytical

results in the literature. A particularly interesting feature was observed at

the critical superradiant frequency whereby bound state modes can have long

lifetimes.

We have investigated the black hole spacetimes described by the Schwarzschild

and Kerr metrics through a number of different avenues. In particular the self

force investigations help contribute to the ongoing work towards using self

force to examine possible sources for LISA. With the recent announcement

that LISA will go ahead [18], following the three detections at LIGO [6, 9, 10]

the future of gravitational wave astronomy looks bright. The limits of general

relativity will be probed ever deeper. Will general relativity survive these ever

more stringent tests on the theory? Only time will tell.
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Appendix A

Dirac delta distribution

The Dirac delta function δ(r − r0) is a distribution only defined by its action

on a test function g(r) via the integral [188]∫ ∞
−∞

δ(r − r0)g(r)dr = g(r0). (A.1)

Similarly we can define the derivative of the delta function using integration

by parts∫ ∞
−∞

δ′(r − r0)g(r)dr =

∫ ∞
−∞
−δ(r − r0)g′(r0)dr = −g′(r0). (A.2)

We can derive how the Dirac delta distribution and its derivative transform

under coordinate transformations r → r∗ from their definitions for a general

function g(r) = g(r(r∗)) = g̃(r∗). Consider

g(r0) = g̃(r∗0)∫ ∞
−∞

δ(r − r0)g(r)dr =

∫ ∞
−∞

δ(r∗ − r∗0)g̃(r∗)dr∗∫ ∞
−∞

δ(r − r0)g(r)
dr

dr∗
dr∗ =

∫ ∞
−∞

δ(r∗ − r∗0)g̃(r∗)dr∗ (A.3)

which gives

δ(r − r0) =
dr

dr∗
δ(r∗ − r∗0). (A.4)
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By a similar argument

−dg
dr

(r0) = −dr
∗

dr

∣∣∣∣
r0

dg̃

dr∗
(r∗0),∫ ∞

−∞
δ′(r − r0)g(r)dr =

dr∗

dr

∣∣∣∣
r0

∫ ∞
−∞

δ′(r∗ − r∗0)g̃(r∗)dr∗ (A.5)∫ ∞
−∞

δ′(r − r0)g(r)
dr

dr∗
dr∗ =

dr∗

dr

∣∣∣∣
r0

∫ ∞
−∞

δ′(r∗ − r∗0)g̃(r∗)dr∗, (A.6)

giving

δ′(r − r0)
dr

dr∗
=
dr∗

dr

∣∣∣∣
r0

δ′(r∗ − r∗0), (A.7)

where dr∗

dr

∣∣
r0

denotes dr∗

dr
evaluated at r0.

We also use the Heaviside step function Θ(x), defined as [188],

Θ(x) =

1, x > 0,

0, x < 0,
(A.8)

The derivative of the Heaviside function is the delta function.
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