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Abstract

The rare decayB → πℓ+ℓ− is the simplest manifestation of ab → dℓ+ℓ− flavor-changing neutral

current (FCNC) process. This type of process only proceeds through penguin loop or box dia-

grams and is sensitive to physics at the electroweak scale. It can be used to constrain parameters

of the Standard Model and its extensions.B → πℓ+ℓ− events have not yet been observed; the

branching fraction is expected to be an order of magnitude smaller than the measured branching

fraction for the similarB → Kℓ+ℓ− decay.

Using 230 millionBB meson pairs collected with theBABAR detector, we have done a search

for the rare decayB → πℓ+ℓ−. The data was produced ine+e− collision at theΥ (4S) resonance

in the PEP-II collider between 1999 and 2004. Four exclusiveB-meson decay modes have been

reconstructed:B+ → π+ℓ+ℓ− andB0 → π0ℓ+ℓ−, whereℓ+ℓ− is either an electron pair (e+e−)

or a muon pair (µ+µ−). We find no evidence for a signal, and we obtain upper limits on the

branching fractionsB. Assuming the isospin relationB(B+ → π+ℓ+ℓ−) = 2 × τ
B+

τ
B0

B(B0 →
π0ℓ+ℓ−), we obtain an upper limit at 90% confidence level on the the lepton-flavor–averaged

branching fraction ofB → πℓ+ℓ− to be

B(B → πℓ+ℓ−) < 9.5 × 10−8 at 90% C.L.

We have also reconstructed two control modesB+ → π+e±µ∓ andB0 → π0e±µ∓, and we

also obtain an upper limit at 90% confidence level on the lepton-flavor–violating decayB → πeµ

of

B(B → πeµ) < 9.2 × 10−8 at 90% C.L.

This is the first search for these rare decays at the currentB-Factory experiments. This limit

is an improvement by four orders of magnitude with respect tothe the previous experimental

limit, and about a factor three above Standard Model predictions.
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Preface

During the first half of the twentieth century, the theories of quantum mechanics and special

relativity revolutionized our understanding of physics governing the very small and very fast.

Through the latter half of the twentieth century, the Standard Model [1–4] for particle physics

grew out of these theories and from discoveries made in particle collision experiments.

Quantum Electrodynamics (QED) [1] was developed in the 1940’s, and was the first such

quantum field theory to interpret light as a quantized particle (the photon) being a field excitation

of the electromagnetic field. It combines quantum mechanicsand special relativity, and was a

success in explaining all the observed effects of atomic physics.

QED became a prototype of a local gauge field theory [5], upon which also the quantum field

theory of strong interactions is modeled. The strong interaction is responsible for keeping the

nucleons together in the nucleus of the atom. The early theory of the strong force, explained by

Yukawa interactions between the nucleons developed in 1935[6], models the interaction between

the nucleons as a pion exchange. A yet different mechanism isresponsible for the radioactive

decay of the nucleus; these are due to the weak force.

Particle collision experiments followed, from fixed-target experiments from the 1950s

through the 1970s, where a heavy-nucleus material was bombarded by subatomic particles, usu-

ally protons, to sophisticated high-energy physics (HEP) experiments with large linear or circular

accelerators and storage rings colliding nucleons or electron positron pairs. Through the years,

a zoo of new particles, “hadrons”, were discovered, most of them highly unstable elements that

decay into several other particles instantaneously. Some sense of order in this chaos was in-

troduced in the 1960’s with the quark model, which postulates that the nucleons and the other

hadrons which were observed in the high-energy experimentsconsist of quarks [7].

In the early 1970s, onto this background of quantum mechanics and special relativity and the

hadron classification scheme, the Standard Model developedinto a consistent theory. A quantum

field theory for the strong nuclear interaction (Quantum Chromodynamics, QCD) was developed

between 1960-1973 [3], and the weak nuclear interaction wasunified with the electromagnetic

xvii
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interaction in 1973 into the Electroweak (EW) theory [2]. This unified EW theory predicted the

existence of the heavyZ0 andW± gauge bosons which were later discovered at the Super Proton

Synchrotron (SPS) [8] and studied in details at the Large Electron Positron collider (LEP) [9].

The Standard Model fits very well with all observed phenomenaparticle physics to date. It is

successful in explaining how things happen, but not so much “why”. It is unlikely to be the final

theory, and leaves many questions unanswered (seee.g.[10]). For example, it does not explain

why there are exactly three families of particles or why the charges are quantized, and the origin

of particle masses is not fully understood. The masses of leptons and quarks are believed to arise

from Yukawa interaction with the Higgs condensate [11], butan associated Higgs boson has not

yet been seen experimentally. The Standard Model has at least 18 arbitrary parameters [12] which

are determined from experiments, with 9 additional ones if we count in the neutrino masses and

mixing matrix.

There are many extensions to the Standard Model. Of the most popular ones are SuperSym-

metric (SUSY) [13] models which successfully combine the QCD and EW theories by describing

a symmetry relation between fermions (leptons and quarks) and bosons (the “force-carrier” par-

ticles). SUSY can solve many of the unanswered questions andis a good candidate for a unified

theory. However, its validity has not been established by any experimental results.

The BABAR experiment [14] was designed for high-precision measurements of CP viola-

tion [15] which expresses the degree of asymmetry between matter and antimatter.CP violation

occurs in the Standard Model through quark mixing, and has bynow been measured in many

differentB decay channels by bothBABAR and Belle [16]. ButCP violation and other measur-

able quantities may be altered by not-yet-discovered physics which is not accounted for by the

Standard Model. And the search for new physics will continuewith increasing energies in HEP

experiments, the most imminent being the LHC experiments [17] about to come online in 2007.

In the meantime, rareB decays are sensitive to presence of new physics on a higher mass scale

than that of theb quark, mb. The physics discussed in this work is related to certain rare decays

of B-mesons, which due to their low rates and quantum loop structure constitute precision tests

of the Standard Model as well as a testing ground for effects of physics beyond the Standard

Model.

This thesis presents a search for one of these rare quantum-loop processes in which aB

meson decays via the weak force into aπ+ℓ+ℓ− final state. Chapter 1 explains in more details

what is known about these physics processes today, the theoretical framework used for making

predictions, and what we can learn from measuring these types of decays. Chapter 2 describes the

detector and the accelerator facility which makes up theBABAR experiment, and which produces
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and collects theB-meson data used here. In Chapter 3, the experimental techniques which are

typical for this experimental setup are described, and Chapter 4 presents the analysis, control

checks and results of the search for the rare radiative electroweak penguin decayB → πℓ+ℓ−.

Chapter 5 concludes with some thoughts on the results of the analysis, and the outlook for further

studies of these decays. Appendix A describes the preparation and calibration of background

radiation sensors used for protectingBABAR against stray radiation from the PEP-II beams.
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Chapter 1

Theoretical and experimental motivation

Over the last couple of decades, a lot of attention has been focused on radiative and semileptonic

penguinB-decays. The interest stems from these decays’ role as a unique testing ground for

physics at the electroweak scale. These penguin decays provide a laboratory for precision testing

of the Standard Model [1–3] and for potentially discoveringeffects of new physicsbeyondit.

Experimental data from weak-interaction processes revealthat neutralZ0-current interactions

never change the quark flavor, while the chargedW±-current interactions always do. The flavor-

changing charged-current interaction can be understood interms of left-handed (L) quark-fields

organized in weak isospin SU(2) doublets:





u

d′





L





c

s′





L





t

b′





L

(1.1)

The primed quantities are linear combinations of the mass eigenstates (d, s andb) and relate to

these via the Cabibbo-Kobayashi-Maskawa (CKM) matrix [18]defined by
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
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


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









. (1.2)

whereVij express the coupling strength between the quark flavorsi andj. The matrix is often

given in terms of the Wolfenstein parameterization [19] in which the matrix elements are given

as expansions in the parameterλ = |Vus| ≈ 0.23.

Even though flavor-changing neutral currents (FCNC) do not occur at tree level, they are

allowed in higher-order processes, like penguin loop and box diagrams involving heavy virtual

1



2 CHAPTER 1. THEORETICAL AND EXPERIMENTAL MOTIVATION

particles. Examples of such loop and box diagrams are shown in figure 1.1, which depicts the

electroweak decay of aB meson at the quark level. The diagrams show the amplitudes con-

tributing to the decayB → πℓ+ℓ− if the final-state meson includes thed-quark, or the decay

B → Kℓ+ℓ− if the final-state meson includes thes-quark. These decays are the simplest mani-

festations of theb→ dℓ+ℓ− andb→ sℓ+ℓ− transitions.

q q

b s,du,c,t

W

γ , Z

l +

l −

q q

b s,du,c,t

W +W − ν

l − l +
a) b)

Figure 1.1: Feynman diagrams of Standard Model FCNCb→ sℓ+ℓ− andb→ dℓ+ℓ− transitions.
Diagram a) shows the electroweak penguin process involvingeither a virtual photon (γ) or a
virtualZ0, and diagram b) shows theW± box diagram.

These transitions are usually calledradiativepenguin processes since the first order contri-

butions come from what are normally radiative corrections to a tree diagram. The absence of

tree diagrams for these processes results in a suppressed rate due to vertex factors, and additional

suppression is caused by the GIM mechanism [20]. The type of process which is the subject of

this analysis also goes under the namesemileptonicpenguins, to specify theℓ+ℓ− final state and

distinguish it from the more abundantb→ sγ andb→ dγ processes.

Since these decays proceed via weakly-interacting particles with virtual energies near the

electroweak scale, they provide a promising means to searchfor effects from new flavor-changing

interactions. Such effects are predicted in a wide variety of models, usually in the context of

b→ sℓ+ℓ− [21–25]. Some of these imagined new processes are depicted for theb→ s transition

in figure 1.2, where the loops shown involve a charged HiggsH± boson or supersymmetric

particles (chargino (χ±) and up-type squarks (ũ, c̃, t̃), or gluino (̃g) or neutralino (χ0) with down-

type squarks (̃d, s̃, t̃)). If there exists non-trivial flavor violation in the new interactions,b →
dℓ+ℓ− can also exhibit large observable effects, independent of the experimental constraints on

b → sℓ+ℓ− [26, 27]. Effects of physics beyond the Standard Model may show up in the decay

rates, theq2 dependence of the decay (q2 = m2
ℓ+ℓ−), in the decay angles of these decays, or they
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 -H

b su, c, t

a)  -χ

b st~, c~, u~

b) 0χ, g~

b sb~, s~, d~

c)

Figure 1.2: Possible new-physics Feynman diagrams for theb → s transition: a) A charged
Higgs loop, b) a chargino loop with up-type squarks, c) gluino or neutralino loops with down-
type squarks.

may show up as unexpectedCP asymmetries [28,29].

Even if new physics processes are not present in these decays, they are still interesting as

a precision testing ground for the Standard Model at the electroweak scale. Their rates and

distributions are sensitive to the top quark mass and to the CKM matrix elements.

The first evidence of ab→ s penguin process was observed in 1993 by the CLEO collabora-

tion in a signal ofB → K∗(892)γ decays [30], which are the simplestb→ sγ processes. CLEO

was also the first to measure the inclusiveb → sγ decay [31]. The Feynman diagram is similar

to the photon penguin in figure 1.1a with the photon being realin this case. Due to angular

momentum conservation, the external real photon is not allowed for a pseudoscalar meson final

state (π, K) and thus the simplestb → sγ andb → dγ decays are theB → K∗γ andb → ργ,

respectively, with vector mesons (K∗ andρ) in the final states.

The decay rate forb → sℓ+ℓ− is suppressed by another vertex coupling constant compared

to b → sγ. These rare decays have three amplitudes contributing differently at different recoil

energies (m2
ℓ+ℓ− = q2), thus these decays have non-trivial kinematic propertieswhich can be

predicted and measured. As early as 1987 the CLEO and ARGUS collaborations were searching

for inclusiveXsℓ
+ℓ− decays [32–34], whereXs is a hadronic final state originating from thes

quark. These events were not observed until the large data samples of theB-Factories [35, 36]

became available.

We will return to the experimental status of these decays after taking a look at the theoretical

framework for understanding these processes.
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1.1 Effective Hamiltonians for FCNC processes

The simple electroweak amplitude forb → sℓ+ℓ− and b → dℓ+ℓ− depicted in figure 1.1 is

further modified by soft and hard gluon interactions betweeninitial and final state quarks. Short-

distance QCD corrections are dominant (comparable in size to the pure electroweak diagram)

and these can be reliably calculated using perturbation theory. The long-distance QCD effects

play a sub-dominant role because of the large mass of theB meson. Since the decay involves a

single hadronic current, the non-perturbative QCD parameters can be isolated and related to the

same parameters for other decays. The theoretical tool typically used is the Operator Product

Expansion (OPE) [37] which separates short-distance QCD effects from long-distance QCD ef-

fects. In this framework, the effective low-energy Hamiltonian relevant to the partonic process

b→ sℓ+ℓ− can be written as [23]:

Heff(b→ sℓ+ℓ−) = −4GF√
2
V ∗
tsVtb

10
∑

i=1

Ci(µ)Oi(µ) (1.3)

whereGF ≡
√

2
8

( g2
MW

)2 is the Fermi coupling constant andV ∗
tsVtb are the CKM matrix elements

which dominate forb→ sℓ+ℓ−1.

The operatorsOi describe the effective vertices and include the long-distance QCD ef-

fects, whileCi(µ) are the corresponding Wilson coefficients [37] that describe physics at short-

distances (high energy scale). Both the operators and the Wilson coefficients depend on the scale

at which they are calculated. However, the resulting Hamiltonian is scale independent.

The Wilson coefficients describing the short-distance QCD effects can be calculated pertur-

batively at some renormalization scaleµ, usually in theMS scheme [38]. Their values are found

by a matching procedure between the effective theory and thefull Standard Model at a high en-

ergy scaleµ ∼ mW . At this energy scale, perturbation theory in the strong coupling αs(µ) is

valid due to the asymptotic freedom property of QCD, and theycan be expanded as follows [39]:

Ci(µ) = C
(0)
i (µ) +

αs(µ)

4π
C

(1)
i (µ) +

α2
s(µ)

(4π)2
C

(2)
i (µ) + O(α3

s) (1.4)

Evolution of the Wilson coefficients from the high-energy scale down to the low-energy scale

µ = mb, is described by the Renormalization Group Equation (RGE) [40]. In this process,

contributions fromW± and other heavy fields are integrated out, or removed from thetheory

as dynamic degrees of freedom and instead contained in the initial conditions of these Wil-

1Due to the smallness ofVubV
∗
us the terms withVcbV

∗
cs areVtbV

∗
ts are dominating. The termVcbV

∗
cs is further

removed from the equation using the unitarity of the CKM matrix (VtbV
∗
ts + VcbV

∗
cs + VubV

∗
us = 0)
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son coefficients. At this low-energy scale, however, the presence of large logarithmic terms

αs(µ)ln(mW/mb) in the Wilson coefficient calculations spoils the validity of the usual pertur-

bation series. A Renormalization Group (RG) analysis [29] allows for efficient calculation of

logarithmic terms to all orders of perturbation theory. In then’th order of RG improved pertur-

bation theory, the terms

αns (µb)

(

αs(µb)ln
µW
µb

)k

are summed to all orders ofk (k = 0, 1, 2, ...). The leading order (LO) corresponds to

n = 0 in most cases. Thus, LO calculation corresponds to summing all the leading logarith-

mic terms of order(αs(µ)ln(mW/mb))
k, while at next-to-leading order (NLO), all terms of

orderαs(µ)[αs(µ)ln(mW/mb)]
k are summed in addition, and so on. For a detailed review of

the methods, see [28, 29]. The resulting Wilson coefficientsdepend onαs only via the ratio

η = αs(µW )/αs(µb).

The Wilson coefficients play the role of coupling constants at the FCNC vertices (operators)

Oi. In equation 1.3,O1 −O6 are four-quark operators,O7 is an electromagnetic dipole operator,

O8 is a chromomagnetic operator, andO9 andO10 are the semileptonic operators. The operator

basis is defined ine.g.[41]. Forb→ sℓ+ℓ− processes,O7 is the leading contribution of the pho-

ton penguin andO9 andO10 are the leading contributions of theℓ+ℓ− penguin and box diagram.

The operators mix under renormalization [41], thus the leading order operators receive some

contributions from the other operators as well. These effects are included in the effective Wilson

coefficientsCeff
7 , Ceff

9 andCeff
10 . Calculations ofCeff

7 , Ceff
9 andC10 have now been performed up

to next-to-next-to-leading order (NNLO) [39,42–45].

The decays involvingb → sγ andb → dγ transitions are sensitive to the Wilson coefficient

C7. The decays involvingb → sℓ+ℓ− andb → dℓ+ℓ− transitions are in addition sensitive to the

Wilson coefficientsC9 andC10.

The effective Hamiltonian for theb→ dℓ+ℓ− transition is defined by the same operators and

the same Wilson coefficients that appear in equation 1.3, buthere other CKM matrix elements

are involved. In this case, the couplings between the external b andd quark to theu, c, and

t quark loops are such that we need to include two additional terms in the Hamiltonian, and

Heff(b→ dℓ+ℓ−) is given by [46]:

Heff(b→ dℓ+ℓ−) = −4GF√
2
V ∗
tdVtb

{

∑10
i=1Ci(µ)Oi(µ)

−λ {C1(µ)[Ou
1 (µ) −O1(µ)] + C2(µ)[Ou

2 (µ) −O2(µ)]}}
(1.5)
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whereλ =
VubV

∗
ud

VtbV
∗
td

, using the unitarity of the CKM matrix,i.e. VtbV ∗
td + VubV

∗
ud = −VcbV ∗

cd.

1.2 Theoretical predictions

Theoretical predictions of physical observables involve calculations of matrix elements,e.g.

M = 〈dℓ+ℓ−|Heff(b → dℓ+ℓ−)|b〉. Neglecting thed-quark mass, the QCD-corrected matrix

element for theb→ dℓ+ℓ− transition is given by [47]:

M = GFα
2
√

2π
VtdV

∗
tb

{

Ceff
9 d̄γµ(1 − γ5)b ℓ̄γ

µℓ +C10 d̄γµ(1 − γ5)b ℓ̄γ
µγ5ℓ

−2Ceff
7

mb

q2
d̄iσµνq

ν(1 + γ5)b ℓ̄γ
µℓ
}

,

(1.6)

whereq2 is the invariant dilepton mass.

Inclusive decays (B → Xsℓ
+ℓ− andB → Xdℓ

+ℓ−) are the simplest ones from a theoretical

standpoint. Here, heavy quark expansion (HQE) [48,49] parameters can be used, and make very

reliable predictions. The branching fraction of the dilepton decays are calculated as a function of

ŝ = q2/m2
b , whereq is the four-momentum transfer by theℓ+ℓ− system, thereforeq2 = m2

ℓ+ℓ−

is the dilepton mass squared. mb is the most important contribution to the theoretical uncertainty

(total of∼ 15%) [23]. To avoid the large uncertainty due tom5
b,pole, it has become customary to

normalize the branching fraction to experimentally measuredb → ceν̄ branching fraction, thus

calculating

B(B→Xsℓ+ℓ−)(ŝ) =
Bexp

(B→Xceν̄)

Γ(B → Xceν̄)

dΓ(B → Xsℓ
+ℓ−)

dŝ
(1.7)

The explicit expression for the semileptonic decay widthΓ(B → Xceν̄) can be found ine.g.[39].

From an experimental point-of-view, the inclusive decays are more difficult to measure than

exclusive decays. Exclusive decays have well defined kinematical properties that can be used

to select the events and measure decay properties. Theoretical predictions, on the other hand,

involve explicit matrix elements of the operators over meson states. The matrix elements are

parameterized in terms of form factors, which are difficult to calculate precisely. These have

typically had an uncertainty of 20%-30%, although continued work on improving techniques

and input parameters are bringing these uncertainties down.

The form factors of the transition involving the pseudoscalar mesonsB → π are defined in

terms of the matrix elements. The matrix element describingthe standard weakB → π current
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is [50]:

〈π(pπ)|ūγµb|B(pB)〉 =

{

(pπ + pB)µ −
m2
B −m2

π

q2
qµ

}

fπ+(q2) +

{

m2
B −m2

π

q2
qµ

}

fπ0 (q2) (1.8)

and the matrix element describing theB → π penguin current is given by:

〈π(pπ)|d̄σµνqν(1− γ5)b|B(pB)〉 =
i

mB +mπ
{q2(pπ + pB)µ − (m2

B −m2
π)qµ}fπT (q2, µ), (1.9)

wherepB andpπ are theB- andπ-meson momenta,q = pB− pπ, andmB andmπ are the meson

masses. The form factorsf0(q
2) andf+(q2) are independent of the renormalization scaleµ since

ūγµb is a physical current in contrast to the the penguin currentd̄σµνq
ν(1 − γ5)b [50].

In semileptonic decays the physical range inq2 is 0 ≤ q2 ≤ (mB −mπ)
2. The form factors

f+ andf0 are relevant toB → πℓν decays as well, whilefT only matters for the penguin decays.

In this work, the signal model used for efficiency estimationuses the form-factor predictions of

Ball & Zwicky [50]. This model is chosen because it includes radiative corrections and the most

recent input parameters, and it calculates all the relevantB → π form factorsfπ+(q2) andfπ0 (q2)

andfπT (q2). The calculations are done in the framework of light-cone QCD sum rules [51], which

requires the final-state meson to haveE ≫ ΛQCD, thus the calculations cover only the region

0 GeV2/c4 ≤ q2 ≤ 14 GeV4/c4. However, Ball & Zwicky have given a parameterization that

include the main features of the analytical properties of the form factors and they extrapolate the

result to cover the full physical region0 ≤ q2 ≤ (mB −mπ)
2 ≈ 26.4 GeV2/c4. The uncertainty

due to this extrapolation is claimed to be approximately 5%.The total theoretical uncertainty at

zeroq2 is now as low as10% to 13%.

ForB → π decays, an alternative approach exists which is to calculate form factors using

lattice QCD [52]. Lattice QCD expected to give the most precise predictions in the long term,

however, currently onlyB → π form factors for the standard electroweak current have been

predicted. Lattice spacing constrains the calculations toq2 > 14 GeV2/c4, thus lattice QCD

is complimentary to the the LCSR approach. Extrapolations of LCSR calculations to higherq2

values and lattice QCD calculations to lowerq2 values have shown good agreement [53].

1.3 Measurable quantities

To tests the Standard Model and search for effects of new physics beyond it, requires observables

for which there are precise theoretical predictions that can be measured with a high precision
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experimentally.

1.3.1 Decay rates

Since the first observation of theb → s penguin transition by CLEO-II in 1993, when the

branching fraction,B, was measured based on 10B → K∗(892)γ events and found to be

(4.1 ± 1.5 ± 0.9) × 10−5, precision measurements have been done both of this exclusive decay

as well as the inclusive decayB → Xsγ. The world average [54] today,B(B → K∗(892)γ) =

(4.01 ± 0.20) × 10−5, is based on measurements byBABAR [55], Belle [56] and CLEO-II [57],

in agreement with the less precise NLO Standard Model predictions (see e.g. [58,59]).

Also the inclusive decay rate has been measured byBABAR [60,61], Belle [62,63] and CLEO-

II [64, 65], and the current experimental average is [66]B(B → Xsγ) = (3.55 ± 0.26+0.09
−0.10 ±

0.03) × 10−4 for Eγ > 1.6 GeV. A recent result [67] based on NNLO calculations estimates

B(B → Xsγ) = (3.15 ± 0.23) × 10−4 for Eγ > 1.6 GeV. The uncertainties of the experimental

results and the new theoretical results are now of the same order. The central value of the NNLO

calculation is lower than earlier results from NLO calculations (seee.g.[68]), and about1σ lower

than the experimental average.

The agreement between these measurements and theoretical calculations of branching frac-

tions of b → sγ transitions put constraints on new-physics parameters [23] and on the value

of the Wilson coefficientCeff
7 , but the hint of discrepancy allows for new-physics processes in

b→ sγ transitions [69].

The b → sℓ+ℓ− transition provide complimentary information, in particular on the Wilson

coefficientsCeff
9 andCeff

10 , and branching fraction predictions have been calculated perturbatively

in QCD to NNLO [23]2. The main theoretical uncertainties arise from interference with charmo-

nium production in the tree-diagram decayB → XsJ/ψ(→ ℓ+ℓ−).

The branching fraction of the exclusive decaysB(B → Kℓ+ℓ−) andB(B → K∗ℓ+ℓ−) have

recently been measured byBABAR [26] to beB(B → Kℓ+ℓ−) = (0.34 ± 0.07 ± 0.02) × 10−6

andB(B → K∗ℓ+ℓ−) = (0.78+0.19
−0.17 ± 0.11) × 10−6, where the first errors are statistical and the

last errors are systematic. These results are compatible with theoretical calculations at NNLO

[23, 70], which predictB(B → Kℓ+ℓ−) = (0.35 ± 0.12) × 10−6, B(B → K∗e+e−) = (1.58 ±
0.49)× 10−6, andB(B → K∗µ+µ−) = (1.19± 0.39)× 10−6. The hadronic uncertainties in the

2Note that the lowest-order QCD corrections tob → sℓ+ℓ− starts atO(α−1
s ), as opposed to the decayb → sγ

where the lowest order corrections start atO(α0
s). Hence, the NNLO accuracy inB → Xsℓ

+ℓ− amounts to
calculatingO(αs) corrections, while the NNLO results mentioned forB → Xsγ amounts to calculatingO(α2

s)
corrections [23].
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exclusive branching fraction predictions are currently larger than the experimental uncertainties.

Therefore, improved measurements of these total exclusivebranching fractions will have only

limited usefulness in terms of testing the Standard Model.

Predictions for inclusive decays have been computed by [23,39, 71] to NNLO accuracy and

predictB(B → Xse
+e−) = (6.89±1.01)×10−6 andB(B → Xsµ

+µ−) = (4.15±0.70)×10−6.

Various calculations of the effects of new physics have beenperformed, indicating possible en-

hancements in the branching fraction ofB → Xsℓ
+ℓ− of up to a factor of two [72] compared to

Standard Model predictions. The inclusive branching fraction was first measured by Belle [35]

based on 64.5 millionBB-pairs:B(B → Xsℓ
+ℓ−) = (6.1 ± 1.4(stat.)+1.4

1.1 (syst.)) × 10−6, for

mℓ+ℓ− > 0.2 GeV/c2, and was shortly after also measured byBABAR [36] based on 88.9 million

BB-pairs:B(B → Xsℓ
+ℓ−) = (5.6±1.5(stat.)±0.6(exp. syst.)±1.1(model syst.))×10−6, for

mℓ+ℓ− > 0.2 GeV/c2. Belle later updated the analysis with 152 millionBB-pairs [73] and found

B(B → Xsℓ
+ℓ−) = (4.11 ± 0.83(stat.)+0.85

−0.81(syst.)) × 10−6, for mℓ+ℓ− > 0.2 GeV/c2. These

experimental results are most easily compared to an estimate by [74] for the combined branching

fractionB(B → Xsℓ
+ℓ−) = (4.18 ± 0.70) × 10−6 for mℓ+ℓ− > 0.2 GeV/c2. From this we see

that current knowledge about the decayB → Xsℓ
+ℓ− is limited by experimental uncertainties

due to limited statistics and model dependence. Increased statistics is already available and im-

proved measurements can be expected in the near future. The model dependence stems from the

uncertainty in thes→ Xs hadronization model and the fact that the experimental results to date

have all used the sum-of-exclusive modes technique where theXs hadronic system is explicitly

reconstructed. A fully inclusive measurement which does not rely on explicitXs reconstruction

has not been successful so far.

The CKM-suppressed transitionb → d has recently been observed by Belle [75] in the ex-

clusive decay channelsB → ργ andB → ωγ. With a significance of5.1σ, they measure the

combined branching fractionB(B → (ρ, ω)γ) = (1.32 +0.34
−0.31

+0.10
−0.09)× 10−6, where the uncertain-

ties are statistical and systematic. This combined branching fraction assumes the isospin relation

betweenρ+, ρ0 andω and is defined as

B(B → (ρ, ω)γ) ≡ B(B+ → ρ+γ) = 2
τB+

τB0

B(B0 → ρ0γ) = 2
τB+

τB0

B(B0 → ωγ)

BABAR has followed with a measurement [76] yieldingB(B+ → ρ+γ) = (1.06 +0.35
−0.31 ±

0.09) × 10−6 andB(B+ → ρ0γ) = (0.77 +0.21
−0.19 ± 0.07) × 10−6 observing approximately 40

events in each mode. The highest significance is found from theB+ → ρ0γ mode which has a

statistical significance of5.2σ. Also here, a combined limit has been found from a combined fit
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to all the modes yieldingB(B → (ρ/ω)γ) = (1.01±0.21±0.08)×10−6, corresponding to a sta-

tistical significance of6.3σ. The uncertainties are statistical and systematic. The corresponding

theoretical predictions areB(B → (ρ/ω)γ) = (1.38 ± 0.42) × 10−6 [77].

The CKM suppressedb → dℓ+ℓ− transition has not been measured yet. The previous search

for B → πℓ+ℓ− was done in 1990 by the MARKII experiment [78], which set the upper limits

at 90% confidence level:

B(B+ → π+e+e−) < 3.9 × 10−3

B(B+ → π+µ+µ−) < 9.1 × 10−3

No search has been reported on for theB0 → π0ℓ+ℓ− modes.

In the Standard Model, the prediction for theB → πℓ+ℓ− branching fraction is3.3 ×
10−8 [47]. The uncertainty in the prediction is approximately30% with the main contribution

coming from uncertainties in form-factor calculations. The branching fraction predicted is an

order of magnitude smaller than the one measured forB → Kℓ+ℓ−. Models beyond the Stan-

dard Model can have an observable effect on both the branching fraction as well as one.g.CP

asymmetries and lepton forward-backward asymmetries. Given the very small expected branch-

ing fraction, the only feasible observable with the currentor futureBABAR datasets will be the

branching fraction.

Investigations have been done of how the branching fractionwould be different in the frame-

work of the general two Higgs doublet model (2HDM (model III)). In this model the branching

fraction is expected to beB(B → πℓ+ℓ−) = 4.1 × 10−8 [47]. Other physics scenarios beyond

the Standard Model may possibly increase or decrease this branching fraction further, but this

has not yet been explored through phenomenological calculations.

1.3.2 Ratio of decay rates

The hadronic uncertainties that currently limit the precision of theoretical predictions, typically

cancel if we look at theratio of branching fractions. By comparing modes withe+e− andµ+µ−

in the final state,BABAR has measured the ratio of branching fractions:

RK ≡ Γ(B → Kµ+µ−)

Γ(B → Ke+e−)
=

B(B → Kµ+µ−)

B(B → Ke+e−)
(1.10)

which in the Standard Model has a very precise prediction ofRK = 1.0000±0.0001 [79]. While

the prediction of the branching fraction is depending on fragmentation models, the prediction
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of the ratio is nearly model independent, since many form-factor dependencies cancel in the

ratio. This ratio may deviate from unity if particles in the loop couple differently to muons and

electrons.E.g. if the squark in the chargino-squark loop depicted in figure 1.2b radiate a neutral

Higgs boson, this Higgs boson would decay into aµ+µ− pair more often than ane+e− pair. The

predictions forRK∗ in the Standard Model is0.73 ± 0.01 [79], due to the pole region for low

values ofq2. In this region the rate for electrons is higher than that formuons due to the low

mass of the electrons. Forq2 above4m2
µ, the two lepton modes are expected to have nearly the

same branching fraction also forB → K∗ℓ+ℓ−, andRK∗ = 0.991 ± 0.002 [79].

From the analysis ofB → K(∗)ℓ+ℓ− events,BABAR foundRK = 1.06 ± 0.48 ± 0.08 [26],

which is still statistics limited with only 46 signal eventsin the sample. Similarly,RK∗ over

the full q2 region was found to be0.91 ± 0.45 ± 0.10, These are based on a sample of 57

B → K∗ℓ+ℓ− events. Both results are consistent with Standard Model expectations. This

is also true for the result obtained when considering onlyq2 > 0.1 GeV2/c4, which yields

RK∗ = 1.40 ± 0.78 ± 0.10. A similar measurement ofRπ = B(B → πµ+µ−)/B(B → πe+e−)

can be done once a significant signal ofB → πℓ+ℓ− events is observed.

Another interesting ratio of decay rates is the ratio of the newly discovered CKM suppressed

B → (ρ, ω)γ decay and the CKM allowedB → K∗γ decays. The ratio of the branching

fractions for these two modes gives the opportunity to measure |Vtd/Vts| via the relation

B(B → ργ)

B(B → K∗(892)γ)
=

|Vtd|
|Vts|

(m2
B − m2

ρ)
3

(m2
B − m2

K∗)3

(

T ρ1 (0)

TK
∗

1 (0)

)2

(1 + ∆R) (1.11)

where the ratio ofB → K∗ andB → ρ form-factors are well predicted (TK
∗

1 (0)/T ρ1 (0) =

1.17 ± 0.09 [80] and∆R is a parameter of order10% with large uncertainty accounting for

effects of weak annihilation and NLO corrections [59]. The uncertainties in∆Rρ+/K∗+ are

rather large due to a contribution fromW+-annihilation diagram in theB+ → ρ+γ pro-

cess. To simplify the theoretical interpretation, equation 1.11 is best used with the branch-

ing fractions of theneutralmodes only. By comparing only neutral modes,BABAR determines

|Vtd/Vts|ρ0/K∗0 = (0.216+0.029
−0.031(exp.)+0.021

−0.018(theo.)). Using the combined branching fractions of

both neutral and charged modes,BABAR measures|Vtd/Vts| = (0.171+0.018
−0.027(exp.)+0.017

−0.014(theo.)),

and Belle measures|Vtd/Vts| = (0.199+0.026
−0.025(exp.)+0.018

−0.015(theo.)).

We can imagine measuring|Vtd/Vts| in a similar way using the ratioB(B → πℓ+ℓ−)/B(B →
Kℓ+ℓ−). Given that the expected branching fraction forB → πℓ+ℓ− is so low,|Vtd/Vts| will

probably be even more firmly established by the time aB → πℓ+ℓ− signal of proportions is

observed. Perhaps it may be useful as a control check one day.
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Recently CDF reported on a measurement of theB0
sB

0
s oscillation frequency∆ms [81, 82].

They measure∆ms = 17.31 +0.33
−0.18 ± 0.07 ps−1, where the first uncertainty is statistical and the

second is systematic. From this they determine|Vtd/Vts| = (0.208+0.001
−0.002

+0.008
−0.009), where the first

uncertainty is experimental and the second is theoretical.

1.3.3 CP asymmetry

CP asymmetry is also measured and predicted through ratio of decay rates, with the convenient

cancellation of hadronic uncertainties. The directCP asymmetry,ACP , is for B → K(∗)ℓ+ℓ−

decays defined as

ACP =
Γ(B → K

(∗)
ℓ+ℓ−) − Γ(B → K(∗)ℓ+ℓ−)

Γ(B → K
(∗)
ℓ+ℓ−) + Γ(B → K(∗)ℓ+ℓ−)

(1.12)

This asymmetry is expected to be small in the Standard Model.The reason for this is that the

loops contributing to theb → sℓ+ℓ− transitions are proportional toVtbV ∗
ts, VcbV

∗
cs andVubV ∗

us,

and the smallness ofVubV ∗
us (proportional toλ4) compared to the other two terms (proportional

to λ2 and−λ2, respectively), combined with the unitarity of the CKM matrix (VtbV ∗
ts + VcbV

∗
cs +

VubV
∗
us = 0), has the consequence thatb → sℓ+ℓ− is dominated by theVtbV ∗

ts-term only. Thus,

theCP violation in this transition is expected to be small in the Standard Model [83].

Using the self-tagging modes reconstructed for theB → K(∗)ℓ+ℓ− analysis,BABAR mea-

sures directCP asymmetry to beACP (B+ → K+ℓ+ℓ−) = −0.07 ± 0.22 ± 0.02 and

ACP (B → K∗ℓ+ℓ−) = +0.03 ± 0.23 ± 0.03, where the first errors are statistical and the

second are systematic. The measured values in both channelsare consistent with negligible

directCP asymmetry as expected by the Standard Model [84]. Using 89 million BB pairs,

BABAR also searched forCP asymmetry in the inclusiveB → Xsℓ
+ℓ− decays and found

ACP (B → Xsℓ
+ℓ−) = −0.22 ± 0.26 ± 0.02 [36], where the first errors are statistical and

the second systematic.

The case is expected to be different forb → dℓ+ℓ− transitions, because here the loops are

proportional toVtbV ∗
td, VcbV

∗
cd and VubV ∗

ud, which are all of the same order (∼ λ3), and this

introduces a considerableCP asymmetry in the partial rates [85,86]. TheCP -violating difference

betweenb → dℓ+ℓ− and b̄ → d̄ℓ+ℓ− is proportional to Im(VubV ∗
ud/(VtbV

∗
td) and is numerically

equivalent to−5% (−2%), assuming CKM parametersη = 0.34 andρ = 0.3(−0.3) [85].

The averageCP asymmetry in the Standard Model has also been investigated for the partial

decay rate of the exclusiveB → (π, ρ)e+e− events in the region 1 GeV<
√
s < mJ/ψ − 20

MeV by [86]. ForB → πℓ+ℓ−, A(πℓ+ℓ−)
CP is found to be between−2.2% and−6.0% depending

on assumptions for the CKM matrix parametersρ andη. TheA(πℓ+ℓ−)
CP is almost independent of
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choice of form-factor model. ForB → ρℓ+ℓ−, A(ρℓ+ℓ−)
CP is approximately zero for one choice of

form factors (Colangelo [87]) and between−2% and−5% based on another set of form factors

(Melikhov [88,89]).

1.3.4 Differential decay rates

Sinceb → sℓ+ℓ− and b → dℓ+ℓ− are three-body decays resulting from three different elec-

troweak amplitudes, the non-trivial kinematics and angular distribution have rather precise Stan-

dard Model predictions, any of which could be modified by new physics at the electroweak scale.

Measurement of these distributions, therefore, constitute tests of the Standard Model which are

not currently limited by theoretical uncertainties. Predictions have been made for the differential

decay rate as a function of the invariant dilepton mass,dΓ(B → Xsℓ
+ℓ−)/dŝ, whereŝ = q2/m2

b

andq2 = m2
ℓ+ℓ−, seee.g. [23]. Thus, it is of interest to measure the dilepton invariant mass

distribution.

BABAR has measured the differential decay rate ofB → Kℓ+ℓ− andB → K∗ℓ+ℓ− in two

bins of q2. The low statistics does not allow for more than two bins so far. The results are

generally consistent with theq2 dependence predicted by the Standard Model.

With somewhat larger statistics than for exclusive decays,the analyses of inclusiveB →
Xsℓ

+ℓ− decays have measured the differential decay rate in five bins[36]. Also these yield

results which are in agreement with the Standard Model.

1.3.5 Lepton forward-backward asymmetry

Interferences between the axial-vector currents and vector currents impact the angular distribu-

tion of b → sℓ+ℓ− andb → dℓ+ℓ−. For highq2, O9 (V) andO10 (-A) dominate, and this leads

to an effective (V-A) interaction. For lowq2 O7 (-V) dominates overO9 (V). These differences

affect the angular distribution of the decay.

The forward-backward asymmetry of the lepton angleθℓ as a function ofq2, is sensitive to

non-Standard Model physics. We defineθℓ as the angle of the positive (negative) lepton with

respect to the flight direction of theB (B) meson, measured in the dilepton rest frame [90]. The

differential forward-backward asymmetryAFB has a distinct pattern predicted by the Standard

Model. Figure 1.3 shows a simulation of the distribution ofAFB for the decayB → K∗ℓ+ℓ−

by [26]. In the presence of new physics, this pattern can be altered [23, 91]. In particular, at

high q2, the sign ofAFB is sensitive to the sign of of the product of the Wilson coefficients

Ceff
9 andCeff

10 . In the Standard Model the sign ofAFB for the highq2 region is expected to be
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Figure 1.3: Simulated distribution ofAFB as a function ofq2 for the decayB → K∗ℓ+ℓ−

(by [26]). The filled circles show the Standard Model prediction. The other curves illustrate how
AFB is sensitive to the sign of the effective Wilson coefficients. New physics contributions may
affect the effective Wilson coefficients.

positive, while it is expected to be negative for lowq2. The cross-over point is well predicted

in the Standard Model, and with enough data it can be measured. The distribution is similarly

sensitive to the sign ofCeff
7 .

Then the average lepton forward-backward asymmetryAFB is defined as:

AFB =
dΓ(cos θℓ > 0)/ds− dΓ(cos θℓ < 0)/ds

dΓ(cos θℓ > 0)/ds+ dΓ(cos θℓ < 0)/ds
(1.13)

wheres = q2/m2
B. This ratio is nearly independent of the detailed structureof the form factors.

The forward-backward asymmetry is expected to vanish forB → Kℓ+ℓ− andB → πℓ+ℓ−

because these are pseudoscalar-to-pseudoscalar decays with only one decay angle. A non-zero

AFB is expected forB → K∗ℓ+ℓ− and similarly forB → ρℓ+ℓ− since these are pseudoscalar-

to-vector decays, with three decay angles which interfere and produce a net lepton forward-

backward asymmetry. With the measured signal reported byBABAR and Belle of about 50B →
Kℓ+ℓ− events and 70B → K∗ℓ+ℓ− events each, the first measurements have been made of the

AFB. Combining all modes withq2 > 0.1 GeV2/c4, BABAR measuresAFB(B+ → K+ℓ+ℓ−) =
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0.15+0.21
−0.23 ± 0.08 [26], by a maximum likelihood fit to the distributioncos θℓ, which is consistent

with zero as expected in the Standard Model and also in many models beyond. Combining all

modes forB → K∗ℓ+ℓ− with q2 > 0.1 in a similar way, we measureAFB(B+ → K+ℓ+ℓ−) >

0.55 at 90% confidence level. The sample was also divided into two bins in q2, as the standard

model predicts negativeAFB for q2 < 4 and positiveAFB for q2 > 4. Due to the low statistics,

the bins had to be divided differently, by considering events below and above the charmonium

vetoes. A large positive asymmetry,AFB = 0.72+0.28
−0.26 ± 0.08, is found in the highq2 region

(q2 > 10.24 GeV2/c4), consistent with Standard Model expectation. This disfavors new physics

scenarios in which the product ofCeff
9 andCeff

10 have opposite sign compared to the Standard

Model. In the lowq2 region (0.1 GeV2/c4 < q2 < 8.41 GeV2/c4), a lower limit ofAFB > 0.19

is set at 95% confidence level, which does not yet allow to drawany conclusions about new

physics in this region.

AFB for B → ρℓ+ℓ− is expected to be≈ −17% [86]. The exclusiveB → πℓ+ℓ− and

B → ρℓ+ℓ− decays have also been investigated theoretically in the general Higgs doublet model

which includes effects from a neutral Higgs particles [92].The effect from a neutral Higgs boson

is expected to give sizableAFB for B → πℓ+ℓ−, however most significantly so forB → πτ+τ−.

This would be a strong test of such models if they could be measured.

For B → πℓ+ℓ− andB → ρℓ+ℓ−, however, the rates are so small that a sample of∼
1010−1011 BB mesons will be needed, and thus not likely to be studied at thecurrentB-Factory

experiments [86].

1.3.6 Lepton-flavor violating modes

In this work, the lepton-flavor violating modesB → πeµ have been reconstructed for use as

a control sample. In the Standard Model these decays may happen at a very low rate due to

neutrino mixing. However, these rates are expected to be farbelow the current experimental

sensitivity, and observation of such modes in the current data set would be a likely indication

of physics beyond the Standard Model. Lepton-flavor violating decays have for instance been

suggested through theories involving leptoquarks [25].

BABAR has searched for lepton-flavor violating decays in theB → K(∗)eµ control modes and

set an upper limit at 90% confidence level ofB(B → Keµ) < 3.8× 10−8 andB(B → K∗eµ) <

51 × 10−8.

A search by the MARK-II collaboration [78] has set an upper limit on the branching fraction

B(B+ → π+eµ) < 6.4 × 10−3 at90% confidence level. Using the reconstructed control sample

of B → πeµ events, we have also searched for any signal of lepton-flavorviolating decays in the
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analysis presented here.

1.4 Summary

With increased data samples expected within a few years, themeasurement of decay angles and

differential branching fractions inB → K(∗)ℓ+ℓ− decays can become precision measurements

and put constraints on the Standard Model and models beyond it. With the branching fraction

of B → πℓ+ℓ− andB → ρℓ+ℓ− expected to be1 − 2 orders of magnitude smaller than this,

it will still be a while before differential decay rates, forward-backward asymmetries andCP

asymmetries can be measured for these modes.



Chapter 2

The BABAR experiment

The data for this analysis has been collected by theBABAR detector [93] at the PEP-II collider

[94,95] at the Stanford Linear Accelerator Center (SLAC) inCalifornia, USA (figure 2.1).

Figure 2.1: Photos of the SLAC site (left) and theBABAR detector (right).

2.1 The accelerator facility

PEP-II is ane+e− asymmetric collider operating at a center-of-mass energy of 10.58GeV, which

corresponds to the mass of theΥ (4S) resonance. TheΥ (4S) is a bound state of abb̄ quark pair

which is above the mass threshold for decaying into aBB meson pair. The branching fraction

17
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B(Υ (4S) → BB ) is close to 100 %.

The cross-section fore+e− → bb̄ is measured from theBABAR data to be 1.11 nb1, compared

toσ(e+e− → cc̄) = 1.35 nb and
∑

q=u,d,s σ(e+e− → qq̄) = 2.09 nb. Comparing the cross-sections,

we see that there is a substantial background of continuum light-quark events (e+e− → qq̄, where

q = u, d, s, c) in the data collectedon theΥ (4S) resonance. To study this background, PEP-II

has run with energies below the peak of theΥ (4S) resonance.

In PEP-II, 9.0 GeV electrons collide with 3.1 GeV positrons,giving the center of mass a

Lorentz boost ofβγ = 0.56 in the direction of the incoming electron beam2. This boost is

needed in order to separate the two decayingB-meson vertices. Because theΥ (4S) is so close

toBB-production threshold, the twoB mesons are produced almost at rest in the center-of-mass

frame. Due to the boost they typically move∼ 250 µm before decaying, which is a measurable

distance in theBABAR detector.

Due to the different beam energies, the machine needs two storage rings. The high-energy

ring (HER) is used for electrons, and uses the old PEP (“Positron-Electron Project”) ring. The

low-energy ring (LER) was constructed for theBABAR experiment and stores positrons. The rings

are about 2.2 km in circumference and have hexagonal geometry with six straight segments. It

further uses the powerful injection system of the linear accelerator built for the Stanford Linear

Collider (completed in 1989) which injects the acceleratedparticles into the PEP-II beam lines.

The two beams are brought to collide in Interaction Region 2 (IR-2) where theBABAR detector is

located.

2.2 The data sample and luminosity

The purpose of theBABAR experiment is to studyCP violation and rareB-meson decays with

extremely high precision, in order to determine parametersof the Standard Model and search

for effects of physics beyond it. This requires a high-statistics data sample. Thee+e− collisions

provide a clean environment in the sense that event multiplicities are low (there is on average

ten tracks in aBABAR multihadron event) and the four-momentum of the center-of-mass frame

is well defined. A-high statistics sample is obtained by highluminosity, L. Luminosity is a

machine parameter relating the event rateR with the interaction cross sectionσint:

R = L · σint. (2.1)

1The cross-section (σ) is measured in units ofbarn (b), defined as 1 b =10−28 m2. Thus anano barnis 1 nb =
10−37 m2.

2β is the speed of the moving frame relative to the speed of light(β = v
c
) andγ is the Lorentz factor (γ = 1√

1−β
).
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In a symmetric collider, the luminosity is given by

L = f
n1n2

4πσxσy
= f

n1n2

4
√

ǫxβ∗
xǫyβ

∗
y

(2.2)

wheren1 andn2 are the number of particles per bunch,f is the frequency of collisions,σx
andσy characterize the Gaussian transverse beam profiles in the horizontal (bend) and vertical

directions, andǫx is the transverse emittanceǫ = πσ2/β, β is the amplitude function andβ∗ is the

value of this amplitude function at the interaction point. In order to obtain high luminosity, one

needs to make high-density bunches of low emittance to collide at high frequency at locations

where the beam optics provide as low values of the amplitude functions as possible. At PEP-II

there are collisions approximately every 4.2 ns.

The focus in designing the PEP-II collider was therefore to obtain a high instantaneous lu-

minosity. The design luminosity ofL = 3 × 1033 cm−2s−1 was reached within about a year

of operation. On August 16, 2006, it reached its record luminosity thus far of12.07 × 1033

cm−2s−1. A large data sample also requires efficiency of the detectorin recording all the events.

TheBABAR datataking is typically 98% to 99% efficient, and averaged over all the years of data

taking thus far, it has about96% efficiency. PEP-II is typically in operation 24 hours a day and

7 days a week for several months at at time, with only short downtimes due to unforeseen prob-

lems or periodical machine development days. Each such longperiod of operations constitute

a run. Since startup, there have been five runs, ranging in length from seven months for Run 3

to sixteen months for Run 5. Between each run, a shutdown of a few months accommodates

machine or detector upgrades. At the end of Run 5 in August 2006, PEP-II had integrated more

thanL =
∫

dtL = 400 fb−1 of integrated luminosity since the startup, andBABAR had collected

more thanL = 390 fb−1 (figure 2.2). Theintegratedluminosity has been greatly improved by the

introduction of trickle injection, which involves filling the beams at a low rate during datataking

so that pauses due to filling of beams are avoided.

The data sample used for this analysis consist of all good data taken from October 1999

through May 2004, corresponding to theBABAR datasets Run 1 through Run 4. The integrated

luminosity amounts to209 fb−1 of data collected on theΥ (4S) resonance, as well as21.5 fb−1

of data collected slightly below theΥ (4S) resonance in order to have a data control sample

consisting solely ofe+e− → light quark events. The on-resonance data sample corresponds to

230 × 106 BB pairs.

The sample is partitioned into several subsets (blocks) based onBABAR running conditions.

Table 2.1 lists each subset and itsBB count and integrated luminosity:
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Figure 2.2: Integrated luminosity at the PEP-II collider from 1999 to 2006.

• Run 1 corresponds to data taken from October 1999 through theend of 2000, with an in-

tegrated luminosity of19.3 fb−1 on-resonance. This run is further divided into two blocks,

defined by different operating voltages of the DCH (see section 2.3.2):

block 1 (10.0 fb−1 on-resonance) had a DCH voltage of 1900 V, while

block 2 (9.3 fb−1 on-resonance) had a DCH voltage of 1960 V.

• Run 2 corresponds to data taken in 2001-2002, with an integrated luminosity of59.5 fb−1

on-resonance. The DCH voltage at the time was 1930 V. This runhas been divided into

two blocks because of different muon identification performance.

In 2001,34.6 fb−1 were collected on-resonance;

in 2002,24.9 fb−1 were collected on-resonance.

• Run 3 corresponds to data taken in 2002-2003, with an integrated luminosity of30.7 fb−1
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Number of BB Integrated luminosity ( fb−1)
Run Year Block (/106) On-Res. Off-Res.

1 2000 1 10.84 10.0 0.9

1 2000 2 10.21 9.3 1.4

2 2001 1 38.80 34.6 3.7

2 2002 1 27.02 24.9 3.2

3 2003 1 33.83 30.7 2.4

4 2004 1 109.45 99.4 9.9

Total 230.15 208.9 21.5

Table 2.1: Number ofBB decays and integrated luminosity of the 1999-2004 data sample for
the various subsets of good data.

on-resonance. Like Run 4 it consists of a single block with DCH voltage of 1930 V.

• Run 4 corresponds to data taken in 2003-2004, with an integrated luminosity of99.4 fb−1

on-resonance.

The efficiencies are compared between data and simulated samples for each block indepen-

dently, and any post-processing corrections are done on a block-by-block basis.

2.3 The detector components

The BABAR detector [93], shown in figure 2.3, surrounds the PEP-II interaction region and has

five sub-detector systems at different radial distances from the beam line, each serving compli-

mentary functions in order to fully reconstruct the decay oftheB-mesons and identify the decay

products. The detector is constructed with a cylindrical barrel part and one end-cap on the for-

ward and backward side. Due to the asymmetric energies and the resulting boost of the decaying

particles in laboratory frame, the detector has been built in an asymmetric way. The barrel part

of the detector stretches about 37 cm longer in the forward direction than in the backward di-

rection relative to the nominal interaction point and the forward direction is equipped with more

detectors, while read-out electronics and support structures are placed at the rear of the detector

if possible.

The coordinate system in the lab frame is defined so that thez axis is parallel to the magnetic
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field of the solenoid and in the direction of the high-energye− beam. They axis points vertically

upward and thex axis points horizontally, away from the center of the PEP-IIring. The origin

is the nominal location of the interaction point. The real interaction point is measured on an

event-by-event basis by measuring the primary vertex of thecharged tracks in the event. The

azimuthal angleφ runs from−π to π, and the polar angleθ, between the track direction and the

z axis, runs from0 to π.

2.3.1 The silicon vertex tracker (SVT)

The silicon vertex tracker consists of five layers of 340 double-sided silicon microstrip sensors.

The inner three layers are located as close as possible to the27.9 mm radius beam pipe in order

to measure the position and angle of traversing tracks with ahigh precision. The hit resolution

in the SVT ranges from 20µm to 40µm. The track position and angle are of great importance

for a precise reconstruction of vertices; in particular of the two decayingB mesons, but also the

vertices of theB-meson decay products. The vertex resolution for a fully reconstructedB decay

is 50µm - 100µm in thez-direction, and 100µm - 200µm in ther − φ direction. The two

outer layers of the SVT provide further precision tracking which is especially important for the

alignment of the SVT and DCH tracks. The analysis consideredin this work, uses information

from theB decay vertex to reduce background from incorrectly reconstructedB mesons which

may have tracks originating from differentB-mesons and thus different vertex positions.

The SVT is also important to identify tracks with a low transverse momentum,pT . The SVT

provides the only tracking for charged particles withpT < 120 GeV/c. One type of events relying

on this information is decays involving aD∗± → D0π±
s , where theπ±

s has has a low momentum

(is slow) due to the small difference between the masses of theD∗ and theD0 mesons.

In the forward direction, the SVT cover tracks from the interaction point down to about 20◦

from the beam line and in the backward direction the angular coverage is down to about 30◦. The

angular coverage is constrained by machine (PEP-II) components.

2.3.2 The drift chamber (DCH)

The main tracking detector forBABAR is the 40-layer wire drift chamber, whose principle pur-

pose is momentum measurements for charged particles. The DCH is one of the main inputs to

the BABAR trigger. The chamber has low-mass wires and is filled with a gas mixture of about

80% helium and about 20% isobutane to minimize multiple scattering. The DCH uses a hexag-

onal small-cell design with individual sense wires surrounded by ground wires. The cells are
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Figure 2.3:BABAR detector, side view (top) and end view (bottom).
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organized in 10 superlayers of alternating axial and left- or right-stereo orientation, providing

spatial coordinates with a resolution in thez-direction of700µm [96]. The single-cell average

resolution in thex− y direction is 125µm.

The sense wires in the DCH are currently operated at 1930 V, corresponding to an avalanche

gain of∼ 4 × 104. The design was to operate it at 1960 V, but due to continuing problems with

discharges from one of the sections, the voltage was loweredto 1900 V at the start of Run 1. The

damaged section was later turned off and water vapor was added to the gas mixture and after this

addition no more discharges were seen.

The reconstruction of charged-particle tracks relies on information from both the SVT and

the DCH. A Kalman filter algorithm [97] is used, and the trajectories of the charged particles are

parameterized with 5 parameters:d0, φ0, ω, z0 andtanλ, and their associated error matrices.

The parameters are measured at the point of closest approach, poca, to thez-axis;d0 andz0 are

the distances of this point to the origin of the coordinate system in thex− y-plane and along the

z-axis, respectively. The angleφ0 is the azimuth of the track,λ is the dip angle with respect to

the transverse plane andω = 1/pT is the curvature. The track resolution isσz0 = 29µm, σd0 =

23µm, σφ0
= 0.43 mrad,σtan λ = 0.53× 10−3 [93]. The resolution of transverse momentum has

been measured using cosmic ray particles and is [96]:

σpT
/pT = (0.45 ± 0.03)% + (0.13 ± 0.01)% · pT

A good resolution on the track parameters is also crucial forthe quality of the Cherenkov

angle reconstruction in the DIRC subsystem. The analysis presented here onB → πℓ+ℓ− relies

on the Cherenkov angle reconstruction for excellent pion identification.

The DCH also provides particle identification for low-momentum tracks using the measured

energy loss due to ionization (dE/dx, figure 2.4).

2.3.3 The Cherenkov-radiation detector (DIRC)

The Detector of Internally Reflected Cherenkov light (DIRC)is a ring imaging Cherenkov detec-

tor for charged-particle identification, and in particularprovides separation of kaons and pions

from about 500 MeV/c up to the kinematic limit of about 4.5 GeV/c. It consists of 144 syn-

thetic fused silica quartz bars with a thickness of 8 cm whichruns the length of the barrel part of

the detector (4.9 m). When a relativistic charged particle with momentum above the Cherenkov

threshold traverses the quartz bars, photons are emitted ina cone around the charged-particle

trajectory, and the light is transported by total internal reflection to the rear end of the detector
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Figure 2.4: Scatter plot showingdE/dx versus momentump in the DCH from beam background
trigger data with parameterized Bethe-Block curves for different mass hypotheses.

where it is projected on to a plane of 10752 photo-multiplier-tubes (PMTs) (figure 2.5).

From the PMT measurements, an image of the Cherenkov ring (orpieces of it) is recon-

structed. The radius revealing the angle of the Cherenkov cone:

θC =
1

βn
(2.3)

with β = v/c andn is the refractive index in the medium. Since the Cherenkov angle depends

on the particle velocity, the different angles at a given momentum is used to identify the charged

particles (see figure 2.6).

The angular resolution of the DIRC photon detection is about10.2 mrad, and the measured

time resolution is 1.7 ns, close to the intrinsic 1.5 ns transit time spread of the PMTs. TheKπ

separation provided by the DIRC for tracks at 3 GeV/c is about4.2σ, which is within15% of the

design goal [98].
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Figure 2.5: Schematic concept of the DIRC. Cherenkov light released in the silica material is
guided towards the back of the detector where 10752 photo-multiplier tubes record the signals
and and allow for reconstruction of the characteristic Cherenkov ring images used in particle
identification.

2.3.4 The electromagnetic calorimeter (EMC)

BABAR ’s electromagnetic calorimeter consists of 6580 CsI(Tl) scintillating crystals for measur-

ing energy deposited by neutral and charged particles over an energy range of 20 MeV to 4 GeV.

It is the only sub-detector for detecting photons and the main detector for identifying electrons.

Photons and electrons interact with the scintillating material and form electromagnetic showers

of photons and electron-positron pairs. The resulting shower shapes are characteristically dif-

ferent than for muons or hadrons which interact mainly through ionization of the material in

the calorimeter. Hadrons can also interact with the nuclei of the atoms making up the crystals,

although the calorimeter only amounts to less than one interaction length (λ).

An electromagnetic shower induced by electrons of more than300 MeV typically deposits

energy in more than 10 crystals, while the largest fraction of the shower is contained in 2-3

crystals.

Lateral and longitudinal shower shapes are used to separatephotons and electrons from

muons and charged hadrons, and from neutrons and merged3-π0 decays as well as debris from

3π0 mesons where the two photons are nearly collinear in the laboratory frame and leave a single bump in the
EMC.



2.3. THE DETECTOR COMPONENTS 27

pLab (GeV/c)

θ C
 (

m
ra

d)

e
µ

π

K

p
650

700

750

800

850

0 1 2 3 4 5

0

2

4

6

8

10

2 2.5 3 3.5 4

momentum (GeV/c)

π-
K

 s
ep

ar
at

io
n 

(s
.d

.)

BA BA R

Figure 2.6: The DIRC providesK/π separation from about 500 MeV/c up to the kinematic limit
of about 4.5 GeV/c.

hits of background events. Hadrons tend to have a more irregular shower shape in the EMC. The

shape can be characterized by the following variables:

• The lateral moment LAT of the shower energy deposition [99],defined as LAT=
∑n
i=3Eir

2
i /(E1r

2
0 +E2r

2
0 +

∑n
i=3Eir

2
i ) where then crystals in the EMC cluster are ranked

in order of deposited energyEi, r0 = 5 cm is the average distance between crystal centers,

andri is the radial distance of crystali from the cluster center, which is calculated as the

center of gravity with linear energy-weighting for every crystal.

• The Zernike momentsAnm [100] measure the irregularity of the shower shape. We use

only A4,2 =
∑n
i

Ei

Etot
[4( ri

R0
)4 − 3( ri

R0
)2]e−2iφi whereri andφi are the radial and angular

separation of crystali with respect to the cluster center,Etot is the total energy of the

cluster andR0 is a cutoff radius of 15 cm.

• For charged tracks, the longitudinal shape of the shower canbe described by the distance

∆φ between the centroid of the cluster and the extrapolation ofthe corresponding track at

the surface of the EMC.∆φ typically has a wider distribution for hadron tracks than for

electron tracks, and for electrons we typically have0.0 rad< ∆φ < 0.07 rad [101].

• Electrons with their low mass are likely to deposit all theirenergy in the EMC, and can

be identified from the fact that the measuredE/p is close to unity. Muons and pions only
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deposit ionization energy and has anE/p distribution peaking at values smaller than unity.

Anti-protons interact with the detector material and yieldsE/p > 1.

The energy resolution of the EMC is measured from calibration runs with a radioactive

source. These runs are typically performed once every 15-30days and have a length of 40-60

minutes. The energy resolution is found to be [102]:

σE
E

=
(2.30 ± 0.03 ± 0.3)%

4

√

E(GeV)
⊕ (1.35 ± 0.08 ± 0.2)% (2.4)

with the two terms added in quadrature. The uncertainties are statistical and systematic, where

the statistical uncertainty comes from the fit and the systematic one mainly comes from uncer-

tainties in the asymmetry of the photonE/Etrue distribution.

The angular resolution is determined from the transverse crystal size and the distance from

the interaction point:

σθ = σφ =





4.15 ± 0.04mrad
√

E(GeV)
+ (0.00 ± 0.00)



mrad (2.5)

The energy-dependent term in each of these expressions arises from fluctuations in photon

statistics as well as electronics and beam-background noise. The constant term is dominant at

high energies and arises from non-uniformities in light collection, shower leakage or absorption

in the material between and in front of the crystals and calibration uncertainties.

The mass resolution of reconstructedπ0 mesons decaying into two photons is 6.5 MeV, illus-

trated by the plot in figure 2.7.

2.3.5 Instrumented flux return (IFR)

Outside of the electromagnetic calorimeter, a superconducting solenoid provides a magnetic field

of 1.5 T needed to measure the charged-particle momenta. Thesolenoid is surrounded by steel

plates which functions both as magnetic flux return and as muon detector and hadron absorber.

The steel plates vary in thickness from 2 cm for the innermostplates to 10 cm for the outer plates.

The flux return is instrumented between the layers of steel, and the instrumentation used for

the data sample considered here has been Resistive Plate Chambers (RPCs) [103]. There are 18

layers of steel with 19 layers of RPCs in the barrel part of thedetector, and there are 18 layers of

RPCs in each of the end caps. There is a total of 65 cm (four interaction lengths (λ)) of iron in

the barrel and 60 cm of iron in each end-cap. During the summerof 2002 the forward end-cap
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Figure 2.7: Invariant mass of two photons (π0 → γγ) in hadronic events with the energy of both
photons above 30 MeV andπ0 energy above 300 MeV. The solid line is a fit yielding a width of
6.5 MeV.

was increased to about six interaction lengths. There is around one interaction length before the

first RPC layer. The penetration depth of a track in the IFR is used to distinguish muons from

hadrons.

2.3.6 TheBABAR trigger

TheBABAR trigger has two levels. The first level trigger (L1) is a hardware trigger which selects

physics events based on simple detector signals to reduce beam-background down to a level (2

kHz) acceptable for the software trigger (L3) which decideswhich events are being stored for

offline processing (a few 100 Hz).

The L1 trigger decision is based on track segments from hits in the DCH, showers in the EMC

and hits in the IFR. The latter is used mainly for triggeringµ+µ− events and cosmics, while the

DCH and EMC triggers provide the main trigger inputs forB-physics processes.

The L3 trigger software comprises event reconstruction andclassification, a set of selection

filters, and monitoring. A better DCH tracking (vertex resolution) and EMC clustering filters

compared to the L1 information allow for a greater rejectionof beam-induced background and

Bhabha events. The total trigger efficiency is required to exceed 99% for allBB events and at

least 90% for other physics events.
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2.4 Event reconstruction

In order to study properties ofB-meson decays, the mesons are reconstructed from their decay

products. These are detected as charged-particle tracks, or as clusters of energy deposits in the

detector. This section describes the algorithms used in this analysis to select high-quality tracks

and neutrals and to identify leptons, photons and hadrons toreconstruct theB-meson from its

decay products consisting of two leptons and one pion. We also describe control samples which

are used to validate the particle identification efficiencies.

2.4.1 Selection of tracks and neutrals

The tracks used as lepton candidates are required to have a distance-of-closest approach (doca) to

the interaction point of less than1.5 cm in thex− y plane and less than10 cm in thez-direction.

The lepton tracks are further required to have a transverse momentumpT of at least 100MeV/c,

and to pass the quality requirement that it must have at least12 hits in the DCH.

The requirements on hadron tracks (K±, π±) are similar, but to allow also low-momentum

hadrons, we impose no requirement on the track’s transverse-momentum and no requirement on

number of DCH hits associated with the track.

Photons are reconstructed as neutral clusters in the calorimeter which are not associated with

any tracks. To separate good photons from other neutral deposits in the calorimeter, we require

the particle to deposit a minimum energy of30 MeV, and require the lateral moment LAT to be

less than 0.8.

2.4.2 Particle identification

This section introduces the identification algorithms usedin this analysis for distinguishing the

different particle species.

Electron identification

Electron candidates are identified combining information from the EMC, DIRC, and DCH. The

tracks must be within the acceptance of the tracking and EMC detectors (−0.74 rad< θ < 0.84

rad), a minimum of four crystals must be associated with the cluster resulting from the pass-

ing electron track, and the measured energy deposit should be close to the track momentum:

0.5 < E/(p · c) < 1.5. These preselection criteria separate electrons from muons. In addi-

tion, a likelihood fraction is constructed to separate electrons from hadrons by combining lateral
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and longitudinal shower shapes (LAT , ∆φ) andE/p from the EMC and ionization energy loss

dE/dx from the DCH. For low-momentum tracks, information from theDIRC is used as well. If

at least 6 photons are expected in the Cherenkov ring image for the given track momentum, then

at least 6 photon must also be measured. This ensures a reliable Cherenkov angle measurement,

and also removes kaons and protons below the Cherenkov threshold. If less than 6 photons are

expected for the given particle momentum, then the DIRC information is ignored, as it does not

provide enough information. If the track passes this selection, the Cherenkov angle is taken into

account for the likelihood fraction.

Overall, the selection efficiency from this algorithm is between92% to 95% as shown in

figure 2.8. The misidentification rate of pions is less than 0.2%. Kaons and protons with mo-

mentum below500 MeV/c have selected at a rate of2%− 10%, however, tracks with such a low

momentum are rarely used.
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Figure 2.8: Electron selection efficiency as a function of momentum in Monte Carlo and data
e+e− → e+e−γ control sample. The left plot shows the efficiency ofe+ in data (points) and in
Monte Carlo (open circles), the middle plot shows the same for e−, and the right plot shows the
ratio of efficiencies in data and Monte Carlo fore+ ande− tracks.

Electron bremsstrahlung recovery

When ultra-relativistic particles get deflected by the fieldsurrounding an atomic nuclei, they emit

photons to conserve four-momentum. For the energies relevant toBABAR data, only the electrons

(due to their small mass) display any measurable amount of this Bremsstrahlung effect [104].

We attempt to recover the original electron energy by combining the electron candidates with

nearby photons,i.e. the photon must lie within an angular region in the polar angleθ of:

|θe − θγ | < 35 mrad
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and within the following region in the azimuth angleϕ:

ϕe
−

0 − 50 mrad < ϕγ < ϕe
−

cent. for e−,

ϕe
+

cent. < ϕγ < ϕe
+

0 + 50 mrad for e+

Here, (θ0, ϕ0) is the initial direction of the electron track, evaluated at the interaction point,

and (θcent., ϕcent.) is the centroid position of the associated calorimetric shower. Only photons

with an energyEγ > 0.030 GeV are considered, and it also has to pass the quality criteria of

0.0001 < LATγ < 0.80 andZernike(42) < 0.25.
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Figure 2.9:e+e− invariant mass with and without bremsstrahlung recovery. The distributions
contain Monte Carlo simulations ofB → J/ψK events.

Muon identification

Muons are identified by their penetration depth in the IFR andenergyEcal deposited in the EMC.

The latter is effective in removing electrons from the sample, while information from the IFR is

mainly used to distinguish between muons and hadrons.

Muons are generally the particle which travels through the most material, while hadrons are

stopped in the iron plates to a greater extent. Thus the penetration depthNmeas.
λ (in units of

interaction lengths) and its deviation∆Nλ from expectation for aµ-track are useful parameters.

The hits in the IFR are matched to the track extrapolation from the DCH, and a goodness-of-

fit parameterχ2
match/d.o.f. is used to reduce background from neutral hadrons in close proximity

with another track.
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Similarly, a parameterTC describes the continuity of the track and is used for tracks in the

forward end cap and the boundary between barrel and forward end-cap. This is to guard against

artificially large number of interaction lengths due to random hits from beam background in close

proximity with a pion track.

Hits in the IFR cluster are parameterized by a third-order polynomial fit in three dimensions,

and the goodness-of-fitχ2
fit/d.o.f. can be used to suppress hits from beam-background events.

The average multiplicitym of hit strips per layer as well as its standard deviationσm is also

used to remove events with random beam background.

All of this information is combined into a neural network algorithm which gives a continuous

output variable between 0 (background-like) and 1 (signal-like). Different levels of muon effi-

ciency and hadron rejection can be achieved by changing the neural network output values. The

selection used here is rather tight, and has a muon efficiencyof about70% for momenta higher

than1.5 GeV/c, which is the momentum needed for a charged particle to reachthe IFR detector.

The mis-identification rate for pions using this selection,is about3%. Misidentification of kaons

are generally lower than that of pions, with the exception ofkaons with momentum larger than

4.0 GeV/c. The muon efficiency as a function of particle momentum is shown in figure 2.10.
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Figure 2.10: Muon selection efficiency as a function of momentum in Monte Carlo and data
e+e− → µ+µ−γ control sample. The left plot shows the efficiency ofµ+ in data (points) and
in Monte Carlo (open circles), the middle plot shows the samefor µ−, and the right plot shows
the ratio of efficiencies in data and Monte Carlo forµ+ andµ− tracks. As can be seen from the
left and middle plots, the muon efficiency turns on for particle momenta of0.7 GeV/c which
is the threshold momentum for a track to reach the IFR detector. The efficiency is slightly
overestimated in the Monte Carlo simulations for particle momenta between0.7 GeV/c and1.5
GeV/c, as is seen from the right plot.

A loosemuon selection is also used for a hadronic control sample fortheB → πℓ+ℓ−

analysis (Chapter 4). This has a looser selection criterionon the neural-network output which
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gives a muon identification efficiency of nearly90%, and a mis-identification rate of pions and

kaons of8% and1 − 2%, respectively.

Charged kaons

The identification of charged kaons combine information from the SVT, DCH and the DIRC

into a likelihood fraction. For each charged track, a likelihood is calculated for each particle

hypothesis. The total likelihood is the product of likelihoods:

L = LDIRC · LDCH · LSV T . (2.6)

We require that the fraction of likelihoods of being a kaon over that of being a pion is high

(Lkaon/Lpion > 0.9 or a momentum-dependent requirement if the momentum is larger than 2.5

GeV/c), and at the same time that the fraction of likelihoods of being a kaon over that of being

a proton is high. Here the requirement is less strict (Lkaon/Lproton > 0.20, also here with a

momentum dependent requirement for tracks withp > 2.5 GeV/c). In addition, the track must

not be identified as an electron, unless its momentum is less than 40MeV/c.

For the likelihoods from the SVT and DCH, the measured dE/dx is compared against the

expected dE/dx from the Bethe-Bloch parameterization. TheDCH likelihood is calculated based

on a Gaussian probability-density function, and the SVT likelihood is calculated based on a

Bifurcated Gaussian probability-density-function. The likelihood from the DIRC is based on the

Cherenkov angle, the number of photons and the track quality.

The efficiency of the kaon selection is more than80% for most of the momentum spectrum

(see figure 2.11), with a mis-identification rate from pions and muons of a few percent, the largest

being∼ 5% for tracks with momentump > 3.5 GeV/c. The kaon identification for particle

momenta below0.7 GeV/c relies mainly ondE/dx measurements in the DCH. Forp > 0.7

GeV/c, the kaon identification relies on the DIRC.

Charged pions (π±)

The charged pionπ± candidates are selected based on the same likelihood structure used

for selecting charged kaons, only here the requirements arethat Lkaon/Lpion < 0.2 and that

Lproton/Lpion < 0.5. Again, the track is required to fail the electron identification criteria.

The efficiency of the pion identification is highest for the low-momentum tracks,80% to

90% efficent for most of the kinematic region used here, then dropping off a bit for the highest-

momentum tracks (see figure 2.12). Kaon mis-identification rates are between 2% and 10%, with
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Figure 2.11: Kaon selection efficiency as a function of momentum in Monte Carlo (MC) and
dataD∗+ → D0π+

s , D0 → Kπ control sample. The left plot shows the efficiency ofK+ in
data (points) and in Monte Carlo (open circles), the middle plot shows the same forK−, and
the right plot shows the ratio of efficiencies in data and Monte Carlo forK+ andK− tracks.
Kaon identification for particle momenta below0.7 GeV/c relies ondE/dxmeasurements in the
DCH. Forp > 0.7 GeV/c, the kaon identification relies on the DIRC. The right plot shows a dip
in the data/MC ratio due to incorrect modeling of the transition region in the Monte Carlo.

a misidentification rate from muons of about40%. The pion identification for particle momenta

below1.1 GeV/c relies mainly ondE/dxmeasurements in the DCH. Forp ≈ 0.7 GeV/c, kaons

become visible in the DIRC, and above this momentum, thedE/dx measurement in the DCH

looses its discriminating power and kaon/pion separation relies mainly on the DIRC detector.

Neutral pions (π0)

We constructπ0 candidates from two neutral clusters in the EMC consistent with two photons.

π0 candidates are required to satisfy the following requirements:

• 0.115GeV< mπ0 < 0.150GeV

Heremπ0 , the invariant mass of the two photons, is calculated at theγγ origin, which is

taken to be theℓ+ℓ− vertex position.

• 0.050GeV< Eγ < 10.0GeV

• 0.0< LATγ < 0.80
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Figure 2.12: Pion selection efficiency as a function of momentum in Monte Carlo (MC) and
dataD∗+ → D0π+

s , D0 → Kπ control sample. The left plot shows the efficiency ofπ+ in
data (points) and in Monte Carlo (open circles), the middle plot shows the same forπ−, and the
right plot shows the ratio of efficiencies in data and Monte Carlo for π+ andπ− tracks. A dip is
seen in the data/MC ratio in the right plot for particle momentap ≈ 0.9 GeV/c due to imperfect
modeling in the Monte Carlo of the region where pion/kaon separation transitions from relying
on the DCH and to relying on the DIRC.

2.4.3 Data control samples

With the very large dataset collected byBABAR the precision of the measurements is high, and

small differences between the Monte Carlo (MC) simulated events and real data events can have

a measurable impact on the physics results.

Tuning and performance studies of particle identification is done with high-purity data control

samples:

• Muon identification, as well as muon contamination to other particle selectors, is studied in

a control sample ofe+e− → µ+µ−γ events, selected by requiring exactly two oppositely-

charged tracks and one photon consistent with the four-momentum of the incoming elec-

tron and positron. Muon identification criteria are appliedto one of the tracks and the

efficiency of the criteria can be tested by applying it to the other track. Since this is a

three-body decay, the muon efficiency can be measured over a wide range of momenta.

• Identification of charged kaons and pions are checked with a control sample ofD∗+ →
D0π+

s , which is selected from its signature of a slow (low-momentum) pion and small

mass difference∆m(D∗+−D0). TheD0 decays into aK− and aπ+, and its decay products

can be used as control sample for kaons and pions. This data sample is also used to check

pion efficiency by the kaon selection and vice versa, as well as kaon efficiency by lepton
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selectors.

• Pion contamination in the electron and muon selection is checked with a control sample

of e+e− → τ+τ− events where one of the taus decay into a 3 particles (3-prongdecay)

(τ− → π−π+π−ντ ) and the other decay is a more common (∼ 85%) 1-prong decay with

one charged particle and at least one neutrino.

• Electron efficiency, as well as electron contamination to other particle identification algo-

rithms, is studied in a control sample of radiative Bhabha events (e+e− → e+e−γ). Similar

to the muon control sample, these events are selected by requiring exactly two oppositely-

charged tracks and a photon with total energy and momentum consistent with the incident

particles. The highest-momentum track is identified as an electron via itsE/p, and the

other track is used to study the selection efficiency.

Using these control samples, identification efficiencies are determined for each particle se-

lection algorithm for each particle type, and in the Monte Carlo, the particle ID efficiency is

adjusted to match the data. The measured efficiencies are stored in look-up-tables which hold

the identification efficiencies for each run block in different bins of particle momentum,φ andθ.

The control samples typically consist of low-multiplicityevents, and an additional correction

is done here to check the efficiencies in multihadron events.For this we use charmonium control

samples, which have the same final states as signal. This procedure is described in section 4.4.

All simulated events are thus corrected for data–MC differences at several levels:

• Particle identification differences are studied in data control samples and simulations of the

same processes, and high-precision correction by data/MC ratios are found for all charged

particles as a function of particle momentum and direction.Each identified track has been

corrected according to this procedure.

• Particle identification is also studied in event types similar to signal by using charmonium

control samples. A correction is applied for the total efficiency per block.

• Relative differences between the tracking efficiencies in data and Monte Carlo is found

from comparing tracks detected in the SVT and the DCH detectors. Systematic uncertain-

ties on this method is obtained from studying a control sample of 3-1 prongτ τ̄ decays.

Events withK0
S decays provide an additional control sample for tracks witha vertex dis-

placed from the interaction point. Tracking efficiencies have been studied in the data and
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in Monte Carlo, and correction factors applied according tomomentum and direction for

all tracks with quality criteria applied.

• π0 efficiencies are studied in data and Monte Carlo using a control sample ofτ τ̄ events and

measuring the double ratio(τ→ρ)data/(τ→ρ)MC

(τ→π)data/(τ→π)mc
. Momentum-dependent weights have been

applied to events containingπ0 candidates.



Chapter 3

Experimental techniques

The experimental setup ofBABAR and PEP-II is such that kinematic features of the events can

be used to distinguish between signal and background. This chapter introduces some of the

most common quantities typically used inBABAR analyses, and which are used in the analysis

described in the next chapter.

3.1 Event-shape variables

With PEP-II beam energies of 10.58GeV, just above threshold forBB production, the twoB-

mesons are produced almost at rest in the center-of-mass frame. Therefore, the decay particles

from the twoB mesons are isotropically distributed. This is not the case,however, for the

light-quark background which makes up about2/3 of the events at 10.58GeV. Events with

e+e− → qq̄, whereq = u, d, s, c, produce lighter meson decay products with higher momentum,

and this makes the event shapes more jet-like.

A set of variables describing the event shape is commonly used in HEP analyses (see

e.g.[105]). Unless stated otherwise, these are always defined inthe center-of-mass frame. The

variables considered in this analysis (plots can be seen in section 4.2.2) are the following:

• Fox Wolfram moments[106], defined as

Hl =
1

E2
vis

∑

i

∑

j

|~pi||~pj|Pl(cosθij), (3.1)

whereEvis is the total visible energy of the event,~pi and~pj are the momenta of particlesi

andj, andθij is the angle between the momenta of particlei andj. Pl is the Legendre [107]

39
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polynomial of orderl. In this work, only the ratio of second to zeroth Fox-Wolframmo-

ments is used:

R2 =
H2

H0
. (3.2)

The distribution ofR2 is close to zero for a perfectly isotropic event and close to 1for a

perfectly back-to-back two-jet event. Thus, at theΥ (4S) resonance,B decays tend to have

a distribution around 0.2 while continuum events tend to peak around 0.7 in this variable.

• Thrust: The quantity thrust T is defined by [108]:

T = max|~n|=1

∑

i |~n · ~pi|
∑

i |~pi|
(3.3)

and the thrust axis is given by the~n vector for which the maximum is attained. The value

range is1/2 ≤ T ≤ 1, with a 2-jet event corresponding toT ≈ 1 and an isotropic event to

T ≈ 1/2.

The direction of the thrust axis can also be used to separate the jet-like continuum events

from the isotropicBB events. In this analysis, we define an angleθthrust as the angle

between the thrust axis of the reconstructedB and the thrust axis of the remaining particles

in the event.| cos θthrust| has a uniform distribution in signalBB events becauseB-decays

do not have a well defined thrust axis. However,| cos θthrust| peaks around 1 for continuum

events, since the thrust axes of the two jets are back-to-back.

• Legendre moments: The i-th momentLi is defined byLi =
∑

j |p∗j || cos(θ∗j )|i, where the

p∗j are the center-of-mass momenta of all particles not used in reconstructing the signal

B candidate, and the angleθ∗j is between the particle’s momentum and the thrust axis of

the signalB. For signalBB events, the distribution is peaked around zero, while for

continuum events the distribution ofL2/L0 is around 0.6.

3.2 Kinematic variables

The PEP-II beam energies are known to a high precision [93]. The mean energies of the two

beams,E∗
beam = (E∗

e+ + E∗
e−)/2, where the asterisk indicates the center-of-mass frame, are

calculated from the total magnetic bending strength and theaverage deviations of the accelerating

frequencies from their central values. The spread in the measured beam energy isσE∗
beam

=

2.6 MeV.
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We can compare the energyEB of the reconstructedB meson with the well-known beam

energy:

∆E = E∗
B − E∗

beam (3.4)

If theB-meson is correctly reconstructed this quantity will be zero. The spread in this quantity

is dominated by the spread inE∗
B which is typically20 MeV.

Another useful kinematic quantity is the energy-substituted mass:

mES =
√

E∗2
beam − |~p∗B|2 (3.5)

where~p∗B is theB-meson momentum in the center-of-mass frame reconstructedfrom theB-

meson decay products. For a correctly reconstructedB meson, this quantity is equal to the

nominalB mass,mB. The spread inmES is dominated by the spread in beam energy.

These two kinematic variables span a two-dimensional planewhich is used to select signal

B-meson decays. Correctly reconstructedB-mesons occupies a small signal region in this plane

which is used to search for signal events. Events outside of this region are useful for studying

properties of background events.

3.3 Plotting and fitting event distributions

These and other kinematic variables are used to isolate the signal events. The tool typically

used to plot the variables is the ROOT analysis framework [109]. The signal and background

distributions in themES–∆E plane are modeled by fitting a probability-density-function (PDF) to

the data points in this plane. The tool used here for fitting PDFs to the distribution is RooFit [110].

The signal shape is parameterized in bothmES and∆E by a Gaussian function plus a ra-

diative tail described by an exponential power function, commonly referred to as a Crystal Ball

lineshape [111]. This takes the form

f(x) ∝






exp(− (x−x)2
2σ2 ) ; (x− x)/σ > α

A× (B − x−x
σ

)−n ; (x− x)/σ ≤ α
, (3.6)

whereA ≡ ( n
|α|)

n × exp(−|α|2/2) andB ≡ n
|α| − |α|. The variablesx andσ are the Gaussian

peak and width, andα andn are the point at which the function transitions to the power function

and the exponent of the power function, respectively. A plotof simulated Monte CarloB+ →
π+ℓ+ℓ− signal events fitted with the described PDF is shown in figure 3.1. The fit to the signal

distributions are used to determine the width of the signal region and to evaluate signal in the
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charmonium control samples (section 4.3.1).

The combinatorial background shape is parameterized by an Argus threshold function [112]

in mES:

f(mES) = mES

√

√

√

√1 − (
mES

2

E2
b

)2 exp [−ζ(1 − (
mES

2

E2
b

)2)], (3.7)

whereζ is a fit parameter andEb = E∗
beam as introduced earlier. The combinatorial background

shape in∆E is parameterized by an exponential function or a first-orderpolynomial function.

For evaluating the combinatorial background in two dimensions (mES–∆E) we use a

probability-density-function which is a product of an Argus function inmES and an exponen-

tial in ∆E:

f(∆E,mES) = N es∆E ·mES

√

√

√

√1 − mES
2

E2
b

e
−ξ(1−mES

2

E2
b

)
, (3.8)

whereN is a normalization factor, and s andξ are free parameters determined in the fit to the

data. Figure 3.2 shows events from a background control sample consisting of off-resonance

events reconstructed in theB → πeµ reconstruction mode. The plot shows the projections of the

fitted PDF onto themES and∆E distributions.

For systematic studies we also use a more general form for thebackground shape (equa-

tion 3.8), where the Argus slope,ξ, is allowed to be a function of∆E

ξ = ξ(∆E) = ξ0 + ξ1∆E +
1

2
ξ2∆E

2. (3.9)

whereξi are correlation parameters.
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Figure 3.1: Projections of two-dimensional fit tomES and∆E distribution in simulatedB+ →
π+ℓ+ℓ− signal events. The signal distributions inmES and in∆E have been fitted to a Crystal
Ball lineshape (equation 3.6).
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Figure 3.2: Projections of two-dimensional fit tomES and∆E distribution in a background con-
trol sample of off-resonance events reconstructed in theB → πeµ modes. The background
distributions have been fitted to a product of an Argus function inmES and an exponential func-
tion in ∆E (equation 3.8).
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Chapter 4

Search forB → πℓ+ℓ−

If the Standard Model prediction [47] is correct, we expect that around 22B → πℓ+ℓ− events

(summing over lepton flavor and pion isospin) may have been produced in the data collected

during BABAR Run 1–4. It is tempting to start looking for these events and try to measure a

branching fraction, which could be altered with respect to Standard Model expectations in the

case of new physics. The main challenge experimentally is that we search for a very rare decay

mode, with large abundance of pions and leptons in background events from both otherBB

events and continuum events. In addition, we expect a signal-like background component from

the CKM favoredB → Kℓ+ℓ− decay which will be impossible to remove completely. However,

the excellentK–π separation provided by the DIRC subdetector reduce these backgrounds to a

very low level.

The basic technique is to reconstruct the decay of theB meson from all the final state par-

ticles. The lepton pairs considered aree+e−, µ+µ−, and e±µ∓, with the latter combination

primarily serving as a background control sample. The mesons reconstructed inB → πℓ+ℓ−

modes areπ± andπ0. To reduce background, strict particle identification is required, a multi-

variate discrimination technique is used to separate signal from combinatorial backgrounds, and

direct vetoes are used to remove “peaking” backgrounds which have the same shapes as signal

in the variables used to extract the signal.

The signal yield is extracted by counting events in the kinematic signal region. The combi-

natorial background is estimated from an extended unbinnedmaximum likelihood fit of themES

sideband, which is then extrapolated into the signal region. Background which peaks in the sig-

nal region is estimated from simulated sources and, in the case of hadronic B decays, from data

control samples. Independent control samples inBABAR data are used extensively to verify the

efficiency of the signal selection, to estimate the performance of the multivariate discriminants,

45
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to estimate peaking backgrounds, and to test the fit technique.

This is a “blind analysis” [113], in the sense that theB candidates inBABAR data that are to

be included in the signal extraction procedure are not examined until the event selection has been

finalized.

4.1 Signal model and simulation samples

The signal efficiency and characteristics are determined using a sample of Monte Carlo simula-

tions ofB → πℓ+ℓ− events. The signal decay kinematics follow the modeling of Ali et al [23],

andB → π form-factors are based on Ball & Zwicky [50, 114, 115]. The simulated samples

are modeled with a full detector simulation based onGEANT4 [116] with the event generator

EvtGen [117].

To study background yields and characteristics, a large number ofB-meson decay channels

have been studied with simulated events:

• The decaysB → J/ψ π andB → ψ(2S) π, with J/ψ → ℓ+ℓ− andψ(2S) → ℓ+ℓ−,

have the exact same final states as theB → πℓ+ℓ− decay. The amplitudes of these decays

also interfere with the penguin amplitude and make the theoretical predictions difficult in

certain regions ofmℓ+ℓ−. These Monte Carlo samples are used to study rejection of this

class of background.

• Simulations of the penguin decaysB → K(∗)ℓ+ℓ− and the charmonium modesB →
J/ψK andB → ψ(2S)K, models the background from the more abundant signal-like

events where a kaon passes the pion selection.

• GenericBB and continuum events model the combinatorial background and are used to

optimize the event selection.

• A large number of samples modeling exclusiveB-meson decays have been investigated to

consider potential peaking background modes,e.g.B+ → D
0
(→ K+π−)π+.

The only simulated data samples which directly affect the final branching fraction upper

limit are the signal samples from which the signal efficiencies are obtained, and certain types of

peaking background processes. The shapes and level of non-peaking combinatorial backgrounds

are determined directly from theBABAR data.

Tables 4.1 – 4.3 list the samples of simulated events used in the study of signal and back-

ground characteristics.
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Process B
δB/B
(%) Ref. Events

Number
of Υ (4S)
(/109)

Data/MC
(/10−3)

B+ → π+e+e− 3.3 × 10−8 30 [47] 232000 7031 0.033
B0 → π0e+e− 1.65 × 10−8 30 [47] 232000 14061 0.016
B+ → π+µ+µ− 3.3 × 10−8 30 [47] 234000 7091 0.032
B0 → π0µ+µ− 1.65 × 10−8 30 [47] 230000 13939 0.017

B+ → ρ+e+e− 6.0 × 10−8 30 [47] 234000 3900 0.059
B0 → ρ0e+e− 3.0 × 10−8 30 [47] 234000 7800 0.030
B+ → ρ+µ+µ− 6.0 × 10−8 30 [47] 232000 3867 0.060
B0 → ρ0µ+µ− 3.0 × 10−8 30 [47] 232000 7734 0.030

B+ → K+e+e− 3.4 × 10−7 29 [26] 268000 788 0.29
B0 → K0e+e− 3.4 × 10−7 29 [26] 580000 1706 0.14
B+ → K+µ+µ− 3.4 × 10−7 29 [26] 268000 788 0.29
B0 → K0µ+µ− 3.4 × 10−7 29 [26] 578000 1700 0.14

B → K∗e+e− 7.8 × 10−7 38.5 [26] 580000 744 0.31
B0 → K∗0e+e− 7.8 × 10−7 38.5 [26] 576000 738 0.31
B → K∗µ+µ− 7.8 × 10−7 38.5 [26] 578000 741 0.31
B0 → K∗0µ+µ− 7.8 × 10−7 38.5 [26] 582000 746 0.31

Table 4.1: Samples of simulated signal (B → πℓ+ℓ−) and penguin background events used
in this analysis. The number of events and effective number of Υ (4S) decays (and branching
fraction assumptions) in the simulations are given, along with the ratio of the number ofΥ (4S)
decays in the data to the effective number of simulated events.

4.2 Event selection

TheB+ → π+ℓ+ℓ− events are selected from three charged-particle tracks andB0 → π0ℓ+ℓ−

events are selected from two charged-particle tracks and two photons if the event is kinematically

consistent with originating from aB meson.

We require two oppositely-charged lepton candidates (ℓ = e, µ) in the combinationse+e−,

µ+µ− or e±µ∓. The leptons are identified using particle identification criteria described in sec-

tion 2.4.2. Electron candidates are required to have a momentumpe > 0.3 GeV/c; muon candi-

dates are required to have momentumpµ > 0.7 GeV/c. Lepton pairs with at least one electron

with a low invariant mass,mℓ+ℓ−, are considered consistent with coming from photon conver-

sions (γ → e+e−), and these events are vetoed ifmℓ+ℓ− < 0.03 GeV/c2. The lepton pairs

are combined with a pion (either aπ± track or aπ0 meson decaying toγγ). The charged-pion

identification and neutral pion reconstruction are both described in section 2.4.2.
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Process B
δB/B
(%) Ref. Events

Number
of Υ (4S)
(/106)

Data/MC
(/10−3)

B+ → J/ψπ+ 4.8 × 10−5 12.5 [54]
J/ψ → ℓ+ℓ− 11.8% 1.7 127000 22422 10.3

B0 → J/ψπ0 2.2 × 10−5 18.2 [54]
J/ψ → ℓ+ℓ− 11.8% 1.7 814000 317374 0.73
π0 → γγ 98.798%

B+ → J/ψK+ 9.9 × 10−4 4.04 [54]
J/ψ → ℓ+ℓ− 11.8% 1.7 169000 1447 159

B+ → ψ(2S)π+ 3.0 × 10−5 [118]
ψ(2S) → ℓ+ℓ− 1.47% 7.2 88800 201361 1.1

B0 → ψ(2S)π0 1.5 × 10−5 [118]
ψ(2S) → ℓ+ℓ− 1.47% 7.2
π0 → γγ 98.798% 88200 404866 0.57

B+ → ψ(2S)K+ 6.8 × 10−4 5.9 [54]
ψ(2S) → ℓ+ℓ− 1.47% 7.2 50100 5012 45.9

Table 4.2: Samples of simulated charmonium events used in this analysis. The number of events
simulated and the effective number ofΥ (4S) decays (and branching fraction assumptions) are
given, along with the ratio of the number ofΥ (4S) decays in the data to the effective number of
simulated events. Similar-sized samples are also used ofB meson decays to charmonium andρ
andK∗ final states.

This section describes the event selection and background rejection for theB → πℓ+ℓ−

modes in detail. Events selected asB → πeµ are considered a control sample of the penguin

modes, and the event selection for these modes is not optimized separately. The selection criteria

used for these modes are summarized in section 4.3.3

4.2.1 Kinematic regions

Using the kinematic variablesmES and∆E defined in section 3.2, we define three kinematic

regions to evaluate signal and background (see figure 4.1):

• The signal regionis defined as a±2σ region around of the mean values inmES and∆E,

whereσ is the standard deviation of the signal distributions.mES is expected to peak at

the mass of theB-meson, while∆E is expected to peak at zero for correctly reconstructed

signal events. For Monte Carlo simulated samples, the standard deviationsσmES
andσ∆E
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Process σ B Events

Number
of Υ (4S)
(/106)

Data/MC
(/10−3)

GenericB+B− 1.11 nb 50% 584.1 1168.0 0.20

GenericB0B0 1.11 nb 50% 540.7 1081.4 0.21

Continuumcc̄ 1.35 nb 425.6 0.66

Continuumuū/dd̄/ss̄ 2.04 nb 677.1 0.62

Table 4.3: Samples of simulated genericBB ande+e− → qq̄ (q = u, d, s, c) continuum events
used in this analysis. The number of events and effective number ofΥ (4S) decays (and branching
fraction assumptions) in the simulations are given, along with the ratio of the number ofΥ (4S)
decays in the data to the effective number of simulated events.

are obtained from fits to the signal Monte Carlo samples; for defining the regions in data,

both the mean and the standard deviations are determined from fits to theB → J/ψ π data

control samples. The values defining the boundaries in data are given in table 4.4. The data

events in the signal region are not inspected until the eventselection criteria are finalized

and background expectations have been determined.

mode mES low mES high ∆E low ∆E high
[GeV/c2] [GeV/c2] [MeV] [MeV]

B+ → π+e+e− 5.2748 5.2847 -53.6 37.4
B0 → π0e+e− 5.2767 5.2839 -115.0 82.5
B+ → π+µ+µ− 5.2749 5.2847 -42.0 35.0
B0 → π0µ+µ− 5.2764 5.2836 -87.4 68.0

Table 4.4: Boundary values defining the signal region for each B → πℓ+ℓ− mode. The bound-
aries used in theB+ → π+eµ andB0 → π0eµ modes are the same as for theB+ → π+e+e−

andB0 → π0e+e− modes, respectively.

• The fit region includes the signal region as well as a sideband inmES and∆E wide enough

to fit the combinatorial background distributions to determine background normalizations

and shapes. This region also remains hidden until the event selection criteria are finalized.

Events in this region are inspected and compared to expectations before the signal region

is investigated. For all modes, the fit region is defined by

• mES > 5.2 GeV/c2 and

• |∆E| < 0.25 GeV.
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• The grand sideband regionis a very broad region surrounding the fit region and is disjoint

from the fit region. The sideband region is dominated by combinatorial background and is

used to isolate background-like events for further study and for comparison with simulated

background events. The sideband region is defined by

• 5.0 GeV/c2 < mES < 5.3 GeV/c2

• |∆E| < 0.50 GeV

• andnot in the fit region.
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Figure 4.1: The three regions ofmES and∆E used to analyzeB → πℓ+ℓ− candidates. The
boundaries of the signal region are defined as±2σ relative to the mean of the signal distributions,
whereσ is the standard deviation of the signal distribution for each of the modes. The fit region
is a larger region which also includes the signal region. Thesideband region outside the fit region
contains only background events. The points are simulatedB → πℓ+ℓ− events.

4.2.2 Fisher discriminant for continuum qq̄ suppression

To suppress background from continuumuū/dd̄/ss̄and cc events, we use a Fisher discrimi-

nant [119] composed of selected event shape variables. Figure 4.2 show distributions of these in
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Monte Carlo signal events and in off-resonance data events.The following quantities have been

used:

• The ratio of Fox-Wolfram [106] momentsR2 = H2/H0, as defined in section 3.1. The

moments are computed with all charged and neutral particlesin the event. The distribution

of R2 peaks around 0.2 for signal events and 0.7 for background events. In figure 4.2a, a

preliminary selection ofBB events has already removed most events withR2 > 0.5.

• The value| cos θB|, whereθB is the angle between theB candidate’s momentum and the

beam axis in the center-of-mass frame. For correctly reconstructed signal events, this

angle is distributed assin2 θB, while for incorrectly reconstructed events in the continuum

background, the distribution is uniform, as seen in figure 4.2b.

• The value| cos θthrust|, whereθthrust is the angle between the thrust axis of the recon-

structedB and that of the remaining particles in the event. As seen in figure 4.2c, this has

a uniform distribution for signal events and peaks near 1 forcontinuum background.

• The ratio of Legendre momentsL2/L0, computed from all particles not used in recon-

structing the signalB candidate with respect to the thrust axis of the signalB. As seen in

figure 4.2d, these have a signal distribution around zero anda background distribution at

positive values. Due to a preliminary selection ofR2 > 0.5, the background distribution

of this variable has already been truncated.

A Fisher discriminant is a linear combination of discriminating variables which projects the

discriminating power onto a single one-dimensional quantity. We define the Fisher discriminant,

F , as:

F = c0 + c1 · R2 + c2 · cos θB + c3 · cos θthrust + c4 · L2/L0 (4.1)

The Fisher discriminant coefficients,c1, c2, c3 and c4 are determined independently for each

mode so as to maximize the discriminating power. The first coefficient, c0, is defined so that the

signal distribution ofF has mean value zero.

The distributions of the output Fisher discriminants are shown in figure 4.3 for simulated

signal events and for off-resonance data events. An independent selection is chosen for each

mode (see section 4.2.4).

4.2.3 Likelihood ratio for BB background suppression

To suppress backgrounds from non-signalBB events, we define a likelihood ratio from four

quantities. For each of these variables, we construct a probability-density-functions (PDF) for
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Figure 4.2: Distributions of input variables for the Fisherdiscriminant forB0 → π0e+e− events
in the signal Monte Carlo (solid line) and off-resonance data (dashed line). The input variables
are a)R2, b) | cos θB|, c) | cos θthrust| and d)L2/L0,
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signal and background (BB) distribution. The PDFs are fitted to simulatedB → πℓ+ℓ− signal

events and genericBB events for each mode individually. These distributions andbest-fit PDFs

are shown in figure 4.4. The quantities used are:

• The missing energy in the event, computed from all charged and neutral particles in the

event. If all particles in the event are detected, signal events will have no measured missing

energy. Leptons inBB background typically stems from semileptonic decays, and these

events have a measurable missing energy. The distributionsare parameterized by a sum of

two Gaussian functions, and can be seen in figure 4.4a.

• The logarithm of the vertex probability of theB candidate. In correctly reconstructed

signal events the tracks should all originate from the same vertex and the vertex fit should

give a high vertex probability. For random combinations of particles, the vertex point will

have a lower probability than signal events. The distributions are described by the sum of

an exponential function and a first-order polynomial and canbe seen in figure 4.4b.

• The logarithm of the vertex probability of the two leptons. The same arguments as previous

point apply here as well. The distributions are described bythe sum of an exponential

function and a first-order polynomial and can be seen in figure4.4c.

• The valuecos θB, whereθB is the angle between theB candidate’s momentum and the

beam axis in the center-of-mass frame. For correctly reconstructed signal events, this

angle is distributed assin2 θB = (1 − cos2 θB), and is parameterized by a second-order

polynomial. For incorrectly reconstructed events in theBB background, the distribution

is uniform. As seen in figure 4.4d, a component of theBB background has a(1− cos θB)

distribution as well. Thus, also a linear term is allowed forthe background parameteriza-

tion.

From these PDFs we construct a likelihood (L) ratio:

L ratio =
signal L

signal L +BB L (4.2)

where
signal L =

∏

i

Pdf (S)
i

= Pdf (S)
Emiss

· Pdf (S)
llVtx · Pdf

(S)
BVtx · Pdf

(S)
cos θB

(4.3)
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Figure 4.4: Distributions of input variables to the likelihood ratio forB+ → π+µ+µ− events
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event, b) logarithm of theB-vertex probability, c) logarithm of theℓ+ℓ−-vertex probability, and
d) cos θB. The dashed lines in figure a) show the contributions of the individual Gaussian com-
ponents.
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wherePdf (S) is the probability-density-function for the signal distribution of variablei. The

background likelihood ratio is defined similarly from PDFs obtained from distributions in the

BB Monte Carlo samples.

The distributions of the output likelihood ratio are shown in figure 4.5. For signal-like events

this ratio will approach 1, forBB-like events it will approach 0. An independent cut value is

chosen for each mode (see section 4.2.4).
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4.2.4 Optimization of selection with Fisher and likelihood-ratio

To reduce the combinatorial background, we select events which have large values for the Fisher

discriminant andL-ratio outputs. The optimization is done forF and likelihood-ratio selection
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criteria simultaneously. For each reconstruction mode, the optimal selection criteria is chosen

such that it maximizesS/
√
S +B, whereS andB are the signal and background yields expected

in the signal region.

The signal yield,S, is determined from counting simulated signal events in thesignal region,

and the background yield,B, is determined from a two-dimensional extended unbinned maxi-

mum likelihood fit to simulated genericBB and continuum events in themES – ∆E plane. The

background fit function is a product of an Argus threshold function [112] inmES and a first-

order polynomial in∆E. Figure 4.6 shows projections ontomES and∆E of the Monte Carlo

simulated events and best-fit functions in the fit region for events selected asB+ → π+e+e−.

The simulation samples are normalized to the luminosity of theBABAR dataset to be analyzed

(209 fb−1), and for the signal estimation, we assume Standard Model branching fractions as

suggested in [47].

Figure 4.7 shows a contour plot ofS/
√

(S +B) as a function of Fisher and likelihood-ratio

criteria for each of the four penguin modes.

mode F > L ratio> efficiency S yield B yield S/
√
S +B

B+ → π+e+e− -0.1 0.5 7.2% 0.54 0.97 0.43
B0 → π0e+e− 0.1 0.4 5.7% 0.22 0.92 0.21
B+ → π+µ+µ− 0.1 0.4 4.7% 0.37 0.77 0.34
B0 → π0µ+µ− 0.2 0.5 3.1% 0.13 0.58 0.14

Table 4.5: Optimal selection criteria for the Fisher discriminant (F ) and the likelihood (L) ratio,
as well as signal efficiencies, signal (S) and background (B) yield estimates and significance
after sideband scaling and efficiency corrections.

4.2.5 Vetoes for suppression of peaking backgrounds

This section describes a series of vetoes that are used to suppress peaking backgrounds. These are

events where aB meson decays into the same or similar final states as signal event. Therefore,

the events resemble our signal in that they populate the samekinematic region of themES and

∆E plane. Some peaking backgrounds are easy to veto because they contain narrow resonances.

The resonances we veto are

• J/ψ → ℓ+ℓ− andψ(2S) → ℓ+ℓ−:

These come primarily fromB → J/ψπ or B → ψ(2S)π events, but also from the more

copiousB+ → J/ψK+ andB+ → ψ(2S)K+ modes, where the kaon passes the pion

selection.
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Figure 4.6: Projections ofmES (left plots) and∆E (right plots) for two-dimensional fits for
B+ → π+e+e− to Monte Carlo simulated background samples:BB (top), cc (middle) and
uū/dd̄/ss̄ (bottom).
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Figure 4.7: Contour plots ofS/
√
S +B vs. Fisher and likelihood (LH) ratio for a)B+ →

π+e+e−, b) B+ → π+µ+µ−, c) B0 → π0e+e−, d) B0 → π0µ+µ−. A marker indicates the
optimal selection criteria, which are also given in table 4.5.

• D0 → π−π+,D+ → π0π+,D0 → K−π+ andD+ → π0K+:

TheD mesons are produced in the decaysB → Dπ or B → DK where hadrons are

misidentified as muons. TheD+ → π0K+ decay is doubly Cabibbo suppressed, but we

veto it anyway.

Charmonium vetoes

Events with a charmonium meson decaying into a pair of leptons have sharp peaks inmℓ+ℓ− and

are simple to remove. We veto events withmℓ+ℓ− consistent with aJ/ψ or aψ(2S), which are

the two most dominating charmonium resonances.

Complications arise due to bremsstrahlung of electrons andmisidentification of tracks, pri-
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marily kaons. If electrons from aJ/ψ loose energy due to bremsstrahlung and the photon(s)

are not recovered by the bremsstrahlung recovery procedure, then the measured invariant mass

will be smaller than expected for aJ/ψ meson and the∆E will be decreased correspondingly.

To account for this effect, we make the veto dependent on∆E of the reconstructedB candi-

date, as illustrated in figures 4.8 and 4.9. The veto regions are defined in a similar way as was

done in [26]. Since bremsstrahlung also occur for muons, albeit to a lesser extent, we also make

the veto∆E-dependent for the muon modes. If the event contains a kaon mis-identified as a

pion, then the∆E will be reduced due to the incorrect mass assumption. We haveincreased the

width of the∆E-dependent veto correspondingly in order to remove the small background from

B → J/ψK (andB → ψ(2S)K) event. This reduces the efficiency somewhat, but we have put

emphasis on removing as much peaking background as possible.

For electron modes, theJ/ψ veto region is the union of the following three regions in the

∆E −mℓℓ plane:

• 2.90 GeV/c2 < mℓℓ < 3.20 GeV/c2

• for mℓℓ > 3.20 GeV/c2, a band in the∆E −mℓℓ plane defined by

1.11c2 ×mℓℓ(GeV/c2) − 3.67 GeV < ∆E < 1.00c2 ×mℓℓ(GeV/c2) − 2.875 GeV

• for mℓℓ < 2.90 GeV/c2, a triangle in the∆E −mℓℓ plane defined by

∆E < 1.00c2 ×mℓℓ(GeV/c2) − 2.875 GeV

For muon modes, theJ/ψ veto region is the union of the following three regions in the

∆E −mℓℓ plane:

• 3.00 GeV/c2 < mℓℓ < 3.20 GeV/c2

• for mℓℓ > 3.20 GeV/c2, a band in the∆E −mℓℓ plane defined by

1.11c2 ×mℓℓ(GeV/c2) − 3.614 GeV < ∆E < 1.00c2 ×mℓℓ(GeV/c2) − 2.925 GeV

• for mℓℓ < 3.00 GeV/c2, a triangle in the∆E −mℓℓ plane defined by

∆E < 1.11c2 ×mℓℓ(GeV/c2) − 3.31 GeV
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Theψ(2S) veto region is defined the same way for electrons and muons, but wider for π0

modes than forπ± modes. Forπ±ℓ+ℓ−, we veto the union of the following three regions in the

∆E −mℓℓ plane:

• 3.60 GeV/c2 < mℓℓ < 3.75 GeV/c2

• for mℓℓ > 3.75 GeV/c2, a band in the∆E −mℓℓ plane defined by

1.11c2 ×mℓℓ(GeV/c2) − 4.305 GeV < ∆E < 1.00c2 ×mℓℓ(GeV/c2) − 3.525 GeV

• for mℓℓ < 3.60 GeV/c2, a triangle in the∆E −mℓℓ plane defined by

∆E < 1.00c2 ×mℓℓ(GeV/c2) − 3.525 GeV

Forπ0ℓ+ℓ−, we veto the union of the following three regions in the∆E −mℓℓ plane:

• 3.60 GeV/c2 < mℓℓ < 3.75 GeV/c2

• for mℓℓ > 3.75 GeV/c2, a band in the∆E −mℓℓ plane defined by

1.11c2 ×mℓℓ(GeV/c2) − 4.194 GeV < ∆E < 1.00c2 ×mℓℓ(GeV/c2) − 3.525 GeV

• for mℓℓ < 3.60 GeV/c2, a triangle in the∆E −mℓℓ plane defined by

∆E < 1.00c2 ×mℓℓ(GeV/c2) − 3.525 GeV

There is an additional charmonium veto imposed on the electron modes for those events

which escape the vetoes described above. If a photon which does not arise from electron

bremsstrahlung is incorrectly recovered by the bremsstrahlung-recovery algorithm, it could

escape the veto onmℓℓ mass. We reduce this possibility by requiring that also the invari-

ant mass of the two electronswithout bremsstrahlung recovery does not lie in the regions

2.90 GeV/c2 < mℓℓ < 3.20 GeV/c2 and3.60 GeV/c2 < mℓℓ < 3.75 GeV/c2.

Vetoes againstB → Dπ backgrounds

B-meson decays toDπ andDK whereD → ππ orD → Kπ may peak in the signal region if

both tracks reconstructed as leptons are really misidentified hadrons. Table 4.6 gives an overview

of theB → Dh modes that may contribute and which are being vetoed.

The event is vetoed if either theℓ+ℓ− combination or theπℓ combination is consistent with

originating from aD when the tracks are givenππ or Kπ hypotheses. The selection differs

according to modes:
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Figure 4.8: Veto regions in the plane spanned bymℓ+ℓ− and∆E are indicated by lines for each
of the four reconstruction modes. The dots corresponds to simulated inclusiveB → J/ψX and
B → ψ(2S)X events (X signifies any addition particles).
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Figure 4.9: Veto regions in the plane spanned bymℓ+ℓ− and∆E are indicated by lines for each
of the four reconstruction modes. The dots corresponds to simulated genericBB events and
here events in the charmonium veto region have been removed.
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B(B → Dh) × events expected
Process B(D → hh) EffectiveB(B → hhh) (Run1-4)
B− → D0π− (4.91 ± 0.21) × 10−3 ×

D0 → π−π+ (1.38 ± 0.05)× 10−3 (6.78 ± 0.38)× 10−6 1560 ± 87
D0 → K−π+ (3.81 ± 0.09)× 10−2 (1.87 ± 0.09)× 10−4 43055± 2072

B− → D0K− (3.7 ± 0.6) × 10−4 ×
D0 → π−π+ (1.38 ± 0.05)× 10−3 (5.11 ± 0.85)× 10−7 117 ± 19
D0 → K−π+ (3.81 ± 0.09)× 10−2 (1.41 ± 0.23)× 10−5 3245± 529

B0 → D0π0 (2.91 ± 0.28) × 10−4 ×
D0 → π−π+ (1.38 ± 0.05)× 10−3 (4.016± 0.41) × 10−7 92 ± 9
D0 → K−π+ (3.81 ± 0.09)× 10−2 (1.11 ± 0.11)× 10−5 2552± 280

B0 → D−π+ (2.87 ± 0.19) × 10−3 ×
D− → π−π0 (1.33 ± 0.22)× 10−3 (3.82±)× 10−6 878 ± 156
D− → K−π0 < 4.2 × 10−4 < 1.2 × 10−6 < 276

B0 → D−K+ (2.0 ± 0.6) × 10−4 ×
D− → π−π0 (1.33 ± 0.22)× 10−3 (2.66 ± 0.91)× 10−7 61 ± 21
D− → K−π0 < 4.2 × 10−4 < 8.4 × 10−8 < 19

Table 4.6: Estimate on how many hadronic events withD mesons areproducedin the Run 1–4
data sample. Hereh = π orK. These modes are expected to peak inmES and∆E and will be
vetoed. Estimates are based on branching fraction expectations from [54].

• In theB+ → π+e+e− andB0 → π0e+e− modes, we do not vetoD events, since the rate

of hadrons passing the electron selection is very low.

• In theB+ → π+µ+µ− we veto events which have two opposite-charge tracks with an

invariant mass within the range1.84 MeV/c2 − 1.89 MeV/c2. We consider the following

particle combinations and mass hypotheses:

ℓ+ℓ− assumingπ+π−,K+π− (if B+ → π+ℓ+ℓ−) or π+K− (if B− → π−ℓ+ℓ−), and

π+ℓ− assumingπ+π− orK+π−.

• In the modeB0 → π0µ+µ− (figure 4.10) we veto events where the invariant mass of the

neutral pion and any of the leptons is in the range1.79 MeV/c2 − 1.94 MeV/c2 when

assigning eithermπ± ormK± mass hypotheses to the lepton tracks:

π0ℓ+ assumingπ0π+ or π0K+

π0ℓ− assumingπ0π− or π0K−

If an event falls into any of these categories, it is removed by theD veto.
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4.2.6 Multiple candidate selection

If more than oneB candidate remains after all the selection criteria have been applied, one is

selected based on:

• ForB+ → π+ℓ+ℓ−: the candidate which has theπ± with most SVT hits

• ForB0 → π0ℓ+ℓ−: the first candidate which appears in the ntuple (effectively a random

choice).

Table 4.7 lists the average number ofB candidates selected in simulated signal events.

Mode Candidates/event
B → πe+e− 1.13
B0 → π0e+e− 1.35
B → πµ+µ− 1.15
B0 → π0µ+µ− 1.59
B → πeµ 1.06
B0 → π0eµ 1.04

Table 4.7: Mean number of signal candidates per event for signal Monte Carlo events passing all
selection criteria except the multiple candidate selection.
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4.3 Data control samples

Control samples in the data are used to verify that the simulated samples are correctly represent-

ing the data.

The vetoed peaking-background events constitute a useful set of independent control sam-

ples. In particular, the charmonium samples are high-statistics samples with the same kinematics

as signal events in particular regions ofq2. Control samples ofJ/ψ → ℓ+ℓ− events are the largest

samples. These describe individual particle momenta over alarge range, but is naturally limited

to a narrow region ofq2 = mℓ+ℓ−. The smaller sample consisting ofψ(2S) → ℓ+ℓ− events is a

control sample for a higherq2-region.

TheJ/ψ control samples are used to study the signal efficiency, signal shapes and to verify

the analysis by measuring theB → J/ψ π branching fraction.

Hadronic peaking background are evaluated using a sample ofB → πµh events, where one

track is identified as a pion, one track islooselyidentified as a muon, as described in section 2.4.2,

and the third track is not identified as any particular hadron. The loose muon selection has a rather

large fraction of mis-identified pions and kaons, and provide a suitable data sample for this study.

All tracks are also required to fail the electron selection,and all tracks except the loose “muon”

are required to fail the muon selection. This selects a sample of predominantly hadronic events

consisting ofB → πππ andB → Kππ.

Background control samples are used to cross-check the background estimates based on con-

tinuum andBB simulated samples. The final background estimate is done using theBABAR data

in the fit region, but the optimization is done with simulatedsamples.

4.3.1 Charmonium control samples

A J/ψ control sample is constructed by selecting events which belong kinematically to the signal

region, and which satisfy all of the other requirements, except that they are required tofail the

J/ψ veto. Three different selections ofJ/ψ samples have been used for different purposes.

TheB → J/ψ π control sample

This sample is the one with events most similar toB → πℓ+ℓ− signal events. Like for theB+ →
π+ℓ+ℓ− selection, the selection ofB+ → J/ψπ+ will contain a non-negligible background

component from the more abundantB+ → J/ψK+ events where the kaon fails rejection by the

pion selection. Also other background sources have been studied. For low values of∆E there

are contributions fromB → J/ψρandB → J/ψK∗ as well.
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Using this sample we compare various distributions of data and Monte Carlo simulated events

to check that the level of agreement is acceptable. Figures 4.11-4.17 show the distributions of

mℓ+ℓ−, mES, ∆E, π andℓ momenta as well as the outputs of the Fisher discriminant andthe

likelihood-ratio in theBABAR data and Monte Carlo simulations. Also the input quantitiesto

the latter two discriminants were checked and were showing good agreement between data and

Monte Carlo. The statistics of this sample is limited, so this is not a precision test. To achieve

the best possible statistics in the simulation sample, a cocktail of B → J/ψ π, B → J/ψK

and inclusiveB → J/ψX are used. In the plots, the Monte Carlo distributions are drawn with

two sets of error bands: the total uncertainty (light gray) obtained from summing in quadrature

the Monte Carlo statistical uncertainty and the branching fraction systematic uncertainty, and the

Monte Carlo statistical uncertainty only (dark gray). All the distributions show that the data is

well described by Monte Carlo simulations.
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Figure 4.11: Distributions of the dilepton invariant mass in theB → J/ψπ control samples for
the fourB reconstruction modes. The points with error bars are on-resonance data events, and
the gray histograms are simulated events, with statisticaland systematic uncertainties shown in
the dark and light gray bands, respectively.
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Figure 4.12: Distributions ofmES in theB → J/ψπ control samples for the fourB reconstruc-
tion modes. The points with error bars are on-resonance dataevents, and the gray histograms are
simulated events, with statistical and systematic uncertainties shown in the dark and light gray
bands, respectively.

TheB± → J/ψ K± control sample

A larger sample is obtained by replacing the pion identification with kaon identification.B± →
J/ψK± events are more abundant thanB± → J/ψπ±. Due to the incorrect mass hypothesis

(mπ±) assigned to theK± track, the reconstructed energyEB is lower than expected forB± →
π±ℓ+ℓ− decays, thus∆E is shifted by about−70 MeV.

This sample gives a high-statistics comparison of the signal shapes. Figure 4.18 shows com-

parisons of data and Monte Carlo events using distributionsofmES, ∆E, the Fisher discriminant

and the likelihood ratio. The level of agreement is found to be satisfactory.

The “Kℓ+ℓ−” B± → J/ψ K± control sample

The sample ofB± → J/ψK± events can be improved by reconstructing the events asB →
Kℓ+ℓ−, thereby obtaining a∆E distribution which is centered at zero and has a reduced width.

For this, we use the event selection developed for theB → Kℓ+ℓ− analysis [26], and also here

with theJ/ψ vetoes reversed. The purity of this sample is very high. Figure 4.19 shows themES
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Figure 4.13: Distributions of∆E in theB → J/ψπ control samples for the fourB reconstruction
modes. The points with error bars are on-resonance data events, and the gray histograms are
simulated events, with statistical and systematic uncertainties shown in the dark and light gray
bands, respectively.

fit on the full on-resonance data sample.

This control sample is used for studying the efficiencies of the lepton identification, the Fisher

discriminant criteria and the likelihood-ratio criteria in BABAR data and Monte Carlo simulations.

The results of this study is described in section 4.4.

TheB± → ψ(2S)K± control sample

Events that are removed by theψ(2S) vetoes also constitute a control sample which checks the

signal efficiencies at somewhat higherq2 than what events withJ/ψ do. The branching fraction

of B → ψ(2S)π is expected to be small [118], and with the combined branching fraction of

ψ(2S) → (e+e−) or (µ+µ−) being only(14.65 ± 1.05) × 10−3 [54], these events are not useful

as a control sample.

Instead we selectB± → ψ(2S)(→ ℓ+ℓ−)K± events by applying kaon identification to the

hadron track and reverting theψ(2S) veto. Figure 4.20 shows the distributions ofmES and∆E

in this data sample compared to Monte Carlo simulated events.
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Mode Yield Eff. (%) B/10−6 PDGB/10−6

B+ → π+e+e− 108 ± 14 18.2 44 ± 6 48 ± 6
B+ → π+µ+µ− 89 ± 11 12.2 54 ± 7 48 ± 6
B+ → π+ℓ+ℓ− 48 ± 4 48 ± 6

B0 → π0e+e− 54 ± 9 16.0 25 ± 4 22 ± 4
B0 → π0µ+µ− 28 ± 6 8.7 24 ± 5 22 ± 4
B0 → π0ℓ+ℓ− 24 ± 3 22 ± 4

Table 4.8:B → J/ψπ yields and branching fractions from the fits ofBABAR data. Combined
branching fractions are computed from the least-squares weighted average; all uncertainties are
statistical only.

B → J/ψ π branching fraction measurement

Using theB → J/ψ π control sample, we measure the branching fractionsB(B → J/ψπ ) as

a crosscheck for theB → πℓ+ℓ− analysis. The branching fractions are computed from yields

extracted by a two-dimensional extended unbinned maximum likelihood to events in the fit region

for four final states.

The signal shape is parameterized in bothmES and∆E by a Gaussian function plus a radia-

tive tail described by an exponential power function, as described in section 3.3.

In the charged modes, a signal-like component forB+ → J/ψ K+ is included, with the mean

of ∆E offset by about−70 MeV. The shape parameter for this peaking background component

has been fixed to values obtained from theB+ → J/ψ K+ control sample.

The combinatorial background shape is parameterized by an Argus threshold function [112]

in mES, as described in section 3.3.

Figure 4.21 shows projections of the data and best-fit probability density function for the

reconstruction modeB+ → J/ψ π+ with J/ψ → e+e−. The background fromB+ → J/ψ K+

events is clearly visible in figure 4.21b, and a dashed line indicates the fit component for these

events. Figure 4.22 shows projections from a similar fit to the events selected asB0 → J/ψπ0,

with J/ψ → µ+µ−.

Table 4.8 summarizes theB → J/ψπ signal yields obtained from these fits, the signal ef-

ficiencies obtained from studying simulatedB → J/ψπ signal events and the corresponding

branching fractions in theBABAR data. The measured branching fractions are consistent withthe

world average [54] for these decays.
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Figure 4.14: Distributions of the pion momentum in theB → J/ψπ control samples for the four
B reconstruction modes. The points with error bars are on-resonance data events, and the gray
histograms are simulated events, with statistical and systematic uncertainties shown in the dark
and light gray bands, respectively.
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Figure 4.15: Distributions of the lepton momenta in theB → J/ψπ control samples for the four
B reconstruction modes. The points with error bars are on-resonance data events, and the gray
histograms are simulated events, with statistical and systematic uncertainties shown in the dark
and light gray bands, respectively.
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Figure 4.16: Distributions of the Fisher discriminant in theB → J/ψπ control samples for the
four B reconstruction modes. The vertical line indicates the optimal Fisher selection (keeping
events to the right of the line), although this selection hasnot been used in making this plot. The
points with error bars are on-resonance data events, and thegray histograms are simulated events,
with statistical and systematic uncertainties shown in thedark and light gray bands, respectively.
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Figure 4.17: Distributions of the likelihood ratio in theB → J/ψπ control samples for the
four B reconstruction modes. The vertical line indicates the optimal likelihood-ratio selection
(keeping events to the right of the line), although this selection has not been used in making
this plot. The points with error bars are on-resonance data events, and the gray histograms are
simulated events, with statistical and systematic uncertainties shown in the dark and light gray
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Figure 4.18: Distributions ofmES, ∆E, Fisher discriminant and likelihood ratio in theB →
J/ψK control samples forBABAR data (points) and Monte Carlo (histograms) for the charged-B
reconstruction modes. The lines in the third- and fourth-row plots indicate the optimal Fisher
and likelihood ratio selections, respectively (events to the right of the line are selected).
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Figure 4.19: Fit to themES distributions in on-resonance data, for theB → J/ψK control
samples. These fits are used to extract the yields and efficiencies of theB → J/ψK control
sample for the lepton ID efficiency study.
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Figure 4.20:mES and∆E distributions in theB →ψ(2S) K control samples for the charged-B
reconstruction modes. The points with error bars are on-resonance data events, and the gray
histograms are simulated events, with statistical and systematic uncertainties shown in the dark
and light gray bands, respectively.
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Figure 4.22: Projections of (a)mES and (b)∆E from a two-dimensional fit toBABAR data for
B → J/ψπ in the modeB0 → π0µ+µ−. The blue line is the sum of the feed-down and combi-
natorial components, and the red line is the sum of all components.
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4.3.2 Grand-sideband control sample

In order to understand our combinatorial background sources, BABAR data in the grand side-

band region are compared with the sum of predicted yields in Monte Carlo-generated generic

B0B0, B+B−, uds andcc̄ samples; each subsample in this sum is scaled independentlyto the

corresponding on-resonance data luminosity. Figures 4.23a-4.30a show the distribution of kine-

matical variables in on-resonance data and the combined generic BB and continuum Monte

Carlo sample. The continuum fraction of the total is shown ina gray histogram.

Simulations compare well with data for theB → πµ+µ− channels, but for theB → πe+e−

channels there are substantially more events in the data than in the Monte Carlo samples.

The events causing the discrepancy tend to have low pion momentum (figure 4.28a) and large

lepton-lepton opening angle (figure 4.30a). We believe thisdiscrepancy results from two-

photon processes which are not modeled in theBABAR Monte Carlo. Two-photon interac-

tions occur when an electron and a positron at high energies and in close proximity emit a

pair of virtual photons which interact electromagnetically to produce a pair of fermions,i.e.

(e+e−) → (e+e−)γγ → (e+e−)(ff), where the fermions,f , can be either leptons or quarks

turning into hadrons. Usually, the original electron and positron retain their momenta and high

energies and escape detection, while the two fermions have low momenta and balanced trans-

verse momenta. If the virtual photons are hard enough, one orboth of thee+ ande− can scatter

into the detector, along with the fermions, and these are most likely the events seen as an excess

of events in the data. No such excess of events is seen in theµ+µ− channels.

The belief that the discrepancy is due to two-photon events is further strengthened by the ob-

servation that these are non-Υ (4S) events. When replacing the continuum-Monte Carlo sample

with the off-resonance data sample, the overall normalization of the histograms agree. This is

seen in figures 4.23b-4.30b, where on-resonance data are compared with the sum ofBB-Monte

Carlo and off-resonance samples. The contribution from off-resonance data is shown separately.

Since the discrepancy is more pronounced for the lower values ofmES (figure 4.23a) and

reasonably small in the fit region these events are not further studied or removed. In the end, the

relative normalization of the combinatorial background will be floating in the fit, hence it is not

essential to the signal extraction that the normalization is modeled precisely by the simulation.

However, the generic Monte Carlo is used to determine selection criteria for the Fisher discrimi-

nant and likelihood-ratio. Therefore, for this purpose we scale the generic Monte Carlo samples

to match the on-resonance data, with scale factors determined from comparison with sideband

and off-resonance data.

The scaling factors are determined separately forBB and continuum Monte Carlo:
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• BB-Monte Carlo scaling factors are determined from the ratio of on-resonance data yields

to the sum ofBB-Monte Carlo and off-resonance data yields in thegrand sideband region.

• Continuum-Monte Carlo scaling factors are determined fromthe ratio of off-resonance

data yields to the continuum-Monte Carlo yields in thefit region plus the∆E sidebands.

Here,∆E sideband is defined as outside the fit region in∆E but within the fit region in

mES.

Table 4.9 summarizes the luminosity-scaled yields used to determine the scaling factors for

generic Monte Carlo samples.

Mode MC Yield Data Yield Data/MC
Continuum MC and off-resonance yields in the∆E-sideband and fit region
B+ → π+e+e− 48 ± 6 136 ± 36 (285 ± 83)%
B0 → π0e+e− 19 ± 3 58 ± 24 (312 ± 140)%
B+ → π+µ+µ− 88 ± 7 87 ± 29 (100 ± 34)%
B0 → π0µ+µ− 35 ± 5 39 ± 19 (111 ± 57)%
B+ → π+eµ 225 ± 12 165 ± 40 ( 73 ± 18)%
B0 → π0eµ 54 ± 6 58 ± 24 (108 ± 46)%

BB MC + off-resonance and on-resonance yields in the grand sideband region
B+ → π+e+e− 1402± 90 1296± 36 ( 92 ± 6)%
B0 → π0e+e− 732 ± 62 729 ± 27 (100 ± 9)%
B+ → π+µ+µ− 965 ± 54 862 ± 29 ( 89 ± 6)%
B0 → π0µ+µ− 356 ± 38 322 ± 18 ( 90 ± 11)%
B+ → π+eµ 2115± 79 1976± 44 ( 93 ± 4)%
B0 → π0eµ 824 ± 46 819 ± 29 ( 99 ± 7)%

Table 4.9: Comparison of the sample yields to determine sideband data/MC scale factors for
generic Monte Carlo simulated samples. The total yields have been scaled to 209 fb−1.

As a cross-check, data/MC ratios were also obtained for different sub-regions of themES-∆E

plane. The ratios were all in agreement within errors.
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Figure 4.23a: Distributions inmES of events in the upper and lower sidebands of∆E. On-
resonance data (points) and generic (BB + uū/dd̄/ss̄/cc̄ ) Monte Carlo (histograms). The light
gray histograms show the contribution fromuū/dd̄/ss̄/cc̄events.
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Figure 4.23b: Distributions inmES of events in the upper and lower sidebands of∆E. On-
resonance data (points) and the sum of genericBB Monte Carlo and off-resonance data (his-
tograms). The light gray histograms show the contribution from off-resonance events.
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Figure 4.24a: Distributions in∆E of events in the lower sideband ofmES. On-resonance data
(points) and generic (BB + uū/dd̄/ss̄/cc̄ ) Monte Carlo (histograms). The light gray histograms
show the contribution fromuū/dd̄/ss̄/cc̄events.

-0.4 -0.2 0 0.2 0.4
0

20

40

60

80

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-e+e+π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-e+e+π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-e+e+π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-e+e+π

-0.4 -0.2 0 0.2 0.4
0

20

40

60

80

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-µ+µ+π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-µ+µ+π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-µ+µ+π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-µ+µ+π

-0.4 -0.2 0 0.2 0.4
0

10

20

30

40

50

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-e+e0π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-e+e0π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-e+e0π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-e+e0π

-0.4 -0.2 0 0.2 0.4
0

5

10

15

20

25

30

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-µ+µ0π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-µ+µ0π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-µ+µ0π

 (GeV) E∆

E
ve

nt
s 

/ 0
.0

25
 G

eV

-µ+µ0π

Figure 4.24b: Distributions in∆E of events in the lower sideband ofmES. On-resonance data
(points) and the sum of genericBB Monte Carlo and off-resonance data (histograms). The light
gray histograms show the contribution from off-resonance events.
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Figure 4.25a: Distributions in the Fisher discriminant of events in the grand sideband. On-
resonance data (points) and generic (BB + uū/dd̄/ss̄/cc̄ ) Monte Carlo (histograms). The light
gray histograms show the contribution fromuū/dd̄/ss̄/cc̄ events. The vertical line indicates the
optimal lower value for making a selection in the Fisher discriminant.
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Figure 4.25b: Distributions in the Fisher discriminant of events in the grand sideband. On-
resonance data (points) and the sum of genericBB Monte Carlo and off-resonance data (his-
tograms). The light gray histograms show the contribution from off-resonance events. The ver-
tical line indicates the optimal lower value for making a selection in the Fisher discriminant.
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Figure 4.26a: Distributions in the likelihood ratio of events in the grand sideband. On-resonance
data (points) and generic (BB + uū/dd̄/ss̄/cc̄ ) Monte Carlo (histograms). The light gray his-
tograms show the contribution fromuū/dd̄/ss̄/cc̄ events. The vertical line indicates the optimal
lower value for making a selection in the likelihood ratio.
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Figure 4.26b: Distributions in the likelihood ratio of events in the grand sideband. On-resonance
data (points) and the sum of genericBB Monte Carlo and off-resonance data (histograms). The
light gray histograms show the contribution from off-resonance events. The vertical line indicates
the optimal lower value for making a selection in the likelihood ratio.
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Figure 4.27a: Distributions in dilepton invariant mass,mℓ+ℓ−, of events in the grand sideband.
On-resonance data (points) and generic (BB + uū/dd̄/ss̄/cc̄ ) Monte Carlo (histograms). The
light gray histograms show the contribution fromuū/dd̄/ss̄/cc̄events.

0 1 2 3 4 5
0

20

40

60

80

100

120

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -e+e+π -e+e+π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -e+e+π -e+e+π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -e+e+π -e+e+π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -e+e+π -e+e+π

0 1 2 3 4 5
0

20

40

60

80

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -µ+µ+π -µ+µ+π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -µ+µ+π -µ+µ+π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -µ+µ+π -µ+µ+π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -µ+µ+π -µ+µ+π

0 1 2 3 4 5
0

10

20

30

40

50

60

70

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -e+e0π -e+e0π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -e+e0π -e+e0π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -e+e0π -e+e0π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -e+e0π -e+e0π

0 1 2 3 4 5
0

5

10

15

20

25

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -µ+µ0π -µ+µ0π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -µ+µ0π -µ+µ0π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -µ+µ0π -µ+µ0π

)2c (GeV/  -l+l
m

2 c
E

ve
nt

s 
/ 0

.1
 G

eV
/  

  -µ+µ0π -µ+µ0π

Figure 4.27b: Distributions in dilepton invariant mass,mℓ+ℓ−, of events in the grand sideband.
On-resonance data (points) and the sum of genericBB Monte Carlo and off-resonance data
(histograms). The light gray histograms show the contribution from off-resonance events.
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Figure 4.28a: Distributions in pion momentum,pπ, of events in the grand sideband. On-
resonance data (points) and generic (BB + uū/dd̄/ss̄/cc̄ ) Monte Carlo (histograms). The light
gray histograms show the contribution fromuū/dd̄/ss̄/cc̄events.
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Figure 4.28b: Distributions in pion momentum,pπ, of events in the grand sideband. On-
resonance data (points) and the sum of genericBB Monte Carlo and off-resonance data (his-
tograms). The light gray histograms show the contribution from off-resonance events.
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Figure 4.29a: Distributions in lepton momentum,pℓ, of events in the grand sideband. On-
resonance data (points) and generic (BB + uū/dd̄/ss̄/cc̄ ) Monte Carlo (histograms). The light
gray histograms show the contribution fromuū/dd̄/ss̄/cc̄events.
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Figure 4.29b: Distributions in lepton momentum,pℓ, of events in the grand sideband. On-
resonance data (points) and the sum of genericBB Monte Carlo and off-resonance data (his-
tograms). The light gray histograms show the contribution from off-resonance events.



84 CHAPTER 4. SEARCH FORB → πℓ+ℓ−

-1 -0.5 0 0.5 1
0

20
40
60
80

100
120
140
160
180

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-e+e+π

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-e+e+π

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-e+e+π

 -
l

+
l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-e+e+π

-1 -0.5 0 0.5 1
0

20

40

60

80

100

120

140

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-µ+µ+π

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-µ+µ+π

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-µ+µ+π

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-µ+µ+π

-1 -0.5 0 0.5 1
0

10

20

30

40

50

60

70

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-e+e0π

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-e+e0π

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-e+e0π

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-e+e0π

-1 -0.5 0 0.5 1
0

10

20

30

40

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-µ+µ0π

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-µ+µ0π

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-µ+µ0π

 -l+l

CMθcos 

E
ve

nt
s 

/ 0
.0

5 

-µ+µ0π

Figure 4.30a: Distributions incos θCMℓ+ℓ−, the angle between the two leptons in the center-of-
mass frame, of events in the grand sideband. On-resonance data (points) and generic (BB +
uū/dd̄/ss̄/cc̄ ) Monte Carlo (histograms). The light gray histograms show the contribution from
uū/dd̄/ss̄/cc̄events.
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Figure 4.30b: Distributions incos θCMℓ+ℓ−, the angle between the two leptons in the center-of-
mass frame, of events in the grand sideband. On-resonance data (points) and the sum of generic
BB Monte Carlo and off-resonance data (histograms). The lightgray histograms show the
contribution from off-resonance events.
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4.3.3 eµ control sample

An additional cross-check on the data–MC agreement for combinatorial background is provided

by theeµ control sample.

For selectingB+ → π+eµ andB0 → π0eµ events, we use the same selection criteria as

theB → πe+e− mode andB0 → π0e+e− mode, respectively, with one exception: the vetoes

against ofB → Dπ background (section 4.2.5) is implemented as for theB+ → π+µ+µ− and

B0 → π0µ+µ− modes.

No peaking structures are expected in theeµ reconstruction modes, but the vetoes of peaking

backgrounds,e.g.B → J/ψπ andB → Dπ, are used to eliminate these background processes

in cases where one of the muons are misidentified as an electron, or vice versa.

Figure 4.31 shows a comparison of Fisher and likelihood-ratio distributions for on-resonance

eµ data in the fit region (points with error bars) and total generic Monte Carlo samples (gray

bands). The input variables were also investigated, and data–MC agreement is good in all of

these distributions.
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Figure 4.31: Distributions of Fisher and likelihood-ratiofor eµ control sample events in the fit
region.
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4.4 Selection efficiencies

The efficiency calculation is based on signal Monte Carlo samples (large samples of simulated

B → πℓ+ℓ− andB → πe±µ∓ events). Some corrections have already been applied for differ-

ences between data and Monte Carlo performance of tracking and particle identification. These

corrections are based on low-multiplicity samples described in section 2.4.3. Due to detector

response differences, efficiencies may be different forBB events where we typically have ten

charged tracks and many neutral particles.

In order to correct for any additional efficiency discrepancy in data and Monte Carlo, we

compare the efficiencies of individual selection criteria using theB → J/ψK control sample

introduced in section 4.3.1. This sample has nearly no background and high statistics. The mea-

sured data/MC efficiency differences are used as correctionfactors when evaluating the signal

efficiency from simulated signal. The uncertainties in these ratios are used to bound systematic

uncertainties on the signal efficiency.

4.4.1 Lepton-identification efficiency correction

To check the efficiency of the lepton identification, we select B → J/ψK events kinematically,

but with only one lepton identified. By applying signal-region∆E selection and fitting the distri-

bution inmES with a signal PDF and a background PDF, we obtain the signal yield corresponding

to the signal region. Figure 4.19 shows the data selected with both leptons identified.

The efficiency is calculated the same way in data and Monte Carlo, by measuring the number

of events where both leptons pass particle identification, versus events where one of the leptons

fail the particle identification.

The measured efficiencies in data and Monte Carlo as well as the measured data/MC-ratios

are summarized in table 4.10 for electron and muon identification. The electron identification is

(92.0 ± 0.3)% efficient in the data and(92.9 ± 0.1)% efficient in Monte Carlo, which gives a

correction factor for ane+e− pair of 0.983 ± 0.007. The muon identification is(67.5 ± 0.6)%

efficient in the data and(69.2 ± 0.2)% efficient in Monte Carlo, which gives a correction factor

for a µ+µ− pair of 0.947 ± 0.019. The uncertainties in the correction factors are assigned as

systematic uncertainties in the signal efficiencies.
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Lepton ID Data Efficiency MC Efficiency C = (Data/MC)2

Electron (92.0± 0.3)% (92.9± 0.1)% (98.3± 0.7)%
Muon (67.5± 0.6)% (69.2± 0.2)% (94.7± 1.9)%

Table 4.10: Identification efficiencies for electrons and muons in data and Monte Carlo (MC).
The table also lists the correction factor,C, used to correct the efficiency of lepton pairs in Monte
Carlo.

4.4.2 Fisher and likelihood-ratio efficiency corrections

Since the selections by Fisher discriminant and likelihood-ratio are optimized individually for

each mode, it seems natural to determine the efficiencies fromB+ → J/ψ π+ andB0 → J/ψ π0

events. However, these control samples are not very large, and this would lead to an unnecessarily

large systematic uncertainty. We therefore chose to useB+ → J/ψK+ events, since these have

the same topology and cover nearly the same kinematic regionasB → J/ψπ events.

Thus, we use the selection ofB± → K±ℓ+ℓ− events as described in section 4.3.1, but define

the Fisher discriminant and the likelihood ratio as they aredefined for theB → πℓ+ℓ− selection

modes. This procedure is justified because the input quantities to the Fisher discriminant and

likelihood-ratio do not depend directly on the final state particles, with the exception of theB

vertex probability. ForB0 → π0ℓ+ℓ−, the latter is approximated by theℓ+ℓ− vertex probability.

Table 4.11 tabulates the measured efficiencies and ratios ofthe selections based on the Fisher

discriminant and the likelihood ratio in data and Monte Carlo. The efficiency of each selection

criterion has been measured with and without the other criterion applied. Within uncertainties,

the measured data/MC ratios agree between the two methods, with the exception of data/MC for

Fisher selection efficiencies in theB → πµ+µ− modes, where the two data/MC measurements

still agree within2σ. The data/MC ratios are all close to 1.0, and overall the efficiency is mea-

sured to be a little higher in Monte Carlo than in data. We correct the signal efficiency by the

data/MC ratio obtained from measuring the efficiency of the combined Fisher and likelihood-

ratio criteria.

4.4.3 Fully corrected signal efficiencies

After all corrections have been applied, the signal efficiencies in the fit region and in the signal

region are given in table 4.12.
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Mode Data Efficiency MC Efficiency C = (Data/MC)
Fisher efficiencies for events that pass the likelihood selection:
B+ → π+e+e− (82.1± 0.7)% (82.0± 0.3)% (100.1± 0.9)%
B0 → π0e+e− (71.5± 0.8)% (72.4± 0.2)% (98.8± 1.1)%
B+ → π+µ+µ− (69.8± 0.9)% (69.2± 0.4)% (100.9± 1.5)%
B0 → π0µ+µ− (66.4± 1.0)% (65.2± 0.4)% (101.8± 1.7)%

Fisher efficiencies independent of likelihood selection:
B+ → π+e+e− (79.3± 0.6)% (79.2± 0.3)% (100.1± 0.8)%
B0 → π0e+e− (69.0± 0.7)% (70.3± 0.3)% (98.0± 1.1)%
B+ → π+µ+µ− (66.8± 0.9)% (67.4± 0.4)% (99.1± 1.4)%
B0 → π0µ+µ− (63.3± 0.9)% (63.2± 0.4)% (100.2± 1.5)%

Likelihood efficiencies for events that pass the Fisher selection:
B+ → π+e+e− (70.6± 0.8)% (72.0± 0.3)% (98.2± 1.2)%
B0 → π0e+e− (80.8± 0.7)% (82.0± 0.3)% (98.5± 0.9)%
B+ → π+µ+µ− (81.7± 0.9)% (85.3± 0.3)% (95.8± 1.1)%
B0 → π0µ+µ− (76.8± 0.9)% (80.3± 0.4)% (95.6± 1.3)%

Likelihood efficiencies independent of Fisher selection:
B+ → π+e+e− (68.2± 0.7)% (69.5± 0.3)% (98.2± 1.1)%
B0 → π0e+e− (77.9± 0.6)% (79.7± 0.3)% (97.7± 0.8)%
B+ → π+µ+µ− (78.3± 0.8)% (83.1± 0.3)% (94.2± 1.0)%
B0 → π0µ+µ− (73.3± 0.8)% (77.8± 0.3)% (94.2± 1.1)%

Efficiency of Fisher and likelihood selection combined:
B+ → π+e+e− (56.0± 0.8)% (57.0± 0.3)% (98.2± 1.4)%
B0 → π0e+e− (55.7± 0.7)% (57.7± 0.3)% (96.6± 1.4)%
B+ → π+µ+µ− (54.6± 0.9)% (57.5± 0.4)% (95.0± 1.7)%
B0 → π0µ+µ− (48.6± 0.9)% (50.7± 0.4)% (95.9± 1.9)%

Table 4.11: Fisher and likelihood-ratio efficiencies by mode for data and Monte Carlo (MC). The
correction factorC used to correct signal efficiencies in the Monte Carlo samples is taken from
the data/MC ratios for the two selection criteria combined.

4.4.4 Systematic effects from model dependence

The simulated signal sample used to evaluate the efficiency is based on kinematics modeling

by Ali et al [23], andB → π form-factors are based on Ball & Zwicky [50, 114, 115]. The

largest theoretical uncertainty to the branching fractionprediction comes from the form-factor

calculations. Thus, it is of interest to estimate how large an effect the form-factor predictions
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Mode Fit region efficiency Signal region efficiency
B+ → π+e+e− (11.92 ± 0.07)% ( 7.17 ± 0.05)%
B0 → π0e+e− ( 8.98 ± 0.06)% ( 5.68 ± 0.05)%
B+ → π+µ+µ− ( 6.60 ± 0.05)% ( 4.71 ± 0.05)%
B0 → π0µ+µ− ( 4.48 ± 0.04)% ( 3.11 ± 0.04)%
B+ → π+eµ ( 8.77 ± 0.05)% ( 6.31 ± 0.04)%
B0 → π0eµ ( 5.45 ± 0.05)% ( 3.70 ± 0.04)%

Table 4.12: Total efficiency forB → πℓ+ℓ− events in the fit region and the signal region after all
corrections, based on cut and count procedure. Uncertainties are statistical only.

have on signal efficiencies.

These systematic effects have been evaluated by investigating the change in signal efficiency

when different form factor models are used. The alternativemodels considered are LCSR predic-

tions [114,115], an alternative set of input parameters from [50] as well as two other form-factor

calculations based on the relativistic light-cone quark model (LCQM) [88,89]. Predictions from

lattice QCD are not given for the most relevant form factorfT (q2, µ) (see section 1.2), and are

not included in this evaluation. We did attempt to use a couple of lattice QCD models by using a

relation betweenfT (q2, µ) andf+(q2) andf0(q
2) at high values ofq2 given by [87], and this gave

a result that matched very well with the other models for the highest values ofq2, but deviated

strongly in the lowq2 region. Since the relation provided and lattice QCD are not reliable for

low q2, these models were ignored. Figure 4.32 shows the effect of the signal efficiency on the

distribution ofmℓ+ℓ− with different form-factor models. Table 4.13 lists the relative change in

signal efficiency for the different models considered.

Mode Ball’03 B&Z’05 set2 B&Z’05 set4 M’96 set1 M&S’00
B → πe+e− -0.54% 0.00% -0.27% +1.07% +0.13%
B0 → π0e+e− +3.31% 0.00% -0.33% +2.31% +0.33%
B → πµ+µ− +4.17% 0.00% -0.19% +2.84% 0.00%
B0 → π0µ+µ− +7.31% 0.00% -0.88% +2.63% 0.00%

Table 4.13: Relative change in signal efficiencies from choosing different form-factor models.
The baseline model is provided by Ball & Zwicky ’05 [50], set 2.
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Figure 4.32:mℓℓ distribution in theB+ → π+e+e− mode for different form factor models. The
dips in the distribution aroundmJ/ψ andmψ(2S) are due to the charmonium vetoes.

4.5 Estimates of residual peaking background

Peaking backgrounds have been reduced by vetoes ofJ/ψ, ψ(2S) andD mesons. Some residual

background may be left from these modes. In addition, non-reducible backgrounds are expected

from non-resonant decays ofB mesons, likeB → πππ. This residual background must be

estimated and accounted for when computing the branching-fraction upper limit.

We separate peaking background processes into two types: hadronic peaking backgrounds,

where the lepton candidates in theπℓℓ final state arise from hadrons misidentified as leptons; and

non-hadronic peaking backgrounds, for which the lepton candidates are real leptons.

4.5.1 Hadronic peaking backgrounds

B-meson decays to hadronic final states can mimic the signal ifthe tracks identified as leptons

are misidentified hadrons. Since the number of hadrons passing the electron selection is rather

small, this background source is only relevant for muon channels.



4.5. ESTIMATES OF RESIDUAL PEAKING BACKGROUND 91

These backgrounds are estimated using a control sample of hadronicB decays inBABAR data.

A sample disjoint from the signal-selection sample is selected by requiring that two out of three

tracks fail the muon and electron identification criteria. The remaining track is required to fail

the electron identification but it should pass a loose muon identification which has a high rate

pion mis-identification (∼ 8%). This selects a sufficiently large control sample ofB → πµh

events consisting primarily ofB → πhh events, whereh = π,K.

Using this sample, we estimate how manyB → πhh events would pass theB → πµµ

selection, by weighting the events according to each track’s probability of passing the tight muon

selection. These probabilities are obtained from the high-purity control samples described in

section 2.4.3. For instance, the weight applied for aB0 → π0h+µ− sample is:

w(µ+h−) =
P (h+ → µ+)

P (h+ → µ+
loose)(1 − P (h+ → e+))

× P (h− → µ−)

(1 − P (h− → µ−
loose))(1 − P (h− → e−))

where

• P (h+ → µ+) [P (h− → µ−)] is the probability for a positive [negative] hadron speciesh+

[h−] to be misidentified by the muon selection;

• P (h+ → µ+
loose) [P (h− → µ−

loose))] is the probability for positive [negative] hadron species

h+ [h−] to be misidentified by theloosemuon selection;

• P (h+ → e+) [P (h− → e−))] is the probability for positive [negative] hadron speciesh+

[h−] to be misidentified by the electron selection.

The weights given in the control-sample efficiency tables depend on the particle hypothesis as-

signed to the track. We use the pion identification criteria to classify each event. If a track

does not pass these criteria, it is assumed to be a kaon, and the relevant probabilities are picked

from the kaon control sample efficiency table (see section 2.4.3). The efficiency loss due to this

classification scheme is also included in the weights,e.g.:

w(π+π−) = w(µ+h−) × 1

ε(π+)ε(π−)

w(K+π−) = w(µ+h−) × 1

ε(K+)ε(π−)

whereε(π) is the efficiency of a pion to be identified as a pion andε(K) is the efficiency of a

kaon to fail pion identification.
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The expected yield in the signal region is extracted from a one-dimensionalχ2 fit to the

weightedmES distribution, for events within the signal-region of∆E, as shown in figure 4.33.

The PDF consists of an Argus function parameterizing the combinatorial background plus a

single Gaussian for the peaking background. The parametersof the Gaussian are fixed to expec-

tations for signalB → πℓ+ℓ− events. The slope of the Argus function as well as the relative

normalization of the two are floating parameters in the fit.

ThemES distribution with the fitted curve superimposed is shown in Figure 4.33. From this

procedure we expect to find0.027 ± 0.033 B± → π±hh events and0.035 ± 0.022 B0 → π0hh

events within the signal region.
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Figure 4.33:mES fits to extract hadronic peaking background in the signal region. Left: B+ →
π+hµ. Right:B0 → π0hµ.

4.5.2 Peaking backgrounds with leptons

Peaking background from sources with real leptons are estimated based on high-statistics Monte

Carlo samples, with all the same efficiency corrections as were used to evaluate signal efficien-

cies. Table 4.14 summarizes the contributions from the various samples, and figures 4.34-4.36

show distribution of events from the most important ones in themES-∆E plane. (Note that the

plots arenotnormalized to luminosity.) The main contributions come from:

• K ℓ+ℓ− background:

We find that0.06 ± 0.02 B+ → K+e+e− events are expected in the signal region for

theB+ → π+e+e− mode, and this is the largest peaking background contribution to this
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reconstruction mode. The contribution fromB+ → K+µ+µ− to theB+ → π+µ+µ−

mode is about half of this, and contributions from theK0 modes are negligible. Most of

the events from these decays have too low a∆E to end up in theB → πℓ+ℓ− signal

region, as shown in figure 4.34. From the plot we can see that the core of the distribution

falls outside theπℓ+ℓ− signal region, but the tail of the distribution occupies thelow-∆E

half of the signal region.

• ρℓ+ℓ− background:

These events tend to pass most of the selection criteria, butsince there is one pion missing

from the reconstructedB, bothmES and∆E tend to be shifted downward. The shift is

of order a few MeV inmES and 200 MeV or more in∆E. No background events from

B → ρℓ+ℓ− are expected in the signal region, as seen from figure 4.35 andtable 4.14.

• K∗ℓ+ℓ− background:

These events do not peak anywhere within the fit region, and are only expected to con-

tribute as combinatorial background. Figure 4.36 shows thedistribution ofB → K∗ℓ+ℓ−

events in the fit region.

• Charmonium background:

Any charmonium background events that fail the charmonium veto will appear as peaking

background in the data. This background is estimated from exclusive Monte Carlo sam-

ples ofB → J/ψπ , B → J/ψK , B → ψ(2S)π andB → ψ(2S)K events. No such

background events are found.
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Figure 4.34: Scatter plots of∆E vs. mES for B → Kℓ+ℓ− Monte Carlo events in the fit
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reconstruction modes (not scaled to luminosity). The small boxes show the signal regions from
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Figure 4.35: Scatter plots of∆E vs. mES for B → ρℓ+ℓ− Monte Carlo events in the fit region
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Figure 4.37: Scatter plots of∆E vs.mES for inclusiveJ/ψ andψ(2S) Monte Carlo events in the
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Region sample B+ → π+e+e− B0 → π0e+e− B+ → π+µ+µ− B0 → π0µ+µ−

Fit region: K ℓ+ℓ− 0.66 ± 0.19 0.17 ± 0.05 0.39 ± 0.11 0.09 ± 0.025
ρ ℓ+ℓ− 0.22 ± 0.07 0.09 ± 0.03 0.18 ± 0.06 0.06 ± 0.02
K∗ℓ+ℓ− 0.66 ± 0.25 0.25 ± 0.10 0.51 ± 0.20 0.16 ± 0.06
J/ψπ 0.09 ± 0.01 0.05 ± 0.01 0.09 ± 0.01 0.023 ± 0.004
J/ψK 0.00 ± 0.00 0.00 ± 0.00 0.46 ± 0.02 0.204 ± 0.009
ψ(2S)π 0.00 ± 0.00 0.00 ± 0.001 0.001 ± 0.0002 0.0005± 0.0002
ψ(2S)K 0.10 ± 0.01 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
hadronic 0.030 ± 0.036 0.048 ± 0.030
Total 1.74 ± 0.32 0.56 ± 0.11 1.66 ± 0.24 0.58 ± 0.08

Signal region: K ℓ+ℓ− 0.055 ± 0.016 0.003± 0.001 0.028 ± 0.008 0.002 ± 0.000
ρ ℓ+ℓ− 0.001 ± 0.000 0.002± 0.000 0.001 ± 0.0002 0.000 ± 0.000
K∗ℓ+ℓ− 0.001 ± 0.000 0.003± 0.001 0.011 ± 0.004 0.002 ± 0.001
J/ψπ 0.00 ± 0.002 0.000± 0.000 0.000 ± 0.000 0.001 ± 0.000
J/ψK 0.00 ± 0.00 0.000± 0.000 0.000 ± 0.000 0.00 ± 0.00
ψ(2S)π 0.00 ± 0.00 0.001 ± 0.0002 0.00 ± 0.00 0.000 ± 0.000
ψ(2S)K 0.00 ± 0.00 0.000± 0.000 0.00 ± 0.00 0.00 ± 0.00
hadronic 0.027 ± 0.033 0.035 ± 0.022
Total 0.057 ± 0.016 0.009± 0.002 0.059 ± 0.034 0.040 ± 0.022

Table 4.14: Summary of number of peaking background events expected in the fit and signal
regions. Efficiency corrections have been applied like described for signal Monte Carlo.

4.6 Estimate of residual combinatorial background

The combinatorial background is due to random combinationsof particles and does not peak

in mES or ∆E. This background is determined from on-resonance data in the fit region before

events in the signal region are inspected.

A two-dimensional extended unbinned maximum likelihood fitis performed over a subset of

the fit region for whichmES < 5.2724 GeV/c2. The yield in the signal region is obtained by ex-

trapolating the best-fit probability-density-function (PDF) into the signal region and integrating

the PDF over this region. The statistical uncertainties of this procedure are estimated from the

sum in quadrature of the uncertainties induced from the measured background normalization, the

measured Argus slopeξ of themES function, and the measured∆E exponent s.

Prior to doing a fit to the on-resonance data sample, the procedure has been tested on simula-

tion samples. This has two purposes. It allows us to make surethat the background has been well

understood in terms of luminosity- and sideband-scaled Monte Carlo simulation samples. It also

allows us to study the different background shapes for theBB component and the continuum

component in the data.
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4.6.1 Fits and yields in Monte-Carlo simulated data

An extended unbinned maximum likelihood fit of the PDF given in equation 3.8 is performed

on a sample ofBB simulated events and continuum simulated events. After luminosity and

sideband scaling, the expected number of events in the fit region ranges from 30 events in the

B0 → π0µ+µ− mode to 107 events in theB+ → π+e+e− mode, where the uncertainties in these

estimates are in the range 15 – 35%. The numbers for each mode is given in the first column

of table 4.15. The uncertainties in the Monte Carlo expectations are dominated by the large

uncertainties in data/MC sideband ratios (table 4.9).

The best-fit PDF is then integrated over the signal region to determine the expected number

of combinatorial background events in this region. As seen from the third column of table 4.15,

based on this Monte Carlo estimate, we expect less than one event in the signal region for each

of the modes.

4.6.2 Fits and yields in theBABAR data

An unbinned maximum likelihood fit can now be performed on theBABAR on-resonance data in

themES-∆E fit region.

The fit procedure is first performed on theB+ → π+eµ andB0 → π0eµ control samples.

Figure 4.38 shows themES and∆E distributions forB → πeµ events with projections of the

best-fit PDF superimposed. The fit yields 167B+ → π+eµ events and 65B0 → π0eµ events in

the fit region. The expectation from fits to simulations of genericBB and continuum events were

178 ± 23 and63 ± 14 events, respectively. With this result, we consider the agreement between

number of observed and expected events to be acceptable, we move on to theB → πℓ+ℓ− modes.

For theB → πℓ+ℓ− modes, the fits are performed on the subregionmES < 5.2724GeV/c2,

and yield 128B+ → π+e+e− events, 49B0 → π0e+e− events, 111B+ → π+µ+µ− events and

22B0 → π0µ+µ− events in the full fit region. This is also consistent with expectations from

scaled simulated samples (table 4.15).

By integrating the best-fit PDFs over the signal region, we obtain the observed combinatorial

background in the signal region. These expectations are compared with the ones obtained in the

same way from simulated data samples in table 4.15.

4.6.3 Bias correction: toy Monte Carlo study

To investigate any potential biases in the signal extraction procedure, toy Monte Carlo exper-

iments are performed. Two sources of bias have been investigated: bias due to low statistics
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Figure 4.38: Projections ofmES and ∆E with the best fit to the PDF functions from two-
dimensional unbinned maximum-likelihood fits toBABAR data for theB → πeµ modes. The
vertical line indicates the edge of the signal region inmES.

Mode Fit region Fit region Signal region Signal region
expected bkg. observed bkg. expected bkg. observed bkg.

B+ → π+e+e− 107 ± 24 128 0.97 ± 0.22 0.87 ± 0.24
B0 → π0e+e− 34 ± 10 49 0.92 ± 0.27 0.42 ± 0.21
B+ → π+µ+µ− 99 ± 17 111 0.77 ± 0.13 0.85 ± 0.24
B0 → π0µ+µ− 30 ± 11 22 0.58 ± 0.22 0.17 ± 0.14

Table 4.15: Expected (Monte Carlo) and observed (data) combinatorial background yields and
uncertainties in the fit and signal regions.

in the maximum likelihood fit, and bias from fitting a two-component background with a one-

dimensional probability density function.

To avoid bias due to low statistics, themeanexpected background in the signal region is

determined from performing the same signal extraction procedure on an ensemble of 10000 toy

Monte Carlo experiments. The toy Monte Carlo samples are allgenerated from the background

probability-density-function (equation 3.8) with the best-fit parameters obtained fromBABAR

data. Each of the toy-Monte Carlo experiments is then fitted with the same one-dimensional
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probability-density-function with slope parameters and normalization floating, and the signal-

region yield is extracted by integrating the resulting PDF over the area of the signal region.

From the distribution of yields from the toy-Monte Carlo experiments, we determine the pull

in units of the background uncertainty measured in the real data:

pull = (measured mean − toy MC mean)/measured uncertainty

Table 4.16 shows the results of this toy Monte Carlo study. The mean pull is generally negative,

i.e. the measured values are biased by low statistics toward small values, except for the mode

B+ → π+e+e−, where the measured value is larger than the mean of the toy Monte Carlo

distributions. The pull distribution width is consistent with unity, except for the low-statistics

modeB0 → π0µ+µ−, which underestimates errors by 30%.

We correct the observed background in the signal region and its uncertainty, by shifting the

central value by the pull mean times the signal region background uncertainty. The signal region

background uncertainty is further inflated by a factor equalto the pull width.

Mode Signal box Mean pull mean pull width Corr. signal box
observed bkg. toy MC error (σ) observed bkg.

B+ → π+e+e− 0.87 ± 0.24 0.26 +0.11 1.00 0.84 ± 0.24
B0 → π0e+e− 0.42 ± 0.21 0.20 -0.08 1.08 0.43 ± 0.23
B+ → π+µ+µ− 0.85 ± 0.24 0.23 -0.23 1.06 0.90 ± 0.25
B0 → π0µ+µ− 0.17 ± 0.14 0.20 -0.39 1.40 0.23 ± 0.20
B+ → π+eµ 1.48 ± 0.32 0.33 -0.23 1.04 1.55 ± 0.34
B0 → π0eµ 1.11 ± 0.39 0.40 -0.34 1.10 1.22 ± 0.43

Table 4.16: Observed combinatorial background yields and uncertainties for 209 fb−1. Tabulated
are the baseline fit, the mean error in toy Monte Carlo, the mean pull, the pull distribution width,
and the bias corrected signal box yield.

Additionally, there is a potential bias from fitting the on-resonance data with a single PDF

function, while the underlying distribution consists of aBB component and a continuum com-

ponent, which may well be different and not well combined as asimple sum. In order to estimate

this bias, the on-resonance data has been fitted with a two-component PDF, where one com-

ponent has all parameters fixed to the shape found for simulatedBB events, while the other

component (modeling the continuum background) has all parameters varying freely in the fit.

Toy Monte Carlo studies are then performed based on this two-component parent PDF, and the

same procedure as above is used to obtain a bias-corrected signal-region yield. The difference

in results from using a two-component PDF compared to a one-component PDF is taken as a

systematic uncertainty.
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4.6.4 Background shape systematic studies

To gauge the size of the systematic uncertainty due tomES-∆E correlations in the combinatorial

background, the data sample was refitted with a correlated shape as described in section 3.3, and

the expected background in the signal region was recomputed.

When the same exercise was performed with simulatedBB and continuum samples, theBB

backgrounds exhibit the largest differences while the continuum backgrounds show a negligible

difference. The net effect is to decrease the expected background in the signal region by about

10%, which is three to four times smaller than the expected statistical error in this number. The

fitted correlation parametersξ1 andξ2 from equation 3.9 are all statistically consistent with zero.

We also vary the functional form for the∆E shape, fitting the data with first- and second-

degree polynomials in addition to the baseline exponentialshape.

The systematic uncertainties determined from these variations in the fitting procedure are

given in table 4.17 for each of the modes.

4.7 Results

Once the event selection has been verified by checking that the on-resonanceBABAR data yields

in the fit region agree with expectations, and the total number of expectedbackground events in

the signal region have been determined, we take a look at the events within the signal region.

4.7.1 Total number of events expected

The total expected background in the signal region is obtained from integrating the PDF from the

on-resonance data over this region. The result is summarized in table 4.17. Less than one event is

expected in the signal region for each of the penguin modes, with nearly one event expected for

the charged modes and 0.3-0.4 events expected in the neutralmodes. 1.2-1.5 events are expected

in the signal region for the lepton-flavor violating modes.

4.7.2 Total number of events observed

Once we have determined the number of expected background events, we inspect the events

in the signal region. Figure 4.39 shows scatter plots of∆E vs.mES for all events in the fit

region and signal region for all modes. We observe a total of threeB → πℓ+ℓ− candidates in the

signal regions of theB → πℓ+ℓ− penguin modes and one candidate in the lepton-flavor violating
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Systematic π+e+e− π0e+e− π+µ+µ− π0µ+µ− π+eµ π0eµ
mES-∆E fit 0.824 ± 0.24 0.43 ± 0.23 0.90 ± 0.25 0.23 ± 0.20 1.55 ± 0.34 1.22 ± 0.43
mES-∆E corr. ±0.02 ±0.03 ±0.06 ±0.03 ±0.17 ±0.05
∆E shape ±0.02 ±0.01 ±0.12 ±0.02 ±0.31 ±0.24
Peaking (ℓ+ℓ−) 0.057 ± 0.016 0.009± 0.003 0.032± 0.008 0.005 ± 0.001 0.0 ± 0.0 0.0 ± 0.0
Peaking (hadronic) 0.0 ± 0.0 0.0 ± 0.0 0.027± 0.033 0.035 ± 0.022 0.0 ± 0.0 0.0 ± 0.0
Total 0.90 ± 0.24 0.44 ± 0.23 0.96 ± 0.29 0.27 ± 0.20 1.55 ± 0.49 1.22 ± 0.50

Table 4.17: Estimated number of background events with uncertainties. The uncertainties in the
background affect the branching fraction upper limits as additive systematic uncertainties.

B → πeµ control modes. As can be seen from the plots, the events are evenly distributed across

the fit region, and the number of events observed within the signal regions are consistent with

background expectations.

In theπ±e+e− signal region, one event is observed. The background expectation in this mode

is 0.90± 0.24 events. Two events can be seen just outside the signal regionon the low-∆E side.

This is the part of the fit region whereB+ → K+e+e− events are expected to accumulate.

In the π±µ+µ− signal region, one event is observed and again this is consistent with the

expected0.96 ± 0.29 background events.

TheB0 → π0ℓ+ℓ− modes have smaller statistics. One event is observed in theπ0µ+µ−

signal region where0.27 ± 0.20 background events were expected, and no events are observed

in theπ0e+e− signal region where0.44 ± 0.23 background events were expected.

Thus, combined for all penguin modes,2.5 ± 0.5 background events were expected, and3.0

events were observed. Based on the signal efficiency, tabulated in table 4.12, the signal expected

with Standard Model predictions forB(B → πℓ+ℓ−) [47], we expect to have0.6 ± 0.2 B+ →
π+e+e− events in the signal region,0.2 ± 0.1 B0 → π0e+e− events,0.4 ± 0.1 B+ → π+µ+µ−

events and0.12 ± 0.04 B0 → π0µ+µ− events in the signal region. Thus, a total of1.3 ± 0.4

signal events were expected for all modes combined.

No flavor-violating events are expected in the Standard Model, thus for the lepton-flavor

violating modes, the Standard Model expectation is to see noevents. We have determined that

we expect more than one background event in each mode. Since only one event is observed for

these modes in total, this is consistent with background andno signal for lepton-flavor–violating

modes are seen.

Figure 4.40 shows themES and∆E distributions for theB → πℓ+ℓ− events with projections

of the best-fit PDF superimposed.
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Figure 4.39: Scatter plots of∆E vs.mES for all events in the background fit region passing
the selection. The small boxes in each of the plots outline the signal region from which signal
candidates are selected.
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Figure 4.40: Projections ofmES and∆E of B → πℓ+ℓ− events in the full fit region. Super-
imposed is the PDF we use to model combinatorial background.The parameters were obtained
from two-dimensional unbinned extended maximum-likelihood fits to events outside the signal
region, withmES < 5.2724 (to the left of the gray vertical line).
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4.8 Systematic uncertainties

Systematic uncertainties are of two types. The first type consists of multiplicative uncertainties

which affect how the observed signal yields are translated into branching fraction measurements.

The individual contributions are summarized in section 4.8.1. The second type is uncertainties

in the background which additively affect the observed signal yields themselves. These are

summarized in section 4.8.2.

4.8.1 Multiplicative systematic uncertainties

Table 4.18 lists the multiplicative systematic uncertainties affecting the signal efficiency. They

include the following sources:

• Uncertainty in the tracking efficiency for leptons: after applying the tracking efficiency

corrections described in section 2.4.3, we assign a correlated uncertainty of±0.8% per

lepton track.

• Uncertainty in the tracking efficiency for hadron tracks: this is a correlated uncertainty of

±1.4% per hadron track.

• Uncertainty in the efficiency of the electron selection: this is obtained from comparing

the electron identification efficiency in data and Monte Carlo based on the charmonium

control samples (section 4.4.1) The Monte Carlo is corrected by the data/MC ratio, with

the systematic error taken as the uncertainty in this correction, which amounts to±0.7%.

• Uncertainty in the efficiency of the muon selection: this is obtained the same way as the

electron systematics (section 4.4.1). The Monte Carlo is corrected by the data/MC ratio,

with the systematic error taken as the uncertainty in the correction, which amounts to

±1.9%.

• For the uncertainty in the efficiency of the pion selection: we assume an uncertainty of

0.5% for each pion taken, based on a data–MC study of a sample of B → D0π events

by [120].

• Uncertainty in the efficiency ofπ0 identification: after applying theπ0 efficiency correc-

tions as described in section 2.4.3, the uncertainty is 3.0%perπ0 candidate.
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• Uncertainty in the efficiency of the continuum Fisher discriminant selection and theBB

likelihood-ratio selection is obtained from measuring theefficiency in data and Monte

Carlo of these selections combined. The efficiencies are compared using the charmonium

control sample, as described in section 4.4.2. The Monte Carlo events are corrected by

data/MC ratio, with the systematic error taken as the error on the correction. The size

of this uncertainty ranges from1.4% in theB → πe+e− modes to1.9% for theB0 →
π0µ+µ− mode.

• Statistical uncertainties in the signal efficiencies originate from the size of the simulated

sample used for efficiency evaluation. We have about 260 000 simulated signal events for

each mode, so the statistical uncertainty is small (0.1%).

• The estimated number ofBB events in our data sample has an uncertainty of1.1%.

• The uncertainties due to the signal efficiency of themES and∆E selection requirements

are determined from:

– The measured mean and width of these distributions in charmonium control samples.

For B+ → π+ℓ+ℓ−, we use samples ofB → J/ψK+ events, in which the mean

and width are precisely bounded, and we assign a total systematic uncertainty of

∼ 0.7%; for B0 → π0ℓ+ℓ−, we use samples ofB → J/ψπ0 events, which have

limited statistics and introduce a total systematic uncertainty of7%.

– For the electron modes, we allow for a larger or smaller bremsstrahlung tail in the

∆E distribution, introducing a systematic uncertainty of 1.2-1.3%.

• Uncertainties in signal efficiency resulting from use of different theoretical models to de-

scribe the signal arise mainly from the variation of signal efficiency as a function ofq2. The

largest theoretical uncertainty is due to form-factor predictions, and we have investigated

the effect of different models in section 4.4.4. The model dependence systematic is taken

to be the maximum difference between the alternative modelsand the baseline model, and

ranges from1.1% for B+ → π+e+e− to 7.3% for B0 → π0µ+µ−.

The total multiplicative systematic uncertainty is the sumin quadrature of these relative un-

certainties for the individual sources, with the exceptionof the tracking efficiency uncertainties

for leptons and hadrons, which are taken to be 100% correlated.
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Systematic π+e+e− π0e+e− π+µ+µ− π0µ+µ− π+eµ π0eµ
Trk eff. ±3.0 ±1.6 ±3.0 ±1.6 ±3.0 ±1.6
Electron ID ±0.7 ±0.7 ±0.4 ±0.4
Muon ID ±1.9 ±1.9 ±1.0 ±1.0
Pion ID ±0.5 ±0.5 ±0.5
π0 ID ±3.0 ±3.0 ±3.0
Fisher andBB̄ likelihood ±1.4 ±1.4 ±1.7 ±1.9 ±1.4 ±1.4
MC statistics ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.1
BB̄ counting ±1.1 ±1.1 ±1.1 ±1.1 ±1.1 ±1.1
signalmES model ±0.3 ±5.1 ±0.4 ±4.9 ±0.3 ±5.1
signal∆E model ±0.6 ±5.1 ±0.5 ±5.4 ±0.5 ±5.2
signal∆E radiative tail ±1.2 ±1.3 ±1.0 ±1.4
Model dependence ±1.1 ±3.3 ±4.2 ±7.3 ±3.0 ±3.0
Total ±4.0 ±8.9 ±5.9 ±11.2 ±4.9 ±8.9

Table 4.18: The sources of systematic uncertainty in the upper limit on the branching fraction
due to signal efficiency (%).

4.8.2 Background systematic uncertainties

Uncertainties in background expectations affect the branching fraction upper limit in an additive

way. The additive systematic uncertainties considered here have been summarized in table 4.17

and include the following components:

• Uncertainty due to the shape assumed for combinatorial backgrounds:

– Uncertainties from themES-∆E fit is the dominant systematic effect. They are evalu-

ated by varying each of the parameters of the fit by±1σ, for each change recomputing

the signal-region expectation and finally adding the deviations from each in quadra-

ture. On top of this, a small correction is applied from the bias studies described in

section 4.6.3.

– Uncertainties due tomES-∆E correlations are evaluated by performing a background

estimation fit which allows themES Argus slope to depend on∆E (see section 4.6.4).

– ∆E shape uncertainties are evaluated from using alternative probability density func-

tions (linear, quadratic), described in section 4.6.4.

• Uncertainties in peaking background estimates:

– The uncertainty in hadronic peaking background yields are taken from the uncertainty

of the yield obtained from the one-dimensionalmES χ
2-fit in section 4.5.1.
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– The uncertainty in peaking background with real leptons (section 4.5.1), estimated

from simulated background samples, are due to uncertainties in the branching fraction

assumed [54].

The total additive systematic uncertainty is the sum in quadrature of the absolute uncertainties

listed, as summarized in table 4.17.

4.9 Branching fraction upper limit

The branching fractionB is generally calculated by

B(B → πℓ+ℓ−) =
Nobserved −Nbackground

NB × ε
(4.4)

with Nobserved andNbackground being the observed number of events and expected backgroundin

the signal region, respectively.NB is the number ofB-mesons in theBABAR data sample (given

in table 2.1), andε is the efficiency for detectingB → πℓ+ℓ− decays.

With the observed events consistent with background, no evidence for aB → πℓ+ℓ− signal

is found. Thus we set an upper limit on theB → πℓ+ℓ− branching fraction using a frequentist

method which takes into account both the uncertainties in the signal sensitivity (NB × ε) and

the expected background (Nbackground) [121, 122]. The signal efficiency varies by mode and is

given in table 4.19. The number ofB-meson decays isNB± = NB0(B0) = 230.15 million.

The upper limit is computed at 90% confidence level, meaning that in the one-sided confi-

dence interval there is 10% probability or less that the truevalue of the parameter (B) is above

this interval. This is basically a conventional frequentist limit, following an approach due to

Neyman [123]. The uncertainties in sensitivity and background estimates introduces a Bayesian

viewpoint. However, the main source of uncertainty – the Poisson statistics of the number of

events – is treated in a frequentist fashion.

A toy Monte Carlo technique is used to compute the confidence limits. For a given num-

ber of observed events (n), background expectation (Nbkg. ± σNbkg
) and sensitivity (S ± σS), a

Poisson distribution is constructed. Here, both background and sensitivity are assumed to have

Gaussian uncertainties. Based on this Poisson probability-density-function, ensembles of toy

Monte Carlo experiments are generated. The branching fraction upper limit at 90% confidence

level corresponds to the value for which the toy Monte Carlo experiments yield higher branching

fractions in less than 10% of the experiments. By setting thesensitivity to unity, we similarly

obtain the upper limit on the number of signal events at 90% confidence level, given as ’Events
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Observed Expected Events U.L. Signal B U.L.
Mode Events Background 90% C.L. Efficiency 90% C.L. (10−7)

B+ → π+e+e− 1 0.90 ± 0.24 3.01 (2.99) 7.1 ± 0.3% 1.84 (1.83)
B0 → π0e+e− 0 0.44 ± 0.23 1.89 (1.86) 5.7 ± 0.5% 1.44 (1.42)
B+ → π+µ+µ− 1 0.96 ± 0.29 2.96 (2.93) 4.7 ± 0.3% 2.74 (2.71)
B0 → π0µ+µ− 1 0.27 ± 0.20 3.64 (3.62) 3.1 ± 0.3% 5.12 (5.10)
B+ → π+eµ 1 1.55 ± 0.49 2.43 (2.34) 6.3 ± 0.3% 1.69 (1.63)
B0 → π0eµ 0 1.22 ± 0.50 1.21 (1.08) 3.7 ± 0.3% 1.42 (1.28)
B+ → π+ℓ+ℓ− 1.16 (1.15)
B0 → π0ℓ+ℓ− 1.16 (1.15)
B → πℓ+ℓ− 0.946 (0.936)
B → πeµ 0.920 (0.83)

Table 4.19: Results of theB → πℓ+ℓ− analysis: The table includes observed signal candidate
events, expected background, signal yield upper limit at 90% confidence level, signal efficiency,
and the branching fraction upper limit at 90% confidence level. The numbers in parentheses are
limits evaluated without the inclusion of systematic uncertainties. The combined limits at the
bottom are derived from simultaneous limits calculated from the individual modes.

U.L.’ in table 4.19. This number corresponds to the number ofevents for which 10% of the toy

experiments yield a larger number of events.

To evaluate the effect of the uncertainties in signal sensitivity and background, we have com-

puted the upper limits without uncertainties as well. The numbers are given in parentheses in

table 4.19. As expected, the upper limits decrease when uncertainties are removed.

To combine results from the individual modes, we use the quark-model isospin relation

betweenπ± andπ0 as well as the world average [54] ofB-meson lifetime ratioτB+/τB0 =

1.071 ± 0.009 as a constraint:

B(B → πℓ+ℓ−) ≡ 1

2

{

B(B+ → π+ℓ+ℓ−) + 2
τB+

τB0

B(B0 → π0ℓ+ℓ−)
}

(4.5)

The most significant upper limit is obtained from theB+ → π+e+e− channel, which yields

B(B+ → π+e+e−) < 1.84 × 10−7 at 90% confidence level. The upper limit from theB+ →
π+µ+µ− channel is considerably less restrictive due to the much lower detection efficiency of

this mode. Here we obtainB(B+ → π+µ+µ−) < 2.74 × 10−7 at90% confidence level.

The best limit in the neutral modes is obtained from theB0 → π0e+e− channel, where no

events were observed. Here we findB(B0 → π0e+e−) < 1.44 × 10−7 at 90% confidence level.

Since the branching fraction for the neutral modes are expected to be half of the corresponding
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charged mode, this limit is really less sensitive than the one obtained for the charged mode. The

background expectation is also low in this mode, contributing to a higher limit. TheB0 →
π0µ+µ− channel is the least restrictive of theB → πℓ+ℓ− channels withB(B0 → π0µ+µ−) <

5.12 × 10−7 at 90% confidence level. Here the background expectation is lowestand we do see

one event.

Assuming the partial widths ofB → πℓ+ℓ− to electrons and muons are equal, the limits for

the two decay modes can be simply combined to provide a combined limit of 1.16 × 10−7 for

B+ → π+ℓ+ℓ− and1.16 × 10−7 for B0 → π0ℓ+ℓ−.

Taking isospin symmetry into account (equation 4.5), the fourB → πℓ+ℓ− modes are com-

bined, yielding

B(B → πℓ+ℓ−) < 0.95 × 10−7 at 90% C.L.

For the lepton-flavor violating modes, the most sensitive limit is again obtained from the

charged mode which has a branching fraction of a factor two larger than the neutral mode due

to isospin. TheB+ → π+eµ channel has a higher detection efficiency and larger background

expected than the neutral mode. Thus, this limit is the most restrictive despite the one event

observed. The limit obtained isB(B+ → π+eµ) < 1.69 × 10−7 at 90% confidence level. The

limit obtained from theB0 → π0eµ channel where no events are seen isB(B0 → π0eµ) <

1.42 × 10−7 at90% confidence level.

A combined limit is obtained for the lepton-flavor violatingmodesB → πeµ, assuming

isospin symmetry analogous to equation 4.5. The combined limit is

B(B → πeµ) < 0.92 × 10−7 at 90% C.L.
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Chapter 5

Conclusion

Electroweak penguin processes constitute an exciting laboratory for searching for effects of

physics beyond the Standard Model. Alreadyb → sγ measurements have become precision

measurements, and theB → K∗ℓ+ℓ− analysis is beginning to yield sufficiently large sample

of events that allow for measurements of forward-backward asymmetries, branching fraction ra-

tios and other model-independent quantities that test the Standard Model are put constraints on

models of new physics. So far, no measurements have been in disagreement with the Standard

Model, but they also allow for many new physics scenarios.

The rare semileptonic penguin decayB → πℓ+ℓ− constitute another test of the Standard

Model. This mode has never been observed, and is expected to have a branching fraction of about

3.3 × 10−8 [47]. A search for thisB-meson decay mode has been performed using a sample of

(230.1 ± 2.5) × 106 BB pairs produced at theΥ (4S) resonance in theBABAR experiment. No

excess of events is seen in the signal region, and an upper limit is set for the lepton-flavor–

averaged branching fraction at 90% confidence level:

B(B → πℓ+ℓ−) < 9.5 × 10−8,

This upper limit is more than four orders of magnitude lower than the previous limits set for

these decay modes [78]. This is about a factor of3 ± 1 above the Standard Model prediction. A

branching fraction of4.1 × 10−8 has been predicted in the two-Higgs doublet model [47], and

our result does not put any constraint on this model yet. Larger discrepancies may possibly occur

in other models, but have not been explored theoretically intheb→ dℓ+ℓ− transition yet.

In addition, an upper limit on the branching fraction of the lepton-flavor–violating modes

111
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B → πeµ is set at 90% confidence level:

B(B → πeµ) < 9.2 × 10−8.

This is the first search forB → πℓ+ℓ− events performed by the B factory experiments.

With anticipated final samples of order 1 ab−1, and with the small backgrounds observed in this

analysis, it may be possible in the future to achieve an experimental sensitivity comparable to the

Standard Model prediction. Figure 5.1 shows a projection ofthe current upper limit result for

B(B → πℓ+ℓ−), assuming no more events are seen despite the increasing luminosity. Figure 5.2

shows a similarly naive extrapolation of the significance, expressed asS/
√
B, based on the

current results. Here we assume that signal and background both scale proportional to luminosity.
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Figure 5.1: Branching-fraction upper limit vs. integratedluminosity projected for the search for
B(B → πℓ+ℓ−) events in the future. A data sample of 1000 fb−1 is expected by the end of
BABAR.

Based on the estimate given in figure 5.1, the upper limit reach with 1 ab−1 is comparable to

the Standard Model prediction of3.3×10−8. If there is also new physics present which contribute

constructively to these decays, an observation may be at hand.

Additionally, possible improvements to the analysis are within reach. For theBABAR data

collected during 2005 and later, a new muon detection systemis used. This may improve the sig-

nificance of the muon modes. Improved background rejection would also improve the statistical

significance compared to the estimate in figure 5.2. With increased statistics, one can also do a
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√
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maximum likelihood fit and improve somewhat from this method. Thus, with some reachable

improvements to the analysis, is is very likely thatBABAR is able to detectB → πℓ+ℓ− events

before PEP-II switches off in 2008.
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Appendix A

Beam-background detectors

Beam background hitting the detector will over time cause damage to the detector components

and electronics. The main known sources of beam background are: synchrotron radiation (X-

rays) in the vicinity of the interaction region; interaction between the beam particles and the

residual gas in either ring; and electromagnetic showers generated by beam-beam collisions.

The synchrotron radiation is effectively reduced through the design of the interaction region,

so this source is expected to be low. Beam-gas scattering is most severe when vacuum is poor,

and is usually reduced after some time of beam operation. This is the primary source of radiation

damage in the SVT and the dominant source of background in alldetector systems except the

DIRC. The third component, electromagnetic showers generated by beam-beam collisions, is

directly proportional to the luminosity and is expected to be the dominant background over time.

This is already the main source of background seen by the DIRC.

During my work with detector operations for the EMC subsystem, I did a study of the total

leakage currents of the EMC readout diodes since the start ofBABAR data collection 1999 (see

figure A.1, which shows the average leakage current per diodein each of the channels, where

channel 8 and 9 correspond to the forward end cap). The currents were recorded when none

of the beams were in operation, although residual background radiation may be present. The

leakage currents of the diodes are seen to increase over time, which was expected. However, the

increase is far larger than expected from photon/electron radiation alone, and there is suspicion

that the damage is due to neutrons [1]. In any case, it remainsimportant to reduce the radiation

damage as much as possible.
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Figure A.1: Average leakage current per diode, October 1999through May 2002. The
total measured current per quadrant with no beams present, divided by the number of
diodes in the quadrant, is shown versus time in seconds.

A.1 EMC CsI(Tl)/PIN-diode Radiation Sensors

In order to protectBABAR against excessive radiation, especially during the beginning of the PEP-

II collision run in 1999, a protection system was designed tomeasure instantaneous radiation

close to the beam pipe insideBABAR. The EMC group made four sensors from materials left over

from building the EMC. The sensors are thus miniature calorimeters, consisting of a small piece

of CsI(Tl) crystal with a PIN-diode for electronic readout,and were installed along the inner wall

of the forward end cap of the EMC.

In the summer of 2002, PEP-II andBABAR had a major shutdown to improve cooling to the

bellows close to the interaction point, which was needed forrunning with higher luminosity.

By this time, the signal from these sensors had become unstable, which was taken as a sign of

radiation damage. We made use of the shutdown opportunity toreplace the four radiation sensors.

The same mechanical setup was used as before, but the CsI(Tl)crystal and the PIN-diodes were
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replaced.

A.2 Preparation and assembly

The active part of the sensors consists of an approximately4×4×1 cm3 block of Thallium doped

CsI crystal with a PIN diode attached with optical grease. The PIN diodes1 draw currents of less

than one nA when un-irradiated, and the current increases linearly with increasing radiation

incident on the diode surface. CsI(Tl) crystal is a scintillator whose purpose it is to increase the

signal gain for the light-sensitive PIN diodes.

The old packages were removed fromBABAR and taken apart. The mechanical housing was

the only part which was reused. The housing is a solid aluminum piece with an approximately

2 × 4 × 4 cm3 carved cavity in which the instrumentation of the sensors sits. The4 × 4 cm2

opening is covered by a thin aluminum lid. The old piece of CsI(Tl) crystal was taken out and

inspected. It had acquired a slightly pink color, which could amount to some 10% loss of light

yield.

Four new pieces of CsI(Tl) crystals were prepared (figure A.2), first machine cut by Light

Fabrication at SLAC, then hand polished in a fume hood (to minimize breathing of toxic thallium

dust).

Figure A.2: New CsI(Tl) crystals in the process of being polished. The crystals are4 × 4 × 1
cm3 blocks of scintillating material providing high photon yield for PIN-diode readout.

1HAMAMATSU S3590-01 Si PIN diodes
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The finished crystals were finally wrapped with a diffuse reflector (165µm TYVEK paper)

with a 1 × 1 cm2 cut at one side where the PIN diode was attached. A thin layer of optical

grease between the PIN diode and the CsI(Tl) crystal ensuressmooth light transmission from the

crystal to the diode. Cables2 were soldered onto the anode and cathode of the PIN diode. For

later convenience, the cables were equipped with connectors3 about 1-2 meters from the sensor,

so that they can be taken out without unmounting the whole cable system. A piece of Kapton(R)

tape covers the soldering joints to ensure that they are insulated from the aluminum lid. The

PIN-diodes are connected to the crystals by mechanical pressure from the lid of the aluminum

box, increased by a strip of foam stuck to the lid. Once the lidhad been closed, the packages

were wrapped in black tape, calibrated and installed along the copper cooling pipes on the inner

cylinder of the end cap. The calibration will be described indetail later. A picture of an almost

assembled sensor is seen in figure A.3, and figure A.4 shows twoof the newly installed sensor

packages.

Figure A.3: Assembled background EMC
PIN-diode sensor without the aluminum
lid.

Figure A.4: Two sew sensor installed at
12 o’clock and 3 o’clock positions.

A.3 The electronic readout

The currents from the four EMC PIN-diode background detectors are fed into a preamplifica-

tion board (figure A.5) located at the south-east side ofBABAR where the signals are amplified,

summed and converted into a voltage signal. The voltage is output to the CAMAC Beam Abort

Module (figure A.6) located in the IR-2 alcove.

2BELDEN 88103, with a length of approximately 15 meters.
3Burndy Trim Trio
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Figure A.5: Two pre-amplifier boards
in a mobile crate attached to the east
side of theBABAR detector.

Figure A.6: CAMAC Beam Abort Module
in the IR-2 alcove.

The CBAM was designed for theBABAR Protection System and is connected to the PEP-II

beam abort system. TheBABAR Protection System as a whole was designed to be capable of

dumping the beams or inhibiting injection if the radiation dose rate was above a certain level.

The output of the CBAM module is read in by EPICS [2], the slow-control system forBABAR,

where the signal from the four EMC PIN-diode sensors are labelled EMC TOTL.

A threshold is set on the CBAM, which corresponds to a level where the beams should be

dumped. For the EMC-diode signal, this beam-dump mechanismhas been disabled, but at a

signal 70% of the threshold setting, the injection rate willbe reduced.

A.4 Calibration of the new sensors

The sensors were calibrated using a 5.6 Ci Cobolt 60 source well facility available at the Radi-

ation Physics / OHP department at SLAC. The well is a narrow shaft with a bucket containing

a radioactive Co60 source. The bucket can be raised or lowered in the well and thus providing

different radiation intensities due to the distance between the source and the diodes. The lowest

radiation dose provided (with the bucket at the bottom of thewell) is 3 mrad/min and the highest

radiation dose provided (with the bucket high up in the well)is 200 mrad/min.

The goal of the calibration is to be able to understand the output voltage from the CBAM

in terms of radiation incident on the sensors. Ideally this should have been done by calibrating

the sensors and its full readout chain as one unit. However, due to time constraints only the

sensors and preamplification boards were calibrated. Estimates of further amplification stage in
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the CBAM were based on the schematics, as well as some test measurements after installation.

The calibration had to be done in two steps due to initial problems with figuring out the

grounding scheme on the preamplification boards. The sensors themselves had to be installed

before the SVT cables were reattached after the shutdown, and thus there was a time constraint

in having the sensors calibrated. Therefore, the sensors were calibrated first, to understand the

currents induced as a function of radiation. The electronics was calibrated later to understand the

combined voltage as a function of input currents.

A.4.1 Calibration setup

The setup consisted of all four EMC background sensors on thePlexiglas on top of the source

well. The cables connecting the sensors to the preamplification board, ran out into the adjoining

room where the electronics was set up for reading out the resulting voltages. The output of the

preamplification board was read out with an oscilloscope, either with all channels connected or

with single channels connected.

In the following, the four sensors are named according to their position along the cooling

pipes on the inner cylinder of the end cap: “12 o’clock” position (top), readout channel 0;

“3 o’clock”-position (east), readout channel 1; “6 o’clock”-position (bottom), readout channel 2;

“9 o’clock”-position (west), readout channel 3.

The output voltage from the preamplification board was measured at about 5-10 different

radiation intensities between the lowest and the highest position of the bucked in the well. The

Figure A.7: Calibration in Co60 Source well, “aerial view”.Four sensors are seen on a sheet of
Plexiglas on the top of the well. The radiation level is measured with a radiation meter (Radcal).
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(ASP-1) (Radcal) 12 o’clock 3 o’clock 6 o’clock 9 o’clock
[rad/h] [mrad/min] Ch. 0[nA] Ch. 1[nA] Ch. 2[nA] Ch. 3[nA]

0.0 0.0 0.24 0.27 0.25 0.43
0.2 3.0 0.53 0.58 0.50 0.70
1.6 25 2.50 2.80 2.25 3.00
2.6 50 4.90 5.00 3.80 5.30
4.6 75 7.50 7.60 5.80 8.00
6.0 100 9.50 10.00 7.50 10.5
7.5 125 12.40 12.80 9.60 13.20
9.1 150 14.50 15.00 11.00 15.50
12.0 175 17.40 17.90 13.30 18.40
14.0 200 19.60 20.50 15.20 21.00

Table A.1: Calibration data from the new EMC PIN-diode sensors biased at 30 V.

dose rate at the calibration points were measured with a radiation meter.

A.4.2 Calibration of individual sensors

The voltage regulator on the original preamplification board turned out to be damaged, and until

the damage could be repaired, we first tested the sensors using the spare preamplification board.

The currents read out from the individual channels showed a linear response, indicating that the

sensors were working as they should.

Most importantly, we calibrated the diode currents directly without the amplification stage

using a pico-amperemeter. This required the diodes to be reverse-biased due to the low currents.

For this we used a 30-V voltage supply,1MΩ resistor, the diode and a BNC pico-amperemeter.

This gave a reliable relation between currents drawn by the individual diodes and radiation inci-

dent on the sensors. The results can be found in table A.1 and plotted in figure A.8.

Normally the diodes are operated without reverse bias voltage, since a bias voltage may

increase the radiation damage to the diodes. A bias voltage only increases the stability and

linearity of the diodes, but the currents are the same with and without reverse bias voltage.

For this measurement, two radiation meters were used: Radcal 9010 and ASP-1. The former

is the reliable one, but this one was unfortunately not available for the later measurements. The

discrepancy between the two meters are seen from the first andsecond column of table A.1

The tables in this appendix contains the raw, uncorrected readings from the ASP-1 (measured in

rad/h), but the plots have the corrected numbers.
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Figure A.8: Measured leakage current vs. radiation for the new EMC PIN-diode sensors biased
at 30 V.

A.4.3 Calibration of the preamplification boards

After the original preamplification board was repaired and the grounding understood, both of

the preamplification boards were calibrated to understand the relation between output voltage

and input currents. It was difficult to obtain any device supplying currents of a few nA, so in

this calibration we made use of some old radiation detectorsmade by the DCH group to provide

currents of approximately the right magnitude.

These old DCH diodes first must be calibrated in the same way asthe EMC diodes, biased

at 30 V and read out by a pico-amperemeter. These diodes were smaller and had some radiation

damage, but they still provided a reliable input current of the right order of magnitude when

irradiated. These measurements are shown in table A.2 and plotted in figure A.9. This data

serves as a reference for combining the currents from the EMCdiodes with the voltage of the

pre-amplifier boards.

The pre-amplifier boards were then connected to the DCH diodes, and the measurements

were done again for individual channels and all channels combined with DCH diodes at the

source well. The raw data from these measurements are given in tables A.3 and A.4 and con-
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(ASP-1) 12 o’clock 3 o’clock 6 o’clock 9 o’clock
[rad/h] Ch. 0[nA] Ch. 1[nA] Ch. 2[nA] Ch. 3[nA]

0.0 2.30 0.62 1.00 0.60
1.0 2.50 1.00 1.50 1.00
3.0 3.40 1.80 2.40 1.80
6.0 5.00 3.10 4.00 3.20
10.0 7.20 4.90 6.10 5.00
15.0 8.90 6.30 7.80 6.45

Table A.2: Calibration data for old DCH diodes biased at 30 V.The diagram shows data for each
sensor plotted vs. radiation.

stitutes a calibration of the boards as a function of radiation. Using data from table A.2, we

can translate voltage vs. radiation into voltage vs. input currents. To do this, we assume that

the currents are the same whether the diodes are biased or not. Figure A.10 shows this relation

for individual channels, and figure A.11 shows the output voltage as a function of input currents

when all channels are connected to irradiated sensors.

(ASP-1) 12 o’clock 3 o’clock 6 o’clock 9 o’clock Sum
[rad/h] Ch. 0[mV] Ch. 1[mV] Ch. 2[mV] Ch. 3[mV] [mV]

3.0 182 165 206 164 736
6.0 468 392 492 396 1760
10.0 850 692 860 712 3240
15.0 1190 990 1200 1020 4520

Table A.3: Calibration data for the original preamplification board.

(ASP-1) 12 o’clock 3 o’clock 6 o’clock 9 o’clock Sum
[rad/h] Ch. 0[mV] Ch. 1[mV] Ch. 2[mV] Ch. 3[mV] [mV]

1.0 60 48 60 60 222
3.0 214 172 204 188 800
6.0 500 412 492 424 2000
10.0 870 710 850 728 3300
15.0 1200 980 1160 1000 4480

Table A.4: Calibration data for the spare preamplification board.
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Figure A.9: Measured leakage current vs. radiation for eachof the old DCH PIN-diode sensors
biased at 30 V.

Figure A.10: Measured single channel output voltage of original (left) and spare (right) pream-
plification board vs. input currents.
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Figure A.11: Plotted here are the sum of input (DCH-diode) currents versus total output voltage
with all channels connected. To the left: voltage readings from the original board, and to the
right: voltage readings from the spare preamplification boards.

A.5 Radiation Dose-Rate Calculations

In order to extrapolate voltagef vs. currentg or radiationx to larger currents suitable for the

EMC diodes, the data points in figures A.10 and A.11 are fitted to a first-order polynomialf(g),

expressing output voltage in terms of the input currentg. g in turn is a function of radiation

x, g(x). The functionf(g) is specific for the preamplification board (fo andfs, representing

voltage from the “original”and the “spare” preamplification boards, respectively), andg(x) is

specific for the diode sensors (gD andgE, representing currents from the DCH and EMC diodes,

respectively).

We see from the figures that all the fits tof(g) have almost the same slope. The slope for

the total output voltage is systematically a bit higher thanthe slopes for the individual channels.

This mirrors the fact that the total voltage with all channels connected were also systematically

higher than the sum of voltages from single channels connected (tables A.3 and A.4).

The constant term inf differs a bit depending on the diodes’ dark current, since the pream-

plification board has been tuned to give 0 V at 0 mrad/min. The dark current for the old diodes

are much higher (2.3 nA, 0.62 nA, 1.00 nA and 0.60 nA) than whatthey are for the new EMC

PIN diodes (0.24 nA, 0.27 nA, 0.25 nA and 0.43 nA), therefore the constant term is larger for
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Figure A.12: Estimate of preamplification board output voltage vs. currents for single EMC PIN
diodes (original preamplification board to the left, spare preamplification board to the right).

f(gD) than forf(gE).

The constant term is not of any major interest in these calibrations because the baseline

current (dark current) will inevitably change with time as the diodes are exposed to radiation,

and the trimming potentiometers on the preamplification board and the CBAM will need to be

adjusted so that the output voltage show 0 V when beams are off.

For the single-channel slopes, figure A.12 gives an estimateof the output voltage from the

preamplification board with respect to currents from singlenew EMC diodes by merely using

the same slope as obtained from figure A.10, but adjusting theconstant according to dark current

(requiring 0 V at 0 mrad/min). The constant term here is foundfrom the product: (-1)× the

slope× the diode dark current. We can do the same for total voltage with respect to the sum of

all four input currents. This is shown in figure A.13.

To obtain the output voltage from a given preamplification board as a function of radiation,

f(x), we substitute the currentg(x) with the measured old DCH diode currents,gD(x), or the

measured new EMC diode currents,gE(x) , as obtained from the calibration of individual diode

sensors at 30 V. ForfD this should agree with the curves obtained from the preamplification

board calibrations in tables A.3 and A.4. These curves have been plotted in figure A.14. The

calculatedf(x) is given in table A.5. Comparing the functionsfD(x) in the table with the curves

in figure A.14 shows that they mostly agree; the largest discrepancy is for the slope in channel
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Figure A.13: Estimate of total preamplification board output voltage vs. the sum of the EMC
PIN diode currents (original preamplification board to the left, spare preamplification board to
the right).
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Figure A.14: Original Pre-Amplifier Board output vs. radiation (measured), to be compared with
thefo(x) entries for channels 0 - 3 for the old DCH sensors in table A.5.



136 APPENDIX A. BEAM-BACKGROUND DETECTORS

channel old DCH sensors new EMC sensors
0 gD(x) = 2.032 + 0.032 x gE(x) = 0.129 + 0.097 x

fo[g(x)] = −424.2 + 179.5 g(x) fo[g(x)] = −43.1 + 179.5 g(x)
fs[g(x)] = −405.1 + 179.5 g(x) fs[g(x)] = −43.1 + 179.5 g(x)
fD
o (x) = −59.5 + 5.7 x fE

o (x) = −19.9 + 17.4 x
1 gD(x) = 0.516 + 0.027 x gE(x) = 0.159 + 0.101 x

fo[g(x)] = −133.2 + 173.8 g(x) fo[g(x)] = −46.9 + 173.8 g(x)
fs[g(x)] = −123.5 + 172.9 g(x) fs[g(x)] = −46.7 + 172.9 g(x)
fD
o (x) = −43.5 + 4.7 x fE

o (x) = −19.3 + 17.6 x
2 gD(x) = 0.877 + 0.032 x gE(x) = 0.239 + 0.074 x

fo[g(x)] = −201.9 + 176.9 g(x) fo[g(x)] = −44.2 + 176.9 g(x)
fs[g(x)] = −190.2 + 171.7 g(x) fs[g(x)] = −43.0 + 171.7 g(x)
fD
o (x) = −46.8 + 5.7 x fE

o (x) = −1.9 + 13.1 x
3 gD(x) = 0.497 + 0.028 x gE(x) = 0.340 + 0.103 x

fo[g(x)] = −135.7 + 174.2 g(x) fo[g(x)] = −74.9 + 174.2 g(x)
fs[g(x)] = −113.9 + 170.6 g(x) fs[g(x)] = −73.4 + 170.6 g(x)
fD
o (x) = −49.1 + 5.9 x fE

o (x) = −15.7 + 17.9 x
total gD(x) = 3.92 + 0.119 x gE(x) = 0.867 + 0.375 x

fo[g(x)] = −927.3 + 181.9 g(x) fo[g(x)] = −216.5 + 181.9 g(x)
fs[g(x)] = −829.7 + 179.9 g(x) fs[g(x)] = −214.1 + 179.9 g(x)
fD
o (x) = −214.3 + 21.6 x fE

o (x) = −58.8 + 68.2 x
fD
s (x) = −124.5 + 21, 4 x fE

s (x) = −58.1 + 67.5 x

Table A.5: The equations for calculating voltage output from the preamplification board from
diodes leakage currents at different radiation dose rates.Each of the four channels measured
with DCH diodes, then based on measured dark current, calculated for EMC diodes. The units
are: [x] = mrad/min,[g] = nA, [f ] = mV.

3. In the case offE, we do not have this direct measurement, and the curve to obtain fE we need

to rely on the calculations, given in the last column in tableA.5.

Table A.5 summarizes the measured and calculated relationsbetween radiationx, current

g and voltagef for the “original” and “spare” preamplification boards and the four “old DCH

diodes” and the four “new EMC diodes”. The equationsgE(x)andgD(x)are obtained directly

from the fit to data in tables A.1 and A.2.fo[g(x)]andfs[g(x)]in the “old DCH sensor” column

are obtained from fits to the data in tables/figures A.3 and A.4. The same functions in the “new

EMC sensor” column inherits the slope from the “DCH” measurements, but have constant term

adjusted according to different diode dark currents. The equations forfo(x) andfs(x) are the

results of substitutinggD(x)or gE(x)in fo[g(x)]andfs[g(x)], respectively. The functionsg(x) in

the “total” row are a sum of the currents in each individual channel,g(x) =
∑

i gi(x).
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Figure A.15: Final estimate of preamplification boards output w.r.t input currents from the EMC
PIN-diode sensors, and w.r.t radiation, for the original preamplification board (left) and the spare
preamplification board(right).

In figure A.15, the estimate of output voltage from the preamplification boards with respect

to total current in from the new EMC diodes (f [gE(x)) are plotted. In the same picture, the

radiation incident on the EMC PIN-diode sensors is given as an alternative x-axis, making this

also a curve of the estimatedfE(x). As already noted, the constant terms in the fits are arbitrary.

The CBAM comes on top of this, but as this is only an inverter, the slope will be the same,

and only the constant term will be affected.

A.6 Cross-checks

As an independent cross check, four packages of various types of dosimeters were installed close

to the PIN-diode sensors. Most of these dosimeters (opti-chromic types) have very high dose

absorption, and need to stay in for some length of time beforewe can see any measurable effect.

In each package there is also one ordinary TLD (Thermoluminescent Dosimeter), which only

measures doses precisely up to about 50 rad, and so should be read out at an earlier stage. These

ordinary TLDs also have the nice feature that they can distinguish between neutron radiation and

other forms of radiation.

After nearly one year of running after the PIN diode sensors were calibrated and installed,
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the dosimeters were taken out, and accumulated radiation dose checked. This radiation dose

was compared to the integrated voltage signal recorded in EPICS. The analysis of EPICS data is

presented in section A.6.1. The results of the dosimeter readout is presented in section A.6.2.

A.6.1 Cross-check with EPICS data

Time
01/11 01/12 31/12 30/01 01/03 31/03 30/04 30/05 29/06

[V]

-0.05

0

0.05

0.1

0.15

0.2

0.25 Beam average

No-Beam average

Pedestal Subtracted
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Figure A.16: Voltage (EMCTOTL signal) plotted as a function of time, from Nov 5, 2002 until
June 30, 2003, averaged over periods with beam, without beam, and the difference between the
two (pedestal subtracted voltage).

The result of the calibration with the Co-60 source can be summarized in a single equation

expressing the voltage,U , as a function of dose rate,x:

U(x) = 1.137x, (A.1)

with [U ] = V and[x] = mrad/s. Note that the unit used forx is now mrad/s, while the figures in

earlier sections quote mrad/min. Turning the equation around gives us the dose rate as a function

of voltage, which is more convenient for finding the integrated dose rate:

Rate = x(U) =
∆Dose

∆t
= 0.88U, (A.2)
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and so by integrating the voltage over time, we get the accumulated dose:

∫

d(Dose) = 0.88
∫

U(t)dt (A.3)

The voltage read out from CBAM into EPICS is stored in the Ambient database, and this

information can be retrieved. In figure A.16, the voltage is plotted as a function of time for all

of the Run 3 period. The plot shows three curves, one representing voltage readings in periods

with beams on, one representing voltage readings in periodswith beams off, and the third one

representing the difference of the two. Thus, the third lineis the pedestal subtracted voltage.

Assuming equation A.3 obtained from the Co-60 calibration,is the correct relation between

voltage and dose, a numerical integration of the pedestal subtracted histogram in figure A.16

gives total absorbed energy dose

D 4 PIN−diodes = 816402 mrad = 816.4 rad/8months = 102 rad/month (A.4)

Since the dose D [rad] is per unit mass, it would be more correct to interpret the average dose

seen by the four detectors:

DPIN−diode = 204.1 rad/8months = 25.5 rad/month. (A.5)

Given that dosimeters were installed in all four locations it would also have been of interest

to compare dosimeter and PIN-diode sensor in each location,but we do not have the signal for

each of the PIN-diode sensors read out, only the sum of the four signals.

A.6.2 Thermoluminescent dosimeter cross-check

There were 4 TLDs present from Nov 5, 2002 until August 18, 2003, each located close to one

of the background sensors. Each TLD was replaced once duringthe total period. The total dose

absorbed in each location is calculated as a simple sum.

Each TLD consists of four elements, in table A.6 given as E1-4. E3 and E4 areCaSO4

phosphor with plastic and lead filters respectively. The response on these elements are almost

purely due toγ radiation. E1 and E2 also seeβ andn radiation.

On recommendation from H. Tran at ES&H Radiation Protectionat SLAC, we use the signal

from E2 as the total accumulated dose and the signal from E4 asthe accumulated dose due to

photons. Thus we have accumulated from November 5, 2002 - August 18, 2003 ( approximately

9.5 months ):
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TLD Time E1 E2 E3 E4 Photon Neutron
Id range [rad] [rad] [rad] [rad] ED [rem] ED [rem] E2/E4 E3/E4

3h 1082 Nov5-Jan24 67.58 60.07 37.80 40.97 37.06 25.93 1.5 0.9
6h 1350 Nov5-Jan24 89.20 82.43 91.95 83.94 76.68 9.24 1.0 1.1
12h 3676 Nov5-Jan24 91.65 85.28 116.50 85.28 77.70 10.74 1.0 1.4

9h 1165 Nov5-Mar27 143.05 139.32 103.66 112.73 101.85 39.43 1.2 0.9

3h 6000672 Jan24-Aug18 282.22 244.87 207.29 234.70 208.60 52.07 1.0 0.9
6h 6000713 Jan24-Aug18 331.53 304.28 302.38 232.03 211.55 104.06 1.3 1.3
9h 6001013 Mar27-Aug18 124.47 117.92 81.29 77.45 70.69 49.96 1.5 1.0
12h 6001585 Jan24-Aug18 314.13 290.32 369.12 294.82 269.09 32.94 1.0 1.3

Table A.6: Summary of results from dosimeter (TLD) cross-check.

• 3h: 304.94 rad total, 275.69 rad due to photons, 29.27 rad dueto neutrons.

• 6h: 386.71 rad total, 315.97 rad due to photons, 70.74 rad dueto neutrons.

• 9h: 259.24 rad total, 190.18 rad due to photons, 69.06 rad dueto neutrons.

• 12h 375.60 rad total, 380.10 rad due to photons, -4.5 rad due to neutrons.

Uncertainties in the measurements of the TLD readings were not supplied, but we state the

result as an average of the four locations, and give the measurement error as the spread in values,

giving:

DTLD (total) = (331.6+72.4
−55.1) rad/9.5months = 34.9+7.6

−5.8 rad/month (A.6)

DTLD (photons) = (290.5+89.6
−100.3) rad/9.5months = 30.6+9.5

−10.6 rad/month (A.7)

DTLD (neutrons) = (41.1+29.6
−45.6) rad/9.5months = 4.3+3.1

−4.8 rad/month (A.8)

These numbers must be compared to equation A.5. Given ratherlarge uncertainties, it looks

like the result obtained integrating the EMCTOTL signal is consistent with the photon dose

measured by the TLDs.

We have compared the values read out from the diodes and stored in the ambient database,

with the dose accumulated by nearby dosimeters. Since the crystal-PIN-diode detectors are used

as input in the evaluation of beam quality, it is important that their measurements are reliable, at

least on a relative scale.



A.7. CONCLUDING REMARKS 141

A.7 Concluding remarks

This study suggests that crystal-PIN-diode sensors have measured about 74% of the total dose

accumulated by the TLDs in approximately the same positions. If we assume the crystal-PIN-

diode sensors are sensitive to photon radiation only, the discrepancy is smaller (83% of the TLD

result). The discrepancy may be much larger, however, if thecrystal-PIN-diode sensors are

sensitive to neutrons as well, as this would not have been included in the calibration, since no

neutron radiation was present during calibration. There isa strong suspicion that this is the

case [1].

Until now the EMC PIN-diode background detectors have only been used as a relative mea-

surement of background radiation from the beams, in order toprotect against excessive radiation

during poor injections. The calculation of dose-rate from the EMCTOTL voltage is only meant

to support decisions on where to set the limits as to what is damaging radiation for the EMC (see

also [1]).

The sensors might need to be replaced (at least) once more during the life of theBABAR

experiment. My suggestions in case of this, is that we reconsider the choice of cables, as the

ones used now are not really low-noise and the diode signal isvery weak. The electronics is also

very sensitive to variations in temperature and humidity, and the only method used until now for

stabilizing this has been to insulate the pre-amplifier crate with foam. Perhaps there are ideas for

better solutions out there and if so, perhaps it would be worthwhile trying to implement the tem-

perature corrections with thermistors once again. I would also advice in favor of thinking about

a better mechanical setup for the diode in the box, to ensure that it does not move with respect to

the crystal and that there is no air gap between the two. Another possibly large source of error is

the baseline subtraction in the EMCTOTL integration. Some better averaging / histogramming

algorithm may be able to improve this.

The study as described only makes a simple average over the full time range. Also, the time

range considered for the crystal-PIN-diode detectors are not the exact same as the time range

the TLD’s were accumulating doses, and the time range of eachTLD also differ a bit, and it is

possible that these were saturated towards the end of the time span.

With the uncertainties discussed taken into account, this study shows that the crystal-PIN-

diode sensors do measure approximately correct dose rate inthe forward end cap of the BABAR

calorimeter.
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Errata

This version of the thesis has been modified with respect to the original, printed, version. The

following mistakes have been corrected:

• A half sentence has been removed from the caption of Fig 4.1. The text was mistakenly

not commented out in the source file.

• In Table 4.5, the entries in the last column (S/
√
S +B) has been corrected. These origi-

nally incorrecly listed the values forS/
√
B.
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