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Introductio n n 

Thee twentieth century has truly been a glorious time for physics. At the turn 
off  the century two major breakthroughs in the understanding of physics were 
made.. In 1900 Max Planck introduced the theory of quantum physics [1], which 
wass the basis for the development of quantum mechanics. Around the same time 
Einsteinn also formulated his theory of relativity [2]. Experimentally, physics 
wass dominated by the investigation of radioactivity. And in 1909 Rutherford 
providedd the start of particle physics as we know it today by, for the first time, 
usingg a particle beam to investigate matter. He and his collaborators Geiger 
andd Marsden allowed a beam of «-particles to hit a target composed of a gold 
foil .. Analysis of the scattering angle distribution showed that the atom was not 
aa uniformly filled object, but in fact contained a charged nucleus which had a 
radiuss of less than a 1/10000th of the radius of the atom [3]. The atom was 
mostlyy void! This experiment inspired Niels Bohr to formulate his model of the 
atomm [4]: A highly positively charged nucleus with electrons orbiting around. 
Thee discovery of the neutron in nuclear fission [5] prompted the idea that the 
nucleuss was built up of protons and neutrons held together by a new force, the 
nuclearr force or strong interaction. 

Manyy years and significant world events passed, until in the 50's technology 
hadd advanced sufficiently to allow the first particle accelerators to be built. 
Usingg a beam of electrons McAllister and Hofstadter managed to measure the 
shapee of the proton, the so called form factor [6]. This experiment showed 
thatt the proton was an extended object, unlike the electron which even today 
behavess like a point-like particle. 

Thee year 1969 saw the first deep inelastic scattering, DIS, experiment. Here 
thee word deep indicates that the energies were so high as to probe the proton 
structuree with a resolution of a fraction of the radius of the proton. The word 
inelasticc indicates that the proton breaks up and other particles are produced. 
Thee experiment took electrons that had been accelerated to 7 GeV and brought 
themm into collision with a hydrogen target. In the same way as the Rutherford 
experimentt showed a small hard structure in the atom, this experiment showed 
thatt the proton was not an extended object with uniform charged density, but 
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Introduction Introduction 

ann object composed of point-like charged particles [7]. Feynman immediately 
explainedd the results with a model where the proton was built up of point-like 
particless and antiparticles, named partons. These partons were later identified 
withh the quarks, Gell-Mann had introduced several years before to explain the 
increasingg number of particles found in particle beam experiments [8]. 

Quarkss have never been observed as free particles and this among other things 
wass incorporated in the gauge theory of strong interactions, quantum chromo 
dynamics,, QCD. The mediators of the strong force are the gluons. This helped 
explainn why in the deep inelastic scattering experiments it was observed that 
onlyy half of the momentum of the proton was carried by the charged quarks. 
Evidencee for the existence of the gluon was obtained in 1979 when in e~e+ 

scatteringg events were observed with three distinct jets of particles: a quark, 
ann antiquark and a gluon jet [9]. 

Soo far we have concentrated on the electromagnetic interaction between 
chargedd particles such as electrons with quarks and the strong interaction 
betweenn quarks. There is however a third interaction, the weak interaction. 
Thiss interaction mediates for instance nuclear /3-decay. In 1932 Fermi was the 
firstt to attempt an explanation of this phenomenon [10]. He described this by 
thee transition of a neutron into a proton an electron and a massless neutral 
particlee for which the name neutrino was coined. This theory was at first very 
successful,, but ran into some difficulty. The interaction did not conserve par-
ity:: an interaction viewed in a mirror does not occur in nature, whereas the 
originall  does. Lee and Yang suggested that this might be the case by study-
ingg the mathematics of the theory [11]. The experimental evidence for parity 
violationn was given by Wu by studying angular asymmetries in the /3-decay of 
polarisedd 60Co nuclei [12]. To incorporate parity violation in the Fermi model, 
Glashow,, Salam and Weinberg combined the electromagnetic and weak inter-
actionn in the electroweak theory [13]. The mediators of the weak force are 
thee neutral Z° and the charged W  particles. Due to the high mass of these 
particles,, Mz « 91 GeV and the Mw « 80 GeV, it took til l 1983 that they were 
discoveredd by the CERN pp collider experiments [14]. Today, the electroweak 
theoryy together with quantum chromo dynamics form the Standard Model, SM, 
inn particle physics. 

Thee first electron/positron-proton collider in the world, HERA, built at the 
DESYY institute in Hamburg, became operational in 1992 and collides elec-
trons/positronss of 27.5 GeV with protons of 920 GeV. It provides an unpre-
cedentedd resolution for probing the structure of the proton down to 1/1000th 

off  its radius. The work presented in this thesis has been performed with the 
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ZEUSS detector, one of the colliding beam experiments situated at HERA. The 
highh energy particle beams of HERA allow the exploration of a significant ex-
tensionn of the kinematic phase space in deep inelastic scattering and provide 
aa very clean way of measuring the structure of the proton. With the ZEUS 
detector,, the structure of the proton can be determined from the neutral cur-
rentt DIS cross section measurements. In this case the exchanged particle in 
thee ep interaction is a photon or a Z° and all quark and antiquark flavours in 
thee proton contribute to the cross section. In this thesis another measurement, 
whichh provides information about the structure of the proton, is described: the 
measurementt of the charged current DIS cross section. In ep charged current 
DISS the exchanged particle is a W  boson providing an excellent way of obtain-
ingg information about specific quark and antiquark distributions in the proton. 
Measuringg the cross section at low-x and high-Q2, where x is the fraction of the 
protonn momentum carried by the struck quark and Q2 the momentum trans-
ferredd to the quark from the incoming lepton, provides a very strong test of 
QCD.. At high-x and high-Q2 in e~p scattering it gives a direct measurement of 
thee u valence quark distribution and in e+p scattering a direct measurement of 
thee d valence quark distribution in the proton. Furthermore, according to the 
electroweakk theory, the W boson only couples to left-handed fermions and right-
handedd antifermions and this can be verified very nicely with the measurement 
off  the charged current deep inelastic scattering cross section. 

Thiss thesis is organised as follows. In chapter 1, the theoretical framework 
off  deep inelastic scattering and QCD is given. The experimental set-up, both 
thee accelerator and detector, is described in chapter 2. Detector simulation, 
neededd for a precise measurement, is described in chapter 3. The reconstruction 
off  the measured quantities and their corrections are explained in chapter 4. In 
chapterr 5 the on-line and off-line selection of charged current events is described 
inn great detail. In chapter 6 it is described how the charged current cross 
sectionss are determined together with an analysis of the uncertainties on the 
measurements.. Finally, the results of the cross section measurements and a 
discussionn of the results are given in chapter 7. 
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Chapte rr  1 

Deepp Inelasti c Scatterin g 

1.1.. Introductio n 

Onee of the most powerful and cleanest possibilities to investigate the quark/par-
tonn substructure of matter is provided by deep inelastic scattering, DIS, of 
leptonss on hadrons [15]. In this chapter the definitions of the DIS kinematic 
variabless and the formulae for the charged current, CC, cross sections are given. 
Thee cross sections are given in terms of the structure functions and are put in 
thee context of the quark-parton model. The details of how the expressions are 
derivedd can be found elsewhere [16] [17] [18]. 

1.2.. DIS Kinematic s 

Thee basic process for lepton1-nucleon deep inelastic scattering is given by 

ININ — 1'X (1.1) 

wheree / and I' represent the incoming and outgoing leptons, N represents the 
nucleonn and X represents the hadronic final state particles. The associated four 
vectorss are fc, k' for the incoming and outgoing leptons respectively, and P for 
thee incoming nucleon. The process is mediated by the exchange of a virtual 
vectorr boson, V* (7, W or Z). Figure 1.1 shows the lowest order Feynman 
diagramm for the process. The four-momentum of the virtual boson is 

qq = k-k', (1.2) 

andd the four-vector Px of the hadronic final state system X is given by 

PPxx = P + q. (1.3) 

Leptonn is taken to include anti-leptons, unless otherwise stated. 
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ChapterChapter 1: Deep Inelastic Scattering 

N(P) N(P) 

l'(k') l'(k') 

}}  X(PX) 

FigureFigure 1.1. Feynman diagrams for lowest order deep inelastic lepton-nucleon 
scattering,scattering, IN —> 1'X, via the exchange of a Vector-Boson. 

Variouss Lorentz invariant variables which are most commonly used to de-
scribee the kinematics of the interaction can be constructed from the four vec-
tors: : 

 s, the square of the centre-of-mass energy for the lepton-nucleon interac-
tion, , 

ss = {P + k)2, (1.4) 

 Q2, the (negative of the) square of the invariant mass of the exchanged 
virtuall  boson, 

QQ22 = -q\ (1.5) ) 

 the Bjorken x variable, which is interpreted in the quark-parton model 
ass the fraction of the four-momentum of the incoming nucleon carried by 
thee struck quark. Hence, it takes a value in the range 0 to 1 and is 

QQ2 2 

XX = (1.6) ) 
1P-q 1P-q 

 W, the invariant mass of the hadronic system X determined by 

WW22 = (Px)
2 = (P + q)2, (1.7) 

 the inelasticity y, the fraction of the energy of the lepton transferred to 
thee nucleon in the rest frame of the nucleon. It takes a value in the range 
00 to 1 and is given by 
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1.3.1.3. Cross Section and Structure Functions 

Att HERA (see Sect. 2.2), an electron-proton collider, the energies of the 
incomingg electron and proton are fixed and thus the centre-of-mass energy is 
fixedfixed (y/s = 318 GeV). Note that2 

QQ22 = sxy, (1.9) 

WW22 = Q2 Q - lV (1.10) 

Thee DIS kinematics can be described by two independent kinematic variables. 
Commonlyy used combinations are x and Q2 or x and y. The formulae are 
appropriatee for Q2, W > M 2, where M 2 is the proton mass. 

1.3.. Cross Sectio n and Structur e Function s 

Thee double differential charged current cross sections for lepton-nucleon scat-
tering,, mediated by a single W boson at high energies, are given in terms of 
threee structure functions, F2, FL and xF$, as 

tfo^QÏN)tfo^QÏN) G2
F ( Ml 

{M^+Q*){M^+Q*)  [y^2(x,Q2)-y2FL(x,Q2)TY.xF3(x,Q2)]  , 
dxdQdxdQ22 47rx\M  ̂ + Q2 

(1.11) ) 
wheree /  is the incoming lepton, N the incoming nucleon, My/ the mass of the 
WW boson and GF the Fermi coupling constant which can be expressed as 

GFGF = Vlsi™ewM&  ( L 1 2) 

wheree a is the fine structure constant and $w is the Weinberg angle. The 
kinematicc factor, , is given by 

)) = 2 . (1.13) 

Thee longitudinal structure function, FL, stems from the exchange of longitudin-
allyy polarised gauge bosons. The parity violating structure function, xFs, arises 
fromm the interference between the vector and axial-vector, V-A, couplings of the 
weakk interaction. 

22 Neglecting the masses of the proton and the electron. 
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ChapterChapter 1: Deep Inelastic Scattering 

Withh protons as the incoming nucleons, in deep inelastic scattering, the struc-
turee function can be interpreted in terms of the parton densities within the pro-
ton.. Then, using the predictions of zeroth order perturbative quantum chromo-
dynamics,, pQCD (see Sect. 1.5), where FL = 0, the differential charged current 
crosss section for electron-proton scattering becomes 

llw w 

whereass for positron-proton scattering it becomes 

dVcc(e+p)) G% f _M2 

dd22aacccc(e-p)(e-p) G% ( M2 \ 2 v - r , ^2x / 2̂ , rt2M 

(1.14) ) 

S^^  - S (4T^)2? [(l - v?xq^Q2)+^Q2)]

(1.15) ) 
wheree the sums contain only the appropriate quarks and antiquarks for the 
chargee of the current. The kinematic factor (1 — y)2 suppresses the quark 
(antiquark)) contribution to the CC cross section for e+p (e~p), due to the V-
AA nature of the weak interaction. The W boson only couples to left-handed 
fermionss and right-handed antifermions. Therefore the angular distribution of 
thee quark in e~q scattering and the antiquark in e+q scattering wil l be isotropic 
(ZZ = 0). On the other hand the distribution of the quark in e+q scattering and 
thee antiquark in e~q scattering will exhibit a 1/4(1-1-cos 0*)2 behaviour (I = 1). 
Thee quark scattering angle in the electron quark centre-of-mass, 9*y is related 
too y through (1 - y) = 1/2(1 + cos0*). 

So,, specifying the flavours entering into the quark sums, the structure func-
tionss for e~p —> vX can be expressed as 

FF22 = 2x (u(x, Q2) + c(x, Q2) + d(x, Q2) + s{x, Q2)), (1.16) 

xFxF33 = 2x (u(x, Q2) + c(x, Q2) - d{x, Q2) + s(x, Q2)). (1.17) 

Forr e+p —> vX the structure functions can be expressed as 

FF22 = 2x (d(x, Q2) + s(x, Q2) + u(x, Q2) + c{x, Q2)), (1.18) 
xFxF33 = 2x (d(xt Q2) + s(xt Q2) - ü{x, Q2) + c(x, Q2)). (1.19) 

Thee assumption is made that there is no significant top or bottom quark content 
inn the proton and that the energies considered are above the threshold for the 
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1.4.1.4. The Quark-Parton Model 

productionn of charmed quarks in the final state3. 
Inn an analogous way to the charged current cross section (1.11), the cross 

sectionn for the neutral current, NC, DIS process, l^N —  l^X can be given in 
termss of three structure functions, F^c, F^c, xF|*c, as 

d ' <SA °° = S [y+F"C("' Q2) -^FLC^Q2)^-rff(^)].  (I-») 
wheree Z*  is the incoming lepton, N the incoming nucleon, a is the electro-
magneticc coupling constant, F^c the longitudinally structure function and 
xF$xF$ the parity violating structure function arising mainly from the 7Z0 inter-
ference.. Hence, for Q2 <C M§, xF^c is negligible and the structure functions, 
Frj*Frj* cc and Fj* c are given purely by 7*  exchange. Note that in zeroth order 
pQCD,, where Fj* c = 0, in the region dominated by pure 7*  exchange the dif-
ferentiall  NC cross section and the structure function F^c are directly related 
byy the simple relationship 

dVNC(ep)) 2KO?v ^ c , ^ 

dxdQdxdQ22 Q4x 
YY++ F^(x,Q<),F^(x,Q<), (1.21) 

Thee lepton-nucleon scattering process has been used extensively to measure 
quarkk distribution functions, and to investigate their Q2 dependence. Note 
thatt in the NC structure function the coupling e2, the quark charge squared, is 
included,, whereas in CC it is not. 

1.4.. The Quark-Parto n Mode l 

Inn 1969 R.P. Feynman formulated the quark-parton model [19], QPM, in or-
derr to provide a physical picture of the scaling that had been predicted by 
Bjorkenn [20] and was observed in the first high energy physics, HEP, DIS ex-
perimentss at SLAC [21], where F^c was observed to be independent of Q2 for 
xx values around x ~ 0.3. 

Inn the QPM the nucleon is treated as an object full of point-like non-inter-
actingg scattering centres, partons. The lepton-nucleon scattering cross section 
iss approximated by an incoherent sum of elastic lepton-parton scattering cross 

3Beloww the charm threshold, one has to multiply d by cos2 6C and s by sin20c in (1.16) 
andd (1-17) and d by cos20c and s by sin2 $c in (1.18) and (1.19), where 0C is the Cabibbo 
mixingg angle. 
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ChapterChapter 1: Deep Inelastic Scattering 

l'(k') l'(k') 

q(xPq(xP + q) 

N(P) N(P) 

FigureFigure 1.2. Schematic view of lepton-nucleon scattering in the quark-parton 
model. model. 

sections,, see Fig. 1.2. In the infinite momentum frame the Bjorken scaling vari-
ablee x is then identified with the fraction of the nucleon's momentum involved 
inn the hard scattering. This can be shown by denoting the momentum fraction 
off  the parton to be n. Then, after the elastic electron-parton scattering, the 
partonn has a four-momentum of q' = r\P + q, where 

q'q'22 = (nP +  q)\ 

==  rj2m2
N + 2riP-q~ Q2, 

==  m2
q. 

(1.22) ) 

(1.23) ) 

(1.24) ) 

Inn the infinite momentum frame, neglecting the parton and nucleon masses, mq 

andd myv, this leads to 

QQ2 2 

v v IPIP -q x. x. (1.25) ) 

Hence,, the momentum distribution of the partons in a nucleon can be expressed 
ass xq(x), where q(x) is the parton density function, PDF, which gives the 
distributionn of the partons in the nucleon. 

Note,, that in the QPM the structure function F^0 is simply given by the 
summ of the quark-antiquark momentum distributions, weighted by the square 
off  the quark charges 

i f c c (*)) = £ eeqq(xq(x)+xq{x)). (xq(x)+xq{x)). (1.26) ) 
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1.5.1.5. Q2 Dependence: QCD Evolution 

Inn the static quark model a nucleon and other baryons are pictured as made 
off  three constituent quarks which give them their flavour properties. To incor-
poratee this picture in the QPM, the QPM identifies the constituent quarks as 
valencee quarks, giving the nucleon its flavour, but adds a sea of quark-antiquark 
pairss to the nucleon, with no overall flavour. Both the valence quarks and the 
seaa quarks and antiquarks are then identified as partons. The antiquark dis-
tributionss within a nucleon are purely sea distributions, whereas the quark 
distributionss have both valence and sea contributions. Consequently, for the 
protonn to ensure the quantum numbers are correct, i.e. the quantum numbers 
off  the uud combination, in the realm of the QPM the number of quarks need 
too satisfy the following sum rules: 

ll  i i 

f(u(x)f(u(x) - u{x))dx = 2, f (d(x) - d{x))dx = 1, j(s(x) - s(x))dx = 0, 

o o o o 
(1.27) ) 

givingg the proton charge +1, baryon number 1 and strangeness 0. A sum rule 
cann also be applied to the sum over the momenta of all types of quarks and 
antiquarkss in the proton. Denoting the distribution by 

arE(x)) = x(u(x) + ü(x) + d(x) + d{x) + s{x) + s(x) + c(x) + c(x)), (1.28) 

thee momentum sum rule, MSR, should hold 

l l 

fxZ{x)dxfxZ{x)dx = l, (1.29) 

o o 

iff  quarks and antiquarks carry all of the momentum of the proton. This was 
nott confirmed; measurements showed that only half of the momentum of the 
protonn was contributed by the quarks and antiquarks. This can be explained in 
thee framework of QCD, where the missing momentum is carried by the gluons. 

1.5.. Q2 Dependence : QCD Evolutio n 

Thee QPM model must be modified to allow interactions between quarks. This 
iss accomplished in QCD, a non-Abelian gauge theory of the strong interaction 
betweenn quarks and gluons, which combines short distance freedom with long 
distancee confinement, due to the variable strength of the strong interaction. 

11 1 



ChapterChapter 1: Deep Inelastic Scattering 

\a202flii  Waao/ cf J^XQQQQQSL' 

FigureFigure 1.3. Schematic diagram of the qqg vertex diagram plus virtual loop 
corrections. corrections. 

1.5.1.. Runnin g Couplin g Constan t 

Thee strong coupling "constant", g, is defined as the value of the coupling at 
thee qqg vertex. In the calculation of g all virtual loop diagrams have to be 
includedd (see Fig. 1.3), causing infinities which are controlled by a renormalisa-
tionn procedure. In this procedure the coupling is defined to be finite at some 
scalee u. , and g(Q2) is expressed in terms of this fixed value at any other scale. 
Thee one-loop solution is usually expressed in terms of the "running coupling 
constant",, as(Q

2) = g2 (Q2) / (An), as 

as{Q2)as{Q2) = hMW/Aty (1-30) 

wheree A is a parameter of QCD, which depends on the renormalisation scale 
andd scheme and also on the number of active flavours, ni, at the scale Q2 and 
0000 = 11 - 2m/3 [22]. 

Notee that the dependence of the coupling constant on the external scale Q2 is 
truee for all field theories including Quantum Electro Dynamics, QED, where it 
manifestss itself as charge screening. Whereas, in QCD, due to the non-Abelian 
naturee of the gluon-gluon coupling, it manifests itself as anti-screening, i.e. the 
closerr one probes the less strong the charge appears. Hence, when Q2 is fairly 
large,, e.g. Q2 > 4 GeV2 for DIS, as is small and the quarks are "asymptotically 
free".. In this region perturbation theory can be used to perform calculations 
withinn QCD. To perform calculations in the region of low Q2, the coupling 
constantt is high and non perturbative techniques are needed (the description 
off  these techniques is outside the scope of this thesis). 
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1.5.1.5. Q2 Dependence: QCD Evolution 

N(P) N(P) 
(a) ) 

q{xPq{xP + q) 

g((Z-x)P) g((Z-x)P) m-*)p) m-*)p) 

N(P) N(P) 
(b) ) 

FigureFigure 1.4- Schematic view of leading order extension diagrams to the QPM: 
(a)(a) the QCD Compton process and; (b) the boson-gluon fusion process. 

1.5.2.. Q2 Dependenc e of Parto n Distributio n Function s 

Ass a consequence of the quark-gluon couplings in QCD, the quark momentum 
distribution,, and thus the structure functions, depend on (evolve with) Q2. 
Beforee a quark in the nucleon interacts with the vector boson, it could radiate 
aa gluon as in Fig. 1.4(a) (the QCD Compton process). Therefore, although 
thee quark which is struck has momentum fraction x, the quark originally had 
aa larger momentum fraction £ > x. Alternatively, as in Fig. 1.4(b), it may be 
thatt a gluon with momentum fraction £ produced a qq pair and one of these 
becamee the struck quark with momentum fraction x (the boson-gluon fusion 
process).. Thus the quark distributions, q(£, Q2) for all momentum fractions £ 
suchh that x < £ < 1, contribute to the process shown in Fig. 1.4(a), and the 
gluonn distribution g(£, Q2), for all momentum fractions £ such that x < £ < 1, 
contributess to the process shown in Fig. 1.4(b). 

So,, the parton being probed may not be the "original" constituent, but may 
arisee from the strong interactions within the nucleon. The smaller the wave-
lengthh of the probe (i.e. the larger the scale Q2), the more of such quantum 
fluctuationss can be observed and hence the amount of qq pairs and gluons in the 
partonicc sea increases. Although these sea partons carry only a small fraction 
off  the nucleon momentum, their increasing number leads to a softening of the 
valencee quark distribution as Q2 increases. Consequently, the structure function 
F^F^00,, containing both valence and sea quark distributions, rises with Q2 for low 
valuess of x, where sea quarks dominate, and falls with Q2 at large values of x, 
wheree valence quarks dominate (see Fig. 1.5). 
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QQ22 (GeV2) 

FigureFigure 1.5. The results for F£m (points) versus Q2 are shown f or fixed x. The 
fixedfixed target results from NMC, BCDMS and E665 (triangles) and the ZEUS-S 
fit,fit, see Sect. 7.3, (curve) are also shown. 
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1.5.1.5. Q2 Dependence: QCD Evolution 

Thee Dokshitzer-Gribov-Lipatov-Altarelli-Parisi, DGLAP [23], formalism can 
bee used to quantify these effects and expresses the evolution of the quark dis-
tributionn by 

dgj(x,Qdgj(x,Q22)) = a8(Q
2) 

dlnQ22 2TT 

l l 

(1.31) ) 

andd the corresponding evolution of the gluon distribution by 

dg(x,Qdg(x,Q22)) a9(Q
2) f Ó* 

dlnQ2 2 2TT T ƒƒ f Efc&tfW* (f) +9(t,<f)P„  ( |) (1.32) ) 

wheree Pij(z) are the "splitting functions" representing the probability of a par-
tonn j emitting a parton i with momentum fraction z of that of the parent 
parton,, when the scale changes from InQ2 to InQ2 + dlnQ2- These splitting 
functionss contribute to the evolution of the parton distributions at order as, 
a2,, etc. e.g. for Pqq(z) 

JW*)=J&ww + ^ r ^ ) + (1.33) ) 

Thee above specified evolution of the parton distributions can be related to 
thee measurable cross sections and structure functions. Analogous to (1.26), the 
F™F™CC structure function in first order pQCD can then be written as 

FF22(x) (x) 

x x 
== £e72hM + A9(z,Q2)] =J2e2

qq(x,Q% (1.34) 
Q,Q Q,Q Q,Q Q,Q 

wheree the Q2 dependence in the parton cross section, due to the additional 
qqgqqg vertex contribution, is transferred into the parton distribution function 
q{x)^q(x,Qq{x)^q(x,Q22). ). 

Inn second order QCD, this absorption of the Q2 dependence into the par-
tonn distribution function, cannot be maintained. The equations which identify 
thee structure functions as sums over quark distributions have to be modified 
accordinglyy to give expressions like [18] 

if c(*,Q2) ) 
X X 

11 r 

(1.35) ) 
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wheree the sum denotes the appropriate quark flavours and the coefficient func-
tions,, C, represent the appropriate parts of the V*-parton scattering cross sec-
tion n 

CC22 ( -,cts j =o2 ( -,<* s ) = e? m-|j+as(Q
2)/2(j ; ; 

and d 
x x CC99 I T>as J =crg a, a, <*s(Q<*s(QZZ)f)f99 7 

( ! ) ) 

(1.36) ) 

(1.37) ) 

Similarr expressions can be obtained for xF$ in terms of ƒ3, but in this case 
thee gluon makes no contribution. As a consequence of the fact that at second 
orderr the gluon radiation can no longer be accounted for by making the quark 
distributionss scale-dependent, the nucleon can no longer be pictured purely as 
aa sum of spin 1/2 quarks and thus the Callan-Gross relationship, 2xF\ = F2, is 
violatedd at second order. A consequence of this violation is that the longitudinal 
structuree function, FL, is no longer zero. 

1.6.. Electrowea k Radiativ e Correction s 

Thee cross sections as described in the previous sections are referred to as the 
"Born""  level cross sections, due to the absence of higher-order electroweak ef-
fects,, radiative effects, in their description. The cross section including radiative 
effectss is related to the Born cross section by 

dv v 
== fdv'K(v,vf) d<7Bc c 

dv' ' 
(1.38) ) 

wheree v and v' are two-dimensional vectors representing the kinematic variables 
(JC,, Q2), and K(v, v') is the radiative kernel describing the transition from phase 
spacee v' to v. In order to unfold the Born level cross section electroweak 
radiativee corrections of order 0(aem) have to be taken into account: 

•• pure QED corrections. Radiation of photons can shift reconstructed kin­
ematicc variables, e.g. from large to small values of x inducing additional 
enhancementt factors [24]; 

purelyy weak one-loop corrections. 
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1.7.1.7. Summary 

Processess contributing to the QED corrections come from initial state radiation, 
ISR,, from the incoming electron and quark, photon emission from the exchanged 
WW boson and final state radiation, FSR, from the outgoing quark. The processes 
contributingg to the weak one-loop corrections come from W self energy, lepton 
vertexx loops and two boson exchange. These contributions can be organised in 
termss contributing to the complete cross section according to their dependence 
onn the electric charge of the incoming particles: "leptonic", "interference" and 
"quarkonic"" contribution terms [25] [26]. 

Thee presently available numerical programs for the calculation of the CC cross 
sectionn do not all take into account the complete set of 0(a) electroweak radiat­
ivee corrections. Two programs which do include the complete set of corrections, 
DISEPWW [27]4 and epcctot [29], have been compared [24] and are found to agree 
well.. However, these programs are not suited for use in a realistic experimental 
analysis.. They do not allow for application of experimental cuts and they are 
restrictedd to the use of the kinematic variables reconstructed from the leptons 
whereass experiments, in the case of the CC cross section measurement, have 
too determine kinematic variables from the hadronic final state. The Monte 
Carlo,, MC, event generator HERACLES/DJANGOH (see Sect. 3.1) circumvents 
thesee two restrictions. However, it has the CC radiative corrections implemen­
tedd in an approximation where the quarkonic and interference contributions 
aree neglected. From comparisons made between DJANGOH and epcctot [25] 
itt can be concluded that neglecting quarkonic and interference contributions 
inn the implementation of QED corrections in DJANGOH is justified as long as 
measurementss do not require an accuracy of better than 2%. 

1.7.. Summar y 

Inn this chapter the theoretical framework which was used in the measurements 
presentedd in this thesis has been given. The much more formal description of 
QCDD derived from the Operator Product Expansion and the Renormalisation 
Groupp Equation to give predictions in terms of the moments of the structure 
functionss can be found elsewhere [17] [22]. In the next chapters the measure­
mentt of the cross section of e~p and e+p charged current interactions will be 
described.. In the last chapter a comparison between the measurements and the 
predictionss from QCD will be presented. 

44 A branch of HECTOR [28]. 
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Chapte rr  2 

ZEUSS a Detecto r for HERA 

2.1.. Introductio n 

Thee charged current ep cross section presented in this thesis was measured using 
thee ZEUS detector. The ZEUS detector is one of four detectors situated at the 
HERAA accelerator, at the DESY laboratory located in Hamburg, Germany. In 
thiss chapter the HERA accelerator and the ZEUS detector will be described. 
Thee description of the ZEUS detector will focus on the sub-detectors most 
relevantt for the measurement of the charged current ep cross section. A detailed 
descriptionn of the ZEUS detector can be found in [30]. 

2.2.. The HERA Accelerato r 

Thee Hadron Elektron Ring Anlage, HERA, is the first and currently the only 
acceleratorr which allows for deep inelastic electron 1 -proton colliding beam ex­
periments.. The electrons are accelerated to an energy of 27.5 GeV. Until 1998 
protonss were accelerated to 820 GeV. Later the energy of the proton beam was 
increasedd to 920 GeV providing a centre-of-mass energy of i/s = 2y/EeEp = 
3188 GeV. Four experiments use the HERA facility (see Fig. 2.1). Two of them 
usee both beams: the HI experiment, located at the North Hall, and the ZEUS 
experiment,, located at the South Hall. The main objective of these two ex­
perimentss is to measure the parton distributions inside the proton, using the 
electronss in the electron beam as probes. The other two experiments only use 
onee of the beams provided by HERA. In the East Hall the polarised electron 
beamm collides with various polarised and unpolarised targets of the HERMES 
detector.. The HERMES experiment measures the spin structure of the nuc-
leon.. HERA-B, at the West Hall, uses the interactions of the halo of the proton 

11 Electron can be read as positron, unless otherwise stated. 
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FigureFigure 2.1. Schematic view of the HERA accelerator together with the injection 
systemsystem PETRA and the four experiments using the HERA beams. 

beamm with a wire target to measure J/ip production originating from 6-decays 
too measure CP violation in the 6-system. 

Thee HERA accelerator is situated in Hamburg, Germany, and was construc­
tedd by the Deutsches Elektron Synchroton laboratory, DESY, together with 
internationall collaborators. The HERA tunnel has a circumference of 6336 m 
andd was finished in 1987. In 1990 the accelerator was installed, and first colli­
sionss were observed in October 1991. 

Thee beams for HERA are provided by a chain of pre-accelerators. The pro­
tonss are obtained from a surface-plasma magnetron source generating H~ions 
whichh are accelerated by several radio frequency, RF, cavities in the linear col­
lider,, LINAC III [31], to 50MeV for injection in DESY III. In the DESY III 
acceleratorr the H~ions are accelerated to 7.5 GeV in 11 bunches with 96 ns 
bunchh spacing and subsequently the two electrons are stripped off the H~ions 
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2.2.2.2. The HERA Accelerator 

HERAA luminosity 1994-2000 Physicss Luminosity 1994-2000 

o o 
d d 

T3 3 

(a) ) 
dayss of running 

(b) ) 

4000 600 

dayss of running 

FigureFigure 2.2. Integrated luminosity versus days of running: (a) delivered by 
HERA;HERA; (b) gated by ZEUS and suitable for physics analysis. The figures show 
thethe integrated luminosity collected during the years 1994 t° 2000. 

byy passing through a gold foil. The protons are then passed to the Posi­
tronn Elektron Tandem Ring Anlage, PETRA, where they are accelerated in 
700 bunches, again with 96 ns bunch spacing, to the HERA proton injection 
energyy of 40 GeV. 

Thee electrons and positrons are obtained by conversion of photons produced 
byy bremsstrahlung in an electron beam. The electrons (positrons) are accel­
eratedd in LINAC I (LINAC II) to an energy of 220 MeV (450 MeV) before be­
ingg injected into DESY II which increases the electron and positron energy to 
7.55 GeV. The electrons (positrons) are then injected into PETRA II which ac­
celeratess 70 bunches of the leptons, with 96 ns bunch spacing, to the HERA 
leptonn injection energy of 14 GeV. Figure 2.1 shows a schematic overview of 
thee HERA accelerator together with the injection system PETRA. 

Thee luminosity provided by HERA has steadily increased over the years. 
Figuree 2.2(a) shows the integrated luminosity delivered by HERA as a function 
off days of running and Fig. 2.2(b) shows the integrated luminosity collected 
byy ZEUS. In the first three years of HERA operation, electrons were used for 
thee lepton beam. Due to various problems (e.g. bad vacuum) the lifetime of 
thee electron beam was very short (~ 3 hours) and in 1994 HERA switched 
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too a positron beam which had a longer lifetime (~ 8 hours). To collect a 
comparablee amount of e~p and e+p data, HERA switched in 1998 to an electron 
beam.. At the same time the proton beam energy was increased from 820 GeV 
too 920 GeV, providing an extension of the kinematic range covered by HERA. 
Duee to still bad electron beam conditions HERA switched back to positrons 
againn in 1999. Hence, the integrated luminosity delivered in the running period 
1998-19999 was rather low (£ = 25.2 pb _ 1 of which 16.7 pb _ 1 was collected by 
ZEUSS and used for physics analysis). HERA ran with a positron beam until 
thee upgrade shutdown in 2000 and delivered in that period, 1999-2000, an 
integratedd luminosity of 94.9 pb _ 1 of which 66.3 pb _ 1 was collected by ZEUS 
andd could be used for physics analysis. The various configurations per running 
periodd are listed in Table 2.1 together with the collected luminosity. 

TableTable 2.1. Overview of the various run configurations of HERA 
overover the years together with the luminosity collected by ZEUS. The 
datadata collected in the period 1998 -2000 was used for the analysis 
describeddescribed in this thesis. 

year r 

1993 3 
1994 4 

1994-1997 7 
1998-1999 9 
1999-2000 0 

mode e 

e~p e~p 
e~p e~p 
ee++ p p 

e~P e~P 
ee++ p p 

EEee(GeV) (GeV) 

26.7 7 
27.5 5 
27.5 5 
27.5 5 
27.5 5 

EEpp{GeV) {GeV) 

820 0 
820 0 
820 0 
920 0 
920 0 

^ P b " 1 ) ) 

0.55 5 
0.28 8 
48.3 3 
16.7 7 
66.3 3 

6C/JC{%) 6C/JC{%) 

— — 
1.5 5 
1.5 5 
1.8 8 

2.25 5 

2.3.. The ZEUS Detecto r 

Inn this section the components of the ZEUS detector most relevant for the 
analysiss described in this thesis will be described briefly. A detailed description 
off the ZEUS detector can be found elsewhere [30] [32]. The ZEUS detector is 
aa general purpose detector with nearly hermetic calorimeter coverage. A cross 
sectionall view of the detector is presented in Fig. 2.3. 

Thee ZEUS detector is an asymmetrical detector, since the centre-of-mass 
systemm does not coincide with the laboratory system due to the proton colliding 
withh the much lighter lepton. Therefore, particles in the final state generally 
willl be boosted in the forward direction2 where the detector is made thicker in 

2Thee ZEUS coordinate system is a right-handed Cartesian system, with the Z axis pointing 
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2.3.2.3. The ZEUS Detector 

orderr to fully contain the hadronic final state. 
Promm the inside out, the detector consists of tracking chambers inside a super­

conductingg solenoid magnet, B — field = 1.43 T, surrounded by electromagnetic, 
EM,, and hadronic calorimeters and muon chambers. The most important de­
tectorr parameters are given in Table 2.2. 

TableTable 2.2. The most important ZEUS central detector parameters 

componentt parameter value 

UCALL angular coverage 2.6° < 9 < 178.4° 
a(E)/Ea(E)/E (EM shower) 0.18/y/Ë{GéV) © 0.02 
a(E)/Ea(E)/E (hadronic shower) 0.35/V#(GeV) © 0.03 
positionn resolution (hadrons) ~ 1 cm 
timee resolution < 1 ns 

CTDD angular coverage 15° < 9 < 164° 
<J(P<J(PTT)/PT)/PT 0.0058PT(GeV) © 0.0065 

©0.0014/PT T 

Z-Z-vertexvertex resolution 0.4 cm 
RR — 4> vertex resolution 0.1 cm 

2.3.1.. Trackin g Detector s 

Inn the centre of the ZEUS detector the vertex detector, VXD [33], was located. 
Thee VXD was removed at the end of the 1995 running period, and has been 
replacedd by the micro vertex detector, MVD, during the upgrade in 2001. The 
centrall tracking detector, CTD, is surrounding the VXD. The very forward 
regionn is covered by the forward detector, FDET, the very backward region by 
thee rear tracking detector, RTD. 

Centra ll  Trackin g Detecto r 

Thee main tracking detector of ZEUS is the central tracking detector, CTD [34]. 
Thee CTD is a 205 cm long cylindrical drift chamber with inner and outer radii of 
18.22 cm and 79.4 cm, respectively, covering the polar angle region of 15° < 9 < 
164°.. It is composed of 72 concentric layers of sense wires, evenly divided into 

inn the proton beam direction, referred to as the "forward direction", and the X axis pointing 
leftt towards the centre of HERA. The coordinate origin is at the nominal interaction point. 
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OverviewOverview of the ZEUS Detector 

(( cross section ) 

OverviewOverview of the ZEUS Detector 
(( longitudinal cut ) 

FigureFigure 2.3. Cross section of the ZEUS detector: (a) x -y projection; (b) z-y 
projection. projection. 
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2.3.2.3. The ZEUS Detector 

Stereoo angle 

(a) ) 

FigureFigure 2.4- Layout of: (a) the wires in one octant of the CTD. The larger 
(smaller)(smaller) dots indicate the sense (ground) wires. The wire positions are shown 
atat the end plates; (b) an expanded single drift cell. 

99 superlayers. Five superlayers have wires parallel to the Z axis, axial wires, 
whilee the remaining four superlayers have wires with a small stereo angle of ~ 5° 
withh respect to the Z axis. This allows for both an R — <f>  and a Z coordinate 
measurement.. Figure 2.4(a) shows one octant of the CTD, together with the 
valuess of the stereo angle of the wires in the superlayers. The superlayers are 
dividedd into cells of eight sense wires orientated at an angle of 45° with the 
radiall direction to produce drift lines approximately tangential to the chamber 
azimuthh in the 1.43 T magnetic field provided by the superconducting solenoid 
magnett surrounding the CTD. This orientation also ensures that at least one 
layerr in the superlayer will have a drift time shorter than the bunch crossing 
timee of 96 ns. Figure 2.4(b) shows an expanded single drift cell. 

Superlayerss 1, 3 and 5 can provide a so called flight-by-timing vertex. This 
vertexx is used in the trigger decision and has a resolution of ~ 5 cm in Z. 
Inn the final event reconstruction more advanced methods are used in track 
reconstructionn and vertex determination, and the interaction vertex is measured 
withh a typical resolution of 0.4cm in the Z direction and 0.1 cm transverse to 
thee beam direction. The resolution of the transverse momentum for tracks 
passingg at least three superlayers is: G{PT)/PT = 0.0058PT(GeV) © 0.0065 © 
0.0014/PTT [35]. 

guardguard wire 

—— ground wire 

sensesense wire 
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Forwar dd and Rear Trackin g Detector s 

Too track particles going into the very forward direction, the forward detector, 
FDET,, consisting of the forward tracking detector, FTD, and the transition 
radiationn detector, TRD, could be used. The FTD consists of three planar 
driftt chambers, and covers a polar angle region in the forward direction of 
7.5°° < 0 < 28°. The TRD, a detector to separate electrons from hadrons, is 
situatedd between the FTD chambers. During the upgrade of the detector in 
20011 the TRD has been replaced by the straw tube tracker, STT. To track 
particless going into the very rear direction, the rear tracking detector, RTD, 
couldd be used. The RTD consists of one plane of drift chambers, covering the 
polarr angle region of 160° < 0 < 170°. 

Inn the analysis described in this thesis, the information from these track­
ingg detectors was used only by the muon identification program MUFFIN 
andd in the process of scanning for events containing halo and cosmic muons 
(seee Sect. 5.9.1). 

2.3.2.. Calorimeter s 

Thee ZEUS tracking detectors are surrounded by a high resolution uranium-
scintillatorr sampling calorimeter which on its turn is surrounded by the backing 
calorimeter,, BAC. 

Uraniu mm Calorimete r 

Thee 238U-scintillator sampling calorimeter, UCAL or CAL [36], is composed 
off alternating plates of scintillator material and depleted uranium. The calo­
rimeterr is nearly hermetic, with a solid angle coverage of 99.8% in the forward 
region,, and 99.5% in the rear region. The calorimeter consists of a forward 
part,, FCAL, a barrel part, BCAL, and a rear part, RCAL3. Figure 2.5 gives a 
schematicc overview of the CAL and its angular coverage. The FCAL and BCAL 
(RCAL)) are divided into an electromagnetic section, EMC, and two (one) had-
ronicc sections, HACl and HAC2. Perpendicular to this division these sections 
aree divided into cells, of which the sizes are determined by the scintillator tiles. 
Inn the electromagnetic section of the FCAL and BCAL, FEMC and BEMC, 
cellss have transverse dimensions of 5 x 20 cm2 while the cells in the hadronic 
sectionn are larger from 20 x 20 cm2 (HACl) to 24.4 x 35.2 cm2 at the front face 

33 The regions between the various parts are indicated by super crack regions. 
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FigureFigure 2.5. Schematic view of the UCAL 

off a BCAL HAC2, BHAC2, cell. The cells in the electromagnetic section of the 
RCAL,, REMC, have transverse dimensions of 10 x 20 cm2. The BEMC cells 
aree wedge shaped and point towards the interaction point. The light produced 
inn the scintillator material by particles in the shower, is collected by wavelength 
shifterr bars on either side of the cell, and converted into electronic signals by 
twoo photomultiplier tubes, PMTs. The dual readout of a cell increases the 
measurementt precision and prevents "dead" cells when one of the PMTs fails. 
Alsoo timing information is provided for energy deposits. The resolution of the 
timingg is better than 1 ns, for energy deposits greater than 4.5 GeV. 

Particlee energies are determined from the energy deposits in the active ma­
teriall of the particle shower induced by the traversing particle. An electron or 
photonn initiates an electromagnetic shower in the calorimeter which consists of 
loww energetic e~e+ pairs and bremsstrahlung photons. Hadrons entering the 
calorimeterr will interact strongly with the absorber material, and initiate had-
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hadronn electron muon 

FigureFigure 2.6. Typical shower profiles of hadrons, electrons and muons in the 
CAL. CAL. 

ronicc showers, generally broader than EM showers and peaking at larger depth. 
Muonss with energies typical for HERA act as minimum ionising particles, MIPs, 
distributingg their energy equally of the whole trajectory. Figure 2.6 shows the 
showerr development for the different particles. In general, the measured energy 
inn a purely electromagnetic shower (e) will be greater than in a purely hadronic 
showerr (h) of the same energy. The major factors contributing to this differ­
ence,, are energy loss to nuclear recoil and nuclear breakup energy. As a hadron 
interactionn deposits its energy partly through electromagnetic interaction and 
partlyy in purely hadronic interaction, where the actual em fraction varies signi­
ficantly,, the varying sensitivity will cause a deterioration of the hadronic energy 
resolution.. By choosing depleted Uranium as absorber and judiciously choos­
ingg the thickness of absorber and scintillator, it has been possible to create 
aa calorimeter with equal sensitivity to hadronic and electromagnetic showers 
(e/h(e/h = 1) [37]. Using this technique of compensating calorimetry, energy resol­
utionss oia{E)/E = 0 . 1 8 / ^ 0 0 . 0 2 for electrons and a(E)/E = 0 .35/\ /£e0.03 
forr hadrons (E in GeV) have been achieved. Furthermore, the activity of the 
uraniumm provides a calibration and monitoring signal for the CAL. Calibration 
betweenn cells of the calorimeter is possible at the level of 1% by setting the 
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gainss of the PMTs in such a way as to equalise the uranium signal [30]. 

Backin gg Calorimete r 

Thee CAL is surrounded by the backing calorimeter, BAC [38], which is integ­
ratedd with the iron yoke that is used as a path for the solenoid flux return. 
Thee BAC consists of 40000 proportional tubes and 1700 pad towers, and can 
bee used to measure energies of particle showers not fully contained within the 
CAL.. The BAC also serves as a muon filter. The energy resolution for hadrons 
iss a(E)/E = 1.2/y/Ë with E in GeV. The BAC has been used in this analysis 
ass a systematic check for energy leakage out of the CAL (see Sect. 6.5.7), and 
inn the process of event scanning for muon identification. 

2.3.3.. Muo n Chamber s 

Thee outer part of the ZEUS detector is composed of muon detectors. The muon 
detectorr consists of a forward muon detector, FMUON, barrel muon detector, 
BMUON,, and a rear muon detector, RMUON [39]. The forward muon detector 
consistss of four layers of limited streamer tubes, LSTs, and four drift chambers. 
Onee LST and one drift chamber are mounted on the inner surface of the yoke, 
FMUI,, while the other LSTs and drift chambers are mounted on a toroidal 
1.77 T magnet residing outside the yoke, FMUO. The polar angular coverage 
off the FMUON is 6° < 9 < 32°. The BMUON and RMUON are somewhat 
smaller.. The barrel muon detector consists of LSTs placed on the inside of 
thee BAC, BMUI, and LSTs placed on the outside, BMUO, and has a polar 
angularr coverage of 34° < 9 < 135°. The rear muon detector also consists of 
LSTss placed on the inside of the BAC, RMUI, and LSTs placed on the outside, 
RMUO,, and has a polar angular coverage of 134° < 9 < 171°. The BMUON 
doess not have a fully azimuthal coverage, i.e. —55° < <p < 235°, as there is no 
bottomm octant. The momentum resolution is designed to be ~ 20% for muons 
upp to 10 GeV in the BMUON and RMUON, and for muons up to 100 GeV in 
thee FMUON. 

Inn the analysis described in this thesis the muon detectors have been very 
valuablee in the identification of halo and cosmic muons by MUFFIN, and in the 
processs of scanning the events by eye. 
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Luminosit yy  Monito r 
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FigureFigure 2.7. Layout of the ZEUS luminosity monitor. 

2.3.4.. C5 Counte r 

Thee C5 counter [40] is positioned at z = —315 cm, directly behind the RCAL. 
Itt is an assembly of four scintillation counters arranged in two planes around 
thee HERA beampipe, separated by 0.3 cm of lead. It records separately the 
arrivall times of the protons and electrons in the beams and is used to reject 
eventss due to upstream beam-gas interactions. 

2.3.5.. Luminosit y Monito r 

Thee luminosity is measured with the luminosity monitor, LUMI, via the brems-
strahlungg reaction: ep —• epy [41]. The cross section for this reaction, the 
Bethe-Heitlerr process [42], is very precisely known [43] and therefore forms an 
excellentt way by which the luminosity can be measured. The LUMI consists of 
twoo sampling lead-scintillator calorimeters: a photon detector, LUMI-7, located 
att Z = —107 m near the proton beam pipe, and an electron detector, LUMI-e, 
locatedd at Z = —35 m near the electron beam, both shown in Fig. 2.7. The 
energyy resolution for both detectors is a(E)/E = 0.18/i/E(GeV). However, a 
carbon-leadd filter in front of the LUMI-7, installed to shield it from synchrotron 
radiation,, reduces its resolution to a(E)/E = 0.25/y/E(GeV). Due to poor un­
derstandingg of the LUMI-e only the LUMI-7 is used to measure the luminosity, 
whilee the LUMI-e is used only for additional systematic checks. The luminosity 
iss then determined from the ratio of the number of measured bremsstrahlung 
photonss divided by the cross section. The largest uncertainties in the luminos­
ityy measurement come from the uncertainty in the calibration of the LUMI-7 
andd the photon acceptance. The measured luminosity and its uncertainty for 
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2.3.2.3. The ZEUS Detector 

eachh run period are listed in Table 2.1. 

2.3.6.. Trigge r 

Thee bunch spacing time in the HERA accelerator is 96 ns, leading to a bunch 
crossingg rate within the ZEUS detector of 10.4 MHz. Since the rate of non-ep 
eventss is about 3 - 5 orders of magnitude larger than the rate of ep interactions, 
mostt of the events detected by ZEUS are background events. An advanced 
triggerr system is needed to select the interesting ep physics events and reject 
thee background events in order to bring the event rate down to a level acceptable 
forr data storage. The ZEUS detector has a three level trigger system [44] which 
reducess the final event rate to an acceptable level of ~ 5 Hz. Figure 2.8 gives 
aa schematic view of the data acquisition chain, DAQ, together with the trigger 
system. . 

Firs tt  Level Trigge r 

Thee ZEUS first level trigger, FLT, is based on hardware (ASIC, FPGA) pro­
cessors,, and reduces the rate from 10.4 MHz to about 300-500 Hz. Each com­
ponentt stores its event information in a pipeline of 46 bunch crossings deep, 
runningg synchronously with the HERA clock. Hence, the FLT decision to keep 
orr discard the event has to reach the components front-end electronics within 
4.44 us. The components participating in the FLT decision, perform their calcu­
lationss in parallel on a subset of their data, using rough, but fast algorithms. 
Thee outcome of the calculation of each component is passed to the global first 
levell trigger, GFLT, within ~ 2.5 us. The GFLT combines the information 
fromm the different components and issues a decision to keep or discard the 
eventt within ~ 2 us. 

Secondd Level Trigge r 

Iff the GFLT issues the decision to keep the event, the detector components 
transportt the detector data from the pipeline to event buffers for processing 
byy the second level trigger, SLT, which reduces the output rate to 50-70 Hz. 
Thee SLT is a software trigger, based on a set of parallel processing transputers. 
Ass with the FLT, each component participating in the SLT decision process, 
processess its own data, which is then passed to the global second level trigger, 
GSLT,, which decides to keep or discard the event. Due to more time available 
att the SLT level, the components can use more sophisticated algorithms, i.e. 
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FigureFigure 2.8. A schematic overview of the ZEUS trigger and DAQ chain. 

trackk reconstruction, for processing the available data of better precision that 
att the FLT. 

Thirdd Level Trigger 

Iff the GSLT accepts the event, all components pass their data to the event 
builder,, EVB, which assembles the data into events which are passed to the 
thirdd level trigger, TLT. The TLT is a cluster of Silicon Graphics workstations, 
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2.4.2.4. Data Samples 

SGIs,, which were upgraded to a cluster of Linux machines after the upgrade in 
2001.. The TLT runs a reduced version of the off-line analysis programs for full 
eventt reconstruction, and applies similar event selection algorithms as used in 
thee off-line analysis. The TLT reduces the rate by an additional factor of 5 -10. 
Thee event data is transmitted to DESY central data storage via an optical fibre 
link,, FLINK, for storage at 5-14 Hz. 

2.4.. Data Sample s 

Thee charged current cross section measurements described in this thesis are 
basedd on data collected in the running period 1998-2000. HERA delivered 
25.22 pb _ 1 of e~p data in the period 1998 -1999 of which 16.4 pb _ 1 was collected 
withh the ZEUS detector and passed the data quality monitoring. This sample 
hass been used for the cross section measurement of e~p —• veX. In the running 
periodd 1999-2000 HERA delivered 66.41 pb" 1 of e+p data of which 60.9 pb _ 1 

hass been used for the cross section measurement of e+p —• veX. 
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Eventt  Simulatio n 

Thee experimentally measured charged current events need to be converted into 
crosss sections. This requires corrections for finite detector efficiencies, resolu­
tionss and acceptances. A chain of computer programs were used to simulate 
thee physics processes and correct for these effects. Moreover, the simulation 
off background physics processes mimicking CC events were used to correct the 
finalfinal measurement. For the simulation of the physics processes Monte Carlo, 
MC,, simulation programs were used. The generation of events is performed in 
threee main steps: 

•• hard ep scattering process; 

•• QCD cascades; 

•• hadronisation. 

Inn this chapter an overview will be presented of the MC programs used to 
simulatee the various physics processes. 

Figuree 3.1 shows a diagram of the ZEUS off-line software chain. The events 
fromm the MC event generators are passed, using the ZDIS interface, to the full 
detectorr simulation program, MOZART [30], which is based on GEANT 3.13 [45]. 
Thee MOZART program, which contains a detailed description of the material 
compositionn and geometry of the detector, simulates the passage of all the 
particless in the event through the various subdetectors. The simulated data 
createdd by MOZART are passed to the data acquisition chain and trigger system 
simulation,, performed by the computer program ZGANA [46]. The simulated 
dataa is reconstructed by ZEPHYR and stored in the same data format as the 
eventss measured by the ZEUS detector, and can be further processed with 
off-linee tools like EAZE, for analysis, and ZEVIS [47], for event visualisation. 
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FigureFigure 3.1. Schematic diagram of the ZEUS off-line software chain. 

3.1.. Signa l Mont e Carlo 

Thee charged current events were simulated using DJANGOH 1.1 [48] which in­
terfacess HERACLES 4.6.1 [49] to LEPTO 6.5 [50]. The computer program LEPTO 
wass used to simulate the hard ep scattering process and HERACLES was used to 
includee the radiative corrections, comprising single photon emission from the 
leptonn as well as self energy corrections and the complete set of one-loop weak 
corrections.. The mass of the W boson was calculated using the values for the 
finefine structure constant, the Fermi constant, the mass of the Z boson and the 
masss of the top quark published by the Particle Data Group [51], PDG, and with 
thee Higgs boson mass set to 100 GeV. The parametrisation of the parton distri­
butionn functions, PDFs, of CTEQ5D [52] were used by LEPTO in the hard scat­
teringg processes. The QCD cascade was simulated by the colour dipole model, 
CDM,, of ARIADNE 4.10 [53]. The QCD cascade was modelled by ARIADNE by 
emittingg gluons from a chain of independently radiating dipoles spanning col­
ourr connected partons. Monte Carlo events generated with the QCD cascading 

36 6 



3.2.3.2. Background Monte Carlo 

TableTable 3.1. Generated Monte Carlo samples of charged current events. 

Montee Carlo samples e~p —+ veX e+p —• VeX 

Q 2 >10GeV 2 2 

QQ22>>  100 GeV2 

Q 2 >100GeV 2 2 

Q 2 >> 100 GeV2 

Q 2 >> 5000 GeV2 

QQ22 > 10000 GeV2 

QQ22>>  20000 GeV2 

<7(Pb) ) 

78.943 3 
72.778 8 

xx > 0.1 28.201 
xx > 0.3 5.6590 

14.445 5 
5.3854 4 
1.1339 9 

Apb- 1) ) 

316.01 1 
343.41 1 
354.28 8 
882.31 1 
1037.4 4 
1856.9 9 
8819.1 1 

<r(pb) ) 

45.202 2 
39.774 4 
9.6417 7 
1.2716 6 
3.1998 8 
0.6828 8 
0.0619 9 

Apb" 1) ) 
553.07 7 
628.56 6 
1037.2 2 
3932.1 1 
4687.8 8 
7322.8 8 

80775.4 4 

modell of LEPTO, the matrix element parton shower, MEPS, model, instead of 
thee CDM of ARIADNE were used as a systematic check for the model dependence 
off the QCD cascade, see Sect. 6.5.2. Finally, the hadronisation was simulated 
usingg the Lund string model as implemented in JETSET 7.4 [54]. 

Thee CC DIS ep cross section falls rapidly with increasing Q2 and x. Hence, 
differentt samples of CC events were generated with increasing thresholds in 
QQ22 and x in order to have sufficient numbers of events to make the statistical 
uncertaintiess arising from the MC simulation negligible compared to those of 
thee data. The thresholds in Q2 and x were defined from the incoming and 
outgoingg lepton. The various samples were merged and normalised to the data 
luminosity.. In Table 3.1 the CC DIS MC samples generated with ARIADNE 

CDMM are listed. Equivalent samples were generated with the MEPS model. 

3.2.. Backgroun d Mont e Carlo 

Variouss processes can form a background in the charged current event sample. 
Thee MC programs used to generate these background events, and the samples 
usedd to estimate the background will be discussed now. 

3.2.1.. Neutra l Curren t DIS 

Neutrall current, NC, events can form a background when the energy of the 
scatteredd electron is not fully measured, i.e. when the electron goes into the 
crackk region of the calorimeter, or due to fluctuations in the energy measure­
ment.. The NC MC events were generated with the same MC programs as used 
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forr the generation of the CC MC events, using CDM of ARIADNE for the QCD 
cascade.. They are listed in Table 3.2 together with the corresponding luminos­
ity.. The minimum generated Q2 is Q2 = 100 GeV2. Although it is possible that 
NCC events with lower Q2 can also form a background it is very hard to produce 
NCC MC events samples with Q2 < 100 GeV2 with a luminosity comparable 
too the data luminosity, since the number of events which has to be generated 
becomess very large. 

TableTable 3.2. Generated Monte Carlo samples of neutral current events. 

Montee Carlo samples e p —• e X e+p —• e+X 

Q 2>100GeV 2 2 

Q 2>400GeV 2 2 

QQ22>>  1250 GeV2 

QQ22>>  2500 GeV2 

QQ22>>  5000 GeV2 

QQ22>>  10000 GeV2 

QQ22>>  20000 GeV2 

QQ22>>  30000 GeV2 

QQ22>>  40000 GeV2 

QQ22>>  50000 GeV2 

ff(pb) ff(pb) 

8.16103 3 

1.20-103 3 

2.17-102 2 

7.18-101 1 

2.17-101 1 

5.36-10° ° 
8.47-10"1 1 

1.85-10"1 1 

4.26-10~2 2 

9.1910"3 3 

API)"1) ) 

4.66-101 1 

5.01-101 1 

1.15-102 2 

1.67-102 2 

5.54-102 2 

2.24103 3 

1.42-104 4 

3.24104 4 

1.41-105 5 

6.53405 5 

<7(Pb) ) 

8.12-103 3 

1.17-103 3 

1.98-102 2 

5.89-101 1 

1.48-101 1 

2.79-10° ° 
3.1010"1 1 

5.44-10-2 2 

1.09-10"2 2 

2.12-HT3 3 

Apb" 1 1 

1.16-102 2 

1.03-102 2 

2.53102 2 

4.07-102 2 

1.62-103 3 

8.59-103 3 

7.74-104 4 

2.20-105 5 

1.10-106 6 

5.66-106 6 

3.2.2.. Photoproductio n 

Neutrall current interactions with Q2 ~ OGeV2 are categorised as photopro­
duction,, php, interactions. Typically php events are multi-jet events with low 
missingg transverse momentum and a scattered electron that escapes undetec­
tedd through the rear beampipe. Since the cross section of php is much larger 
thann the charged current cross section, php interactions can form a serious 
backgroundd when the energy of the jets produced in the events is not fully 
measured,, i.e. due to fluctuations in the energy measurement for events with a 
largee transverse energy, ET = Xli EiSmOi, or due to particles produced in the 
interactionn not (fully) measured by the detector (neutrinos, muons). 

Twoo types of photoproduction interactions were simulated. The first type is 
directt photoproduction. Here the incoming photon acts as a point-like particle 
inn the interaction with the quarks of the proton. Figures 3.2(a) and 3.2(b) 
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3.2.3.2. Background Monte Carlo 

FigureFigure 3.2. Leading order direct photoproduction processes: (a) QCD Compton 
andand (b) boson gluon fusion. Examples of resolved photoproduction processes: (c) 
andand (d). 

showw two diagrams contributing to the direct php process. The second type is 
resolvedd photoproduction, where the incoming photon acts as a source of quarks 
andd gluons interacting with the quarks and gluons of the proton. Figures 3.2(c) 
andd 3.2(d) show two diagrams contributing to the resolved php process. 

Thee php events were generated with the HERWIG 5.9 [55] MC program. Since 
thee php cross section is very large, only events that could mimic a charged 
currentt events were selected by requirements on Px,h and Ex,h at the physics 
generatorr level. Pr,h and -Er,h are the vector sum and scalar sum of the trans­
versee energy of the generated final state particles that are not neutrinos and 
havee 0.038 < 9 < 3.081 (i.e. excluding particles leaving through the beampipe). 
Thee generated php MC samples are listed in Table 3.3 together with their Py,h 
andd Exth selection thresholds. It has been verified that events with lower Pxth 
orr Er,h do not form a background in the CC event sample. 

TableTable 3.3. Generated Monte Carlo samples of direct and resolved 
photoproductionphotoproduction events. 

Montee Carlo Samples a(pb)) Apb" 1 ) 

directt php PT > 6 GeV OR ET > 18 GeV 
directt php PT > 6 GeV OR ET > 20 GeV 
directt php PT > 6 GeV OR ET > 30 GeV 
resolvedd php PT > 6 GeV OR ET > 18 GeV 
resolvedd php PT > 6 GeV OR ET > 20 GeV 
resolvedd php PT > 6 GeV OR ET > 30 GeV 

2.17-104 4 

1.56-104 4 

3.62-103 3 

1.16-105 5 

7.92-104 4 

1.19-104 4 

4.60 0 
35.9 9 

331.5 5 
3.03 3 
22.7 7 

302.5 5 
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3.2.3.. Charge d Lepto n Productio n 

Chargedd lepton production in ep interactions can form a background in the CC 
eventt sample when a p+p~ pair, di-muon, or T+T~ pair, di-tau, is created via 
thee process shown in Figure 3.3(a). In the case of di-muon production, the 
muonss act as MIPs in the calorimeter and can leave the calorimeter without 
beingg stopped, giving rise to a missing transverse momentum in the event. In 
di-tauu production, Pr.miss can be caused by neutrinos from the r decay leaving 
thee detector undetected. The GRAPE-Dilepton [56] MC generator was used 
too generate samples of both di-muon and di-tau events. In order to cover the 
wholee kinematic region events were generated in three categories: elastic, quasi-
elasticc and DIS processes. In Table 3.4 the generated di-lepton event samples 
withh their luminosity are listed. 

TableTable 3.4- Generated Monte Carlo samples of di-lepton events. 

Montee Carlo samples e p —* e 1+1 X e+p —• e+l+l X 

p+p-p+p-
ll+p-ll+p-
pp++ p-p-
TT++T~ T~ 

TT++ T~ T~ 

TT++ TT--

elastic c 
quasi-elastic c 
DIS S 
elastic c 
quasi-elastic c 
DIS S 

a(pb) ) 

10.1 1 
5.13 3 
19.2 2 
6.34 4 
3.66 6 
7.71 1 

AP»" 1) ) 
1078.66 6 
19012.1 1 
5934.24 4 
1024.26 6 
29809.4 4 
13352.9 9 

<r(pb) ) 

10.1 1 
5.13 3 
19.2 2 
6.34 4 
3.66 6 
7.70 0 

Apb" 1) ) 

2059.26 6 
20018.5 5 
8635.92 2 
2048.52 2 
30792.3 3 
14404.5 5 

Noo e+e~ pairs, di-electrons, were generated. Di-electron production does 
nott form a background in the CC event sample since the electrons are fully 
containedd within the detector. 

3.2.4.. Singl e W Productio n 

Electron-protonn interactions in which a real W boson is produced are indicated 
ass single W production. The dominant process for single W production is shown 
inn Fig. 3.3(b). Single W production can form a background in the CC event 
sample,, when the W decays semi-leptonically into a lepton and a neutrino, and 
thee neutrino leaves the detector undetected giving rise to PT,miss-

Inn an analogous way as for php, two categories are distinguished; resolved 
andd DIS single W production. In resolved W production the incoming photon 

40 0 



3.2.3.2. Background Monte Carlo 

pp p 
(a)) (b) 

FigureFigure 3.3. Example diagrams of: (a) di-lepton production via a two photon 
interactioninteraction and (b) single W production. The W can decay to a quark-antiquark 
pairpair or a lepton-antilepton pair. 

actss as a source of quarks and gluons interacting with the proton. Then the W 
productionn can be thought of as qq —> W, where one of the quarks is regarded 
ass a constituent of the photon [57]. In DIS W production, the photon acts as 
aa point-like particle. In Table 3.5 the samples of single W production events 
aree listed with the corresponding luminosity, which were generated with the 
EPVECC [58] MC generator. 

TableTable 3.5. Generated Monte Carlo samples of direct and resolved 
singlesingle W events. 

Montee Carlo Samples 

e~pe~p -> e~W-X 
e~pe~p -» e~W+X 
e+pe+p -» e+W'X 
e+pe+p -> e+W+X 

resolved d 

a(pb) ) 

0.0262 2 
0.0329 9 
0.0262 2 
0.0329 9 

Apb"1) ) 

3.82-105 5 

3.04-105 5 

3.82-105 5 

3.04-105 5 

] ] 

a(pb) ) 

0.0883 3 
0.1036 6 
0.0871 1 
0.1061 1 

DIS S 

Apb"1) ) 

1.13-105 5 

9.65-104 4 

1.15-105 5 

9.43-104 4 
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Chapte rr  4 

Eventt  Reconstructio n 

4.1 .. Introductio n 

Thee charged current cross section measurements described in this thesis are ex­
pressedd in the kinematic variables of DIS interactions. Therefore it is necessary 
thatt the kinematic variables are accurately reconstructed from the information 
providedd by the ZEUS detector. In this chapter the reconstruction method for 
thee kinematic variables, the hadronic energy flow and the event vertex will be 
discussed. . 

4.2.. Kinematic s Reconstructio n 

Thee kinematic variables describing a DIS interaction in terms of the four-
momentaa of the partons participating in the hard scattering process have been 
describedd in Sect. 1.2. A DIS event can be described with two kinematic vari­
ables.. Common choices are any pair of x, y or Q2, which are related through1 

QQ22 = sxy, (4.1) 

wheree s is the square of the centre-of-mass energy of the ep system, s = 4EeEp, 
withh Ee the electron beam energy and Ep the proton beam energy. 

Twoo independent variables which are traditionally used to reconstruct the 
kinematicss of DIS events are the measured energy, Ef

e, and polar angle, 6e, of 
thee scattered electron (see Fig. 4.1). The kinematics are then determined by 
(usingg (1.2) and (1.8)) 

yee = l - | | ( l - c o s 0 e ) , (4.2) 

QlQl = ^ ^ , (4-3) 
ll — ye 

11 Neglecting the mass of the electron and proton. 
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FigureFigure 4-1- Schematic illustration of a DIS interaction showing the quantities 
usedused in the reconstruction of the event kinematics, E'e, 6e, Fh and j h . In this 
illustrationillustration an electron with energy Ee comes from the left and a quark inside 
thethe proton with energy Eq comes from the right. 

wheree Ee is the energy of the incoming electron. xe can be obtained from (4.1). 
Withinn the ZEUS collaboration this method is known as the 'Electron-Method'. 

Sincee the ZEUS detector is an almost fully hermetic detector, also the inform­
ationn from the final hadronic system can be used to reconstruct the kinematic 
variables,, where the hadronic final state consists of all particles produced in 
thee ep interaction except the scattered electron. Then, the independent vari­
abless which can be used to reconstruct the event kinematics are the transverse 
momentumm of the hadronic final state, Pxh, defined as 

PTMPTM = \\ (Z^ J + (EP^ J = \JPh + W* (4.4) ) 

and d 

*hh = Yé (Ei - Pz^  = E^-p-Z,h-Z,h- (4.5) ) 

Thee index i runs over all calorimeter cells with energy deposits from particles 
inn the hadronic final state. Eh is the sum of all hadronic energy deposits in 
thee event, and Px,h, Py,h, Pz,h are the sums of the projections of the hadronic 
energyy deposits in the X, Y and Z directions. The variables PT:h and Sh give 
informationn about the direction and energy of the hadronic system and can be 
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4.2.4.2. Kinematics Reconstruction 

rewrittenn to 

PPTh~Th~66h h 
cos7h== p 2 ' , c2» (4-6) 

2dh h 

Inn the naive quark-parton model the angle 7h and the energy F  ̂ represent the 
anglee and energy of the scattered quark (see Fig. 4.1). 

Sincee no information about the scattered lepton is available in CC DIS in­
teractionss - it leaves the detector as an undetected neutrino - the kinematic 
variabless have to be reconstructed using the information of the hadronic final 
statee only. In analogy with the Electron-Method, and considering the hadronic 
finalfinal state as a single system, of which the internal structure is not important, 
thee kinematic variables can be determined by (or in terms of Pr,h and <5h) 

2/JBB = 2]=r(l - cos7h) = 2J-, (4-8) 

ii - 2/JB i - yjB 

Thee XJB of the event can be obtained from (4.1). This reconstruction method 
iss known as the 'Jacquet-Blondel Method' [59]. 

Thee uncertainty of the kinematic variables is due to measurement errors on 
thee detector observables, i.e. Pr,h and <5h- The kinematic variables are related to 
thee detector observables via the reconstruction methods. Hence, a measurement 
errorr on the detector observables results in a different resolution of the kinematic 
variabless for different regions in the (x, Q2) phase space. Figure 4.2 shows 
thee isolines for some detector observables in the (x, Q2) phase space. The 
isoliness of the observables in the (x, Q2) phase space imply a good intrinsic 
resolutionn if they are close together. For these dense isolines, measurement 
errorss on the detector observables lead to small uncertainties on x and Q2. 
Thee intrinsic resolution is worse for isolines that are far apart because then 
aa small measurement error on the detector observables corresponds to a large 
volumee in the (x, Q2) phase space. Figure 4.2(a) shows the isolines for P^.h-
Att low y the isolines of Pr,h run almost parallel to the x axis. Therefore, by 
measuringg Pr,h at low y the value of Q2 is almost fixed and nearly independent 
off y, whereas, the measurement contains minimal information on x. In the very 

45 5 



ChapterChapter 4: Event Reconstruction 

highh y region of the (x, Q2) phase space the isolines of Pr,h and 6  ̂ run almost 
parallell to each other. This implies a large uncertainty on both x and Q2; a 
veryy precise measurement of the hadronic energy flow would be necessary to 
obtainn a reasonable resolution of x and Q2. Hence, events with y > 0.9 are 
excludedd from the final CC DIS event sample. 

Thee measurement errors on P^h and 6  ̂are related to the accuracy by which 
thee energy of the hadronic system can be measured. The largest negative ef­
fectt on the energy measurement is caused by the dead material in front of the 
calorimeter.. The corrections applied to the energy measurements to correct 
forr this inactive material will be discussed in Sect. 4.3.3. Other effects affect­
ingg the energy measurements are energy leakage through the calorimeter and, 
sincee the detector is only almost fully hermetic, particle losses through the for­
ward/backwardd beampipe. The effect of energy leakage through the calorimeter 
iss included in a systematic study described in Sect. 6.5.7. Furthermore, both 
Pr,hPr,h and #h are rather insensitive to particle losses through the forward beam 
pipe,, since very forward particles generally carry not much PT and their E^ 
andd Pz,h cancel in 5^. Particle losses through the backward beam pipe are not 
ann issue, since the direction of the particles in the hadronic system is mostly 
veryy forward; this is due to the large difference in energy between the electron 
andd proton beam. 

Inn NC DIS events information is available from both the scattered electron 
andd the hadronic final state, whereas in CC DIS only information of the hadronic 
partt is available. Various methods have been developed to reconstruct the 
kinematicc variables by combining information from the scattered electron and 
thee hadronic final state, and applying energy and momentum conservation. 
Therefore,, these methods are less sensitive for energy losses. Examples of these 
methodss are the 'Double Angle Method' [60], the 'E-Method' [61] and the 'PT -
Method'' [62]. 

4.3.. Hadroni c Energ y 

Thee detector observables used in the reconstruction of the kinematic variables 
aree determined from the energy measurement of the CAL. The energy measured 
inn a cell in the CAL is determined from 

-Ecelll = £PMT,1 + -EPMT,2, (4-10) 

wheree #PMT,I and £PMT,2 are the signals measured by the two PMTs of the 
cell.. The signals from the PMTs also provide a timing signal. The timing 
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resolutionn of the cell is optimised with the use of the weighted average of the 
timingg signals of the PMTs 

*ceU U 

Z j i p M T , !! + 3 < P M T , 2 

XA-X XA-X 
(4.11) ) 
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wheree £PMT,I
 a n d £PMT,2 are the times measured by the two PMTs and Oi is 

thee PMT timing resolution, parameterised as 

aaii(m)(m) = 0A +  (4.12) 

wheree J^PMT,* is the energy measured by the i-th PMT of the cell in GeV. 
Severall corrections are applied in order to improve the energy measurement. 

Theyy will be discussed in the next sections. 

4.3.1.. Nois e Suppressio n 

Thee reconstruction of the kinematic variables can be affected by noise in the 
calorimeter.. Especially at low y, i.e. low 0^, a noisy cell in the rear of the 
detectorr can change the measured value of y considerably. Noise in the calo­
rimeterr originates from natural radioactivity of the depleted uranium, used as 
thee absorber material in the CAL, malfunctioning of the bases of the PMTs 
andd readout electronics. 

Thee uranium noise, UNO, forms a constant background in the CAL for which 
cann be corrected by subtracting the average value. Effects of fluctuations can 
furtherr be reduced by discarding EMC cells with energy deposits less than 
60MeV,, and HAC cells with energy deposits less than 110 MeV. For isol­
atedd cells, i.e. cells with no neighbouring cells with an energy deposit, these 
thresholdss were increased to 80 MeV for EMC cells and 140 MeV for HAC cells; 
thesee cuts are referred to as "zero suppression cuts". Also "mini-sparks cells" 
weree removed. These are cells of which only one of the PMTs produced a small 
signal.. The imbalance, imb, is defined as the difference in energy measured by 
thee two PMTs 

imbb = #PMT,I - £PMT,2- (4.13) 

Thee ratio imb/Ece\\ for mini-sparks is close to 1 and they were removed by [63] 

^—^— > 0.49£ceU + 0.03 AND Ecett < 1 GeV. (4.14) 
-C'cell l 

Finally,, "hot" cells, cells which fire much more often than expected, were 
removed.. These cells were identified by an analysis [64] of samples of random 
triggerr events, NTand- Random trigger events or FLT pass-through events are 
eventss without an ep interaction in the detector. These samples consist of 
aboutt 500 events collected at the beginning of each run. Additional quality 
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FigureFigure 4-3. The effect of the noise suppression on the number of and the im-
balancebalance of cells with measured energy in empty events, (a) and (b) show the 
distributionsdistributions before and (c) and (d) show the distributions after the noise sup-
pression.pression. The data (dots) and MC (line) are normalised to the number of 
events. events. 

cutss remove beam-gas and cosmic muon events to ensure tha t energy deposits 
measuredd in the CAL cells originate from other sources than particle showers. A 
separatee list of noisy cells was produced by a run-by-run three-steps procedure 
forr each part (FCAL, BCAL and RCAL) and section (EMC, HACl and HAC2) 
off the CAL separately. The procedure was as follows: 

1.. Appearance cut: cells which appear more than 10 times in the sample of 
-^randd events and with total appearance greater than the mean appearance 
off a cell + 3cr are stored in the noisy cell candidate list and removed for 
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thee next step; 

2.. Appearance after imbalance cut: cells which appear more than 10 times 
inn the sample after the imbalance cut (4.14) has been applied and with 
totall appearance greater than the mean appearance of a cell + 3a (after 
(4.14))) are stored in the noisy cell candidate list and removed for the next 
step; ; 

3.. Energy cut: cells with mean energy deposit, {£J)ceii, greater than the mean 
energyy of a cell + 3<r are stored in the noisy cell candidate list. The mean 
energyy of a cell was defined as: {E)ce\\ = X^ceii/Nrandi where the sum 
runss over all events in the sample of A r̂and events. 

Cellss enter the final hot cell list if they are classified as noisy in more than two 
runs.. The information stored in the final noisy cell list is the maximum energy, 
^ceiT** the mean energy, {-E'Jceib the error on the mean energy, ercen(i?), and a 
tagg indicating a high or low appearance of the cell together with the running 
periodd during which the cell was noisy. In order to avoid possible bias due 
too the presence of beam-gas events, the cells belonging to the first two rings 
aroundd the beam-pipe (both in RCAL and FCAL) are removed from the list. 
Inn the event reconstruction, the final noisy cell list is applied as follows: 

•• Cells without imbalance 

—— high appearance (more than 50 times): the cell is removed if its 
energyy is less than (E)ce\\ + 3crceii(.E); 

—— low appearance (less than 50 times): the cell is removed if its energy 
iss less than i ?™; 

 Cells with imbalance 
thee PMT with the largest energy deposit is considered noisy. Hence, the 
celll energy is corrected by: Ece\\ = Ecen — |imb|. 

Figuree 4.3 shows the effect of the noise suppression on the number of cells 
withh energy deposits and the imbalance of these cells, measured in empty events. 
Emptyy MC events were generated using the full detector simulation without ep 
interactions.. Hence, the measured cell energies in the MC originates from the 
UNOO simulation. Figure 4.3 shows a good agreement between data and MC 
afterr application of the noise suppression. 
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FigureFigure 4-4- Schematic drawing of cells clustering into cell islands. The squares 
representrepresent the CAL cells; (a) the size of the filled circles is a measure for the 
amountamount of energy deposited in a cell. The clusters are formed by connecting 
thethe cells to their nearest neighbour with the highest energy; (b) shows the cell-
islands.islands. The size of the filled circles represents the energy of the deposited energy 
byby the particles which entered the CAL. 

4.3.2.. Clusterin g 

Thee detector observables could be measured by summing the energy deposits 
off all calorimeter cells. A better way is to cluster the cells into several groups, 
conee islands, which belong to the shower of the particle entering the CAL. 
Inn this way the energy measurement is corrected for the granularity effects of 
thee calorimeter. Furthermore, the energy correction for dead material can be 
performedd on these cone islands. 

Thee CAL cells are clustered into cone islands in two steps [65]. In the first 
step,, two dimensional objects, cell islands, are created for each part, FCAL, 
BCALL and RCAL, and section, EMC, HAC1 and HAC2, of the CAL, separately. 
Thee cell islands are formed using a nearest neighbour connecting algorithm, 
connectingg cells to the adjacent cell with the highest energy. Figure 4.4(a) 
showss a schematic drawing of the algorithm used to form cell islands of CAL 
cells. . 

Inn the next step, the cell islands are connected to form three dimensional 
objects,, cone islands. The cone islands are formed from the outside of the 
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FigureFigure 4-5. Schematic view of the ZEUS detector showing the effect on the 
angleangle of the hadronic system, 7^, of energy deposits in the rear part of detector 
notnot originating from the hard interaction, backsplash; (a) before the backsplash 
correction;correction; (b) after the backsplash correction. 

CALL inwards; starting with the connection of HAC2 cell islands with HAC1 
celll islands according to a merging probability. This merging probability was 
determinedd from a study based on single pion MC simulation, and was para-
meterisedd as a function of the opening angle between the examined pair of 
celll islands. If possible, HAC2 cell islands with a low merging probability are 
connectedd directly to EMC cell islands. In the same manner the HAC1 cell 
islandss are connected to the EMC cell islands. The position of the obtained 
conee islands is determined by the logarithmically weighted centre-of-gravity of 
thee shower 

4.3.3.. Corrections for the Hadronic Final State 

Thee distribution of the measured kinematic variables reconstructed with cone 
islands,, in short islands, instead of CAL cells, still shows differences with the 
distributionn of the true values from Monte Carlo simulation. The next sections 
containn an overview of the corrections applied to the hadronic system to correct 
forr the effects of backsplash and dead material which cause these differences. 
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Backsplas hh Correction s 

Inn this analysis, the kinematic variables are reconstructed using the Jacquet-
Blondell method (see Sect. 4.2). Small energy deposits at a large polar angle 
havee a large effect on the reconstruction of <5h and thus on the angle of the 
hadronicc system, Th? at small J/JB- An overestimate of 7h or Öh is observed 
att small y (y < 0.3) in events with a large Q2 [67]. This is caused by energy 
depositss far away from the impact point of the particle. These energy deposits 
aree caused by two mechanisms: 

•• backsplash from the calorimeter. Neutral particles, e.g. photons or neut­
rons,, with low energy can escape from a large shower in the CAL (albedo 
effect)) and traverse the detector; 

•• scattering or showering in the material in front of the calorimeter, e.g. 
beampipee or CTD inner wall. 

Thee effects can cause an additional contribution to 6  ̂ of the order of 1 GeV 
whichh becomes significant for small values of j/true-

AA method was developed to remove backsplash using a Monte Carlo sample 
off NC DIS events with Q2 > 400 GeV. Islands were identified and removed as 
backsplashh islands if they satisfy 

EEisisii  < 3 GeV AND <9isi > 7m a x , 

wheree E-ia\ is the energy of the island and 6iS\ is the polar angle. The threshold 
polarr angle, 7maX) depends on Th as follows: 

ff 1.372-Th+ 0.151, Th < 1.95, 
7 m a xx \ 0.259 • (Th - 1.95) + 2.826, % > 1-95. 

Thesee functions were determined using high Q2 events of two Monte Carlo 
samples,, one with and one without backsplash events. For each Th value a Tmax 
thresholdd was determined at which the backsplash is removed such that no more 
thann 1% of islands in the event sample without backsplash events is excluded. 
Subsequentlyy two linear functions were fitted to determine the Tmax dependence 
onn Th- A detailed description of the fit procedure can be found elsewhere [68]. 

Too reconstruct Th * n e values for Tmax were determined iteratively, starting 
fromm Th as given by all islands and using the resulting Th after applying the 
cutt as input for the next iteration until the relative difference in Th between 
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twoo iterations was less than 1%. A schematic view of the ZEUS detector and 
thee effect on % of the removal of backsplash is shown in Fig. 4.5. Figures 4.6 
andd 4.7 show the effect of the backsplash removal on the bias and resolution 
off the kinematic variables reconstructed with the Jacquet-Blondel method. A 
largee improvement of the bias in y at low-ytrue is clearly observed in Fig. 4.7(a). 

Energ yy Correction s 

Besidess the backsplash correction, also energy corrections were applied for the 
followingg effects [68]: 

•• energy loss in inactive material between the interaction vertex and the 
surfacee of the detector; 

•• overestimate of the energy of hadrons at low energy; 

•• energy loss for particles entering the (super)crack regions between the 
F/BCALL and B/RCAL. 

Correctionss for the first two effects were derived from MC simulation, by com­
paringg the reconstructed island energy, E[s\, with the true island energy, Et™e. 
AA distinction was made between electromagnetic islands, /EMC — ^ i M C / ^ i s i — 
1,, and hadronic islands, /EMC < 1. A correction function for the energy loss 
inn inactive material was obtained by a fit of the ratio E^/E^™ for electro­
magneticc islands at all energies and hadronic islands at Et™e > 7GeV as a 
functionn of the radiation length, XQ, of the material in front of the CAL. For 
loww energy hadrons the energy loss by ionisation (before initiating a shower) 
cannott be neglected [69]. This effect resulted in the need for an extra energy 
correctionn for hadronic islands with energy below 7GeV. The correction was 
obtainedd by a comparison of the energy of the islands corrected for energy loss 
inn the inactive material with ü^™6 in different bins of /EMC-

Thee first two corrections were determined with the exclusion of the super 
crackk regions in the CAL, since the simulation of the energy losses in those 
regionss is not in good agreement with the data. Hence, the energy correction for 
lossess in the crack region was determined for data and MC separately without 
thee use of true information provided by the MC simulation. The correction for 
losss in super cracks was derived using the ratio of the measured energy of the 
hadronicc system and the energy calculated using the Double Angle method, 
Fh/FüA,, as a function of the hadronic angle, 7h, in NC events. The measured 
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FigureFigure 4-6- The performance of the hadronic reconstruction method (solid 
lines),lines), compared to the hadronic reconstruction method with only the backs-
plash,plash, bsp, corrections (dashed dotted lines) and to the hadronic reconstruction 
withoutwithout backsplash or energy corrections (dashed lines), (a) The bias in the re-
constructionconstruction ofQjB; (b) the resolution ofQ"jB; (c) the bias in the reconstruction 
ofof X J B / (d) the resolution of XJB-

energyy of the hadronic system, F^, was obtained from Equation (4.7) and F D A 

from m 

FDA A 
-fT.DA A 

sinTh h 

V ^ A ( 11 - 2/DA) 

sin7h h 
(4.15) ) 
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withoutwithout backsplash or energy corrections (dashed lines), (a) The bias in the 
reconstructionreconstruction of J/JB; (b) the resolution of yjB-

wheree FDA was used as the "true" energy of the hadronic system and J/DA and 
<5DAA

 a r e the double angle variables 

2/DAA = 

QIAQIA = 4£e
2 

sin#e(ll — cos7h) 

sinn 7h + sin 6e - sin(7h + 0e) 

sin7h(ll + cos#e) 

(4.16) ) 

(4.17) ) 
sin7hh + sin 9e — sin(7h + 6e 

Goodd agreement was observed between the true F  ̂ from MC simulation and 
-FDAA [70]. Corrections were obtained for the super crack regions F/BCAL and 
B/RCALL separately as a function of j ^ . 

Figuress 4.6 and 4.7 show the effect of the energy corrections on the relative 
resolutionn and bias of the kinematic variables reconstructed with the Jacquet-
Blondell method. The bias is the mean of a Gaussian distribution fitted to the 
distributionn of, e.g. Q2 

AQ' AQ' __ QjB Q Q true e (4-18) ) 
^ t r u ee V t r ue 

inn different bins of Q2
Tue. The resolution is the standard deviation of the fit­

tedd Gaussian distribution. Large improvements in the bias of the kinematic 
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variabless are observed for all kinematic variables. 

4.4.. Interactio n Verte x Measuremen t 

Thee beams provided by HERA consisted of bunches of protons and electrons 
crossingg every 96 ns. The length of the proton bunches is about 15-20 cm 
inn Z; therefore not every interaction between a proton and an electron takes 
placee at the same place in Z. For electron-proton collisions with a proton 
att the beginning of the proton bunch, the interaction vertex has a positive 
ZZ coordinate. For interactions with a proton at the end of the bunch the Z 
coordinatee of the vertex is negative. In order to reconstruct the kinematic 
variabless accurately it is important to measure the vertex position precisely. 

Thee primary subdetector of ZEUS for measuring the vertex position is the 
CTD.. The vertex position from the CTD is obtained by a fit to the reconstructed 
tracks.. The vertex fit provides both a primary vertex (interaction vertex) and 
secondaryy vertices. The primary vertex is obtained from a fit with a constraint 
onn "the diffuse pseudo-proton": the beam spot with beam spread errors. A 
detailedd description of the fit can be found in [71]. The Z position of the 
interactionn vertex can be reconstructed with a resolution of about 1 cm in CC 
events.. (For NC events the presence of a high Pr scattered electron track 
improvess the resolution of the Z position of the interaction vertex to about 
0.44 cm.) The resolution of the X and Y position of the vertex is about 0.1 cm. 
Thee transverse sizes of the beams are smaller than the CTD vertex resolution 
inn X and Y. Furthermore, the average transverse displacement of the vertex, 
ass measured by the CTD, from its nominal position was also smaller than the 
resolution.. Hence, the X- and F-vertex positions were set to zero, their nominal 
position. . 

Thee distribution of the Z position of the vertex changes with time, due to 
changingg beam conditions. For the acceptance calculation used in this analysis, 
thee underlying Z-vertex distribution in the MC simulation must be the same 
ass that in the data. (A Z-vertex distribution in the MC simulation which is 
nott the same as that in the data can cause large migration effects in the (x, 
QQ22)) phase space.) The underlying Z-vertex distribution which was used in the 
MCC simulation was determined from event samples with an unbiased vertex 
distributionn [72]. These samples corresponded to the selected run periods of 
thee data. 

Thee probability to find a vertex in an event depends on the number of charged 
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FigureFigure 4-8. The CTD and FCAL-t iming vertex reconstruction as a function of 
700 for e+p charged current Monte Carlo: (a) the CTD vertex finding efficiency, 
&CTD,&CTD, (b) the difference between the Z-vertex position measured with the CTD 
andand the true Z-vertex position, Z$£ — Z^e, (c) the difference between the 
Z-vertexZ-vertex position measured with the FCAL-timing information and the true Z-
vertexvertex position, Z™AL - Z^f, and (d) the RMS of Z$£D - Z*™e, solid points, 
andand of Z^ tx

AL — ^vtx6 ' open points. 

particless in the acceptance region of the CTD. An observable highly correlated 
withh the number of particles in an angular region of the detector is the angle 
off the hadronic system, 7^. Figure 4.8(a) shows the vertex finding efficiency 
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forr e+p CC MC as a function of 70, the angle of the hadronic system measured 
withh respect to the nominal interaction point. For 70 > 0.4 rad (high-70) the 
vertexx finding efficiency is about 100%, whereas for 70 < 0.4 rad (low-70) the 
efficiencyy falls rapidly to zero. Figure 4.8(b) shows the difference between the 
vertexx measured with the CTD and the true vertex from the MC as a function of 
7o.. For events with 70 < 0.4 rad the Z-vertex position measured with the CTD 
iss biased towards the forward direction and the spread becomes large. These 
eventss occupy the high-x region in the (x, Q2) phase space. Instead of using 
thee CTD to measure the vertex of these events the FCAL-timing information 
wass used. 

Thee calorimeter measures the arrival time of the particles entering it. Hence 
thee FCAL can be used to measure the Z-position of the vertex for events with 
aa low number of particles in the CTD (events with low-70). 

Thee time of an ep interaction, tvtx, can be determined from 

*vtxx = ~ (^ in t — Zvtx) + t in t , (4-19) 
C C 

wheree c is the speed of light and Zint and tint are the nominal Z-vertex position 
andd the nominal interaction time. The Zjnt and tint are obtained by the inform­
ationn from the C5 detector (see Sect. 2.3.4). The nominal vertex position is the 
pointt where the electron bunch crosses the middle of the proton bunch. Note 
thatt the nominal vertex position does not have to be the same point as the 
nominall interaction point, which is defined as the centre of the ZEUS detector. 
Thee time measured by an FCAL cell of a particle entering the cell with the 
speedd of light from the interaction vertex should be equal to 

tcelltcell = tytx. + C-Dvtx - cAiom, (4.20) 

wheree .Dvtx is the distance between the cell position and the interaction vertex 
position,, (0,0, Zytx), and Dn0m is the distance between the cell position and 
thee nominal interaction point, (0,0,0). The time measured by cells in the 
calorimeterr is shifted by the time of flight from the nominal interaction point, 
thee last term in (4.20). The Z-vertex position measured by a cell, Z^JJ, c a n 

thenn be obtained by combining (4.11) and (4.20). The FCAL-timing Z-vertex 
position,, Z£-xAL> of an event can now be determined from the weighted sum 

E ll ycell 

Z - TT = *' i , (4-21) 
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wheree i runs over all FCAL cells with an imbalance less than 0.5 and energies 
largerr than 0.5 GeV for EMC cells and larger than 1.0 GeV for HAC cells; a{ 

denotess the timing resolution (see (4.12)) of the z-th cell. 
Thee FCAL-timing vertex was calibrated with a sample of neutral current DIS 

eventss [73]. The calibration was obtained on a run by run basis by comparing 
thee FCAL-timing vertex with the CTD vertex, reconstructed using the high Pp 
scatteredd electron track. The resolution of the FCAL-timing vertex improves 
withh increasing energy in the FCAL. For events with an energy deposit in the 
FCALL larger than 10 GeV the resolution of the FCAL-timing Z-vertex position 
iss about 9 cm and improves to 7 cm for events with energy deposits larger than 
1000 GeV. The CAL timing in the MC simulation is not very well simulated. 
Hence,, the vertex reconstruction method using the FCAL-timing described here 
iss not applicable to the MC simulation. Therefore, using NC DIS data, the 
FCAL-timingg vertex resolution was parameterised as function of the number of 
cellss which were used in the vertex reconstruction. The FCAL-timing vertex in 
thee MC was simulated by smearing the generated MC vertex with this function. 

Figuree 4.8(c) shows the difference between the vertex measured with the 
FCALL and the true vertex from the MC as function of 70. No bias in the Z-
vertexx position is observed for 70 < 0.4 rad, and the spread on the FCAL-timing 
vertexx position becomes better than the spread on the CTD vertex position 
(seee Fig. 4.8(d)) for small 70 values. Hence, for events with low-70 the Z-vertex 
positionn is reconstructed using the FCAL-timing and for events with high-70 the 
Z-vertexx position is reconstructed using the reconstructed tracks in the CTD. 

4.5.. Summar y 

Inn this chapter the reconstruction of the event and the kinematic variables 
wass discussed. An overview was given of the various kinematic reconstruction 
methodss applicable for ep interactions with the ZEUS detector together with 
aa discussion of the intrinsic resolution the Jacquet-Blondel method. This was 
followedd by a discussion on the measurement of the kinematic variables of the 
hadronicc system in the final state using the measured energy deposits in the 
CALL and it was shown how the noise from the CAL was suppressed. The cell 
clusteringg algorithm was discussed followed by a description of corrections on 
thee measured energy for various effects. In the last part of this chapter it was 
discussedd how the vertex position was determined from reconstructed tracks 
andd the calorimeter timing information. 
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4.5.4.5. Summary 

Inn the next chapter the selection of charged current deep inelastic scattering 
eventss used for the measurements of the cross sections will be discussed. 
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Chapte rr  5 

Eventt  Selectio n 

Inn this chapter the selection of charged current deep inelastic scattering events 
willl be discussed. The main characteristic of CC DIS events in the ZEUS 
detectorr is the absence of balancing transverse momentum in the calorimeter. 
Thee missing transverse momentum, Pr.miss) is carried by the final state neutrino 
whichh leaves the ZEUS detector undetected and is defined as 

PPT,missT,miss =  px +  PY = I ^ E i S i n f c c o s & j + I ^ E i S i n ^ s i n ^ J (5.1) 

wheree the sum runs over all calorimeter cells, Ei is the energy deposited in a 
calorimeterr cell, B\ is the polar angle at the Z position of the primary vertex of 
thee event, and <f>i  is the azimuthal angle with respect to the beam axis. Other 
typess of processes (both ep, and non-ep interactions) can also have -Pr.missj and 
havee the signature of a genuine CC DIS event. Due to the much higher event 
ratess for some of these processes, the removal of these background events is an 
importantt issue in the charged current event selection procedure. 

Thee same selection cuts were applied on both the e~p and the e+p data 
samples.. A few additional cuts were necessary in the analyses of the e~p data 
samplee in order to remove background of beam-gas events, which was much less 
severee in the e+p data sample. 

5.1.. Trigge r and Preselectio n 

Thee majority of interactions which leave a signal in the ZEUS detector are 
nott ep interactions. The total interaction rate is dominated by interactions of 
thee proton beam with the residual gas in the beampipe, beam-gas interactions, 
withh a rate in the order of 10-100 kHz whereas the rate for "interesting" ep 
physicss events is only a few Hertz. Section 2.3.6 gives a general description 
off the trigger layout used by the ZEUS detector. In this section, the specific 
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chargedd current trigger filters will be discussed which led to the data sample 
usedd in the unfolding of the charged current cross sections. 

5.1.1.. Firs t Level Trigge r 

Thee first level trigger, FLT, accepts an event as a charged current event when 
itt passes at least one out of six different filters, trigger slots. In total 64 slots 
aree defined at the FLT were the most important CC trigger slot is s lot60. Its 
logicc can be expressed as an OR of the following criteria: 

•• tfUL > 5GeV AND E™ > 5 GeV AND J V ™ ^ £ l' 

•• PgL > 8GeV AND B™L(-2ir) > K>GeV; 

wheree i^J^as an(^ -̂ fLT a r e vector and scalar sums of the transverse energies 
depositedd in the CAL cells, respectively, and #pcAU-2ir) ^ n e total energy de­
positedd in the FCAL. Both E^LT and -EpcAL(-2ir) a r e reconstructed without the 
energyy deposited in the cells of the two inner rings of the FCAL. The Pr,miss 
inn beam-gas interaction generally originates from energy deposits in the cells 
off the inner rings of the FCAL. Excluding these cells in the reconstruction of 
thee detector observables allows for lower cut values, while maintaining a high 
selectionn efficiency for charged current events and keeping the trigger rates man­
ageablee by rejecting beam-gas events. N^T is the total number of tracks in the 
CTDD and i V ^ _ t r k is the number of CTD tracks at the FLT that point towards 
thee nominal interaction point. 

Inn addition to s lot60, five other trigger slots were used to increase the 
chargedd current event selection efficiency: 

41)) £ | ! L T >20GeV; 

42)) N t̂Tk > 1 AND (E™ > 15 GeV OR £*}& > 1QGeV 0 R 

£BEMCC > 3-4 GeV OR £ ™ c > 2 GeV); 

43)) E™ > 11.5GeV AND i V ™ - ^ > 1; 

44)) fflc > 4-8 GeV AND ( ü ™ c > 3.4 G e V 0 R tfFLT > 1 ) ; 

61)) F^L > 3GeV AND i<f&L(_ l ir) > 1-3GeV AND J V ™ - ^ > 1; 
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5.1.5.1. Trigger and Preselection 

wheree E$y[c, -^BEMC
 an<^ ^REMC

 a r e ^ n e total e n e r gy deposited in the EMC 
cellss of the CAL, BCAL and RCAL respectively, and .E^AL the total energy 
depositedd in the CAL. These trigger slots were also used in the determination 
off the charged current event selection efficiency of s lo t60 [74]. 

5.1.2.. Secon d Level Trigge r 

Att the second trigger level, SLT, calorimeter timing information is available. 
Thiss information is used to apply additional cuts to reject cosmic muon events 
andd beam-gas events. Charged current events were selected by the SLT through 
thee EX0.SLT4 branch, which is defined as an AND of the following criteria: 

•• l̂ globall < 7 ns OR (A/gJf > 1 AND NOT CTDBeamGas); 

•• NoOffBeamProton 

•• CC1 OR CC2 OR CC3 OR CC4; 

wheree £giobai is * n e average CAL time and CTDBeamGas is a CTD-SLT flag in­
dicatingg that the event is a beam-gas event [75]. All events were required to 
havee a igiobai consistent with an ep collision timing. 

Thee NoOffBeamProton requirement was defined to remove a background ori­
ginatingg from off-beam protons, due to bad beam conditions, entering the CAL 
att a specific position, and is defined as: 

.. \P^\ > 3GeV OR F^Sm > 15GeV OR P|£A L (_ l i r ) > 6GeV OR 

PÏ%JPÈPÏ%JPÈhThT > 0.06; 

Thee CC1, CC2, CC3 and CC4 requirements are defined as: 

CC11 - / f 5 sL > 6GeV AND 4£ A L ( _ 2 i r ) > 6GeV AND J V * ^ > 1; 

CC22 = PfLJ iss > 9GeV AND ifLJAL( . l i r ) > 8GeV AND E ÂL > 20GeV; 

CC33 = P | ^ i s s > 9GeV AND ( P | ^ i s s ) 2 / ^ T L T > 2.31 GeV AND 
£ f L T L > 8 0 G e V ; ; 

CC,=E^-CC,=E^-Pr>Pr> eGeV^(p^yeGeV^(p^y//Er>2^Gey^ Er>2^Gey^ 

iVgood_trkk — -1' 
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wheree -WjJ^Ltrk is the number of tracks fitted to a vertex. The -lir (-2ir) sub­
scriptt denotes that the energy deposited in the cells in the 1st (2nd) inner ring 
off the FCAL is not included in the reconstruction of the observables. All CAL 
variabless used in the SLT were calculated assuming the interaction vertex at 
thee nominal position. 

5.1.3.. Thir d Level Trigger 

Afterr the SLT decision the data of all detector components are passed to the 
Eventt Builder, EB, where the full event is reconstructed. The third level 
trigger,, TLT, used the information from all detector components for its de­
cision.. Charged current events were selected by the TLT through the branches 
EXCLTLT22 or EX0.TLT6 which aim to trigger events with high-70 and low-70 (see 
Sect.. 5.2) respectively. Both branches further removed cosmic muon events by 
requiring: : 

•• |*up - d̂ownl < 8 ns; 

wheree tup and £down are the event time obtained from the upper half and lower 
halff of the CAL respectively. Generally cosmic muon events will have an earlier 
timee in the upper half than in the lower half of the detector, since they tra­
versee the detector from top to bottom. The additional criteria imposed by the 
EX0_TLT22 branch were: 

•• J ?£L>6GeV; 

•• ^ I t r k > 1; 

•• - 60 cm < Z ^ T < 60 cm; 

wheree ^3,od_trk^s t n e number of vertex fitted tracks with P r̂k > 0.5 GeV and 
aa distance of closest approach of the helix described by the original (not vertex 
fitted)fitted) track to the beam axis less than 1.5 cm. The additional criteria imposed 
byy the EX0_TLT6 branch were: 

•• passed the EX0_SLT4 branch (see Sect. 5.1.2); 

• ^ S s > 8 G e V ; ; 

.. ^ A L > 1 0 G e V ; 

•• NOT Of f BeamProton; 
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5A.5A. Trigger and Preselection 

wheree the Of f BeamProton requirement is defined as: 

•• ^TAL(- i i r ) < lOGeV AND P ™ ^ > 2 5 G e V AND 

PTLTJ^TLTT < 0 7 A N D ETLT _ pTLT < 1 Q Q e V A N D 

pTLT^ / jPTLTT < 0 0 8 A N D |pTLT| < 4 G e V ; 

Eventss that passed all three trigger levels were written to Data Summary 
Tape,, DST. Based on the trigger decisions the online data system categorises 
eventss and assigns a DST bit to each category. These bits are accessible when 
selectingg ZEUS data from DST for an off-line analysis. DST bit 34 is reserved 
forr events which passed the trigger criteria outlined above for CC events. 

5.1.4.. Preselection 

Forr the analysis described in this thesis the ZES facility has been used for the 
preselectionn of CC DIS events from DST. The ZES facility is an object-oriented 
databasee using Objectivity [76] as the database management system. For each 
eventt a number of variables are stored as a tag, to provide a fast and flexible way 
off selecting events. Its efficient event selection method reduced considerably the 
numberr of candidate events passed to the off-line analysis. The following ZES 
selectionn criteria were used: 

•• JPT,miss>7GeV; 

•• PT miss > 7 GeV, where P'T miss is the missing transverse momentum re­
constructedd without the information from the FCAL cells closest to the 
beamhole; ; 

•• ^7\miss,o/£o > 4.37 OR iVtrk > 0, where f*r,miss,o (So) is Pr,miss (8) calcu­
latedd assuming the position of the event vertex at the nominal interaction 
point,, 6 = £ (Ei - EiCosOi) = X) (E - pz)i, where the sum runs over 
alll calorimeter cells; 

•• £BCAL < 6GeV OR ^BHAC/^BCAL < 0.95; 

Figuress 5.1(a)-(d) show the distributions of the four most important quantities 
usedd in the preselection of charged current events. Each figure shows the e+p 
dataa and Monte Carlo distributions after all the preselection cuts have been 
appliedd except for the cut indicated by the vertical line. The Monte Carlo 
eventss in the plots were scaled to the luminosity of the data shown, which is a 
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FigureFigure 5.1. The four most important quantities used in the event preselec-
tiontion (see text): (a) the missing transverse momentum, PT,miss/ (b) the missing 
transversetransverse momentum excluding the FCAL inner ring, P!p • • (c) the num-
berber of tracks per event, Ntrk', (d) the BHAC energy over the BCAL energy, 
-E'BHAC/-E'BCAL-- The selection cuts applied are shown by the vertical lines in the 
figures. figures. 

fractionn (2.66 p b _ 1 ) of the full e+p data sample used in the analysis (60.9 p b _ 1 , 
Seee Sect. 2.4). The CC MC distribution shown in Fig. 5.1 is described in 
Sect.. 3.2. It is clear from the figures that there is still a lot of background in 
thee data sample since the preselection cuts were looser than the final charged 
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5.2.5.2. Event Vertex 

gg 103 

Ö Ö 

o o 

102 2 

10 0 

•• 98-00 data 
•• MC 
•• bgMC 

10' ' 

1 0 " r r 

10 0 

-1000 -50 

(a) ) 

500 100 

Zytxx (cm) 
(b) ) 

-1000 -50 500 100 

Zvtxx (cm) 

FigureFigure 5.2. The Z position of the vertex reconstructed with: (a) the FCAL 
timingtiming in the low-  ̂ region; (b) the tracking in the high-~/0 region. The figures 
showshow the event distribution after the final CC selection without the vertex cut, 
whichwhich is indicated by the vertical lines. Both figures show the combined e~p and 
ee++ pp data samples. 

currentt selection cuts, though the amount of data to be analysed is reduced 
considerably.. The same preselection was applied to the e~p event sample. In 
thee next sections the selection criteria which led to the final CC DIS event 
samplee will be discussed. 

5.2.. Event Vertex 

Dependingg on the hadronic angle 70, the angle of the hadronic system calculated 
withh the vertex at the nominal position, different methods were used to recon­
structt the primary vertex of the event. For events with 70 > 0.4 rad (high-70) 
thee CTD was used; for events with 70 < 0.4 rad (low-70) the vertex reconstruc­
tionn by the CTD became unreliable and in stead the timing information of the 
FCALL was used to reconstruct the position of the primary vertex. The hadronic 
anglee of the event, 7^, is reconstructed by 

cos7h h 
PP22 -S2 

PP22 + <52 ' 
(5.2) ) 

wheree 8 = E {&i  ~ &  c o s *<) = E (E ~ pz)i 
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Figuress 5.2(a) and 5.2(b)1 show the Z-position of the vertex for low-70 and 
high-700 events separately. In this plot all charged current selection cuts are 
applied.. The vertical lines indicate the event vertex threshold: 

•• —50 cm < Zytx < 50 cm. 

Eventss with a vertex outside this range originate from interactions of the lepton 
beamm with protons in the satellite bunches. The satellite bunches are formed by 
protonss travelling in the neighbouring bucket of the accelerator radio frequency, 
RF.. These events are genuine ep collisions but are nevertheless removed from the 
sample.. The main reason to remove these events is that the acceptance of the 
CTDD and the calorimeter is best understood for events occurring in the central 
regionn of the detector. Furthermore, the vertex determination is more precise 
inn the central region. A minor aspect is that beam-gas events are randomly 
distributedd in Z with the consequence that the fraction of beam-gas events is 
largerr outside the main vertex peak. 

5.3.. Transvers e Momentu m and Kinemati c Region 

Inn charged current events the incoming lepton exchanges a W boson with one 
off the (anti)quarks in the proton and changes into a neutrino or antineutrino. 
Thee final state (anti)neutrino escaping the detector undetected causes missing 
transversee momentum, P^miss- Figures 5.3(a)-(d) show the distributions of the 
missingg transverse momentum for events with low-70 and high-70 separately. To 
selectt charged current events the following cuts on JPr,miss have been applied: 

•• ^r,miss > 12 GeV, for high~70 events; 

•• PT,miss > 14 GeV, for low-70 e+p events; 

•• -fV,miss > 25 GeV, for low-70 e~p events. 

Sincee for events with high-70 tracking is possible the cut on missing transverse 
momentumm could be relaxed with respect to events with low-70. The cut value 
forr low-70 e~p events is larger than for low-70 e+p events because the back­
groundd from beam-gas was larger in the e~p data sample. This background has 
beenn removed from the high-70 e~p data sample with additional cuts which are 
describedd in Sect. 5.4.1. 

1Thee Monte Carlo distributions shown in the figures are described in Sect. 3.2. This is the 
casee for all figures presented in this chapter, unless stated differently. 
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5.3.5.3. Transverse Momentum and Kinematic Region 
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FigureFigure 5.3. The missing transverse momentum distributions for: (a), (c) events 

withwith low-^f0 and; (b), (d) events with high- 0̂. The figures show the event dis-

tributiontribution after the final CC selection without the cuts on PT,miss, which are 

indicatedindicated by the vertical lines in the figures. 

Thee transverse momentum of an event is related to Q2
B by ( J JB = f y / ( l — 

y J B ) ;; in Fig. 5.20 and Fig. 5.21 this is shown by the lines in the distribution of 
xx versus Q2 of the e~p and e+p events respectively Due to this correlation, the 
appliedd cuts in Pr,miss, results in the following kinematic requirements: 

•• Q ^ B > 2 0 0 G e V ; 

•• 2/JB < 0.9. 
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FigureFigure 5.4- The missing transverse momentum reconstructed without the FCAL 
cellscells closest to the beamhole, -P^m i g s , for: (a), (c) events with low-j0 and; (b), 
(d)(d) events with high-'jo. The figures show the event distribution after the final 
CCCC selection without the cuts on ^ m i s g , which are indicated by the vertical 
lineslines in the figures. 

Thee cut on yjB has been applied because of the poor resolution in XJ-Q and Q j B 

forr high yjB (see Sect. 4.2). 
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5.4.5.4. Beam-gas/pipe Background 

5.4.. Beam-gas/pip e Backgroun d 

Beam-gass events occur when protons in the proton bunch interact with residual 
gass molecules in the beampipe, whereas beampipe events occur when off-bunch 
protonss interact with the wall of the beampipe. Beampipe events cause Pr,mvss 
inn the detector, while beam-gas events generally do not cause Pr,miss in the 
detector.. However, since energy escapes through the beamhole, this could result 
inn a PT,miss and due to the high occurrences of beam-gas/pipe events they form 
aa severe background in the charged current event sample. Since beam-gas/pipe 
interactionss have a similar signature in the ZEUS detector, the cuts described in 
thiss section removed both event types. Typically, beam-gas/pipe interactions 
showw a lot of activity in the forward region of the detector. The PT,miss of 
thesee events originates mainly from energy deposits in the FCAL cells closest 
too the beamhole. Therefore, for each event the missing transverse momentum 
hass been reconstructed without the information from the cells in the inner ring 
off the FCAL, cells which are closest to the beamhole, P^m i s s , and the following 
cutss have been applied to remove the beam-gas/pipe events from the sample: 

•• -Remiss > 1 0 GeV, f o r nign_7o events; 

•• -^r.miss > 1 2 GeV, f o r low_7o e+p events; 

•• -frmiss > 25GeV, for low-70 e~p events. 

Figuress 5.4(a)-(d) show the i^miss distributions for events with high-70 and 
low-7oo separately. The cut values are indicated by the vertical lines. 

Beam-gas/pipee events are hadron-hadron collisions with many particles in 
thee final state. For high-70 events a lot of activity in the CTD is expected. 
Figuress 5.5(a) and 5.5(b) show the distribution of iVtrk versus A ^ ° of measured 
andd simulated e+p events respectively. iVtrk is the number of tracks in an event, 
andd A/Jk°d is the number of vertex fitted tracks with additional quality criteria: 

•• 15° < 0JJJ < 165°, where 0Jj£ is the polar angle with respect to the beam 
axiss of the vertex fitted track. In this angular range the track passes at 
leastt 5 super-layers of the CTD; 

•• ^ rSk > 0-2 GeV, where P r̂k is the transverse momentum of the track; 

•• DCA^£ < 1.5 cm, where D C A ^ is the distance of closest approach of 
thee helix described by the original (not vertex fitted) track to the beam 
line. . 
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FigureFigure 5.5. Different representations of the tracking cut applied in the analysis: 
(a)(a) the tracking cut for data and; (b) Monte Carlo; (c) {Ntrk — 20)/AT^° < 4, 
seesee text. The figures show the event distribution after the final CC selection 
withoutwithout the tracking cut. This cut is only applied for events with high- 0̂. 

Thee beam-gas/pipe events have many tracks but a relatively low number of good 
tracks,, A ^ 0 • Using this property, these events were removed from the charged 
currentt event sample by the following selection threshold (see Fig. 5.5(c)): 

.. (Ntrk - 20)/<°k
o d < 4; 

Thesee cuts were sufficient to remove the beam-gas background from the e+p 
eventt sample. Additional cuts were necessary to remove the beam-gas back-
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FigureFigure 5.6. Distribution of: (a) Q2 and; (b) Pr,miss in the e~p data with the 
ee++ pp charged current event selection applied. An excess of data events over MC 
eventsevents is observed. 

groundd from the e~p event sample. They will be described in the next section. 

5.4.1.. Beam-ga s Backgroun d in th e 1998-1999 Data 

Afterr four years of running with positrons, and having the beam orbit com­
pletelyy optimised for that, HERA switched in 1998 to electron running. Al­
thoughh the beam conditions allowed ZEUS to take data, the beam-gas back­
groundd was worse compared to the positron running. Figure 5.6 shows the Q2 

andd .Pr.miss distributions in the e~p data with the e+p charged current event 
selectionn applied. As can clearly be observed, there is an excess of data events 
overr Monte Carlo events in the Q2 range 600 - 2000 GeV and in the transverse 
momentumm range of 22-32 GeV. 

Duee to the higher beam-gas interaction rate in the 98 - 99 e~p data, beam-gas 
eventss overlap with "genuine" ep interactions. To study these events, the event 
samplee was "enriched" with beam-gas events by the following looser cuts: 

•• -Pr,miss>8GeV; 

•• ^T,miss>8GeV; 

QQ22 > 50 GeV; 
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FigureFigure 5.7. Distribution of: (a) Q2; (b) PT,miss and Ntrk versus Nf°£ of; (c) 
datadata events and (d) Monte Carlo events in the e~p data with an enhanced beam-
gasgas background. The solid lines in the two dimensional histograms shows the 
additionaladditional selection threshold for removing the beam-gas background in the e~p 
data. data. 

•• No tracking cuts as described in Sections 5.4 and 5.5. 

AA large enhancement of the excess of data events over MC events is observed in 
thee Q2 and PT,miss distribution shown in Figs. 5.7(a) and 5.7(b). Figures 5.7(c) 
andd 5.7(d) show the distribution of iVtrk versus A ^ 0 of measured and simulated 
e~pe~p events for the beam-gas "enriched" event sample in data and Monte Carlo. 
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5.5.5.5. Additional Selection Thresholds Based on Tracking 
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FigureFigure 5.8. Distribution of: (a) Q2 and; (b) Pr,miss in the e p data after all 
chargedcharged current event selection criteria were applied. 

Thee data distribution shows an excess of events with a large number of tracks 
andd a relatively low number of good tracks over the Monte Carlo simulation. 
Too remove these events the following cut, indicated by the solid lines in the 
figure,figure, was applied: 

.. iVt
g
r?

od > NtTk - 5 OR N?°od > 10. 

Thiss cut removed the beam-gas background events in the e~p event sample for 
eventss with high-70. Figure 5.8 shows the Q2 and Pr.miss distributions after all 
selectionn cuts have been applied. Since no tracking information is available for 
eventss with low-70, the beam-gas events with low-70 were removed by raising the 
-Pr.misss and PT miss selection threshold values as described in Sects. 5.3 and 5.4. 

5.5.. Additiona l Selectio n Threshold s Based on Trackin g 

Inn events with high-70 the current jet is within the angular acceptance of the 
CTD.. Hence tracks should be apparent in the event, and additional tracking 
requirementss in the selection of charged current events were set: 

•• ATtrk > 0; 

N, N, good d 
trk k >0 ; ; 
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FigureFigure 5.9. Distribution of: (a) the number of all tracks reconstructed using 
onlyonly the CTD, Ntrk; (b) the number of good tracks, Nj£° ; (c) \(f>\ = 4>trk — <t>PT 

(see(see text) for Pr.miss < 20 GeV and; (d) \<f>\  for Fr.miss > 20 GeV. The figures 
showshow the event distribution after the final CC selection without the cut shown 
byby the vertical lines. All figures show the combined e~p and e+p data samples. 

wheree iVtrk is the total number of tracks in the event and N  ̂ is described in 

Sect.. 5.4. Figures 5.9(a) and 5.9(b) show the distributions of iVtrk and A ^ o d , 

respectively.. In charged current events, the difference in azimuthal angle from 

thee PT calculated with the calorimeter and the PT calculated from tracks, |0 | = 

<̂ trkk — 4>PT, should be very small, since they are highly correlated. This is not 
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5.6.5.6. Neutral Current Background 
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FigureFigure 5.10. Distribution of 5 = J2(E~ Pz)i forJ (a) a  ̂ events passing the CC 
eventevent selection with an enhanced NC background by omitting all NC rejection 
cutscuts and; (b) the ö distribution with the final CC selection without the NC 
rejectionrejection cuts shown in the figures by the vertical line. Both figures show the 
combinedcombined e~p and e+p data samples. 

thee case for events other than charged current interactions with Pr,missi where 
thee missing transverse momentum is due to particles leaving tracks in the CTD, 
butt incompletely measured by the CAL (e.g. due to the super crack region). 
Figuree 5.9(c) shows the distribution of \i>\  for Pr,miss < 20 GeV and Fig. 5.9(d) 
showss it for Pr,miss > 20 GeV. The following cuts have been applied: 

•• |0| < 0.5rad, for PT,miss < 20 GeV; 

•• 101 < 2.0 rad, for PT,miss > 20 GeV. 

5.6.. Neutra l Curren t Backgroun d 

Overr a large range in Q2 the neutral current, NC, ep cross section is orders of 
magnitudee larger than the charged current cross section. Usually NC events 
doo not pass the cuts on missing transverse momentum, since the final state 
scatteredd electron2 balances the event in Py, and 5 = J2 (E — P£)% = 55 GeV. 
However,, due to energy loss in the final state, e.g. fluctuations in the energy 

22 Note that in this section the scattered electron can be replaced by the scattered positron. 
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FigureFigure 5.11. Distributions of two quantities used in the selection and rejection 
ofof neutral current events from the charged current event sample: (a) and (b) the 
energyenergy of the electron, Eeiec; (c) and (d) the ratio of the momentum of the track 
associatedassociated with the electron and the energy of the electron from the calorimeter, 
P'dec/Eelec-P'dec/Eelec- Figures (a) and (c) show the distributions with an enhanced NC 
backgroundbackground by omitting all NC rejection cuts. Figures (b) and (d) show the 
distributionsdistributions with the final CC selection without the NC rejection cuts shown in 
thethe figures by the vertical line. All figures show the combined e~p and e+p data 
samples. samples. 
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5.6.5.6. Neutral Current Background 

measurement,, or mismeasurement of the energy of the scattered electron, NC 
eventss can have Pr,miss- Notice that the rejection of NC events from the CC 
samplee is based on the selection of NC events in the event sample. The main 
characteristicc of a NC DIS event is the presence of a scattered electron. A 
scatteredd electron hitting the calorimeter deposits most of its energy in the 
electromagneticc part of the calorimeter and very little energy in the hadronic 
part.. In addition, electrons have different shower profiles in the calorimeter than 
otherr particles. These features were used by a neural network, SINISTRA95 [77], 
too identify isolated electromagnetic clusters in the calorimeter as candidate 
scatteredd electrons in ep interactions. Events with a candidate scattered elec­
tronn were tagged as candidate NC events when they satisfied the following 
conditions: : 

•• 'Pelec > 0.9, where Ve\ec is the probability of the most likely electron 
candidatee calculated by the neural network; 

•• .Eeiec > 4 GeV, where £eiec is the electron energy; 

•• Econe — i£elec < 5 GeV, a criterion for the isolation of the electron; £;cone is 
thee energy contained in a cone with R = y/(A(f))2 + (A77)2 = 0.8 around 
thee electron, excluding the energy of the electron itself; 

•• 0eiec > 15°, to ensure that the electron is within the acceptance of the 
calorimeter. . 

Candidatee neutral current events with the scattered electron in the rear dir­
ectionn outside the angular acceptance of the CTD, going towards the RCAL, 
weree rejected from the event sample if they satisfied the following conditions: 

•• Er,eiec < 2 GeV, where i?T,eiec is the transverse energy of the electron; 

•• PT,miss < 30 GeV AND 6 > 30 GeV. 

Forr candidate NC events with the polar angle of the scattered electron within 
thee angular acceptance of the CTD, a track was matched to the electromagnetic 
clusterr of the electron by requiring: 

•• DCAg[gC < 15cm, where DCAg[gC is the distance of closest approach 
betweenn the track extrapolated to the CAL surface and the electron 
clusterr centre; 

•• 15° < 0gj^ < 165°, track passed at least 5 super layers of the CTD; 
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 p^/Eelec > 0.25 

Candidatee NC events with the polar angle of the scattered electron within the 
angularr acceptance of the CTD were rejected from the event sample if they 
satisfiedd the following conditions: 

•• a scattered electron with matching track was found; 

•• PTMBS < 30GeV AND 6 > 30GeV. 

Figuress 5.10 and 5.11 show a number of quantities which were used in the 
selectionn and later rejection of NC events. It was not necessary to look for NC 
eventss with a scattered electron in the FCAL since the Q2 of these events is 
veryy high and therefore the NC cross section, with a Q2 dependence oc 1/Q4, 
iss very low. All NC rejection cuts discussed in this section were applied to 
high-700 events. For low-70 events, it is easily shown that 6 < 0.2PT using 
Equationn (5.2). Hence, for PT,miss < 30GeV, S must be less than 6GeV. No 
NCC events enter this region, and hence no cuts were required. 

5.7.. Photoproductio n Backgroun d 

Inn the case that a proton interacts with an almost real photon (Q2 sa OGeV2), 
onee speaks of photoproduction (7^) interactions. The photon with which the 
protonn interacts originates from an incoming electron, which escapes the de­
tectorr undetected through the beampipe. In resolved photoproduction one of 
thee quarks in the photon interacts with one of the quarks in the proton, whereas 
inn direct photoproduction the photon interacts directly with one of the quarks in 
thee proton. Both types of photoproduction were treated in the same way, since 
theyy have an identical signature in the detector. In photoproduction events the 
PpPp of the event is balanced. So the Pr,miss requirements described in Sect. 5.3 
removedd most photoproduction events from the CC sample. However, due to 
energyy loss in the final state (e.g. fluctuations in the energy measurement for 
eventss with high ET or events with a jet going into the crack region), photopro­
ductionn events can have PT,miss- The rejection of photoproduction events from 
thee event sample was based on the energy distribution in the calorimeter. In 
photoproductionn events the energy is usually less localised in the calorimeter, 
andd the ratio PTMSS/ET

 wiU De smaller than in the case of charged current 
eventss where the energy is more collimated in the direction of Pf. The back­
groundd from photoproduction events decreases rapidly with increasing Q2, and 

82 2 



5.7.5.7. Photoproduction Background 

(a) ) 

00 0.2 0.4 0.6 0.8 1 
PTPT / ET 

^ 1 0 2 2 

11 ' ' i  ' ' '  ' i '  ' ' ' i  ' ' ' '  i 

•• 98-00 data 
•• MC 
•• phpMC 
•• bgMC 

(c) (c) 

0.66 0.8 1 
PPTT/E/ET T 

dd  2 
> > 
0) ) 

100 -

10 0 

(b) ) 

__  "

4l lcM> _ _ 

,, , , , 
,, , I , , , , , l _ 

00 0.2 0.4 0.6 0.8 1 
PPTT/E/ET T 

FigureFigure 5.12. Distributions of PT/ET for events with: (a) Pr,miss < 20 GeV; 
(b)(b) 20 < Pr.miss < 30 GeV; (c) Pr,miss > 30 GeV; (d) the charged current 
samplesample after all selection cuts are applied. Figures 5.12(a)-(c) show the PT/ET 

distributionsdistributions for events with high-~{0, without any photoproduction rejection cuts 
applied.applied. The vertical lines show the photoproduction rejection cuts. All figures 
showshow the combined e~p and e+p data samples. 

thereforee with increasing Px,miss- Two different Pr,miss/-£'T selection cuts were 
applied: : 

•• PTMSS/ET > 0.55, for PT,miss < 20 GeV; 

•• PTMSS/ET > 0.4, for 20 < PT,miss < 30 GeV. 
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>x >x 

FigureFigure 5.13. Schematic view of the regions in (x, y) of N k̂, Nf™k (see text) 
andand the corresponding direction of PT-

Forr .Pr.miss > 30 GeV no PT,VÓB&/ET cut was applied since no photoproduc-
tionn events enter this region. The selection cuts were applied only for events 
withh high-70. Figures 5.12(a)-5.12(d) show the PT,OOSS/ET distributions for the 
differentt Pr.miss regions. 

Inn dijet photoproduction events missing transverse momentum can be caused 
byy one of the particle jets going into a crack region in the calorimeter. In that 
casee the direction of the PT is opposite the direction of the poorly measured jet. 
Trackss in these events point in the direction of the Pp, but also in the direction 
off the poorly measured jet. In CC events tracks point only in the direction of 
thee PT- This feature has been used to apply the following selection criteria for 
eventss with Pr,miss < 20 GeV: 

•• N& <2; 

.. Imb** = (NZ - N&)/(N?k + NfX) > 0.7; 

wheree N k̂ {Nf™k) is the number of tracks in the (opposite) direction of PT- A 
trackk is in the (opposite) direction of PT when the azimuthal angle difference 
betweenn the track and PT is less (greater) than 0.5 rad (n — 0.5 rad), Figure 5.13 
givess a schematic view of the regions in (x, y) of N??,, Nf™k and the correspond­
ingg direction of PT-
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5.8.5.8. Sparks 

5.8.. Sparks 

Nott all background is caused by external sources, also malfunctioning of the de­
tectorr can cause fake charged current events. Especially sparks in the calorime­
terr can give rise to large pT,miss- Sparks occur when one of the photo-multiplier 
tubes,, PMTs, in a calorimeter cell has a short, hence faking an energy deposit. 
However,, in this case only one of the two PMTs of the cell has a high signal 
andd the imbalance, Imbceii = (J^PMTI — £ P M T 2 ) / ( ^ P M T I + EPMT2)I f° r these 
cellss is very large. Comparing Pr.miss with the missing transverse momentum 
calculatedd using only cells with Imbcen < 0.7, yielded the following selection cut 
whichh removed events with sparks: 

•• 0-5 < J $ £ * T / f t > i - < 2. 

Forr events for which the Pr.miss is caused by a spark in a cell of which one of 
thee PMTs is malfunctioning, the imbalance can not be used. For these cells 
thee malfunctioning PMT was ignored and the energy deposit measured by the 
functioningg PMT was doubled and the imbalance of the cell was zero. To remove 
thesee events the following cut has been applied: 

•• i ^ / i ^ m i . < 0.5; 

wheree Pj.el1 is the PT of the cell with the highest PT-

5.9.. Cosmi c and Halo Muo n Backgroun d 

Thee contamination of the charged current event sample with events containing 
cosmicc or halo muons was considerable. Cosmic muons are muons produced in 
cosmicc ray showers. Cosmic muons usually do not deposit their energy sym­
metricallyy in the detector, therefore producing PT,miss, and consequently enter 
thee CC sample. 

Haloo muons are muons produced in collisions between protons and residual 
gass in the beampipe or between protons in the halo of the beam with material 
upstreamm in the beampipe. The pions produced in the collisions will decay 
intoo muons and follow the beam trajectory in time with the proton bunch 
att some distance from the beampipe. Halo muons with enough energy can 
traversee the veto wall, the rear calorimeter, the barrel calorimeter and finally 
thee forward calorimeter depositing a trail of energy. Hence, giving rise to a 
missingg transverse momentum. 
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FigureFigure 5.14- Distributions of: (a) the ratio of Pr,miss reconstructed using cells 
withwith an imbalance less than 0.7 over Pr,miss/ (b) ratio of PT of cells with highest 
PTPT over Premiss- The figures show the event distribution after the final CC 
selectionselection without the cuts indicated by the vertical lines. 

Muonss act as minimum ionising particles in the ZEUS detector. Therefore, 
thee characteristic of muon events is the observation of long and narrow en­
ergyy deposits in the calorimeter, which corresponds to a straight line trajectory 
throughh the detector often in overlap with an ep interaction or beam-gas inter­
action. . 

5.9.1.. MUFFIN 

Thee muon finder program MUFFIN [78, 79] searches for halo and cosmic muons 
inn events which pass the charged current trigger selection. MUFFIN is especially 
suitedd to find events with a halo or cosmic muon overlapping with a genuine ep 
interactionn or beam-gas interaction. MUFFIN uses the fact that events containing 
aa halo or cosmic muon, pass the CC trigger selection due to the energy deposits 
inn the CAL of the traversing muon creating Pr,miss in the events. Candidate 
muonss are searched for by applying three-dimensional trajectory fits to the CAL 
clusterss in an event. If a muon candidate is found, the CAL cells belonging to 
thatt candidate are removed, and the Pr,miss of the event is recalculated. If the 
Pr,missPr,miss is larger than 7GeV, then the candidate muon is rejected as a halo or 
cosmicc muon and other possible CAL cluster patterns are investigated. If, on 
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5.9.5.9. Cosmic and Halo Muon Background 

ii  Zeu s Ru n 36633 Even t 54000 date : 13-06-2000 t ime : 23:45:5 9 
"ESETfflSOT— ::  E,= 18.49 GeV E-Pr= 13.39 OeV E,«*W8BeV— ! E„=1£S9Ge V 5? ~ 
E,== 2.21GeV p,= 11.91GeV p,= -3.12GeV p,= 11.50GeV pI=43.38GeV 
ph bb  1.84 t , = 1,24 ns t„ = 10.63 n s t , = -0.72 ns t , = 3.17 n s ;„ - . 

FigureFigure 5.15. The ZEUS event display, ZEVIS, showing a halo muon event in 
overlapoverlap with a beam-gas interaction. Shown are the x -y projection (left side of 
thethe figure) and the z -r projection of the event. 

FigureFigure 5.16. The ZEUS event display, ZEVIS, showing a cosmic muon event 
traversingtraversing the detector in overlap with a beam-gas interaction. 
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thee other hand, the recalculated Pr.miss is below 7 GeV a more precise line fit is 
performedd and a series of parameters [78] are calculated for the event and the 
candidatee muon trajectory. These parameters are then compared with a list 
off reference parameters characterising a halo or cosmic muon transversing the 
detector.. If the candidate muon matches the characteristics of a halo or cosmic 
muonn the event was discarded from the CC event sample. 

Figuress 5.15 and 5.16 show a halo and a cosmic muon event identified as such 
byy MUFFIN from the data sample collected in 2000. Both events passed all CC 
DISS selection cuts. 

5.9.2.. Additiona l Muo n Rejectio n 

Additionall cosmic muon rejection was required for events with a small angle 
off the hadronic system. Cosmic muons traversing the forward calorimeter can 
producee a large bremsstrahlung shower. Typically, those events lose a lot of 
energyy in the HAC section of the FCAL and can contaminate the CC sample. 
Thee following cuts were applied to remove these events: 

•• £FEMC/-EFCAL > 0.1; 

•• ^FHACl/^FCAL > 0 .1 ; 

•• #FHAC2/-EFCAL < 0.4. 

Inn Figs. 5.17(a)-(c) these ratios are shown. Since these events have a small 
hadronicc angle, the cuts were applied only in the low-70 region. In addition 
thee following rejection cut has been applied to remove events with a muon 
traversingg the HAC section of the BCAL: 

•• £BHAC/£BCAL < 0.9 

Thiss cut has been applied only for events with at least 5 GeV in the BCAL. 
Finallyy nine events containing cosmic or halo muons, which were not removed 

byy the CC event selection or the muon rejection cuts, were rejected by a visual 
scann from the e~p data sample and 16 from the e+p data sample. 

5.10.. Summar y 

Inn this chapter the charged current event selection has been presented. Ma­
jorr background contributions from beam-gas interactions, photoproduction and 
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FigureFigure 5.17. Four distributions of calorimeter quantities are shown: (a) 
-EFEMCV-EFCAL;; (b) EYHACI/EYCAL; (C) SFHAC2/-^FCAL; (d) ^BHAC/-E'BCAL 

forfor £^BCAL > 5 GeV. The figures show the event distribution after the final CC 
selectionselection without the cuts indicated by the vertical lines. The Figs. 5.17(a)-(c) 
showshow only the low-j0 region. 

cosmic/haloo muons, were effectively removed. A summary of the effect of the 
chargedd current event selection on data and MC simulation is given in Table 5.1. 
Inn the e~p data a total of 627 data events were left after the charged current 
eventt selection compared with 630 Monte Carlo events. In the e+p data a total 
off 1456 data events and 1468 of Monte Carlo events were left after the event 
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TableTable 5.1. The result of the charged current DIS event selection on data and 
MCMC simulation. The second column shows the fraction of the expected number of 
e~pe~p MC events after application of the selection shown in the first column. The 
thirdthird and fourth column show the number of e~p data events and the fraction 
°f°f e P data events after application of the selection shown in the first column, 
respectively.respectively. Column five to seven shows the same for the e+p CC DIS selection. 

selectionn MC (e p) data (e p) MC (e+p) data (e+p) 

%% ace. ace. % ace. % ace. ace. % ace. 
evts.. evts. evts. evts. evts. evts. 

Q2 e n>10GeV 2 2 

FLT T 

SLT T 

TLT T 

preselection n 

vertex x 

-Pr.miss s 

beam-gas/pipe e 

additionall track 

NCDIS S 

photoproduction n 

sparks s 

cosmic/haloo muons 

100.0 0 

91.3 3 

87.4 4 

86.4 4 

82.8 8 

80.6 6 

68.8 8 

54.8 8 

53.8 8 

53.5 5 

51.6 6 

50.1 1 

50.0 0 

77713 3 

45295 5 

21544 4 

2955 5 

2600 0 

2557 7 

1992 2 

854 4 

627 7 

100.0 0 

58.3 3 

27.7 7 

3.8 8 

3.3 3 

3.3 3 

2.6 6 

1.1 1 

0.8 8 

100.0 0 

88.5 5 

82.3 3 

81.2 2 

77.2 2 

74.3 3 

63.7 7 

61.7 7 

59.7 7 

59.4 4 

54.6 6 

53.5 5 

53.3 3 

93539 9 

64018 8 

24573 3 

15461 1 

13829 9 

13666 6 

8492 2 

2585 5 

1456 6 

100.0 0 

68.4 4 

26.2 2 

16.5 5 

14.7 7 

14.6 6 

9.0 0 

2.7 7 

1.5 5 

selection.. The key distributions from which the kinematic variables were de­
terminedd are presented in Figs. 5.18 and 5.19. The distributions of the various 
quantitiess are well reproduced by the Monte Carlo simulation. Figures 5.20 
andd 5.21 show the final e~p and e+p CC events distributed in (x, Q2) phase 
space. . 
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FigureFigure 5.18. Comparison of the final e~p CC data sample (solid points) with 

thethe predictions from the sum of signal Monte Carlo and ep background Monte 

CarloCarlo (light shaded histogram). The ep background Monte Carlo is shown as 

thethe dark shaded histogram, (a) the missing transverse momentum, Pr.miss/ (b) 

Pr,missPr,miss excluding the very forward cells, -P^miss'' (c) &  = ZX-^ ~~ Pz)i', (d) the 

ratioratio of missing transverse momentum to total transverse energy, Pr,miss/ET! 

(e)(e) ^h; (f) the number of good tracks, Nf°£ ; (g) the Z position of the CTD 

vertexvertex for the high-~f0 sample and (h) the Z position of the timing vertex for the 

low-^flow-^f00 sample. 
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FigureFigure 5.19. Comparison of the final e+p CC data sample (solid points) with 

thethe predictions from the sum of signal Monte Carlo and ep background Monte 

CarloCarlo (light shaded histogram). The ep background Monte Carlo is shown as 

thethe dark shaded histogram, (a) the missing transverse momentum, PT,miss! (b) 

-Pr.misss excluding the very forward cells, P'Tmiss; (c) 8 = J2(E - Pz)i', (d) the 

ratioratio of missing transverse momentum to total transverse energy, PTJXÜBB/ET; 

(e)(e) 7/i/ (f) the number of good tracks, Nf°£ ; (g) the Z position of the CTD 

vertexvertex for the high- 0̂ sample and (h) the Z position of the timing vertex for the 

low-^low- 0̂0 sample. 
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FigureFigure 5.20. Distribution of the final e~p CC DIS event sample in the (x, Q2) 
phasephase space. The open circles represent the events reconstructed using the FCAL 
timingtiming vertex (j0 < 0.4 rad). The dots represent the events reconstructed using 
thethe CTD tracking vertex (*y0 > 0.4 rad). ISO lines for 7/, = 0.1 rad, 7^ = 0.4 rad, 
^¥,misss = 12 GeV, Px,miss = 14 GéV and also for y = 1 are shown in the figure 
(note(note that the ISO lines for 7^ are plotted and not for j 0 ) . 
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FigureFigure 5.21. Distribution of the final e+p CC DIS event sample in the (x, Q2) 
phasephase space. The open circles represent the events reconstructed using the FCAL 
timingtiming vertex (*y0 < 0.4 rad). The dots represent the events reconstructed using 
thethe CTD tracking vertex (j0 > 0.4 rad). ISO lines for 7^ = 0.1 rad, 7^ = 0.4 rad, 
•Pr.misss = 12 GeV, PT,miss = 14 GeV and also for y = 1 are shown in the figure 
(note(note that the ISO lines for 7^ are plotted and not for j 0 ) . 
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Chapte rr  6 

Crosss Sectio n Measurement s 

Inn the previous chapter the selection of charged current DIS events has been 
presented.. In this chapter it will be discussed how this sample of charged 
currentt events has been used to measure the charged current ep cross sections. 
Thee binning of the kinematic range used in the measurement and the unfolding 
off the cross section will be discussed, followed by a discussion of the statistical 
andd systematic uncertainties. 

6.1.. Bin Definition s 

Inn order to measure the differential charged current cross sections the kinematic 
rangess are divided in bins wide enough to contain a sufficient number of events 
too measure the cross section in that bin. It is important to use an appropriate 
binning,, since too narrow binning will increase the statistical error and mi­
grationn effects between neighbouring bins will become too large. On the other 
hand,, too wide binning would result in a measurement which reveals less inform­
ationn than it could have done otherwise. The binning chosen in this analysis 
ensuress that the bin size is several times the resolution of the kinematic variable 
inn which the cross section is unfolded. 

Thee single differential cross section has been unfolded in the kinematic vari­
abless Q2, x and y. For the measurement of the single differential cross sec­
tionn da/dQ2 nine bins were denned in the Q2 range 200-60000 GeV2. The 
QQ22 range 200-22494 GeV2 has been divided in eight bins with equal width in 
logg Q2. Since the number of events drops rapidly with higher values of Q2, the 
ninthh bin had to be made larger and covered the Q2 range 22494-60000 GeV2. 
Forr the unfolding of the single differential cross section da/dx seven bins were 
definedd in the x range 0.01-1.0: three bins with equal width in logs in the x 
rangee 0.01-0.1 and four bins with equal width in log a: in the x range 0.1-1.0. 
Forr the single differential cross section da/dy seven bins were defined in the 
yy range 0.0-0.9: two bins with equal width in the y range 0.0-0.2 and five 
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inn the y range 0.2-0.9. For both the e~p and e+p data sample the same 
binningg was used for the single differential cross section measurements. Fig­
uress 4.6(b), 4.6(d) and 4.7(b) show the resolution in Q2, x and y, respectively. 
Thee resolution in Q2 is ~ 30% over the entire Q2 range. The resolution in x 
improvess from ~ 30% at low-x to ~ 10% at high-:r. The resolution in y is 
~~ 13% over the entire y range. 

Thee binning for the double differential cross section measurements in x and 
QQ22,, d2cr/da:dQ2, was based on the same binning as used in the single differen­
tiall cross section measurements. The e~p double differential cross section was 
measuredd in 26 bins, whereas in the e+p data it was measured in 30 bins, in the 
xx range 0.01-0.562 and the Q2 range 200-22494 GeV2. The difference in the 
numberr of bins between the e~p and e+p data is due to the larger beam-gas 
backgroundd in the e~p data (see Sect. 5.4.1). Therefore, the cross section could 
nott be measured in a number of low-Q2 and high-a; bins, though an additional 
binn was defined at high-x and high-Q2, with Q2 range 22494 - 60000 GeV and 
xx range 0.316-0.562. For the measurement of d2a/dxdQ2 in the e+p data an 
additionall bin was denned at low-x and low-Q2, with Q2 range 200-400 GeV2 

andd x range 0.006-0.01. Figures 6.1 and 6.2 show the resolutions of Q2, x and 
yy respectively for the various d2cr/d:cdQ2 bins used in the e+p data. The same 
resolutionss were observed in the e~p data. 

Thee cross section measurements were restricted to bins with a high purity, V, 
andd a high acceptance, A. In this way large corrections for detector acceptance 
andd migration effects were avoided. The purity and acceptance of a bin are 
definedd as: 

•• purity , V: the number of events generated and measured in a bin divided 
byy the number of events measured in that bin; 

•• efficiency, £: the number of events generated and measured in a bin 
dividedd by the number of events generated in that bin; 

•• acceptance, A: number of events measured in a bin divided by the 
numberr of events generated in that bin. 

Heree "measured in a bin" means that the kinematic variables of the reconstruc­
tedd event were contained in that bin and that the event met the event selection 
criteria.. Note that with this set of definitions the following relation holds 

AA = S/V (6.1) 
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FigureFigure 6.1. Resolution of Q2 determined from the {Q2jB~Qlrue)/Qlrue distribu-
tion,tion, shown f or the x, Q2 bins used in the unfolding of the e+p double differential 
crosscross section. The best resolution are at high-x and high-Q2. 

97 7 



ChapterChapter 6: Cross Section Measurements 

O.I7H<x<0.3l(,O.I7H<x<0.3l(, 0.316<x<OM2 

o=17%%  I [ o=8% 

I2649«?<224 I2649«?<224 

4000<ff<7IU 4000<ff<7IU 

711<Q711<Q22<1265 <1265 

A A 

1265< 1265< 

a a 

I I 
1 1 

a a 

1 1 

?<224V ?<224V 

=28% % 

\ . . 
=21% % 

I I 
.20% % 

I I 

0 0 

1 1 
a a 

J J 
J J 

a--

i i 

=22% % 

I I 
.17% % 

I I 
17% % 

16% % 

JM. , , 

J-JL! J-JL! 

I I 
1 1 
i i 
I I 

-J-J i,w 

J J 

1 1 

I I 

1 1 

.l7X<_i<i>.tlr>.l7X<_i<i>.tlr>  11..I If.-:.:-11

!2f>49<(?<224V4 !2f>49<(?<224V4 

Q.OOfxt<O.OIQ.OOfxt<O.OI 0.0l<x<O.0215 0.02\5<x<O.(HM 0.0464<x<0.1 

7IK<f<!265 7IK<f<!265 

0=12% % 

I I 

J26S<i J26S<i 

O O 

.J J 
a a 

J J 
0 0 

f<2249 f<2249 

=11% % 

L L 
.12% % 

L L 
=14% % 

II v . . . 

J J 
a a 

J J 
0= = 

J J 
J J 

ss 10% 

L L 
.10% % I. . 
12% % 

l. . 
13% % 

L L 

J J 

I I I . . . 

JJ J 
^ÜL. . 

Li_L _ _ 

^Ji ^Ji 

I I 
i i 

I I 
i i 

0.006<x<0.0l0.006<x<0.0l 0.01<x<0.0215 0.02!5<.x<0.04M 0.0464<jt<0.1 
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shownshown for the x, Q2 bins used in the unfolding of the e+p double differential 
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FigureFigure 6.3. Various bin quality variables for the single differential bins in the 
kinematickinematic variables Q2, x and y. (a),(b) and (c) the purity V; (d), (e) and (f) 
thethe efficiency £; and (g), (h) and (i) the acceptance, A. The solid (open) dots 
representrepresent the e~p (e+p) data. 

Figuree 6.3 shows the various bin quantities for the different single differential 
binss in Q2, x and y, respectively. The acceptance is above 30% for all bins, 
exceptt for the lowest bins in Q2,x and y. The purity is well above 50% for all 
bins,, except for the highest bin in Q2 which has a purity just below 50%. The 
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variouss bin quantities for all bins used in the analysis are listed in Tab. A.l 
too A.8. 

6.2.. Cros s Sectio n Unfoldin g 

Thee kinematic variables used in the measurement of the cross section are sub­
jectt to various distortions like smearing effects, detector geometry effects and 
electroweakk radiative effects. Hence, the measured values differ from the true 
values.. The procedure to correct the measurement for these distortions is called 
unfolding.. The cross section is extracted in bins of the various kinematic vari­
ables.. The integrated cross section including radiative correction in a bin of Q2 

cann be written as 

*rad(AQ2)) = " ' T ' * * , (6.2) 
*^*"data a 

wheree £data is the total integrated luminosity. iVdata is the number of observed 
dataa events in the bin that passed the charged current event selection and iVbg is 
thee number of background events in the bin, as estimated from MC simulation. 
Thee acceptance, A, of the bin which is denned as A = N^^/N™*?, was used 
too correct for the effects from smearing and detector geometry. Where N^S  ̂ is 
thee observed number of charged current MC events in the bin that passed the 
CCC event selection and N$£ is the number of CC MC events generated in that 
bin.. Re-weighting iVjJJ^ and N™£ to the measured luminosity Eq. (6.2) can 
bee rewritten as 

NN NMC 

<WAQ2)) = ^ ^ (6.3) 
iyiymeasmeas ''-'data 

== ^ < £ C ( A Q » ) , (6.4) 
Jvmeas s 

wheree Nmeas = iVdata - JVbg and cr^J(AQ2) is the integrated radiative cross sec­
tionn in bin AQ2 evaluated by the CC MC events. To determine the electroweak 
Bornn level cross section a correction factor was introduced 

-SMM
 L(AQ2) 

'rJ(AQ2) ) 

wheree ^IcfrntAQ2) is the integrated Standard Model, SM, Born level cross sec­
tionn in bin AQ2 and af^(AQ2) is the integrated SM radiative cross section 
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inn bin AQ2 . Applying this correction factor, the integrated Born level cross 
sectionn in bin AQ2 can be obtained from 

<TBorn(AQ2)) = C r a d < 7 r a d ( A Q J ) , 

__ <7rad(AQ2) S M , 2) 

rSM M rrad d (AQ2) ) 

(6.6) ) 

(6.7) ) 

wheree af^(AQ2) was obtained using the same Monte Carlo simulation which 
hadd been used to calculate the acceptance, i.e. af^(AQ2) = cr^{AQ2). There­
fore,, combining Eq. (6.4) and Eq. (6.7) the Born level cross section can be 
writtenn as 

<TBon,(AQ2)) = feTgJ.tAQ»). (6.8) 
Jvmeas s 

Too obtain the differential cross section at a specific reference point in the bin, 
aa correction factor was applied. For the differential cross section in Q2 this bin 
centringg correction factor was defined as 

<i«n«? 2 ) ) 

a a 
dQ2 2 

QQ22=Q\ =Q\ 
centree — rSM M 

'Born n (AQ2) ) 
(6.9) ) 

wheree d<7 r̂n(Q
2)/dQ2\Q2=Ci2is

 t h e ^ M B o r n l e v e l d i f f e r e n t i a l c r o s s section at 
thee reference point Q2. Hence, the Born level differential cross section in Q2 at 
thee reference point Q2 can be obtained from 

d<7Born(<22) ) 

dQ5 5 ==  C'centreO'BornCAQ ). (6.10) ) 

QQ22=Ql =Ql 

Substitutingg Eq. (6.8) and (6.9) into Eq. (6.10) the Born level differential cross 
sectionn can be written as 

d<TBorn(Q2) ) 

dQ' ' 

NNmeasmeas dcr^Q2) 

QQ22=Ql =Ql dQ< dQ< 
(6.11) ) 

QQ22=Ql =Ql 

Finally,, the unfolded Born level differential cross section at the reference point 

d<7Born(Q2)) _ ATdata - JVbg ÓO^jQ2) 

QQ22 was obtained by 

dQ' dQ' QQ22=Ql =Ql 
/V"MC C 11 meas dQ' dQ' 

(6.12) ) 
QQ22=Ql =Ql 
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Thee SM differential cross sections were evaluated in the on-shell scheme [51] 
usingg the PDG values for the electroweak parameters and the CTEQ5D [52] 
partonn distribution functions, PDFs. The same unfolding procedure was fol­
lowedd for the single differential cross sections dcr/dx and da/dy and for the 
doublee differential cross sections in bins of x and Q2, d2(j/dxdQ2. 

Thee reference points in the unfolding of da/dQ2, da/dx and d2a/dxdQ2 were 
chosenn to be the logarithmic centres of the bins in Q2 and x, except for the 
highestt Q2 and highest x bins. The reference point for the highest Q2 bin was 
sett so that the logarithmic distance to the previous reference point was equal 
too the logarithmic distances between the other reference points. The reference 
pointt in the highest x bin was set at xc = 0.65 [74]. The reference points in the 
unfoldingg of da/dy were chosen to be the linear centres of the bins in y. The 
singlee differential cross sections in x and y are quoted for Q2 > 200 GeV. The 
calculatedd SM single differential cross sections in Q2 and x include the region 
yy > 0.9. Hence the acceptance loss by the y selection threshold is corrected and 
thee obtained cross sections were extrapolated to the full y range. 

6.3.. Backgroun d Estimatio n 

Variouss Monte Carlo samples were used to estimate the number of ep interac­
tionss other than charged current interactions passing the CC event selection. 
Thesee background events were subtracted in the cross section unfolding pro­
ceduree (see (6.12)). The ep backgrounds evaluated using MC samples were: 
NCC DIS, photoproduction, charged lepton production and single W produc­
tion.. Section 3.2 gives an overview of the MC programs which were used to 
generatee the background events. Tables A.l to A.8 list the background con­
tributionss from the different ep processes in the bins used in the cross section 
unfolding.. The smallest background contribution comes from the NC DIS in­
teractions,, whereas the photoproduction background is the largest. Over the 
fulll kinematic range the background is well below 2%, except in the lowest Q2 

bins.. Here the background contamination is of the order of 5% for e~p and 
10%.forr e+p data. 

6.4.. Statistica l Uncertaintie s 

Thee quoted statistical uncertainties in the cross section measurements are de­
terminedd using standard statistical data analysis techniques. The cross section 
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iss proportional to the number of events by (see eq. (6.12)) 

-Ndataa ~* J*bg /« i q\ 

°° N ^ (6-13) 

wheree iVdata is the total number of observed data events and TVMC a n d iVbg 
aree the number of measured charged current and background MC events, re­
spectively.. NMC and -Nbg were obtained by the weighted sum of all the events 
passingg the CC event selection criteria from the various Monte Carlo samples; 
NMCNMC = Si^MC.i a n d M>g = Y^iwbg,i where i runs over all events and the 
weightt assigned to each of the generated events is such that the total number 
off events is normalised to the data luminosity. The statistical error of NMC m 

aa bin is 

AATMCC = JZv&c,i (6-14) 

andd similarly for ATbg: AiVbg = J û;Jgi. The weight of the observed data 
eventss is one. Therefore, the statistical error of the number of data events in a 
binn is 

AATdataa = y^iVd^ (6.15) 

Thee statistical error of the cross section measurements can now be obtained 
from m 

„„ _ / ( A J W ) ? + (AJVbg)? (ANUC\2 

ÓstatÓstat ~ V (JVdata + iVbg),2 +\NMC J, (bAb> 

wheree i denotes the bin number. For bins with less than 12 events a 67% 
confidencee interval was calculated using Poisson statistics; the boundaries of 
thiss confidence interval were taken as the statistical uncertainty. 

6.5.. Systemati c Uncertaintie s 

Systematicc effects in the measurement can give a bias in the unfolding of the 
crosss section. Various sources of systematic uncertainties have been studied. 
Thee most important ones were found to be the energy scale of the calorimeter, 
QCDD cascade models and the effects of the selection thresholds. Other sources 
off systematic uncertainties which have been studied were: effects of the parton 
densityy functions, effects of the NLO QCD corrections, energy leakage, CTD 
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vertexx finding efficiency and the MC vertex distribution. The systematic uncer­
taintiess have been studied in the same bins as used in the unfolding. The final 
systematicc error will be obtained by the quadratic sum of all the systematic 
uncertainties. . 

6.5.1.. Calorimete r Energ y Scale 

AA very important systematic uncertainty is the uncertainty of the energy scale 
off the calorimeter. This energy scale has a direct effect on the reconstruc­
tionn of the kinematic variables and therefore on the measurement of the cross 
sections.. Especially at high-Q2 the effect can be relatively large due to the 
steeplyy falling of the cross section. The energy scale and the associated un­
certaintyy of the energy scale were determined, using NC DIS events, from the 
ratioss of the total hadronic transverse momentum, Pr,h, to PT,DA

 a n d Pr,e, 

wheree PT,DA — \ / Q D A ( 1 ~~ ^DA^ *s ^ e transverse momentum obtained from the 
double-anglee method (see (4.16) and (4.17)) and Pr,e is the measured transverse 
momentumm of the scattered electron. In order to restrict the hadronic activity 
too particular polar regions, a sample of NC DIS events with a single jet was 
selected.. By applying suitable cuts on the location of the current jet and eval­
uatingg PT,h/Pr,DA and Pr,h/PT,e event by event, the hadronic energy scales of 
thee FCAL and BCAL were determined. The responses of the HAC and EMC 
sectionss of the individual calorimeters were determined by plotting Pr,h/PT,DA 
andd Pr,h/PT,e as a function of the fraction of the hadronic energy measured in 
thee EMC section of the calorimeter. In each case, the uncertainty was found 
byy comparing the determinations from data and MC. In order to study the 
hadronicc energy scale in the RCAL, a sample of diffractive DIS events was se­
lected.. Such events are characterised by a large gap in the hadronic energy flow 
betweenn the proton remnant and the current jet. Pr,h/PT,DA w a s evaluated 
event-by-eventt for events with hadronic activity exclusively in the RCAL and 
thee energy scale and associated uncertainty determined. 

Thee relative uncertainty of the energy scale was determined to be 2% for 
thee RCAL and 1% for the FCAL and BCAL [80]. Varying the energy scale of 
thee calorimeter sections by these amounts in the detector simulation induces 
smalll shifts of the kinematic variables. The variations of the energy scale of 
eachh of the calorimeters simultaneously up or down by these amounts gave 
thee systematic uncertainty on the total measured energy in the calorimeter. 
Byy increasing (decreasing) the FCAL and RCAL energy scales together while 
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thee BCAL energy scale was decreased (increased) the uncertainty in the cross 
sectionss from the effect of the energy scale on the measurement of 7h was 
obtained.. The uncertainty stemming from the method used to determine the 
relativee uncertainty was determined by simultaneously increasing the energy 
measuredd in the EMC section of the calorimeter by 2% and decreasing the 
energyy measurement in the HAC section by 2% and vice-versa. This was done 
separatelyy for each of the calorimeters. 

Thee effect of the uncertainty of the energy scale is maximal in high-Q2 and 
high-a;; bins. These are also the bins with the lowest number of events. Using 
bothh data and MC to estimate the systematic uncertainty on the cross section 
measurementt yields an overestimate of the error due to statistical fluctuations 
inn the number of events in these bins. To circumvent this effect only the MC 
simulationn was used to determine the systematic error on the cross section, in 
thee following way: 

NN — /V-
ftft  = Ni • <6-17) 

wheree i denotes a particular energy scale variation. Nnom is the number of 
eventss in the nominal, i.e. not scaled, MC data and Ni is the number of events 
inn the scaled MC data. The systematic error on the cross section, due to the 
uncertaintyy of the calorimeter energy scale was obtained by quadratic summa­
tionn of the three estimates. The uncertainties from this check reach ~ 15% in 
thee highest Q2 bins and ~ 20% in the highest x bins. 

6.5.2.. QCD Cascad e Mode l 

Thee QCD cascade model used in the Monte Carlo event simulation in this 
analysiss was provided by the colour dipole model, CDM as implemented in 
thee ARIADNE [53] program. As an alternative to the CDM from ARIADNE the 
matrixx element parton shower, MEPS, model as implemented in the LEPTO [50] 
programm can be used for the simulation of the QCD cascade. Both models are 
successfull in describing data from high-Q2 DIS events [81]. The sensitivity of 
thee cross section measurement to the higher order QCD effects in the hadronic 
finalfinal state was estimated by using the MEPS model from LEPTO instead of the 
CDMM from ARIADNE. The systematic error on the cross section was obtained 
byy the difference in acceptance between the two models 

 ^MEPS =
•4CDMM - *4MEPS 

-4cDM M 
(6.18) ) 
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wheree +<$MEPS (—^MEPS) is the error in the positive (negative) direction, and 
-4CDMM and «4MEPS are the acceptances calculated using the CDM model and 
MEPSS model respectively. The largest uncertainty is found in the e+p data 
inn the highest Q2 bin where it reaches ~ 20% and ~ 12% in the e~p. In the 
highestt x bins the uncertainty is ~ 7%. 

6.5.3.. Selectio n Threshold s 

Manyy selection thresholds were varied in order to verify the stability of the cross 
sectionn measurement in terms of efficiency and purity. Generally the selection 
thresholdss for a selection variable were varied by an amount comparable with 
thee resolution of the variable. Furthermore, the thresholds were varied by such 
ann amount that the selection efficiency was still good, and the number of back­
groundd events, i.e. beam-gas, cosmic muons, etc., did not become too large. 
Mostt of the varied selection thresholds did not change the measured cross sec­
tion,, and were therefore not included in the uncertainty [82]. The uncertainty 
onn the cross section due to the selection threshold variation was obtained from 
thee difference between the nominal cross section and the cross section calculated 
withh the threshold variation 

cici ®i ^nom  ' 'data — -< *bg -**meas 1 /c -\f\\ 
TT ~ ~~G ~ —ivMc Wi—r~^~ " ' ( } 

" n o mm J v meas J V da t a J V bg 

wheree i denotes the threshold variation and anom the cross section unfolded 
withh the nominal event selection. The selection thresholds which, when shifted, 
significantlyy changed the cross section, and for which it was not possible to 
estimatee the uncertainty in an other way, were included in the systematic error. 
Statisticall fluctuations, due to limited statistics in some bins, were suppressed 
byy demanding that changes in iVdata - A^g did not exceed 5%. If so, the 
uncertaintyy in the bin for that particular threshold variation was set to zero. 
Inn order not to overestimate the uncertainties, the threshold variations were 
separatedd in two sets, transverse momentum, T l , and tracking quantities, T2. 
Thee largest uncertainty in a set was selected as the uncertainty of the threshold 
variationn for that set. 

T l ,, transvers e momentu m 

Thee first set of threshold variations, T l , is concerned with the transverse mo­
mentumm selection cuts: 
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•• ^r,miss > 12  1.2 GeV, for high-70 events; 

•• ^miss > 14  1.4 GeV, for low-70 e
+p events; 

•• ^r,miss > 25  2.5 GeV, for low-70 e~p events; 

•• Pr,miss > 10  1.0 GeV, for high-70 events; 

•• ^Tmiss > 12  1.2 GeV, for low-70 e+p events; 

•• ^Tmiss > 25  2.5 GeV, for low-70 e~p events; 

wheree the Pr,miss and ^rmiss c u t s a r e described in Sect. 5.3 and Sect. 5.4, 
respectively.. The selection thresholds are varied by the resolution of PT, which 
iss of the order of 10%. The uncertainty arising from these variations are up 
too ~ 3% in the lowest-x and highest y bins and up to ~ 8% in the lowest-Q2 

lowest-xx bin of the double differential cross section in the e+p data. 

T2,, track quantities 

Thee second set of threshold variations, T2, is concerned with the selection 
thresholdss on tracking variables: 

•• ÖJJ > 15° + 18.5°; 

•• P7;txrk>o-2 + 0 0 2 G e V ; 

•• Ar t
g

r^
od>0.25iV t ; 

•• N t  ̂ > ^trk - 5  1, for e~p events; 

•• Ntzk* > 10  1, for e'p events; 

Thee first two thresholds concern the definition of a "good" track and are de­
scribedd in Sect. 5.4. The 0Jj£ threshold is tightened to select only tracks passing 
sixx super-layers of the CTD instead of five, and the Pj$Tk thresholds was varied 
withh a somewhat arbitrary 10%. Both the ATtrk and N^0 thresholds are also 
describedd in section Sect. 5.4 The additional threshold selection for the e~p 
dataa is described in Sect. 5.4.1. The uncertainty arising from these variations 
iss ~ 4% in the lowest-x bins. In the e~p data the uncertainties are ~ 12% in 
thee lowest-Q2 bin and up to 17% in the lowest-Q2 lowest-x bin. 
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6.5.4.. Backgroun d Subtractio n 

Thee backgrounds discussed in Sect. 6.3 were subtracted in the cross section un­
foldingg procedure. Hence, uncertainties in the normalisation or shapes of these 
backgroundss can bias the cross section measurement. The largest background 
contributionn came from the direct and resolved photoproduction events. The 
contributionn to the systematic error on the cross section due to the uncertainty 
off the normalisation is presented in this section. 

Figuress 6.4(a) and 6.4(c) show the PT/ET distribution for high-70 events with 
PTPT < 20 GeV for e~p and e+p, respectively. The arrows in the figures indicate 
thee selection thresholds as applied in the CC event selection (see Sect. 5.7). 
Hence,, only the background events with PT/ET > 0.55 were subtracted in 
thee cross section unfolding. Below the PT/ET threshold, a large number of 
photoproductionn events is observed in both e~p and e+p. The uncertainty 
inn the normalisation of the direct and resolved photoproduction events was 
obtainedd by a x2 fit, using MINUIT [83], to the total PT/ET distribution, with 
thee following function: 

NucNuc = a(j3fdiT + (1 - 0) fTes) + NCC + iVother (6.20) 

wheree a and j3 are the fit parameters. Parameter a is the sum of all photopro­
ductionn events, i.e. the total photoproduction normalisation, Np^p; Parameter 
(3(3 is the fraction of direct photoproduction events of the total number of photo­
productionn events, Fdir; NQC is the total number of CC MC events and iVother is 
thee sum of all other background MC events (NC DIS, charged lepton production 
andd single W production); /dir and / r e s are defined as 

Jdir,iJdir,i  = ^Mir,i/ / , -"*dir,i Jres,i = ™res,i/ / u

i=binn i=bin 

wheree i denotes the histogram bin number. iVdir,* and NTe&!i are the number 
off direct and resolved photoproduction events in histogram bin i, respectively. 
Thee sum runs over all histogram bins included in the fit. From the above the 
followingg x2-square definition is obtained 

ièfnn (<™W)2 + (^MC,i) 2 [ } 

wheree iVdata,i is the number of data events in histogram bin i, and NMCJ is 
thee sum of the number of events from all MC simulations in histogram bin i, 
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determinedd from (6.20). <5iVdata,i and 6Nuc,i denote the statistical errors on 
-Ndata,ii and Nuc,i, respectively. (6.20) was chosen as the fit function, since it 
separatess the relative normalisation between the direct and resolved photopro-
ductionn MC from the overall photoproduction MC normalisation. Therefore, 
itt was possible to fit the normalisation, iVphp, and the fraction of direct and 
resolvedd photoproduction, F^, separately. 

Firstt a fit was performed to determine iVphp, with F T̂ fixed at the values 
providedd by the MC generator; this was followed by a fit of Fair with ATphp 

fixedd at the fitted value. These fits were performed once in the PT/ET range 
0.1-1.00 and once in the range 0.25-0.8. The results from the fits are listed 
inn Table 6.1, and Figs. 6.4(b) and 6.4(d) show the x2 /ncu° distributions. From 
thesee distributions it is clear that no sensitivity for F T̂ is observed in the 
PT/ETPT/ET distributions. Hence, no contribution to the systematic error on the 
crosss section measurement was obtained for the fraction of direct and resolved 
photoproduction. . 

Thee fit of iVphp in both PT/ET regions for e+p, resulted in an uncertainty of 
thee normalisation of ~ 10%. For e~p, the fit of both iVphp and i^ir failed in the 
largerr PT/ET range 0.1-1.0, due to a lack of statistics. This lack of statistics 
alsoo influenced the fit for e~p in the tighter PT/ET range 0.25-0.8, resulting in 
aa large uncertainty of the normalisation of ~ 25%. Since no difference between 
thee photoproduction background in e~p and e+p is expected, and the fits of the 
e~pe~p data were very much influenced by lack of statistics, the same uncertainty 
off the normalisation found for e+p was applied for e~p. To determine the 
contributionn of the uncertainty on the cross section measurement due to the 
normalisationn of photoproduction, the photoproduction background was varied 
upp and down by 20%, corresponding to twice the value of the uncertainty given 
byy the fit, in both e~p and e+p. The systematic error was than obtained by 

& ,, = NnZ "  (6-22) 
J 'nom m 

weree Nnom is the number of MC events in a sample with the subtracted pho­
toproductionn background normalised to the generator cross section.  is the 
numberr of MC events with the photoproduction background varied up and 
down,, as described above. The systematic errors were typically less than 1%. 
Onlyy in one of the lowest-Q2 bins of the double differential cross section the 
systematicc error was ~ 4%. 

Thee contribution to the cross section measurement from the other back­
groundss (NC, charged lepton production and single W production) was very 
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FigureFigure 6.4- (a) The PT/ET distribution for events with high-j0 and Bj- < 
200 GeV for e~p and, (c) for e+p. (b) The y?/ndf distributions of the four 
fitsfits performed to the PT/ET distribution as function of the fraction of direct 
photoproductionphotoproduction of the fit (upper axis), and as function of the total number of 
photoprodcutionphotoprodcution events (lower axis) for e~p and, (d) for e+p. 

small,, and variations of the normalisation of these background by 100% res­
ultedd in variations in the cross section well below 0.5% in the full kinematic 
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TableTable 6.1. Results for the fit to the PT/ET distribution. The 
numbersnumbers for the nominal situation are not fitted but derived from 
thethe cross sections given by the MC generator. The fits to Nphp and 
fdirfdir  are 'performed separately, e.g. Nphp is fitted while fdiris fixed 
andand vice versa. 

fitfit condition 

Nominall {e~p) 

ATphpp fit 
Fd i rr fit 

Nominall (e+p) 

iVphpp fit 
Fd i rr fit 
iVphpp fit 

Fdirr fit 

fitfit range 

0.25-0.8 8 
0.25-0.8 8 

0.10-1.0 0 
0.10-1.0 0 
0.25-0.8 8 
0.25-0.8 8 

Wphp p 

38.99  1.4 

26.00  6.8 
26.0 0 

280.99  7.4 

265.88  21.1 
265.8 8 
275.55  22.7 
275.5 5 

-Fdir r 

0.277  0.07 

0.27 7 
0.166  0.48 

0.311  0.05 

0.31 1 
0.144  0.17 
0.31 1 
0.288  0.28 

X2/ndf f 

9.6/11 1 
9.0/11 1 

15.2/18 8 
14.2/18 8 
12.1/11 1 
12.0/11 1 

range.. Therefore the contribution to the total systematic uncertainty from the 
subtractionn of these backgrounds was neglected. 

6.5.5.. Partem Distributio n Function s 

Thee Monte Carlo events used in unfolding the cross section were generated with 
thee CTEQ5D [52] PDFs. The same PDFs were used in the calculation of the 
binn centring corrections. In this way a consistent unfolding of the cross section 
wass achieved. The influence on the cross section from variations of the PDFs 
weree investigated using the ZEUS-S NLO QCD fit [84] via the difference in 
acceptance.. The Monte Carlo events were re-weighted to the total experimental 
uncertaintyy of the prediction of the cross sections evaluated from the ZEUS-S 
fit.. Note that no HERA CC data is included in the fit. The cross sections 
weree unfolded using the re-weighted MC, and compared with the nominal cross 
sections.. The differences in the measured cross sections for the e~p data were 
beloww 0.5% in the full kinematic region, and therefore the contribution to the 
totall systematic error was neglected. For the e+p data the differences were 
beloww 1% except for the highest Q2 bin where it was - 5 % and the highest x 
binn where it was +4%. Hence, the effect of the uncertainty in the PDFs, <5PDF, 

wass included in the total systematic error for the e+p data. 
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6.5.6.. Effec t of NLO QCD Correction s 

Thee computer program DJANGOH [48] does not take into account contributions 
too the cross section from the longitudinal structure function, FL, and NLO QCD 
correctionss to xF$ when generating Monte Carlo events. However, at high-j/ 
thee contribution of FL to the cross section is of the order of 10% [18]. In the 
calculationn of the bin centring corrections the contribution of NLO QCD correc­
tionss were also neglected, yielding a consistent unfolding of the cross sections, 
andd effects from neglecting the NLO QCD corrections can only originate from 
differencess in the acceptance. The uncertainty is obtained by re-weighting the 
MCC events to the ratio between the cross section calculated with and without 
NLOO QCD corrections. The systematic errors, £QCD, were typically less than 
1%% for both e~p and e+p. The largest effect was observed in the e+p data in 
thee highest Q2 bin where it was ~ 6% and in the highest x bin where is was 
~ 4 % . . 

6.5.7.. Energ y Leakag e 

Forr an accurate measurement of the kinematic variables, it is important that 
thee hadronic system is fully contained within the CAL. Energy leakage of 
thee hadronic system out of the CAL can have an effect on the cross sec­
tionn measurement. The CAL is surrounded by the backing calorimeter, BAC 
(seee Sect. 2.3.2), which was used to measure the effect of energy leakage of the 
CAL.. It was found that 4% of the accepted events had a measurable energy 
leakagee from the CAL into the BAC. The average energy fraction in the BAC 
w.r.t.. to the total energy was 5%. Both the fraction of events with leakage and 
thee average amount of leakage were well modelled by the MC simulation and 
thee effect on the cross section measurement is negligible. 

6.5.8.. Verte x Findin g Efficienc y 

AA difference in the CTD vertex finding efficiency, £CTD , between data and 
Montee Carlo can bias the measurement of the cross section. To obtain the 
£CTDD

 m the 7o range of 0.0-0.6 rad the CC event selection was redone with the 
7oo threshold set to 0.6 rad (see Sect. 5.2). £CTD

 w a s determined as the ratio of 
eventss with a CTD vertex and all events passing the CC event selection (events 
inn the forward direction always have a timing vertex). Figures 6.5(a) and 6.5(b) 
showw the £CTD for the e~p and e+p data and MC as a function of 70 . The turn 
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FigureFigure 6.5. The CTD vertex finding efficiency as function of 70 for the (a) 
e~pe~p and (b) e+p analysis. The solid dots represent the data events and the open 
trianglestriangles represent the MC events. Also shown are the turn on curves for data 
(solid(solid line) and MC (dashed line) obtained from a fit. 

onn curves shown in Fig. 6.5 were obtained by a x2 fit to the function 

(6.23) ) 

withh a, (3 and e as free parameters. Parameter a is the turn on point, /3 is 
thee slope and e is the saturation value. It can been seen from the figure that 
goodd agreement is observed as 70 increases towards the 0.4 rad threshold where 
aa CTD vertex is required in this analysis. Also it can be observed from the 
figuree that the efficiency approaches 100% at the threshold of 0.4 rad for both 
e~pe~p and e+p. Hence, the contribution from the CTD vertex finding efficiency 
too the systematic error is insignificant. 

6.5.9.. Vertex Distributio n in Mont e Carlo 

Thee distribution of the Z position of the reconstructed vertex depends on the 
runn period, due to changes of the beam conditions over time. The vertex dis­
tributionss used in the Monte Carlo samples were corrected for these effects 
usingg the method described in Sect. 4.4. Changes in the measured cross section 
weree found to be less than 0.5% and the contribution to the overall systematic 
uncertaintyy is insignificant. 
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6.5.10.. Summar y of th e Systemati c Uncertaintie s 

Too obtain the total systematic uncertainties the systematic uncertainties from 
eachh of the sources described in this section were added in quadrature for the 
positivee and negative deviations from the nominal cross section values separ­
ately. . 

Figuress B.l-B.6 show the various systematic checks described in the above 
sectionss for the single differential bins. The various systematic errors in all bins 
usedd in the analysis are listed in Tab. B.l to B.8. Table 6.2 shows the systematic 
errorss in the total cross section measurement for e~p and e+p charged current 
DISS in the kinematic region Q2 > 200 GeV2. The largest systematic uncertainty 
inn e~p came from the selection thresholds based on tracking and in e+p from 
thee QCD cascade modelling. Note that the largest error on the cross section 
measurementss still came from the limited statistics. 

TableTable 6.2. Uncertainties on the total cross section measure-
mentment for e~p and e+p charged current deep inelastic scat-
teringtering in the kinematic region Q2 > 200 GeV2. 

source e 

calorimeterr energy scale 

QCDD cascade model 

selectionn thresholds, T l 

selectionn thresholds, T2 

phpp subtraction 

PDFF uncertainty 

NLOO QCD corrections 

totall systematic error 

statisticall error 

errorr (%, e p) 

+0.34 4 
-0.43 3 

7 7 

5 5 

5 5 
+0.18 8 
-0.40 0 
+0.06 6 
-0.10 0 

-0.57 7 

+1.3 3 
-1.5 5 

0 0 

errorr (%, e+p) 

+0.48 8 
-0.26 6 

8 8 

5 5 

0 0 
+0.39 9 
-0.68 8 

0 0 

-0.85 5 

+1.4 4 
-1.7 7 

6 6 

Thee uncertainties on the measured total luminosity were 1.8% and 2.25% for 
thee e~p and e+p data, respectively, and were not included in the total systematic 
uncertainty. . 
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6.6.. Summary 
Thee binning of the kinematic range used in the measurement of the cross section 
andd the unfolding strategy together with an overview of the various systematic 
uncertaintiess were presented in this chapter. 

Inn the next chapter the final results for the charged current cross section for 
e~pe~p and e~*~p data will be discussed. 
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Chapte rr  7 

Result s s 

7.1.. Introductio n 

Inn this chapter the results for the charged current single differential cross section, 
thee reduced cross section and total cross section will be presented for both e~p 
andd e+p charged current DIS. 

7.2.. Tota l Cros s Section s 

Thee total cross sections for e~p charged current DIS in the kinematic region 
Q 2 >200GeV 22 is 

<r?<£(Q<r?<£(Q 22 > 200 GeV2) = 67.2  2.7 (stat.)+°;g (syst.) pb, 

andd for the total cross section for e+p CC DIS is 

°?£(Q°?£(Q22 >  2°0 GeV2) = 34.8  0.9 (stat.)+g;| (syst.) pb, 

wheree the first error is the statistical uncertainty and the second error is the total 
systematicc uncertainty excluding the uncertainty in the measured luminosity of 
1.8%% (2.25%) for the e~p {e+p) data. These results are in good agreement with 
thee SM predictions of 69.0iJ;g pb and 37.0lJ;| pb for the e~p and e+p data, 
respectively,, evaluated using the ZEUS-S fit. 

7.3.. Singl e Differentia l Cross Section s 

Thee charged current single differential cross sections da/dQ2, da/dx and da/dy 
forr the e~p data and e+p data for Q2 > 200 GeV2 are shown in Fig. 7.1, 7.2 and 
7.3,, respectively, and compiled in Table 7.1, 7.2 and 7.3. The Standard Model 
crosss sections derived from (1.11) using the ZEUS-S [84] fit, the CTEQ6D [85] 
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andd the MRST(2001) [86] parameterisation of the PDFs are shown, together 
withh the ratios of the measured cross sections and the SM cross section evaluated 
withh the ZEUS-S fit. The PDF uncertainties are estimated from the ZEUS-S 
fitt and are shown as the shaded bands in the figures. 

Thee cross sections da/dQ2 and da/dx both drop by many orders of mag­
nitudee due to the effect of the W boson propagator and the decreasing quark 
densityy at large x. The ZEUS-S fit was based on fixed target DIS data obtained 
att low Q2 (< 100 GeV2) and from ZEUS high-Q2 NC data. Note that no data 
presentedd in this thesis was included in the fits. The good description of the 
dataa by the SM prediction based on this fit confirms both the decomposition of 
thee proton momentum into different quark flavours, specifically the down-quark 
contributions,, and the evolution of parton distributions towards scales consid­
erablyy larger than the W boson mass. At very large x and Q2, the uncertainty 
inn the prediction derived from the ZEUS-S fit, and also the global fits, reflects 
thee lack of data constraining the d quark density. 

TableTable 7.1. Values of the differential cross section, da/dQ2, for the e~p data 
andand e+p data. The first error of the measured cross section shows the statistical 
uncertainty;uncertainty; the second error shows the systematic uncertainty. The Standard 
ModelModel expectation is evaluated using the CTEQ5D PDFs. Also listed are the 
valuevalue of Q2 at which the cross sections are quoted. 

QlQl da(e-p)/dQ2 (pb/GeV2) da{e+p)/dQ2 (pb/GeV2) 

(GeV2)) measured SM measured SM 

280 0 
530 0 
950 0 
1700 0 
3000 0 
5300 0 
9500 0 
17000 0 
30000 0 

2.899 3 toil 
2.344 3 l°;jj! 
2.000 3 toil 
1.188 1 0f5 

6.644 7 toii 
3.044  ig;JJ 

1.244 5 
2.377 5 to\l 
OO «fi +1.54 +0.36 Z Ö DD -1.05 -0.32 

10" " 
10" " 
10" " 
10" " 
10" " 
10" " 
10" " 
10" " 
10" " 

-2 2 

-2 2 

-2 2 

-2 2 

-3 3 

-3 3 

-3 3 

-4 4 

-5 5 

3.88-10" " 
2.82-10" " 
1.9510" " 
1.2210" " 
6.68-10" " 
3.04-10" " 
1.05-10" " 
2.5510" " 
3.7010" " 

-2 2 

-2 2 

-2 2 

-2 2 

-3 3 

-3 3 

-3 3 

-4 4 

-5 5 

2.855 2 to.lg-lO" 
1.811 3 IH?"10" 
1.300 8 !S:o5 • 10" 

--
2.900 9 IH?"10" 
1.077 9 ^ S i 1 0 " 
2.200 " 
99 nc- +0.82+0.26 i n -
Z.UOO -0.61 - 0 . 2 4 ' i u 

00 1 0 +2.06+0.60 l n -
z - i zz - 1 . 1 5 - 0 . 5 9 ' 1 U 

-2 2 

-2 2 

-2 2 

-3 3 

-3 3 

-3 3 

-4 4 

-5 5 

-6 6 

3.0710" " 
2.07-10" " 
1.29-10" " 
6.93-10" " 
3.07-10" " 
1.02-10" " 
2.19-10" " 
2.70-10" " 
1.48-10" " 

-2 2 

-2 2 

-2 2 

-3 3 

-3 3 

-3 3 
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7.3.7.3. Single Differential Cross Sections 

TableTable 7.2. Values of the differential cross section, da/dx, for the e~p data 
andand e+p data. The first error of the measured cross section shows the statistical 
uncertainty;uncertainty; the second error shows the systematic uncertainty. The Standard 
ModelModel expectation is evaluated using the CTEQ5D PDFs. Also listed are the 
valuevalue of x at which the cross sections are quoted. 

xxcc dcr(e p)/dx(pb) dcr(e+p)/dx (pb) 

0.0150 0 
0.0320 0 
0.0680 0 
0.1300 0 
0.2400 0 
0.4200 0 
0.6500 0 

measured d 

6.266 5 iSJJlO2 

3.977 2 

2.799 2 lg^-102 

2 2 

8.300 5 1 1Ql 

2.488 5 IJ^J-IO1 

99 9 n +2.14+0.40 l n 0 
L.LKJL.LKJ _ ! 20 - 0 . 3 0 ' 1 U 

SM M 

5.97-102 2 

4.60102 2 

3.00-102 2 

1.76-102 2 

8.22101 1 

2.36-101 1 

2.8010° ° 

measured d 
2 2 

2.922 6 2 

1.599 8 IJ-^iO2 

7.222 5 IJll-lO1 

3.011 3 I^JJ-IO1 

5.988 0 +g-g-10° 

4-433 SSUS- IO- 1 

SM M 

4.72-102 2 

3.14102 2 

1.64102 2 

7.56101 1 

2.71-101 1 

5.5410° ° 
3.78-10"1 1 

TableTable 7.3. Values of the differential cross section, da/dy, for the e~p data 
andand e+p data. The first error of the measured cross section shows the statistical 
uncertainty;uncertainty; the second error shows the systematic uncertainty. The Standard 
ModelModel expectation is evaluated using the CTEQ5D PDFs. Also listed are the 
valuevalue of y at which the cross sections are quoted. 

yycc da(e-p)/dy (pb) d(r{e+p)/dy (pb) 

measuredd SM measured SM 
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1011 4.46 5 toil 
1011 3.36 3 tom 
1011 2.58 | 
1011 2.15 2 tom 
1011 1.53 1 
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FigureFigure 7.1. (a) The e p (solid points) and e+p (open circles) CC DIS Born 
crosscross section, da/dQ2, for data and the Standard Model expectation evaluated 
usingusing the ZEUS-S, the CTEQ6D and the MRST(2001) PDFs. The statistical 
uncertaintiesuncertainties are indicated by the inner error bars (delimited by horizontal lines) 
andand the full error bars show the total uncertainty obtained by adding the statist-
icalical and systematic contributions in quadrature, (b) The ratio of the measured 
crosscross section, da/dQ2, to the Standard Model expectation evaluated using the 
ZEUS-SZEUS-S fit for the e~p data and (c) for the e+p data. The shaded band shows 
thethe uncertainties from the ZEUS-S fit. 
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FigureFigure 7.2. (a) The e p (solid points) and e+p (open circles) CC DIS Born 
crosscross section, da/dx, for data and the Standard Model expectation evaluated 
usingusing the ZEUS-S, the CTEQ6D and the MRST(2001) PDFs. The statistical 
uncertaintiesuncertainties are indicated by the inner error bars (delimited by horizontal lines) 
andand the full error bars show the total uncertainty obtained by adding the statist-
icalical and systematic contributions in quadrature, (b) The ratio of the measured 
crosscross section, dcr/dx, to the Standard Model expectation evaluated using the 
ZEUS-SZEUS-S fit for the e~p data and (c) for the e+p data. The shaded band shows 
thethe uncertainties from the ZEUS-S fit. 
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FigureFigure 7.3. (a) The e p (solid points) and e+p (open circles) CC DIS Born 
crosscross section, da/dy, for data and the Standard Model expectation evaluated 
usingusing the ZEUS-S, the CTEQ6D and the MRST(2001) PDFs. The statistical 
uncertaintiesuncertainties are indicated by the inner error bars (delimited by horizontal lines) 
andand the full error bars show the total uncertainty obtained by adding the statist-
icalical and systematic contributions in quadrature, (b) The ratio of the measured 
crosscross section, da/dy, to the Standard Model expectation evaluated using the 
ZEUS-SZEUS-S fit for the e~p data and (c) for the e+p data. The shaded band shows 
thethe uncertainties from the ZEUS-S fit. 
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7.4.7.4. Reduced Cross Sections 

7.4.. Reduced Cross Section s 

Thee reduced double differential cross section, a, is defined by 

, ==  \Gl( M*w \ 2 

wheree M\y is the mass of the W boson and GF the Fermi coupling constant. 
Att first order in QCD, a for e~p —• i/eX depends on the quark momentum 
distributionn as follows 

a(e~pa(e~p - • veX) = x[u + c+(l- y)2{d + s)] , (7.2) 

andd for e+p —> VeX as 

a{ea{e++ pp -> VeX) = x [ü + c + (1 - y)2{d + s)] , (7.3) 

Thee reduced cross sections are displayed as functions of x for the e~p data and 
ee++ pp data in Figs. 7.4 and 7.5, respectively, as functions of Q2 for the e~p data 
andd e+p data in Figs. 7.6 and 7.7, and are compiled in Table 7.4. The predictions 
off (1.11), evaluated using the ZEUS-S fit, the CTEQ6D and the MRST(2001) 
PDFss give a good description of the data. The contributions from the PDF 
combinationss (u + c) and (d + s) to a(e~p —>• veX) and (d + s) and (ü + c) to 
a(ea(e++ pp —> veX), obtained from the ZEUS-S fit, are shown separately in Figs. 7.4 
andd 7.5, respectively. 

7.5.. Helicit y Stud y 

Thee W boson couples only to left-handed fermions and right-handed anti-
fermions.. Therefore the angular distribution of the quark in e~q scattering 
andd the antiquark in e+q scattering will be isotropic (/ = 0). On the other 
handd the distribution of the quark in e+q scattering and the antiquark in e~q 
scatteringg will exhibit a 1/4(1 + cos#*)2 behaviour (I = 1). The quark scat­
teringg angle in the electron quark centre-of-mass, 0*, is related to y through 
(11 — y) = 1/2(1 -I- cos 6*). The helicity structure of CC interactions can be illus­
tratedd by plotting the reduced double differential cross section of (7.2) and (7.3) 
versuss (1 — y)2 in bins of x (see Sect. 1.3). In the region of approximate scaling, 
i.e.. x ~ 0.1, this yields a straight line. At leading order in QCD in e~p CC 
DIS,, the intercept of this line gives the (u + c) contribution, while the slope 

— i i 
d2<7 7 

dxdQ dxdQ 2 ' ' (7.1) ) 
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FigureFigure 7.4- The reduced cross section, a, as a function of x, for different 
valuesvalues of Q2 for the e~p data. The data are shown as the filled points, the 
statisticalstatistical uncertainties are indicated by the inner error bars (delimited by hori-
zontalzontal lines) and the full error bars show the total uncertainty. The expectation 
ofof the Standard Model evaluated using the ZEUS-S fit is shown as a solid line. 
TheThe shaded band shows the uncertainties from the ZEUS-S fit. The separate 
contributionscontributions of the PDF combinations (1 — y)2x(d + s) and x(u + c), obtained 
fromfrom the CTEQ6L leading order QCD fit, are shown by the dotted and dashed 
lines,lines, respectively. 
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FigureFigure 7.5. The reduced cross section, a, as a function of x, for different 
valuesvalues of Q2 for the e+p data. The data are shown as the filled points, the 
statisticalstatistical uncertainties are indicated by the inner error bars (delimited by hori-
zontalzontal lines) and the full error bars show the total uncertainty. The expectation 
ofof the Standard Model evaluated using the ZEUS-S fit is shown as a solid line. 
TheThe shaded band shows the uncertainties from the ZEUS-S fit. The separate 
contributionscontributions of the PDF combinations (1 — y)2x(d + s) and x(ü + c), obtained 
fromfrom the CTEQ6L leading order QCD fit, are shown by the dotted and dashed 
lines,lines, respectively. 
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FigureFigure 7.6. The reduced cross section, o, as a function of Q2, for different 
fixedfixed values of x for the e~p data. The data are shown as the filled points, 
thethe statistical uncertainties are indicated by the inner error bars (delimited by 
horizontalhorizontal lines) and the full error bars show the total uncertainty obtained by 
addingadding the statistical and systematic contributions in quadrature. The expecta-
tiontion of the Standard Model evaluated using the ZEUS-S, the CTEQ6D and the 
MRST(2001)MRST(2001) PDFs is shown by the solid, dashed and dotted lines, respectively. 
TheThe shaded band shows the uncertainty from the ZEUS-S fit. 
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FigureFigure 7.7. The reduced cross section, a, as a function of Q2, for different 
fixedfixed values of x for the e+p data. The data are shown as the filled points, 
thethe statistical uncertainties are indicated by the inner error bars (delimited by 
horizontalhorizontal lines) and the full error bars show the total uncertainty obtained by 
addingadding the statistical and systematic contributions in quadrature. The expecta-
tiontion of the Standard Model evaluated using the ZEUS-S, the CTEQ6D and the 
MRST(2001)MRST(2001) PDFs is shown by the solid, dashed and dotted lines, respectively. 
TheThe shaded band shows the uncertainty from the ZEUS-S fit. 
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FigureFigure 7.8. The reduced cross section, a, as a function of (1 — y)2, for different 
fixedfixed values of x, for e+p (solid points) and e~p (open circles) data. The data 
areare shown as the points, the statistical uncertainties are indicated by the inner 
errorerror bars (delimited by horizontal lines) and the full error bars show the total 
uncertaintyuncertainty obtained by adding the statistical and systematic contributions in 
quadrature.quadrature. The expectation of the Standard Model evaluated using the ZEUS-S 
fitfit  is shown as a solid line. The contributions of the PDF combinations x(u + c) 
andand x(ü + c) are shown by the dashed and dotted lines, respectively 
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givess the (d + s) contribution, and in e+p CC DIS, the intercept of this line 
givess the (ü + c) contribution, while the slope gives the (d + s) contribution. 

Figuree 7.8 shows a as a function of (1 - y)2 for the e~p data, compared to the 
e+pp data. At large x, e'p CC DIS is sensitive to the valence part of u(x,Q2), 
whilee e+p CC DIS is sensitive to the valence part of d(x,Q2). The data agree 
withh the expectation of the SM evaluated using the ZEUS-S fit. 

Notee that scaling violation can be observed in the theoretical prediction as 
(11 — y)2 approaches one. 

7.6.. Conclusion s 

Inn this chapter the charged current single differential cross sections were presen­
tedd for e'p and e+p DIS data. In addition, the helicity structure of the weak 
interactionn was verified. 

Thee e~p CC DIS results presented in this thesis show a large improvement 
overr formerly published results [87] based on 0.82 pb _ 1 . The single differential 
crosss sections are determined in finer bins and both the statistical uncertainties 
andd the total systematic uncertainties were improved at high-Q2. Furthermore, 
thee differential cross section has been measured in bins of x and Q2 and the 
reducedd cross section, a(e~p), was measured for the first time. The e+p CC 
DISS results are improved compared to previous results [88] due to the larger 
dataa sample and a better analysis of the systematic uncertainties in this meas­
urement.. The Standard Model predictions are evaluated using the NLO QCD 
fitsfits and are in good agreement with the presented measurements. 

Recently,, the impact of the ZEUS data has been explored by making a 
fitfit using ZEUS data only [84]. The ZEUS charged current e+p data from 
1994-19977 [89], and the charged and neutral current e~p data from the 1998 
andd 1999 runs [90] were used, together with the 1996 and 1997 e+p neutral 
currentt data [91], to make an extraction of the parton density functions inde­
pendentlyy of other experiments. This fit is called ZEUS-O. Note, that the e+p 
chargedd current measurements presented in this thesis were not used in this fit 
sincee the analysis was not finished then. 

Thesee high-Q2 data are very well described by the ZEUS-S fit, as illustrated 
inn Figs. 7.1-7.8. However, in the ZEUS-0 fit these additional data sets were 
usedd instead of the fixed-target data to constrain the valence distributions. The 
valencee distributions extracted from the ZEUS-O fit are shown in Fig. 7.9(a). 
Theyy are determined to a precision about a factor of two worse than in the 

129 9 



ChapterChapter 7: Results 

(a)) i (b ) 

FigureFigure 7.9. (a) The xuv and xdv distributions from the ZEUS-0 NLO QCD 
fitfit  in various Q2 bins. The error bands show the uncertainty from statistical 
andand other uncorrelated sources separately from the total uncertainty including 
correlatedcorrelated systematic uncertainties. The value of as{M\) = 0.118 is fixed, (b) 
TheThe xdv distribution from the ZEUS-S NLO QCD fit. The cross-hatched er-
rorror  bands show the statistical and uncorrelated systematic uncertainty, the grey 
errorerror bands show the total experimental uncertainty including correlated system-
aticatic uncertainties (both evaluated from the ZEUS-S fit). The uncertainties on 
thesethese distributions are shown beneath each distribution as fractional differences 
fromfrom the central value. 

ZEUS-SS fit. The w-valence distribution is well determined; however, the d-
valencee distribution is much more poorly determined. In the ZEUS-0 fit, the 
d-valencee distribution is determined by the high-Q2 e+p charged current data. 
Inn contrast in the ZEUS-S fit the d-valence distribution is determined by the 
deuteriumm fixed-target data. Recently it has been suggested that such meas­
urementss are subject to significant uncertainty from deuteron binding correc-
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tionss [92]. The ZEUS-0 extraction does not suffer this uncertainty. It produces 
aa larger d-valence distribution at high-x than the ZEUS-S fit, as can be seen by 
comparisonn with Fig. 7.9(b), but there is no disagreement within the limited 
statisticall precision of the current high-Q2 data. 

Inn the near future HERA will, after a luminosity upgrade, produce a much 
largerr number of charged current events which will reduce the statistical error 
considerably,, especially in the interesting region of high-Q2 and high-x. The 
increasee in data and developments in the area of QCD fits provide an excellent 
basiss for a thorough understanding of the proton and QCD in the future. 
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TableTable 7.4- Values of the reduced cross section, a, for the e~p data and e+p 
data.data. The first and second errors of the measured cross section show the 
statisticalstatistical and systematic uncertainties, respectively. The Standard Model 
expectationexpectation is evaluated using the CTEQ5D PDFs. Also listed are the value 
ofof Q2 and x at which the cross sections are quoted. 
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Appendi xx A 

Binn Propert y and Backgroun d Tables 

TableTable A.l. Bin properties, number of events in data and from MC simulation 
(signal(signal and background) for dacc/dQ2 in e~p interactions. 
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0.0 0 

0.0 0 

0.0 0 

0.0 0 

0.0 0 

0.0 0 

ww

0.1 1 

0.1 1 

0.2 2 

0.3 3 

0.2 2 

0.1 1 

0.1 1 

0.0 0 

0.0 0 

tot t 

1.2 2 

0.5 5 

0.7 7 

0.4 4 

0.3 3 
0.2 2 

0.1 1 

0.0 0 

0.0 0 

TableTable A.2. Bin properties, number of events in data and from MC simulation 
(signal(signal and background) for dacc/dQ2 in e+p interactions. 

QQ22 range 

(GeV2) ) 

200 -- 400 

4 0 0 -- 711 

7 1 1 -- 1265 

1265-- 2249 

2249-- 4000 

4000-- 7113 

7113-12649 9 

12649-22494 4 

22494-60000 0 

V V 

0.66 6 

0.64 4 

0.67 7 

0.68 8 

0.70 0 

0.69 9 

0.66 6 

0.58 8 

0.44 4 

S S 

0.28 8 

0.38 8 

0.48 8 
0.54 4 

0.56 6 

0.57 7 

0.56 6 

0.51 1 

0.49 9 

A A 

0.42 2 

0.59 9 

0.72 2 

0.80 0 

0.80 0 

0.83 3 

0.85 5 

0.88 8 
1.12 2 

Crad d 

0.98 8 

0.99 9 

1.00 0 

1.02 2 

1.03 3 

1.06 6 

1.09 9 

1.13 3 

1.17 7 

•Ndata a 

159 9 

204 4 

306 6 

324 4 

235 5 
155 5 

59 9 

11 1 

3 3 

"&? ? 

155.7 7 

230.0 0 

299.3 3 
312.4 4 

247.9 9 

147.3 3 

58.5 5 

14.5 5 

2.0 0 

backgroundd expectation 

NC C 

0.0 0 

0.0 0 
0.2 2 

0.4 4 

0.2 2 

0.0 0 

0.1 1 

0.0 0 

0.0 0 

php p 

13.1 1 

1.3 3 
3.2 2 

0.3 3 

0.3 3 

0.0 0 

0.0 0 

0.0 0 

0.0 0 

i+r i+r 

0.9 9 

0.9 9 

0.6 6 

0.3 3 

0.2 2 

0.0 0 
0.0 0 

0.0 0 

0.0 0 

WW

0.1 1 

0.2 2 

0.2 2 

0.3 3 
0.2 2 

0.1 1 
0.1 1 

0.0 0 

0.0 0 

tot t 

14.2 2 

2.3 3 

4.2 2 

1.4 4 

0.9 9 

0.2 2 

0.2 2 

0.0 0 

0.0 0 



AppendixAppendix A: Bin Property and Background Tables 

TableTable A.3. Bin properties, number of events in data and from MC simula-
tiontion (signal and background) for d<7CC/cLr in e~p interactions. 

xx range V S A C r a d iVda t a N^§ background expectation 

NCC php / + / - W  tot 

0.010 --

0.02 2 2 

0.046 --

0.100 --

0.178 --

0.316 --

0.562 --

-0.02 2 2 

0.04 6 6 

-0.10 0 0 

-0.17 8 8 

-0.31 6 6 

-0.56 2 2 

-1.00 0 0 

0.6 6 6 

0.7 3 3 

0.8 1 1 

0.8 1 1 

0.8 5 5 

0.8 7 7 

0.7 2 2 

0.1 6 6 

0.3 3 3 

0.5 4 4 

0.5 6 6 

0.5 7 7 

0.4 7 7 

0.3 0 0 

0.2 4 4 

0.4 5 5 

0.6 7 7 

0.7 0 0 

0.6 7 7 

0.5 4 4 

0.4 1 1 

1.0 6 6 

1.0 6 6 

1.0 2 2 

0.9 8 8 

0.9 3 3 

0.8 2 2 

0.7 1 1 

35 5 

78 8 

167 7 

163 3 

123 3 

51 1 

3 3 

32. 8 8 

88. 9 9 

178. 3 3 

150. 0 0 

121. 6 6 

48. 5 5 

3. 8 8 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 5 5 

0. 9 9 

0. 2 2 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 1 1 

0. 2 2 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 1 1 

0. 2 2 

0. 4 4 

0. 3 3 

0. 1 1 

0. 0 0 

0. 0 0 

0. 6 6 

1. 2 2 

0. 8 8 

0. 3 3 

0. 2 2 

0. 0 0 

0. 0 0 

TableTable A.4- Bin properties, number of events in data and from MC simula-
tiontion (signal and background) for CI<TCC/CLE in e+p interactions. 

xx range V £ A C r a d ATdata N^S background expectation 

NCC php l+r  W  tot 

0.01 0 0 

0.022 --

0.04 6 6 

0.100 --

0.178 --

0.316 --

0.56 2 2 

0.02 2 2 

-0.04 6 6 

0.10 0 0 

-0.17 8 8 

-0.31 6 6 

-0.56 2 2 

1.00 0 0 

0.6 9 9 

0.7 7 7 

0.8 3 3 

0.8 3 3 

0.8 7 7 

0.8 9 9 

0.7 3 3 

0.2 8 8 

0.5 4 4 

0.6 4 4 

0.6 3 3 

0.5 8 8 

0.4 5 5 

0.2 4 4 

0.4 0 0 

0.6 9 9 

0.7 8 8 

0.7 6 6 

0.6 7 7 

0.5 1 1 

0.3 3 3 

1.0 5 5 

1.0 3 3 

1.0 0 0 

0.9 3 3 

0.8 7 7 

0.7 9 9 

0.6 5 5 

167 7 

351 1 

425 5 

258 8 

173 3 

45 5 

2 2 

164. 1 1 

370. 9 9 

434. 5 5 

268. 9 9 

155. 2 2 

41. 6 6 

1. 7 7 

0. 0 0 

0. 5 5 

0. 2 2 

0. 1 1 

0. 2 2 

0. 0 0 

0. 0 0 

7. 3 3 

5. 0 0 

3. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 3 3 

0. 6 6 

1. 2 2 

0. 6 6 

0. 2 2 

0. 0 0 

0. 0 0 

0. 1 1 

0. 2 2 

0. 4 4 

0. 3 3 

0. 1 1 

0. 0 0 

0. 0 0 

7. 7 7 

6. 2 2 

4. 8 8 

0. 9 9 

0. 5 5 

0. 1 1 

0. 0 0 

TableTable A.5. Bin properties, number of events in data and from MC simu-
lationlation (signal and background) for dacc/dy in e~p interactions. 

yy range V £ A C r a d N d a t a N^§ background expectation 

0.0 0 0 

0.10 --

0.2 0 0 

0.34 --

0.48 --

0.62 --

0.76 --

-0.1 0 0 

-0.2 0 0 

0.3 4 4 

0.4 8 8 

-0.6 2 2 

-0.7 6 6 

-0.9 0 0 

0.8 7 7 

0.8 4 4 

0.8 2 2 

0.7 5 5 

0.7 1 1 

0.6 6 6 

0.6 4 4 

0.1 9 9 

0.5 6 6 

0.5 5 5 

0.5 0 0 

0.4 4 4 

0.3 6 6 

0.2 7 7 

0.2 2 2 

0.6 6 6 

0.6 7 7 

0.6 7 7 

0.6 3 3 

0.5 4 4 

0.4 2 2 

0.8 7 7 

0.9 7 7 

1.0 2 2 

1.0 6 6 

1.0 7 7 

1.0 7 7 

1.0 8 8 

60 0 

145 5 

149 9 

94 4 

80 0 

66 6 

33 3 

66. 5 5 

134. 9 9 

144. 9 9 

106. 9 9 

80. 7 7 

57. 2 2 

38. 3 3 

NC C 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

php p 

0. 6 6 

0. 3 3 

0. 3 3 

0. 2 2 

0. 2 2 

0. 2 2 

0. 1 1 

l+l-l+l-

0. 1 1 

0. 1 1 

0. 1 1 

0. 0 0 

0. 0 0 

0. 0 0 

0. 0 0 

ww
0. 1 1 

0. 3 3 

0. 2 2 

0. 2 2 

0. 1 1 

0. 1 1 

0. 1 1 

to t t 

0. 9 9 

0. 7 7 

0. 6 6 

0. 4 4 

0. 4 4 

0. 3 3 

0. 2 2 

134 4 



TableTable A.6. Bin properties, number of events in data and from MC simu-
lationlation (signal and background) for dacc/dy in e+p interactions. 

yy range V € A C rad ^data ^ c c ^ background expectation 
NCC php l+l-  W  tot 

0.00 --

0.1 0 0 

0.20 --

0.34 --

0.48 --

0.6 2 2 

0.76 --

-0.1 0 0 

-0.2 0 0 

-0.3 4 4 

-0.4 8 8 

-0.6 2 2 

-0.7 6 6 

-0.9 0 0 

0.9 0 0 

0.8 1 1 

0.7 9 9 

0.7 4 4 

0.6 9 9 

0.6 5 5 

0.6 2 2 

0.3 5 5 

0.5 7 7 

0.5 5 5 

0.4 8 8 

0.3 9 9 

0.3 0 0 

0.2 0 0 

0.4 0 0 

0.7 0 0 

0.6 9 9 

0.6 5 5 

0.5 6 6 

0.4 7 7 

0.3 3 3 

0.8 7 7 

0.9 9 9 

1.0 4 4 

1.0 5 5 

1.0 8 8 

1.0 8 8 

1.0 8 8 

264 4 
360 0 
316 6 
219 9 
146 6 
102 2 
49 9 

268. 6 6 

337. 7 7 

335. 6 6 

224. 5 5 

146. 7 7 

98. 1 1 

56. 6 6 

0. 2 2 
0. 0 0 
0. 0 0 
0.1 1 
0. 6 6 
0. 0 0 
0.1 1 

5.1 1 
5. 2 2 
3. 7 7 
1.4 4 
1.5 5 
1.3 3 
0. 2 2 

1.5 5 
0. 9 9 
0. 2 2 
0. 2 2 
0.1 1 
0. 0 0 
0.1 1 

0. 2 2 
0. 3 3 
0. 2 2 
0. 2 2 
0.1 1 
0.1 1 
0.1 1 

7. 0 0 
6. 3 3 
4. 1 1 
1.9 9 
2. 3 3 
1. 4 4 
0. 4 4 

TableTable A. 7. Bin properties, number of events in data and from MC simulation 
(signal(signal and background) for d2acc/dxdQ2 in e~p interactions. 

Ql Ql 
(GeV 2 ) ) 

280 0 
530 0 
530 0 
530 0 
950 0 
950 0 
950 0 
950 0 
1700 0 

1700 0 

1700 0 

1700 0 

300 0 0 

300 0 0 

300 0 0 

300 0 0 

530 0 0 

530 0 0 

530 0 0 

530 0 0 

950 0 0 

950 0 0 

950 0 0 

1700 0 0 

1700 0 0 

3000 0 0 

xxc c 

0.03 2 2 

0.01 5 5 

0.03 2 2 

0.06 8 8 

0.01 5 5 

0.03 2 2 

0.06 8 8 

0.13 0 0 

0.03 2 2 

0.06 8 8 

0.13 0 0 

0.24 0 0 

0.06 8 8 

0.13 0 0 

0.24 0 0 

0.42 0 0 

0.06 8 8 

0.13 0 0 

0.24 0 0 

0.42 0 0 

0.13 0 0 

0.24 0 0 

0.42 0 0 

0.24 0 0 

0.42 0 0 

0.42 0 0 

V V 

0.6 0 0 

0.4 4 4 

0.5 3 3 

0.6 5 5 

0.3 8 8 

0.5 5 5 

0.6 3 3 

0.6 4 4 

0.4 8 8 

0.6 2 2 

0.6 8 8 

0.6 8 8 

0.6 0 0 

0.6 6 6 

0.7 0 0 

0.7 4 4 

0.4 9 9 

0.6 4 4 

0.7 2 2 

0.7 3 3 

0.5 2 2 

0.6 7 7 

0.7 7 7 

0.5 4 4 

0.6 9 9 

0.5 3 3 

e e 

0.2 8 8 

0.1 4 4 

0.2 7 7 

0.2 2 2 

0.1 2 2 

0.2 9 9 

0.4 1 1 

0.3 9 9 

0.2 7 7 

0.5 8 8 

0.5 8 8 

0.5 3 3 

0.5 3 3 

0.6 2 2 

0.6 1 1 

0.4 5 5 

0.3 8 8 

0.5 7 7 

0.6 4 4 

0.5 9 9 

0.4 3 3 

0.6 1 1 

0.6 4 4 

0.4 4 4 

0.6 1 1 

0.4 7 7 

A A 

0.4 7 7 

0.3 2 2 

0.5 0 0 

0.3 4 4 

0.3 2 2 

0.5 2 2 

0.6 5 5 

0.6 1 1 

0.5 6 6 

0.9 3 3 

0.8 5 5 

0.7 8 8 

0.8 9 9 

0.9 4 4 

0.8 7 7 

0.6 1 1 

0.7 7 7 

0.9 0 0 

0.8 9 9 

0.8 1 1 

0.8 3 3 

0.9 1 1 

0.8 3 3 

0.8 2 2 

0.8 8 8 

0.8 9 9 

CVad d 

0.9 4 4 

1.0 6 6 

1.0 4 4 

0.9 1 1 

1.1 2 2 

1.0 6 6 

0.9 7 7 

0.9 0 0 

1.1 0 0 

1.0 1 1 

0.9 4 4 

0.8 5 5 

1.0 5 5 

0.9 9 9 

0.9 2 2 

0.7 9 9 

1.1 7 7 

1.0 2 2 

0.9 4 4 

0.8 4 4 

1.1 3 3 

1.0 1 1 

0.8 9 9 

1.1 3 3 

0.9 6 6 

1.1 2 2 

•Wdat a a 

6 6 
11 1 
12 2 
4 4 
16 6 
14 4 
29 9 
16 6 
30 0 
49 9 
29 9 
15 5 
52 2 
36 6 
27 7 
7 7 
32 2 
45 5 
21 1 
18 8 
35 5 
37 7 
13 3 
18 8 
8 8 
5 5 

" & C C 

10. 1 1 

10. 1 1 

13. 3 3 

8. 5 5 
11. 8 8 

21. 6 6 

24. 6 6 

14. 2 2 

29. 0 0 

47. 9 9 

28. 0 0 

17. 9 9 

53. 7 7 

36. 9 9 

25. 1 1 

7. 9 9 
37. 7 7 

39. 1 1 

28. 6 6 

11. 6 6 

29. 1 1 

27. 2 2 

11. 3 3 

17. 4 4 

9.5 5 
6. 4 4 

backgroun dd expectatio n 

NC C 

0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 

php p 

0. 5 5 
0.1 1 
0.1 1 
0. 0 0 
0. 3 3 
0.1 1 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 

l+l-l+l-

0. 0 0 
0. 0 0 
0.1 1 
0.1 1 
0. 0 0 
0.1 1 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 

ww
0. 0 0 
0. 0 0 
0.1 1 
0. 0 0 
0. 0 0 
0.1 1 
0.1 1 
0. 0 0 
0.1 1 
0.1 1 
0.1 1 
0. 0 0 
0.1 1 
0.1 1 
0. 0 0 
0. 0 0 
0.1 1 
0.1 1 
0. 0 0 
0. 0 0 
0.1 1 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 

to t t 

0. 5 5 
0. 1 1 
0. 2 2 
0. 1 1 
0. 3 3 
0. 2 2 
0. 2 2 
0. 0 0 
0. 1 1 
0. 2 2 
0.1 1 
0. 1 1 
0.1 1 
0.1 1 
0. 0 0 
0. 0 0 
0.1 1 
0. 1 1 
0. 0 0 
0. 0 0 
0. 1 1 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 

135 5 



AppendixAppendix A: Bin Property and Background Tables 

TableTable A.8. Bin properties, number of events in data and from MC simulation 
(signal(signal and background) for d2crcc/da:d<52 in e+p interactions. 

Ql Ql 
(GeV 2 ) ) 

280 0 
280 0 
280 0 
280 0 
530 0 
530 0 
530 0 
530 0 
950 0 
950 0 
950 0 
950 0 
950 0 
170 0 0 

170 0 0 

1700 0 

1700 0 

300 0 0 

300 0 0 

300 0 0 

300 0 0 

530 0 0 

530 0 0 

530 0 0 

530 0 0 

950 0 0 

950 0 0 

950 0 0 

1700 0 0 

1700 0 0 

Xc Xc 

0.00 8 8 

0.01 5 5 

0.03 2 2 

0.06 8 8 

0.01 5 5 

0.03 2 2 

0.06 8 8 

0.13 0 0 

0.01 5 5 

0.03 2 2 

0.06 8 8 

0.13 0 0 

0.24 0 0 

0.03 2 2 

0.06 8 8 

0.13 0 0 

0.24 0 0 

0.06 8 8 

0.13 0 0 

0.24 0 0 

0.42 0 0 

0.06 8 8 

0.13 0 0 

0.24 0 0 

0.42 0 0 

0.13 0 0 

0.24 0 0 

0.42 0 0 

0.24 0 0 

0.42 0 0 

V V 

0.4 0 0 

0.4 8 8 

0.5 9 9 

0.6 5 5 

0.4 8 8 

0.5 3 3 

0.6 0 0 

0.6 0 0 

0.4 3 3 

0.5 7 7 

0.6 3 3 

0.6 6 6 

0.6 7 7 

0.5 2 2 

0.6 4 4 

0.6 8 8 

0.7 0 0 

0.6 1 1 

0.6 9 9 

0.7 2 2 

0.7 1 1 

0.5 0 0 

0.6 3 3 

0.7 0 0 

0.7 4 4 

0.4 9 9 

0.6 7 7 

0.7 4 4 

0.4 8 8 

0.6 5 5 

€ € 

0.1 4 4 

0.2 6 6 

0.4 4 4 

0.4 3 3 

0.2 8 8 

0.4 6 6 

0.5 2 2 

0.4 6 6 

0.2 1 1 

0.5 1 1 

0.5 8 8 

0.5 5 5 

0.4 0 0 

0.4 2 2 

0.5 9 9 

0.6 1 1 

0.5 6 6 

0.5 3 3 

0.6 1 1 

0.6 2 2 

0.5 1 1 

0.3 7 7 

0.5 8 8 

0.6 5 5 

0.6 0 0 

0.4 3 3 

0.6 0 0 

0.6 4 4 

0.4 6 6 

0.6 2 2 

A A 

0.3 5 5 

0.5 4 4 

0.7 5 5 

0.6 6 6 

0.5 8 8 

0.8 7 7 

0.8 7 7 

0.7 7 7 

0.4 9 9 

0.8 9 9 

0.9 2 2 

0.8 4 4 

0.6 0 0 

0.8 2 2 

0.9 3 3 

0.9 0 0 

0.8 1 1 

0.8 6 6 

0.9 0 0 

0.8 7 7 

0.7 2 2 

0.7 4 4 

0.9 3 3 

0.9 3 3 

0.8 2 2 

0.8 9 9 

0.9 0 0 

0.8 6 6 

0.9 5 5 

0.9 6 6 

^ra d d 

1.0 7 7 

1.0 3 3 

0.9 5 5 

0.8 9 9 

1.0 6 6 

0.9 9 9 

0.9 2 2 

0.8 3 3 

1.0 9 9 

1.0 4 4 

0.9 6 6 

0.8 8 8 

0.8 2 2 

1.0 9 9 

1.0 2 2 

0.9 2 2 

0.8 7 7 

1.0 8 8 

0.9 8 8 

0.9 0 0 

0.8 1 1 

1.1 5 5 

1.0 7 7 

0.9 5 5 

0.8 5 5 

1.1 6 6 

1.0 4 4 

0.9 2 2 

1.1 7 7 

1.0 2 2 

Ndat a a 

26 6 
49 9 
55 5 
24 4 
52 2 
57 7 
59 9 
25 5 
52 2 
102 2 
84 4 
48 8 
20 0 
105 5 
105 5 
57 7 
39 9 
97 7 
55 5 
44 4 
7 7 
49 9 
45 5 
41 1 
20 0 
21 1 
22 2 
8 8 
3 3 
6 6 

^ c C C 

18. 4 4 

43. 3 3 

53. 2 2 

33. 8 8 

56. 6 6 

74. 7 7 

58. 8 8 

25. 3 3 

52. 5 5 

102. 0 0 

85. 7 7 

41. 3 3 

16. 5 5 

100. 4 4 

106. 6 6 

57. 6 6 

31. 4 4 

95. 6 6 

62. 5 5 

39. 0 0 

10. 5 5 

50. 1 1 

50. 2 2 

35. 1 1 

11. 0 0 

23. 9 9 

21. 6 6 

8.8 8 
8.1 1 
4. 6 6 

backgroun dd expectatio n 

NC C 

0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 2 2 
0. 4 4 
0. 0 0 
0. 0 0 
0. 0 0 
0. 2 2 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0.1 1 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 

php p 

2. 4 4 
5. 0 0 
3.1 1 
2. 4 4 
0. 4 4 
0. 5 5 
0.1 1 
0. 0 0 
1.9 9 
0. 7 7 
0.5 5 
0. 0 0 
0. 0 0 
0. 3 3 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 

i+r i+r 

0.1 1 
0. 2 2 
0. 2 2 
0. 4 4 
0. 0 0 
0. 2 2 
0. 5 5 
0. 2 2 
0.1 1 
0. 0 0 
0. 2 2 
0. 2 2 
0. 0 0 
0.1 1 
0. 0 0 
0.1 1 
0.1 1 
0. 0 0 
0.1 1 
0.1 1 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 

0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
0.1 1 
0. 1 1 
0. 0 0 
0. 0 0 
0.1 1 
0.1 1 
0. 0 0 
0. 0 0 
0.1 1 
0.1 1 
0.1 1 
0. 0 0 
0.1 1 
0.1 1 
0. 0 0 
0. 0 0 
0.1 1 
0. 0 0 
0. 0 0 
0. 0 0 
0. 1 1 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 

to t t 

2. 5 5 
5. 3 3 
3. 3 3 
2. 8 8 
0. 5 5 
0. 7 7 
0. 6 6 
0. 2 2 
2. 0 0 
0. 8 8 
0. 8 8 
0. 2 2 

0. 3 3 
0.9 9 
0. 2 2 
0. 2 2 
0.1 1 
0. 3 3 
0.1 1 
0.1 1 
0. 0 0 
0.1 1 
0. 0 0 
0. 0 0 
0. 0 0 
0.1 1 
0. 0 0 
0. 0 0 
0. 0 0 
0. 0 0 
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Appendi xx B 

Figure ss and Tables wit h Uncertaintie s 

B.l .. Graphica l Representatio n of th e Uncertaintie s 

Inn Figs. B.l-B.6 the graphical representation of the systematic uncertainties 
aree shown. The figures show the following systematic uncertainties: 

(a)) calorimeter energy scale (Sect. 6.5.1); 

(b)) QCD cascade model (Sect. 6.5.2); 

(c)) selection thresholds, T l (Sect. 6.5.3); 

(d)) selection thresholds, T2 (Sect. 6.5.3); 

(e)) php subtraction (Sect. 6.5.4); 

(f)) PDF uncertainty (Sect. 6.5.5); 

(g)) NLO QCD corrections (Sect. 6.5.6) and 

(h)) the total systematic uncertainty (solid dots) and the statistical uncer­
taintyy (open dots). 
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FigureFigure B.l. Graphical representation of the uncertainties on the e p d a c c /dQ2 

measurement.measurement. For a description of the figures see text. 
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FigureFigure B.2. Graphical representation of the uncertainties on the e+p do /dQ2 

measurement.measurement. For a description of the figures see text. 
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FigureFigure B.3. Graphical representation of the uncertainties on the e p dacc/dx 
measurement.measurement. For a description of the figures see text. 
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FigureFigure B.4- Graphical representation of the uncertainties on the e+p dacc/dx 
measurement.measurement. For a description of the figures see text. 
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FigureFigure B.5. Graphical representation of the uncertainties on the e p dacc/dy 
measurement.measurement. For a description of the figures see text. 
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FigureFigure B.6. Graphical representation of the uncertainties on the e+p dacc/dy 
measurement.measurement. For a description of the figures see text. 
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B.2.B.2. Tables with Uncertainties 

B.2.. Tables wit h Uncertaintie s 

TableTable B.l. Uncertainties on the e~p dacc/dQ2 measurement. 

QQ range Sat*t  SayBt 8E ^MEPS <STI <5T2 £PhP <SPDF ^QCD 

(GeV2)) (%) (%) (%) (%) (%) (%) (%) (%) (%) 

200--

400--

711--

1265--

2249--

4000--

7113--

12649 --

22494 --

--  40 0 

--  71 1 

••  126 5 

••  224 9 

--  400 0 

7113 3 

-1264 9 9 

-2249 4 4 

-6000 0 0 

±22 2 
±18 8 

±11 1 
±9. 0 0 

±8. 6 6 

±9. 3 3 

±11 1 

±19 9 
++ 5 4 
—— 3 7 

++ 14 +0.8 
- 155 -3 .9 
+6.55 +1.7 
-6 .99 -2 .8 
+5.99 +2.4 
-5 .55 -0 .9 
+3.88 +0.8 
-3 .99 -1 .0 
+2.11 +0.4 
-2 .44 -1 .1 
+3.66 +2.0 
-3 .00 -0 .5 
+2.99 +2.5 
-4 .00 -3 .7 
+5.44 +5.3 
-5 .66 -5 .5 
++ 13 +12 
- 111 - 10 

±7. 3 3 

±5. 7 7 

±3. 7 7 

±2. 8 8 

±1. 9 9 

±2. 0 0 

±1. 2 2 

±1. 0 0 

±4. 4 4 

±0. 8 8 

±1. 9 9 

±1. 2 2 

±1. 0 0 

±0. 2 2 

±0. 8 8 

±0. 0 0 

±0. 0 0 

±0. 0 0 

±12 2 
±1. 3 3 

±3. 6 6 

±2. 2 2 

±0. 5 5 

±2. 0 0 

±0. 9 9 

±0. 4 4 

±0. 6 6 

+0. 5 5 
-2. 0 0 
+0. 0 0 
-1. 2 2 
+0. 0 0 
-0. 5 5 
+0. 0 0 
-0. 4 4 
+0. 0 0 
-0. 2 2 
+0. 0 0 
-0. 2 2 
+0. 0 0 
-0. 2 2 
+0. 0 0 
-0. 2 2 
+0. 0 0 
-0. 2 2 

+0. 4 4 
-0. 4 4 
+0. 5 5 
-0. 5 5 
+0. 3 3 
-0. 3 3 
+0. 1 1 
-0. 1 1 
+0. 1 1 
-0. 1 1 
+0. 1 1 
-0. 1 1 
+0. 1 1 
-0. 1 1 
+0. 0 0 
-0. 0 0 
+0. 1 1 
-0. 1 1 

-1 .2 2 

-1 .0 0 

-0 .4 4 

-0 .4 4 

-0 .3 3 

-0 .1 1 

+0.0 0 

+0.1 1 

-0 .4 4 

TableTable B.2. Uncertainties on the e+p dacc/dQ2 measurement 

QQ range Ssta.t Ssyst 5E 5MEPS 5TI <$T2 ^php <$PDF «SQCD 

(GeV2)) (%) (%) (%) (%) (%) (%) (%) (%) (%) 

-1 .1 1 

-0 .8 8 

-0 .7 7 

-0 .6 6 

-0 .4 4 

-0 .2 2 

+0.2 2 

-0 .5 5 

-6.2 2 

200--

400--

711--

1265--

2249--

4000--

7113--

12649 --

22494 --

--  40 0 

711 1 
--  126 5 

2249 9 

--  400 0 

--  711 3 

-1264 9 9 

22494 4 

-6000 0 0 

±7. 7 7 

±7. 1 1 

±5. 8 8 

±5. 7 7 

±6. 6 6 

±8. 1 1 

±13 3 
+40 0 
-3 0 0 
+97 7 
—— 5 4 

+5.99 +1.9 
-6 .44 -2 .0 
+4.22 +2.3 
-3 .77 -0 .8 
+3.22 +0.7 
-3 .55 -1 .3 
+2.11 +1.1 
-1 .88 -0 .3 
+2.44 +2.0 
-2 .44 -2 .1 
+3.22 +3.0 
-2 .55 -2 .4 
++ 7.3 +6.2 
-7 .88 -6 .7 
++ 13 +11 
- 111 -9 .4 
+288 +19 
- 288 -18 

±3. 8 8 

±1. 6 6 

±2. 7 7 

±1. 6 6 

±0. 6 6 

±0. 4 4 

±2. 6 6 

±6. 5 5 
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±1. 9 9 

±1. 4 4 

±1. 0 0 

±0. 2 2 

±0. 1 1 

±0. 0 0 

±0. 0 0 

±0. 0 0 

±0. 0 0 
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-2. 5 5 
+0. 0 0 
-0. 7 7 
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-0. 5 5 
+0. 0 0 
-0. 3 3 
+0. 0 0 
-0. 3 3 
+0. 0 0 
-0. 1 1 
+0. 0 0 
-0. 1 1 
+0. 0 0 
-0. 4 4 
+0. 0 0 
-0. 5 5 

+0. 5 5 
-0. 5 5 
+0. 4 4 
-0. 5 5 
+0. 4 4 
-0. 4 4 
+0. 2 2 
-0. 2 2 
+0. 0 0 
-0. 0 0 
+0. 1 1 
-0. 1 1 
+0. 1 1 
-0. 2 2 
++ 1. 1 
-1. 3 3 
+3. 7 7 
-4. 9 9 
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TableTable B.3. Uncertainties 

xx range Ostat t 

(%) ) 

Ösyst t 

(%) ) 

SE SE 

(%) ) 

onon the e 

«SMEPS S 

(%) ) 

'p'p dacc/dx 

STI STI 

(%) ) 

<$T2 2 

(%) ) 

measurement. measurement. 

£php p 

(%) ) 

«SpDF F 

(%) ) 

<5QCD D 

0.010-0.0222 7 i{j;° 2 1 7 ig;°  -0 .3 
0.022-0.0466 1 t\\ t\% 7 5 5 ij;? ig;} -0.3 
0.046-0.1000 8 +};£ | 5 6 4 i°;° i°;° -0.1 
0.100-0.1788 9  t\i 5 6 5 § ig;J +0.0 
0.178-0.3166 1 i|;} i};J 2 2 4 i£;° i°;£ +0.2 
0.316-0.5622 4 i*;£ 1*;° 7 8 3 ig;° ig;i +0.6 
0.562-1.0000 ij£ IJl i g 6 8 3 i°;° ig;2, +1-6 

TableTable B.4- Uncertainties on the e+p d(jcc/da: measurement. 

xx range <5stat Ssyst SE 5MEPS <5TI ST2 <5PhP <5PDF 5QCD 

(%)) (%) (%) (%) (%) (%) (%) (%) (%) 

0.010-0.0222 8 5 i " 5 . 4 9 i?-* ï -0 .7 - 7 .33 - 1 .0 

0.022-0.0466 4  tni 9 5 4 +%l- +"•; -0 .5 
5 5 

9 9 

3 3 

9 9 

7 7 

7 7 

7 7 

4 4 

5 5 

7 7 

7 7 

5 5 

9 9 

3 3 

9 9 

4 4 

5 5 

2 2 

5 5 

2 2 

1 1 

0.046-0.1000 9 i};J iJ;J 3 7 5 iJJ^ i^JJ -0 .2 
0.100-0.1788 3  t\-5

0 9 7 2 +S-" i n " -0 .0 

0.178-0.3166 7 I ™ 1 ^ 7 5 5 I n , I n , +0.3 
0.316-0.5622 5 i | ; | 7 9 2 ™ 1 ^ +1.3 
0.562-1.0000 i 6 f i 2 * i 2 2 7 3 1 i n n" ™ +4.3 

+0.6 6 
-1 .2 2 
+0.1 1 
-0 .5 5 
+0.0 0 
-0 .6 6 
+0.0 0 
-0 .5 5 
+0.0 0 
-0 .2 2 
+0.0 0 
-0 .2 2 
+0.0 0 
-0 .0 0 

+0.1 1 
-0 .1 1 
+0.1 1 
-0 .1 1 
+0.0 0 
- 0 .0 0 
+0.0 0 
- 0 .0 0 
+0.2 2 
- 0 .2 2 
+0.9 9 
- 0 .7 7 
+3.8 8 
-2 .1 1 

TableTable B.5. 

yy range <£stat t 

(%) ) 

Uncertainties Uncertainties 

Osyst t 

(%) ) 

SE SE 

(%) ) 

onon the 

<5MEPS S 

(%) ) 

ee p 

STI STI 

(%) ) 

dadacccc/dy /dy 

ST2 ST2 

(%) ) 

measurement. measurement. 

£php p 

(%) ) 

<SpDF F 

(%) ) 

<SQCD D 

(%) ) 

0.00--

0.10--

0.20 0 

0.34--

0.48 8 

0.62--

0.76--

-0.10 0 

-0.20 0 

-0.34 4 

-0.48 8 

0.62 2 

-0.76 6 

-0.90 0 

3 3 

3 3 

2 2 

0 0 

1 1 

2 2 

7 7 

+2.0 0 
-2 .6 6 
+2.4 4 
-2 .4 4 
+3.6 6 
-3 .7 7 
+3.4 4 
- 3 .3 3 
+2.3 3 
-2 .2 2 
+3.2 2 
-4 .2 2 
+9.2 2 
- 7 .9 9 

+0.5 5 
- 1 .6 6 
+0.7 7 
- 0 .6 6 
+0.8 8 
- 1 .2 2 
++ 1-4 
- 1 .1 1 
+0.6 6 
- 0 .2 2 
++ 2.2 
- 3 .5 5 
+6.3 3 
- 3 .9 9 

2 2 

0 0 

0 0 

9 9 

9 9 

7 7 

6 6 

3 3 

0 0 

4 4 

6 6 

9 9 

0 0 

7 7 

4 4 

1 1 

8 8 

9 9 

7 7 

5 5 

2 2 

+0.0 0 
- 0 .7 7 
+0.0 0 
- 0 .4 4 
+0.0 0 
-0 .3 3 
+0.0 0 
- 0 .3 3 
+0.0 0 
-0 .2 2 
+0.0 0 
-0 .2 2 
+0.0 0 
-0 .4 4 

+0.1 1 
-0 .1 1 
+0.1 1 
-0 .1 1 
+0.0 0 
-0 .0 0 
+0.1 1 
-0 .1 1 
+0.2 2 
-0 .2 2 
+0.1 1 
-0 .2 2 
+0.1 1 
-0 .1 1 

+0.2 2 
+0.7 7 
+0.7 7 
+0.6 6 
+0.4 4 
-0 .1 1 
-1 .0 0 
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TableTable B.6. 

yy range <Sstat t 

(%) ) 

Uncertainties Uncertainties 

Ogygt t 

(%) ) 

SE SE 

(%) ) 

onon the 

5MEPS S 

(%) ) 

e + p p 

5ri 5ri 

(%) ) 

d<7CC/ch/ / 

<$T2 2 

(%) ) 

measurement measurement 

5php p 

(%) ) 

<5PDF F 

(%) ) 
5QCD D 

(%) ) 

0.00--
0.10--
0.20--
0.34--
0.48--
0.62--
0.76--

-0.10 0 
-0.20 0 
-0.34 4 
-0.48 8 
-0.62 2 
-0.76 6 
-0.90 0 

1 1 
3 3 
7 7 
9 9 
3 3 
0 0 
4 4 

+3.5 5 
-3 .7 7 
+1.4 4 
-1 .5 5 
+4.0 0 
-4 .0 0 
++ 1.3 
-1 .0 0 
+3.2 2 
-3 .0 0 
+4.8 8 
-4 .3 3 
+7.8 8 
-7 .6 6 

+0.8 8 
- 0 .7 7 
+0.6 6 
- 0 .4 4 
+0.8 8 
- 1 .0 0 
+0.9 9 
-0 .1 1 
+1-4 4 
-0 .8 8 
+4.0 0 
-3 .4 4 
+5.3 3 
-5 .0 0 

7 7 
0 0 
5 5 
2 2 
2 2 
8 8 
8 8 

8 8 
6 6 
0 0 
6 6 
1 1 
6 6 
5 5 

3 3 
3 3 
4 4 
5 5 
3 3 
9 9 
0 0 

+0.0 0 
- l . i i 
+0.0 0 
-0 .6 6 
+0.1 1 
-0 .4 4 
+0.0 0 
-0 .3 3 
+0.0 0 
-0 .4 4 
+0.2 2 
-0 .3 3 
+0.0 0 
-0 .4 4 

+0.2 2 
- 0 .2 2 
+0.0 0 
-0 .0 0 
+0.1 1 
-0 .1 1 
+0.2 2 
-0 .2 2 
+0.2 2 
- 0 .2 2 
+0.2 2 
- 0 .2 2 
+0.1 1 
-0 .1 1 

-0.1 1 
+0.5 5 
+0.4 4 
+0.2 2 
-0.2 2 
-1.1 1 
-2.6 6 
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TableTable 5.7. Uncertainties on the e p d2acc/dxdQ2 measurement 

(GeV2) ) 
Ostat t 

(%) ) 

Osyst t 

(%) ) 

SE SE 

(%) ) 

#MEPS S 

(%) ) 

5n 5n 

(%) ) 

ST2 ST2 

(%) ) 

£php p 

(%) ) 

<5pDF F 

(%) ) 
#QCD D 

(%) ) 

280 0 
530 0 
530 0 
530 0 
950 0 
950 0 
950 0 
950 0 
1700 0 
1700 0 
1700 0 
1700 0 
3000 0 
3000 0 
3000 0 
3000 0 
5300 0 
5300 0 
5300 0 
5300 0 
9500 0 
9500 0 
9500 0 
17000 0 
17000 0 
30000 0 

0.032 2 
0.015 5 
0.032 2 
0.068 8 
0.015 5 
0.032 2 
0.068 8 
0.130 0 
0.032 2 
0.068 8 
0.130 0 
0.240 0 
0.068 8 
0.130 0 
0.240 0 
0.420 0 
0.068 8 
0.130 0 
0.240 0 
0.420 0 
0.130 0 
0.240 0 
0.420 0 
0.240 0 
0.420 0 
0.420 0 

+55 5 
- 3 7 7 
+40 0 
- 3 0 0 
+38 8 
- 2 8 8 
+77 7 
- 4 7 7 

5 5 
7 7 
9 9 
5 5 
8 8 
4 4 
9 9 
6 6 
4 4 
7 7 
9 9 

+54 4 
- 3 7 7 

8 8 
5 5 
2 2 
4 4 
7 7 
7 7 
8 8 
4 4 

+49 9 
- 35 5 
+68 8 
—— 43 

++ 18 
- 1 9 9 
+11 1 
- 1 1 1 
+2.7 7 
- 4 . 4 4 
++ 11 
- 12 2 
++ 13 
- 14 4 
+5.5 5 
- 3 . 8 8 
+5.7 7 
-5 .6 6 
++ 12 
- 9 . 9 9 
+6.7 7 
- 6 . 8 8 
+4.3 3 
-4 .2 2 
+5.3 3 
- 6 . 8 8 
+7.0 0 
-4 .2 2 
+4.1 1 
-4 .5 5 
+4.1 1 
- 3 . 4 4 
+2.3 3 
- 3 . 3 3 
+5.3 3 
-5 .2 2 
++ 10 
- 9 . 7 7 
+3.5 5 
- 3 . 0 0 
+4.8 8 
- 5 . 1 1 
+4.5 5 
-3 .6 6 
+4.8 8 
-5 .2 2 
+3.8 8 
- 4 . 0 0 
+6.4 4 
-8 .6 6 
+6.5 5 
- 6 . 5 5 
+6.6 6 
- 6 . 3 3 
++ 12 
- 1 1 1 

+0.9 9 
-5 .2 2 
++ 1.9 
- 2 . 5 5 
+0.3 3 
-3 .2 2 
+3.9 9 
- 3 . 8 8 
+2.0 0 
-4 .4 4 
+4.2 2 
-1 .2 2 
++ 1.7 
- 0 . 8 8 
+6.0 0 
- 0 . 5 5 
+0.5 5 
- 1 . 3 3 
++ 1.5 
- 1 . 3 3 
+0.0 0 
- 4 . 2 2 
+5.6 6 
- 0 . 0 0 
+0.1 1 
- 1 . 7 7 
+2.5 5 
-0 .8 8 
+2.1 1 
-3 .2 2 
+2.7 7 
- 2 . 6 6 
+3.2 2 
- 0 . 1 1 
+2.3 3 
- 1 . 4 4 
+0.9 9 
- 2 . 1 1 
+4.3 3 
-3 .2 2 
+3.0 0 
- 3 . 5 5 
+2.8 8 
- 3 . 1 1 
+4.8 8 
- 7 . 5 5 
+6.1 1 
- 6 . 0 0 
+6.5 5 
- 6 . 2 2 
++ 11 
- 9 . 5 5 

1 1 
1 1 
7 7 
0 0 
3 3 
4 4 
7 7 
7 7 
7 7 
3 3 
2 2 
9 9 
7 7 
4 4 
0 0 
6 6 
4 4 
8 8 
9 9 
5 5 
7 7 
7 7 
2 2 
3 3 
7 7 
9 9 

5 5 
5 5 
0 0 
4 4 
6 6 
0 0 
0 0 
8 8 
1 1 
0 0 
6 6 
0 0 
0 0 
0 0 
2 2 
7 7 
0 0 
0 0 
0 0 
3 3 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 

7 7 
1 1 
0 0 
4 4 
8 8 
0 0 
6 6 
6 6 
7 7 
8 8 
1 1 
4 4 
8 8 
2 2 
9 9 
0 0 
3 3 
9 9 
3 3 
2 2 
3 3 
4 4 
3 3 
2 2 
9 9 
7 7 

+0.9 9 
- 2 . 7 7 
+0.0 0 
- 0 . 3 3 
+0.0 0 
- 1 . 2 2 
+0.0 0 
- 3 . 6 6 
+0.2 2 
- 0 . 5 5 
+0.0 0 
- 1 . 1 1 
+0.0 0 
- 0 . 6 6 
+0.0 0 
- 0 . 3 3 
+0.0 0 
- 0 . 3 3 
+0.0 0 
- 0 . 4 4 
+0.0 0 
- 0 . 3 3 
+0.0 0 
- 0 . 6 6 
+0.0 0 
- 0 . 3 3 
+0.0 0 
- 0 . 2 2 
+0.0 0 
- 0 . 2 2 
+0.0 0 
- 0 . 0 0 
+0.0 0 
- 0 . 3 3 
+0.0 0 
- 0 . 2 2 
+0.0 0 
- 0 . 1 1 
+0.0 0 
- 0 . 1 1 
+0.0 0 
- 0 . 2 2 
+0.0 0 
- 0 . 1 1 
+0.0 0 
- 0 . 0 0 
+0.0 0 
- 0 . 2 2 
+0.0 0 
-0 .2 2 
+0.0 0 
- 0 . 3 3 

+0.1 1 
- 0 . 1 1 
+0.1 1 
- 0 . 1 1 
+0.1 1 
- 0 . 1 1 
+0.1 1 
- 0 . 1 1 
+0.3 3 
- 0 . 3 3 
+0.0 0 
-0 .0 0 
+0.0 0 
- 0 . 0 0 
+0.1 1 
- 0 . 1 1 
+0.1 1 
- 0 . 1 1 
+0.1 1 
- 0 . 1 1 
+0.1 1 
- 0 . 1 1 
+0.1 1 
- 0 . 1 1 
+0.1 1 
-0 .1 1 
+0.1 1 
- 0 . 1 1 
+0.1 1 
- 0 . 1 1 
+0.0 0 
- 0 . 0 0 
+0.2 2 
-0 .2 2 
+0.0 0 
- 0 . 0 0 
+0.0 0 
-0 .0 0 
+0.0 0 
- 0 . 0 0 
+0.0 0 
-0 .0 0 
+0.0 0 
- 0 . 0 0 
+0.1 1 
- 0 . 0 0 
+0.0 0 
- 0 . 0 0 
+0.0 0 
-0 .0 0 
+0.2 2 
-0 .2 2 

+0.1 1 

+0.2 2 

+0.1 1 

-0 .2 2 

-0 .6 6 

+0.0 0 

+0.0 0 

+0.1 1 

- 0 . 3 3 

+0.0 0 

+0.0 0 

+0.1 1 

-0 .1 1 

+0.0 0 

+0.1 1 

- 0 . 1 1 

- 0 .3 3 

+0.0 0 

+0.0 0 

+0.0 0 

+0.0 0 

+0.0 0 

+0.1 1 

-0 .1 1 

-0 .1 1 

-0 .8 8 
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B.2.B.2. Tables with Uncertainties 

TableTable B.8. Uncertainties on the e+p d2acc/dxdQ2 measurement. 

(GeV2) ) 
(Sstat t 

(%) ) 

Ogyst t 

(%) ) 

5E 5E 

(%) ) 

<5MEPS S 

(%) ) 

5TI I 

(%) ) 

<JT2 2 

(%) ) 

5Php p 

(%) ) 

5pDF F 

(%) ) 

<5QCD D 

280 0 

280 0 

280 0 

280 0 

530 0 

530 0 

530 0 

530 0 

950 0 

950 0 

950 0 

950 0 

950 0 

1700 0 

1700 0 

1700 0 

1700 0 

3000 0 

3000 0 

3000 0 

3000 0 

5300 0 

5300 0 

5300 0 

5300 0 

9500 0 

9500 0 

9500 0 

17000 0 

17000 0 

0.008 8 

0.015 5 

0.032 2 

0.068 8 

0.015 5 

0.032 2 

0.068 8 

0.130 0 

0.015 5 

0.032 2 

0.068 8 

0.130 0 

0.240 0 

0.032 2 

0.068 8 

0.130 0 

0.240 0 

0.068 8 

0.130 0 

0.240 0 

0.420 0 

0.068 8 

0.130 0 

0.240 0 

0.420 0 

0.130 0 

0.240 0 

0.420 0 

0.240 0 

0.420 0 

9 9 

4 4 

3 3 

9 9 

4 4 

3 3 

3 3 

0 0 

4 4 

0 0 

1 1 

5 5 

2 2 

0 0 

0 0 

3 3 

6 6 

0 0 

4 4 

5 5 
+54 4 
- 37 7 

5 5 

5 5 

6 6 

3 3 

2 2 

1 1 
+49 9 
- 35 5 
+97 7 
- 54 4 
+60 0 
- 40 0 

++ 12 
- 11 1 
++ 12 
- 13 3 
+4.6 6 
-4 .0 0 
+4.3 3 
-7 .9 9 
+8.1 1 
-7 .9 9 
+4.3 3 
-4 .3 3 
+6.2 2 
-5 .4 4 
++ 14 
- 10 0 
+9.9 9 
-9 .7 7 
+5.8 8 
-5 .6 6 
+2.1 1 
-2 .9 9 
+3.8 8 
-7 .2 2 
+6.9 9 
-6 .6 6 
+3.5 5 
-3 .6 6 
+2.0 0 
-1 .1 1 
+5.1 1 
-4 .6 6 
++ 3.8 
-5 .0 0 
+3.6 6 
-3 .4 4 
+5.3 3 
-5 .2 2 
+5.0 0 
-4 .3 3 
+5.3 3 
-4 .3 3 
+4.2 2 
-5 .0 0 
+3.0 0 
-2 .1 1 
+5.9 9 
-3 .3 3 
+6.8 8 
-6 .4 4 
+9.4 4 
-9 .9 9 
+5.4 4 
-6 .9 9 
+9.0 0 
-9 .8 8 
+15 5 
- 12 2 
++ 10 
- 11 1 

+5.3 3 
-2 .8 8 
+1.6 6 
-2 .4 4 
+2.9 9 
-0 .9 9 
+0.6 6 
-5 .3 3 
+2.3 3 
-1 .4 4 
++ 1.4 
-1 .3 3 
+3.3 3 
-0 .0 0 
+9.7 7 
-0 .3 3 
+2.5 5 
-0 .9 9 
++ 1.7 
-0 .9 9 
+0.2 2 
-2 .0 0 
+0.7 7 
-6 .1 1 
+5.2 2 
-4 .7 7 
+0.8 8 
-1 .3 3 
++ 1.7 
-0 .1 1 
+2.2 2 
-0 .2 2 
+1.4 4 
-3 .4 4 
+3.1 1 
-2 .9 9 
+2.7 7 
-2 .5 5 
+3.6 6 
-2 .5 5 
+4.1 1 
-2 .7 7 
+2.7 7 
-3 .9 9 
+2.7 7 
-1 .6 6 
+5.9 9 
-3 .2 2 
+5.8 8 
-5 .3 3 
+8.5 5 
-9 .1 1 
+4.0 0 
-5 .8 8 
+9.0 0 
-9 .8 8 
++ 13 
- 10 0 
+9.6 6 
- 10 0 

3 3 

0 0 

1 1 

0 0 

6 6 

7 7 

4 4 

0 0 

5 5 

4 4 

0 0 

4 4 

4 4 

2 2 

0 0 

3 3 

6 6 

1 1 

2 2 

0 0 

1 1 

3 3 

2 2 

7 7 

6 6 

9 9 

6 6 

3 3 

5 5 

8 8 

9 9 

1 1 

6 6 

0 0 

2 2 

1 1 

4 4 

3 3 

8 8 

1 1 

0 0 

1 1 

2 2 

0 0 

0 0 

1 1 

2 2 

0 0 

0 0 

0 0 

4 4 

0 0 

0 0 

0 0 

0 0 

0 0 

0 0 

0 0 

0 0 

0 0 

4 4 

9 9 

1 1 

2 2 

5 5 

7 7 

2 2 

4 4 

9 9 

1 1 

6 6 

4 4 

0 0 

9 9 

2 2 

1 1 

1 1 

1 1 

1 1 

9 9 

2 2 

0 0 

3 3 

4 4 

0 0 

7 7 

2 2 

2 2 

3 3 

9 9 

++ 1.8 
-2 .4 4 
+1.7 7 
-2 .9 9 
+0.7 7 
- 1 .7 7 
+0.5 5 
-4 .1 1 
+0.1 1 
- 0 .3 3 
+0.0 0 
- 0 .6 6 
+0.0 0 
-1 .3 3 
+0.0 0 
-1 .0 0 
+0.5 5 
-1 .0 0 
+0.1 1 
-0 .2 2 
+0.0 0 
-0 .6 6 
+0.0 0 
-0 .7 7 
+0.0 0 
-0 .3 3 
+0.0 0 
-0 .2 2 
+0.0 0 
-0 .2 2 
+0.0 0 
-0 .4 4 
+0.0 0 
- 0 .3 3 
+0.0 0 
-0 .2 2 
+0.0 0 
-0 .3 3 
+0.0 0 
-0 .3 3 
+0.0 0 
-0 .2 2 
+0.0 0 
-0 .2 2 
+0.0 0 
-0 .1 1 
+0.0 0 
-0 .1 1 
+0.0 0 
- 0 .0 0 
+0.0 0 
- 0 .3 3 
+0.0 0 
-0 .1 1 
+0.0 0 
- 0 .0 0 
+0.0 0 
-0 .9 9 
+0.0 0 
-0 .0 0 

+0.1 1 
-0 .1 1 
+0.1 1 
-0 .1 1 
+0.1 1 
-0 .1 1 
+0.0 0 
-0 .0 0 
+0.1 1 
-0 .1 1 
+0.0 0 
-0 .0 0 
+0.0 0 
-0 .0 0 
+0.0 0 
-0 .0 0 
+0.2 2 
-0 .2 2 
+0.0 0 
- 0 .0 0 
+0.0 0 
-0 .0 0 
+0.1 1 
-0 .0 0 
+0.0 0 
-0 .0 0 
+0.1 1 
-0 .1 1 
+0.1 1 
-0 .1 1 
+0.0 0 
-0 .0 0 
+0.2 2 
-0 .2 2 
+0.1 1 
-0 .1 1 
+0.0 0 
-0 .0 0 
+0.2 2 
-0 .2 2 
+0.1 1 
-0 .1 1 
+0.2 2 
-0 .2 2 
+0.0 0 
-0 .0 0 
+0.1 1 
-0 .1 1 
+0.5 5 
-0 .4 4 
+0.4 4 
-0 .4 4 
+0.1 1 
-0 .1 1 
+0.2 2 
-0 .1 1 
+1.4 4 
-1 .6 6 
+0.6 6 
-0 .8 8 

-0 .1 1 

+0.1 1 

+0.1 1 

+0.0 0 

+0.0 0 

+0.0 0 

+0.0 0 

+0.1 1 

-1 .1 1 

+0.0 0 

+0.0 0 

+0.1 1 

+0.0 0 

-0 .5 5 

-0 .0 0 

+0.1 1 

+0.2 2 

-0 .1 1 

+0.1 1 

+0.2 2 

+0.2 2 

- 0 . 7 7 

+0.1 1 

+0.2 2 

+0.3 3 

+0.3 3 

+0.1 1 

+0.1 1 

-1 .3 3 

-0 .9 9 
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Summar y y 

Today,, the proton is seen as a dynamic system with three valence quarks and 
aa sea of quarks and antiquarks that radiate gluons and gluons that split into 
quark-antiquarkk pairs or two gluons. These processes are described by the the­
oryy of the strong force, the quantum chromo dynamics, QCD. By deep inelastic 
scatteringg of leptons on protons information about the structure of the proton 
cann be acquired. Two types of deep inelastic processes can be distinghuished: 
neutrall current scattering and charged current scattering. In neutral current 
deepp inelastic scattering processes e p —> e^X, a, photon or a neutral weak bo­
son,, Z° particle, is exchanged between the incoming electron and a (anti)quark 
inn the proton. The cross section of this process gives information about the 
contributionss of all quarks and antiquarks in the proton, and can therefore be 
usedd as a direct measurement of the structure of the proton. In charged cur­
rentt deep inelastic scattering a charged weak boson, a W+ or W particle, is 
exchangedd between the incoming electron and one of the (anti) quarks in the 
proton.. In this scattering process the electron (positron) changes into a neut­
rinoo (antineutrino). Due to the charge of the W boson only particular com­
binationss of quarks and antiquarks participate in the interaction. Hence, the 
chargedd current deep inelastic process reveals information about specific quark 
andd antiquark distributions in the proton: in e~p —• vX only positively charged 
(anti)quarkss contribute to the charged current cross section and in e+p —> i/X 
onlyy negatively charged (anti)quarks contribute to it. 

Inn this thesis the measurement is described of the cross sections of the charged 
currentt deep inelastic scattering processes e~p —• vX and e+p —> vX for 
QQ22 > 200 GeV2 and at a centre-of-mass energy of 318 GeV. The cross sec­
tionss are measured using the ZEUS detector. ZEUS is a detector at the particle 
acceleratorr HERA, an accelerator with colliding beams of electrons l and pro­
tons,, at the DESY institute in Hamburg. The measurement of the e~p charged 
currentt cross section is based on a data sample of 16.4 pb _ 1 and the e+p charged 
currentt cross section measurement is based on a data sample of 60.9 p b - . To 

11 Electron can be read as positron, unless otherwise stated. 
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buildd a sample of charged current interactions, one must select interactions with 
aa neutrino in the final state. Since the neutrino will escape the detector undetec­
ted,, a large measured missing transverse momentum is characteristic for these 
events,, a property that is used on-line to identify them. But after applying this 
selectionn criteria, the vast majority of the selected events was not a charged 
currentt interaction. Background events from various sources, some of them 
withh much larger cross sections than the cross section of the charged current 
interaction,, had to be removed from the data sample. Special selection criteria 
weree developed to remove the serious background of photoproduction and neut­
rall current interactions. Although these interactions should not have missing 
transversee momentum, particles can escape undetected due to e.g. fluctuations 
inn the energy measurement. Also non-ep interactions formed a considerable 
background.. Beam-gas interactions, interactions with residual gas molecules 
inn the beampipe, can have an imbalance in measured transverse momentum, 
becausee a lot of energy escapes through the beampipe. The selection criteria 
designedd to remove these events were based on the quality of the reconstruction 
off the tracks and the vertex. Muons travelling parallel to the beam and cos­
micc muons which caused an imbalance in missing transverse momentum were 
removedd by a, especially for this analysis developed, computer program, which 
identifiedd halo and cosmic muons by searching for characteristic patterns caused 
byy muons traversing the detector. After all selection criteria were applied the 
remainingg events were subjected to a visual scan by eye which removed a few 
cosmicc muon and halo muon events. More than a million e~p and e+p charged 
currentt candidate events were selected by the detector. The final data sample 
usedd for the measurements of the cross sections consisted of 627 e~p and 1456 
ee++ pp events. 

Thee estimated contamination of ep background events is smaller than 2% 
overr the full kinematic range; only at Q2 < 400 GeV the background is higher, 
aboutt 10%; this is mainly due to photoproduction events. 

Too perform a precise measurement of the cross section it is necessary to meas­
uree the kinematic variables as precisely as possible. The kinematic variables 
weree reconstructed using the energy, measured by the CAL, and the vertex, de­
terminedd from the CTD information. Corrections were necessary since, due to 
detectorr effects, large differences can occur between the measured values of the 
kinematicc variables and the real values. The presented reconstruction method 
containss energy corrections for noise in the CAL, clustering of the energy de­
positss in the CAL cells and corrections for energy loss of particles in inactive 
materiall in the detector. A new correction, a correction on the reconstructed 
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vertexx position was developed using the timing information of the CAL. All 
thesee corrections allowed a bias-free determination of the kinematic variables. 

Measurementss are presented of the single differential cross sections dcr/dQ2, 
dcr/dx,, da/dy and the reduced double differential cross section a for both e+p 
andd e~p interactions. The precision of the measured cross sections is dominated 
byy the statistical error. To determine the systematic uncertainty many possible 
sourcess of systematic uncertainties were studied in great detail. The largest 
contributionn to the systematic uncertainty appeared to come from the energy 
scalee of the calorimeter and the simulation of the QCD cascade (MEPS versus 
Ariadne).. The results for e~p show a large improvement compared to formerly 
publishedd results based on only 0.82 pb _ 1 . For the first time it was possible to 
measuree the e~p cross sections in bins of x and Q2 and to measure the reduced 
crosss section. For the results for e+p the statistical errors reduced considerably 
comparedd to earlier published results. 

Thee final results are compared with the latest theoretical predictions using 
thee most recent parametrizations of the parton distribution functions by the 
CTEQ,, MRST and ZEUS collaborations. The parametrizations are extracted 
fromm fits to neutral current data from various experiments (the charged current 
dataa of HERA are not included in the fits). Over the whole measured kinematic 
rangee all predictions agree well with the measured cross sections. The obtained 
precisionn of the measurement allows plotting the reduced double differential 
crosss sections for both e+p and e~p as function of (1 — y)2 in bins of x and 
revealss the helicity structure of charged current interactions in accordance with 
predictionss of the Standard Model. 

Thee work of this thesis has greatly improved the understanding of the system­
aticc uncertainties and has shown what the experimental limits on the precision 
off these cross section measurements are. In the near future HERA will, after a 
luminosityy upgrade, produce a much larger number of charged current events 
whichh will reduce the statistical error considerably, especially in the interesting 
regionn of high-Q2 and high-x. This larger sample can be used to improve the 
precisionn of the measured cross sections, which will be an important contribu­
tionn to the parameterisation of the parton density distributions. 
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Samenvattin g g 

Tegenwoordigg wordt het proton gezien als een dynamisch systeem van drie 
valentie-quarkss in een "zee" van quarks en anti-quarks die ghionen afstralen en 
gluonenn die zich opsplitsen in quark anti-quark paren of twee gluonen. De the­
oriee die deze processen beschrijft is de theorie van de sterke wisselwerking, de 
quantumm chromo dynamica. Via diep inelastische verstrooiing van elektronen 2 

aann protonen kan informatie verkregen worden over de structuur van het proton. 
Err kunnen twee typen diep inelastische verstrooiing onderscheiden worden: neu­
tralee stroom verstrooiing en geladen stroom verstrooiing. In het neutrale stroom 
verstrooiingsprocess é^p —• e X wordt een foton of een Z deeltje uitgewisseld 
tussenn het inkomende elektron en een (anti-)quark in het proton. De werkzame 
doorsnedee van dit proces geeft informatie over alle quarks en anti-quarks teza­
menn in het proton, en kan daardoor gebruikt worden voor een directe meting 
vann de structuur van het proton. In geladen stroom verstrooiing wordt een W+ 

off W~ deeltje uitgewisseld tussen het inkomende elektron en een (anti-)quark in 
hett proton en verandert het elektron (positron) in een neutrino (anti-neutrino). 
Doordatt het W deeltje geladen is doen alleen bepaalde combinaties van quarks 
enn anti-quarks mee in de interactie en kan er informatie worden verkregen over 
specifiekee (anti-)quark verdelingen in het proton: in e~p —*• vX dragen alleen 
positieff geladen (anti-)quarks bij aan de werkzame doorsnede, in e+p —•> vX 
dragenn alleen de negatief geladen (anti-)quarks bij. 

Inn dit proefschrift worden de metingen beschreven van de werkzame doorsne­
dee van de diep inelastische geladen stroom verstrooiingsprocessen e~p —> vX 
enn e+p —> vX voor Q2 > 200 GeV2 bij een zwaartepuntsenergie van 318 GeV. 
Dee werkzame doorsneden zijn gemeten met de ZEUS detector. ZEUS is een 
detectorr bij HERA, een elektron-proton versneller bij DESY, in Hamburg. De 
metingenn van de e~p geladen stroom werkzame doorsnede zijn gebaseerd op een 
dataa verzameling van 16.4 p b _ 1 en de e+p geladen stroom werkzame doorsnede 
metingenn zijn gebaseerd op een data verzameling van 60.9 pb - 1 . 

Omm de geladen stroom werkzame doorsnede te meten worden botsingen ge-

2Elektronn kan gelezen worden als positron, tenzij anders vermeld. 
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selecteerdd die een neutrino, afkomstig van het inkomende elektron, in de eind­
toestandd bevatten. Doordat het neutrino uit de detector "ontsnapt" zonder 
datt het gemeten wordt, is een grote missende transversale impuls karakteristiek 
voorr deze botsingen: deze eigenschap wordt gebruikt in de on-line selectie. Na 
dezee selectie is echter het merendeel van de geselecteerde botsingen geen ge­
ladenn stroom botsing. Deze achtergrondbotsingen afkomstig van verschillende 
interacties,, sommige met een veel hogere werkzame doorsnede dan de werk­
zamee doorsnede van de geladen stroom interactie, moeten verwijderd worden. 
Specialee selectiecriteria worden ontwikkeld om de botsingen afkomstig van fo­
toproductiee en neutrale stroom interacties te verwijderen. In principe kunnen 
allee deeltjes in de eindtoestand van deze botsingen worden gemeten en zouden 
dezee botsingen geen missende transversale impuls moeten hebben. Desondanks 
kann er missende transversale impuls ontstaan, bijvoorbeeld door fluctuaties in 
dee energiemeting. Ook niet-ep interacties vormen een substantiële achtergrond. 
Bundel-gass botsingen, botsingen van het inkomende proton met rest gasmole-
culenn in de bundelpij p, kunnen een grote missende transversale impuls hebben 
doordatt er veel energie ontsnapt via de bundelpijp. De selectiecriteria voor het 
verwijderenn van deze achtergrond zijn gebaseerd op eigenschappen van de deel-
tjessporenn in een botsing. Een speciaal voor dit onderzoek ontwikkeld compu­
terprogrammaa wordt gebruikt om parallel aan de bundelpijp bewegende muonen 
enn kosmische muonen te verwijderen. Deze muonen veroorzaken meestal een 
missendee transversale impuls en worden door het computerprogramma verwij­
derdd door te zoeken naar karakteristieke patronen van muonen die de detector 
doorkruisen.. Na alle selectiecriteria worden de overgebleven botsingen visueel 
beoordeeldd en zijn er nog een aantal botsingen met een muon verwijderd. Meer 
dann een miljoen e~p en e+p kandidaten voor geladen stroom botsingen zijn ver­
zameldd door de detector. De uiteindelijke verzameling botsingen die gebruikt 
wordtt voor de metingen van de werkzame doorsneden bestaat uit 627 e~p bot­
singenn en 1456 e+p botsingen. Het geschatte aantal ep achtergrondbotsingen is 
kleinerr dan 2% in het gehele kinematische gebied; alleen voor Q2 < 400 GeV is 
dee achtergrond groter, namelijk ~ 10%; deze wordt voornamelijk veroorzaakt 
doorr fotoproductie botsingen. 

Omm een nauwkeurige meting van de werkzame doorsnede te kunnen doen 
iss het nodig om de kinematische variabelen, de variabelen die een diep in-
elastischee verstrooiingsbotsing beschrijven, zo precies mogelijk te bepalen. De 
kinematischee variabelen worden gereconstrueerd uit de energie, gemeten door 
dee calorimeter, en de positie van de vertex, bepaald met de centrale sporen de­
tector.. Correcties zijn nodig omdat er door detectoreffecten verschillen kunnen 
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optredenn tussen de gemeten waarden en de echte waarden. Correcties op de 
energiemetingg zijn o.a. correcties voor ruis in de calorimeter, samenvoeging van 
energiedepositiess in de calorimeter, en correcties voor energieverlies van deeltjes 
inn ongeïnstrumenteerd materiaal tussen de vertex en het oppervlak van de ca­
lorimeter.. Door alle correcties zijn de gemiddelde afwijkingen van de gemeten 
waardenn van de kinematische variabelen ten op zichte van de echte waarden 
verwaarloosbaarr klein geworden. 

Dee metingen van de geladen stroom werkzame doorsnede worden gepresen­
teerdd als de differentiële werkzame doorsneden da/dQ2, da/dx, da/dy en de 
gereduceerdee dubbel differentiële werkzame doorsnede a voor e~p interacties 
enn e+p interacties. De nauwkeurigheid van de metingen wordt gedomineerd 
doorr de statistische onzekerheid. De systematische onzekerheid in de meting 
wordtt bepaald door veel bronnen die een systematische fout zouden kunnen 
veroorzakenn in detail te onderzoeken. De grootste systematische onzekerheden 
wordenn veroorzaakt door de onzekerheid in de energieschaal van de calorime­
terr en de onzekerheid in de simulatie van de hadronisatie. De metingen van 
dee werkzame doorsneden in e~p botsingen zijn enorm verbeterd ten opzichte 
vann de eerder gepubliceerde metingen gebaseerd op slechts 0.82 pb _ 1 . Tevens 
iss voor de eerste keer de geladen stroom gereduceerde werkzame doorsnede in 
e~pe~p botsingen gemeten. In de metingen van de werkzame doorsneden in e+p 
botsingenn zijn de statistische onzekerheden aanzienlijk lager in vergelijking met 
dee eerder gepubliceerde metingen en zijn de systematische onzekerheden beter 
begrepen. . 

Dee resultaten worden vergeleken met de laatste theoretische voorspellingen 
diee gebruik maken van recente parametrisaties van de parton dichtheidsverge­
lijkingenn van CTEQ, MRST en ZEUS. De parameterisaties zijn bepaald uit 
fitsfits aan diep inelastische verstrooiings data van verschillende experimenten (ge­
ladenn stroom data van HERA experimenten zijn niet in de fits opgenomen). 
Inn het gehele kinematische gebied zijn de theoretische voorspellingen in goede 
overeenstemmingg met de metingen. De nauwkeurigheid van de metingen maakt 
hett mogelijk om de gereduceerde werkzame doorsnede in e~p en e+p interacties 
tee meten als functie van (1 — y)2. Dit laat de heliciteitstructuur van de geladen 
stroomm interacties zien en is in goede overeenstemming met de voorspellingen 
vann het Standaard Model. 

Hett werk beschreven in dit proefschrift heeft een grote bijdrage geleverd aan 
hett begrijpen van de systematische onzekerheden in de metingen van de geladen 
stroomm werkzame doorsneden; de totale onzekerheid in de meting kan slechts 
verderr verkleind worden door de statistische fout te verkleinen. In de nabije toe-
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komstt zal HERA, na een luminositeitsverbetering, een veel grotere hoeveelheid 
geladenn stroom botsingen gaan produceren en dit zal de statistische onzekerheid 
aanzienlijkk verkleinen. De verbeterde metingen van de werkzame doorsnede in 
hett interessante gebied van hoge-x en hoge-Q2 zullen dan een zeer waardevol­
lee bijdrage leveren aan de bepaling van de parton dichtheidsvergelijkingen, en 
daarmeee aan het begrip van de structuur van het proton. 
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