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ABSTRACT 

Details of a new non-imaging Dual Cerenkov array are presented. The array is operated in coincidence 

with the Soudan 2 underground tracking calorimeter. It was designed to make multi-parameter mea-

surements of extensive air showers for the purpose of extracting the composition of the primary cosmic 

rays in the region of the spectral knee 1014 eV to 1016 eV. The design and operation of the detector 

are described and results on the composition of cosmic rays in the knee are presented. 
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Chapter 1 

Introduction 

In this work, the results of an investigation into the composition of primary cosmic rays in 

the energy region commonly known as the "knee" are reported. This region represents an 

important crossroads for several different physical processes and observed phenomena. It is at 

the knee where the spectral index of the particle flux changes. It is at the knee where commop 

acceleration mechanisms reach the limit of their accelerating ability. It is near the knee that 

modern high energy physics data is exhausted, as particle accelerators reach their maximum 

center of mass energies. Finally, the knee represents the energy where the rapidly falling flux 

makes precise, direct measurements of cosmic ray properties untenable. 

This chapter contains a brief overview of cosmic rays and experimental techniques for mea-

suring their properties. Chapter 3 contains a description of the Soudan 2 tracking calorimeter, 

while in Chapter 4 details of the Dual Cerenkov hardware and software may be found. A review 

of the collected data is in Chapter 5, and the techniques used to analyze it are in Chapter 6. 

Chapter 7 details the conclusions which can be drawn from the data are detailed. 

1.1 Cosmic Rays 

Cosmic rays consist of extra-terrestrial nuclei, elementary particles, and gamma rays. Com-

prising roughly 903 protons, 93 alpha particles, with spare amounts of heavier nuclei, gamma 

rays, electrons, and other subatomic particles, cosmic rays impinge on the earth's atmosphere 

at a rate of several thousand per square meter per second [1]. 

Though they have been rigorously investigated since their first observation by Victor Hess 

during a 1911 balloon flight [2], cosmic rays have defied a comprehensive description. Multiple 

independent measurements of observable characteristics such as composition and maximum 

energy remain inconsistent and a source of controversy. Characteristics inferred from those 

observables, including cosmic ray origins, acceleration mechanisms, and propagation conditions 

are even less certain. Numerous experimental efforts continue to address these issues. 

Cosmic ray energies span a range of over 14 orders of magnitude, with the greatest energies 

reaching over 2 x 1020 eV [3]. To illustrate the importance of cosmic ray processes with respect 

to other pervasive galactic phenomena, the following energy comparisons are sometimes invoked: 

The galactic energy density of cosmic rays is roughly 0.6 eV/cm3• This is of the same order 

as the energy of interstellar magnetic fields (0.25 eV /cm3), starlight (0.44 eV /cm3), microwave 

background radiation (0.25 eV /cm3 ) and the turbulent kinetic energy of gases in the interstellar 

medium (0.31 eV /cm3 ) [4]. Clearly, cosmic rays play an important role in the energy balance 

of the galaxy and an explanation of their origins should be included in any comprehensive 

description of galactic dynamics. 

1.1.1 Spectrum 

Cosmic rays are observed at energies from a few times 106 eV to over 1020 eV. At the low range, 

this represents energies of the same order as typical nuclear processes. At the high end, this 

extends well into the macroscopic regime; a particle of 2 x 1020 e V carries the same kinetic 

energy as a tennis ball traveling 75 mph, roughly the speed of a good serve from a talented 

amateur. 

Figure 1.1 shows the differential flux of particles for four species of primary cosmic ray. The 

observed flux in the region to the left of the spectral turnover, below roughly ~10 GeV /nucleon, 

is heavily influenced by the activity of the sun. This influence, called "solar modulation", results 

from the interaction of the extra-solar cosmic rays with the solar wind. This wind, an energetic 

plasma with embedded magnetic fields, acts to sweep lower energy particles from the heliosphere 

[1]. During the 11-year cyclic periods of high solar activity, the increased strength.of the solar 

wind provides a significant barrier to the incident cosmic rays. The effect of the barrier is to 
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Figure 1.1: Low Energy Region of the Cosmic Ray Spectrum. The differential spectra are from 
direct measurements at solar minimum. Shown are measurements for hydrogen, helium, carbon, 
and iron. Adapted from [5] by [6]. 
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Figure 1.2: High Energy Region of the Cosmic Ray Spectrum. Adapted from the Particle Data 
Group [6]. The data references are •[7], •[8], 6 [9], 0[10], o[ll], •[12],•[13], t[14]. 

suppress, by as much as an order of magnitude, the cosmic ray flux at these low energies. 

Above energies of some few hundred GeV per particle, the differential cosmic ray particle 

flux can be described as a simple power law of the form 

{1.1) 

The spectral index, "I, remains fairly constant over several orders of magnitude at~ 2.6-2.7, 

steepening to~ 3.0-3.1 above a few times 1015 eV. Beyond roughly 1019 eV, additional spectral 

changes occur. Figure 1.2 shows the all-particle differential flux for the nine orders of magnitude 

above 1011 eV. The ordinate, in the standard practice of the field, has been multiplied by a 

weighting factor of E 2·7 to accentuate the changes in spectral slope. It is from this view that 

the physiological nomenclature of the field emerges. Viewing the leftmost stretch of the graph 

as a "thigh", the spectral break at 1015 eV becomes the "knee", while the break at 1019 eV 

becomes the "ankle". 

The weighted ordinate acts to disguise what may be the most impressive feature of the cosmic 

rays. This is the remarkable change in flux over the full, 14 order of magnitude, range of cosmic 

ray energies. Consider a 1 m2 , 1 steradian particle detector at the top of the atmosphere. It 
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can be expected to detect cosmic rays of energy;:: 1011 eV at roughly,..., 101 Hz. However, for 

cosmic rays of energy~ 1020 eV, this rate plummets precipitously, to,..., 10- 16 Hz, or one every 

three hundred million years. 

1.1.2 Composition 

At low energies (E < 1014 eV), and therefore in general (because of the rapidly falling particle 

flux), cosmic ray elemental abundances roughly match those of the solar system. This includes 

a relative surplus of even-Z nuclei with respect to odd-Z nuclei, reflective of the greater pairing 

force in even-Z nuclei. 

There are, however, a few notable exceptions to the composition similarity. These include a 

paucity of Hydrogen and Helium in the cosmic ray flux as well as two regions of surplus, shown 

in Figure 1.3. Elements just below Carbon, Nitrogen and Oxygen on the periodic table, the so-

called "sub-CNO" elements of Lithium, Beryllium, and Boron (Li, Be, B) are overabundant in 

the cosmic rays by some five orders of magnitude. The elements just below iron on the periodic 

table, the "sub-Fe" elements, Scandium, Titanium, Vanadium, Chromium, and Manganese 

(Sc,Ti,V,Cr,Mn) are also overabundant, by between one and three orders of magnitude [lJ. 

There is little agreement over the extent to which the H and He discrepancies should be 

attributed to an actual scarcity of the elements at the source regions versus a form of preferential 

acceleration/injection mechanism. It should be noted, however, that Hydrogen and Helium have 

very high first ionization potentials, 13.6 eV and 24.6 eV, respectively. This is of interest because 

elements with a high (E > 9.5 eV) first ionization potential (e.g., the noble gases) are in general 

underabundant in cosmic rays [16]. This would seem to favor a preferential injection explanation 

for the H/He absence over differences in source composition. 

The sub-CNO and sub-Fe elemental overabundances, however, likely do not reflect the com-

position of source regions or even the ideosyncrasies of their acceleration and injection mech-

anisms. The surplus of these elements, none of which are standard products of normal stellar 

nucleosynthesis, is typically attributed to the spallation, or fragmentation, of the heavier "par-

ent" nuclei (CNO and Fe, respectively) during their propagation from the source regions. Study 

of the ratios of these parent elements to their spallation by-products offers insight into the prop-

erties of the interstellar medium through which the cosmic rays propagate. 

QJ 
u c 
0 10' " c 
::J 

..0 101 
<( 
QJ 
> :;::; 
.2 
QJ 10-1 a::: 

10-2 

10-l 

10-• 

10-• 
0.0 10.0 20.0 30.0 

Nuclear Charge Number 

Figure 1.3: Solar and Cosmic Ray Elemental Abundances. The elemental abundances from the 
solar system ( o) are compared to cosmic ray abundances between 70-280 Me V /nucleon ( •) and 
1000-2000 MeV /nucleon (o). The normalization is to Silicon at 100. Adapted from [5J by [15]. 
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The break in the energy spectrum above 1015 eV, the "knee,,, suggests a transition to a new 

set of source, acceleration, or propagation mechanisms. It is reasonable to expect, therefore, 

a shift in elemental abundances which reflects the characteristics of the new origins. Unfortu-

nately, near the knee (around 2 x 1015 eV), the data from direct composition techniques are 

exhausted. The knee represents a practical threshold to experimental cosmic rays physics. Be-

cause of the rapidly-falling particle flux, direct observation of cosmic rays beyond the knee in 

satellite or balloon-borne experiments becomes prohibitively expensive in terms of dollars or 

exposure time. 

Beyond these energies, indirect measurements of composition are required. These are mea-

surements which are necessarily more difficult and less certain than the direct variety. Reflecting 

this, there does not yet appear to be any general agreement on a model of composition beyond 

the knee. Evidence exists to support a range of models from heavy (increasing mass with in-

creasing energy) [17, 181 19] to light (decreasing mass with increasing energy) [20, 15, 21]. Mixed 

models are offered as well [22]. There is currently much activity in the area of high energy com-

position studies, including that by the surface detector group of the Soudan 2 collaboration. 

Somewhat past the knee, at energies of around 1017 eV, there appears to be some recent 

consensus agreement that the composition becomes largely hon-dominated [23]. The evidence 

for this conclusion comes from extensive air shower arrays and atmospheric fluorescence tech-

niques. These same methods further suggest a move towards light composition above 1019 eV. 

At those energies, the region of the ankle, there are other reasons to believe the primary cosmic 

ray flux is all protons. The spectral break itself suggests a transition to new sources while the 

extreme rigidity of these particles implies these sources are of extragalactic origin. 

Extragalactic particles are assumed to have traversed a sizeable quantity of matter in in-

terstellar and intergalactic media en route to earth. Therefore, the considerably longer mean 

interaction length of protons (versus hon) supports a light composition at the highest energies. 

Furthermore, the universal 2.7 K microwave background radiation field, which at the energies 

beyond the ankle becomes blue-shifted to relative energies capable of photo-disintegration, lim-

its the travel lifetime of heavier nuclei by fragmenting them into smaller particles. It should be 

remarked that work at these energies is hampered by extreme scarcity of data. 

8 

1.1.3 Acceleration 

There are numerous models of particle acceleration posited to describe the observed cosmic 

ray composition and spectral features. Perhaps the fundamental constraint on a theoretical 

acceleration mechanism is its ability to reproduce, over a wide range of energies, the power law 

behavior observed in the cosmic ray energy spectrum. It must also recreate the chemical and 

isotopic abundances which are measured in the cosmic ray flux. Finally, there should be a means 

of accelerating the particles to energies in excess of 1020 eV. No single theory or mechanism 

has been found which can recreate all these characteristics over the full range of the cosmic ray 

energy spectrum. (Nor is there reason to believe that such a mechanism should exist.) Thus, 

with the breaks in the spectrum as a guide, acceleration mechanisms are generally fit to the 

three regions of below the knee, above the knee, and beyond the ankle. 

/Below Knee 

A method due to Fermi [24] was the first to reproduce a power law energy spectrum. This 

method, a stochastic acceleration model, involved the collision of charged particles with mag-

netic clouds of the interstellar medium. Though the required power law spectrum was obtained, 

the mechanism was too inefficient to create particles of appropriate energies. The acceleration 

mechanism was second-order dependent on the (low) cloud velocities and slowed by the sizeable 

mean interaction times for particle-cloud interactions [25]. 

A reformulation of Fermi's original theory leads to what is certainly the most popular current 

acceleration model. This is "diffusive shock acceleration," which occurs in the wake of large 

astrophysical shock waves. It is first-order dependent on the (relativistic) shockwave velocity. 

Relativistic superno+hocks expanding into the interstellar medium can provide,_via this 

''first-order Fermi acceleration," a means by which particles could be accelerated to energies 

up to ..., Z x 1014 eV (under favorable conditions). Even simplistic models of this supernovae 

remnant (SNR) acceleration can produce a cosmic ray spectral index close to the observed 

index. The appeal of the model is further enhanced by the approximate parity between galactic 

supernovae power output and total cosmic ray lwninosity. With an average energy release of 

1051 ergs and a rate of approximately one per decade, supernovae feed the galaxy with energy 

at a rate of"' 1042 erg sec-•, while the total cosmic ray lwninosity is..., 1041 erg sec-• [26]. 
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Thus, a (arguably) modest 10% of the total supernovae power output is needed to accelerate 

the bulk of the cosmic ray energy spectrum. 

An important by-product of the SNR model, however: the production of high-energy gamma 

rays, has yet to be observed. These photons, which should be created by the decay of neutral 

pions produced in the acceleration regions, are a oompelling piece of evidence which has yet to 

emerge. Enhanced searches by next-generation gamma ray observatories may help settle this 

long-standing acceleration issue [26]. 

Above Knee 
• 

Supernovae remnant shock mechanisms are not capable of particle acceleration much beyond 

the knee region. The spectral break, therefore, likely marks a transition between acceleration 

sources [27]. The debate over the character of the new sources is ongoing and is hindered by 

a lack of accurate composition data for the region around and beyond the knee. Above-knee 

acceleration theories must be capable of providing for acceleration up to energies of 1019 eV. 

(The power requirements, however, are modest: only 0.01% of the upper-knee range.) These 

theories fall into one of two categories: variations on shock acceleration models and new source 

models. 

The richness of the shockwave acceleration model insures its invocation in numerous forms 

to describe the cosmic ray flux above the knee. In most instances, secondary acceleration of 

energetic sub-knee oosmic rays is posited. In these "reacceleration" models, some portion of the 

pre-accelerated cosmic ray population is increased in energy through interactions with a series 

of new shockwaves. 

Reacceleration models may involve unique configurations of traditional shock mechanisms, 

or ensembles of large shocks acting in concert. Examples include supernovae shocks expanding 

into the effluvium of particularly active stars, or multiple clustered supernovae creating local-

ized environments where particles rapidly bounce between multiple fronts [28]. Single galactic 

objects, however, typically lack the field strength, lifetime, and shock size to provide significant 

acceleration. Thus, the termination shock of the galactic wind itself is often cited as a possible 

reacceleration site. Because of its size and extremely long lifetime, it could accelerate particles 

to energies of some 1020 eV [25]. Acceleration in the jets of active galactic nuclei (AGN) has 

also been explored. 

10 

Finally there is the possibility of entirely new cosmic ray sources. Electromotive acceleration 

near pulsars [29], accretion dynamics near massive bodies in binary systems [25] and effects from 

coalescing black holes or neutron stars [30] are among the sources which have been investigated. 

Ankle 

At energies above the ankle, there is little data against which to test the theories of acceleration. 

However, the rigidity of particles at this energy suggests an extragalactic origin. Furthermore; 

the limited range of energetic nuclei in the intergalactic medium (the Greisen-Zatsepin-Kuzmin 

effect, see Section 1.1.4) restricts the maximum distance of the source regions . 

Morfill and Jokipii have offered a model wherein heavy nuclei are accelerated at the large scale 

intergalactic shock fronts (28]. High energy protons, which are thought to dominate the flux at 

the highest energies, are then created from these nuclei by photo-disintegration processes. This 

model matches the heavy composition measurements below the ankle as well as the largely light 

measurements above it. Shock front oonfigurations such as might be found at the boundaries 

of colliding galaxies could also achieve the required energies. 

Mechanisms consistent with the Standard Model may, in fact, be less useful for the description 

of the highest energy cosmic rays. To address the existence of these particles, increasingly exotic 

source theories are offered. The oollapse or annihilation of cosmological topology defects such 

as cosmic strings or monopoles are typical of these theories (30]. Clearly, this region of the 

spectrum lies at the extreme boundaries of what can be explored with current instruments. A 

next-generation air shower array, The Pierre Auger Observatory, is currently under oonstruction 

in Argentina to specifically target this energy regime. 

1.1.4 Propagation 

Propagation models are the final key in reconstructing cosmic ray origins. Acceleration model 

results must be "propagated" before they can be used. This involves simulating the transit of 

model output nuclei through the interstellar medium to produce spallation, magnetic deflection 

and containment effects, which can alter isotopic abundances, isotropy and spectral indices. 

In the "Leaky_ Box" model, cosmic rays diffuse freely inside a fixed oonfinement volume, 

reflecting at the boundaries. With every enoounter with a boundary, a particle has a finite 
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probability of escape. This leads to a exponential distribution of particle pathlengths in the 

confinement volume, which acts to alter the observed spectra and composition of cosmic rays 

relative to these characteristics at the source [31]. 

It has been observed that reducing the number of short pathlength trajectories in a model 

improves the model's agreement with experimental data, especially at low energies [32]. This 

has led to adaptations of the leaky box model to include either abrupt or gradual cutoffs of 

the shorter pathlengths. These models, called the 7.ero-Short and Double-Exponential (Nested 

Leaky Box) models, respectively, address, in particular, the observed decrease in secondary-

primary ratios with increasing energy [33]. 

Other factors such as radioactive decay en route and ionization energy loss must be taken 

into account by propagation models. At the highest energies, interactions with the microwave 

background radiation must be included, as they may act to limit the lifetime of high energy 

nuclei via photo-pion production and nuclear photo-disintegration (Greisen-Zatsepin-Kuzmin 

or GZK effect) [30]. 

Chapter 2 

Measurement Techniques 

The goal of understanding the origin and acceleration processes of cosmic rays rests on the ability 

to accurately measure the energies and masses of the incoming particles. A determination of the 

composition of the cosmic rays throughout the spectrum would provide much needed information 

to constrain and inform the multitude of theories of their origin. 

Unfortunately, the properties of the flux conspire with the thickness of the atmosphere to 

allow simple measurements only in a small "window of opportunity" in the particle spectrum. At 

low energies, the atmosphere acts as a shield, filtering out particles before they can reach ground-

based detectors. With a thickness some 1000 g/cm2, the atmosphere represents an essentially 

insurmountable barrier to an incident nucleon which has a typical interaction length of )t.N ~ 70 

g/cm2• At the highest energies, the flux has fallen to the point where appreciable data rates can 

only be achieved with very large acceptance or very long exposure detectors. Thus, there is only 

a small region in the energy spectrum where relatively inexpensive, logistically uncomplicated, 

and somewhat small detectors can make a contribution. 

In the face of these difficulties, there have emerged two fundamental methods for the mea-

surement of cosmic rays. The "direct" method, which is applicable to the study of lower-energy 

particles (below ""' 1015 eV), involves bypassing the atmosphere by placing instruments on high-

altitude balloons or satellites. The "indirect" method, which provides access to higher energy 

particles, makes use of the atmosphere itself as part of the detector, measuring not the pri-

mary cosmic rays themselves, but rather the products of their interaction with the atmosphere. 

12 
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As previously mentioned, the knee roughly represents the crossover point between these two 

techniques. 

2.1 Direct Methods 

Obviously the most accurate way to measure the cosmic rays is to bring the detector directly 

to them. In the direct measurement technique, high altitude weather balloons and satellites are 

used to convey actual instruments to the top of or above the interfering effects of the atmosphere. 

Direct measurement experiments typically contain a series of detectors to allow a simultane-

ous determination of the charge and energy of incoming cosmic rays on an event-by-event basis. 

This can be achieved with some form of a stopping calorimeter, in which ionization energy loss 

curves are used to match charge and energy. Calorimeters require large amounts of material to 

be effective, however, and are thus typically heavy instruments. 

Alternatives often used include plastic scintillators, which provide charge discrimination (z), 

or a combination of Cerenkov and transition radiation detectors. The effects these detectors 

measure are sensitive to the charge (z2) and energy ('y) of a particle, respectively. Since they 

are purely electromagnetic in origin, they do not require nuclear interactions to operate and 

large area detectors can be constructed with relatively small mass. 

2.1.1 Satellite Experiments 

Satellite-borne instruments represent the ultimate in direct detection experiments. They typi-

cally have (relatively) long exposure times and are completely free from the interfering effects of 

the atmosphere. The price of this is reduced acceptance due to the weight and size constraints 

of the delivery vehicles. Additionally, there are the drawbacks of excessive cost and complicated 

logistics in terms of deployment and data recovery. 

Satellite experiments have performed measurements of the particle flux from the solar mod-

ulation region up to some 100 Te V /nucleus. A few examples of these experiments include the 

very large Heavy Ions in Space (HUS) instrument, which flew aboard NASA's Long Duration 

Exposure Facility (LDEF) 134], the Ultra Heavy Nuclei detector on the High Energy Astronomy 

Observatory Satellite (HEA0-3) 135], the Advanced Composition Explorer (ACE) 136], and the 

Ulysses satellite. There have also been experiments flown aboard the Space Shuttle, including 
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the University of Chicago "Egg" 137] experiment, and experiments proposed for deployment on 

the Space Station (e.g., ACCESS). 

2.1.2 Balloon Experiments 

Balloon-borne experiments have advantages over satellite experiments in cost, deployability, 

and size. The price of these advantages is the slight interference of the atmosphere. Though 

the high-altitude balloons can reach altitudes as high as 50 km, where the atmosphere is only ,,,-

5 g/cm2 thick, the remaining gas acts to the complicate the measurement. The complication is 

essentially that, though the particles incident on the detector can be identified unambiguously, 

the presence of the atmosphere introduces a small, but non-negligible uncertainty in the source 

spectrum. That is, it can not be determined whether a detected particle was in fact a primary 

particle, or rather a product of a previous interaction with the atmosphere. Corrections can be 

applied, but they introduce an additional model-dependent uncertainty in the final results. 

Notable balloon experiments include the Japanese-American Collaborative Emulsion Ex-

periment (JACEE) series 118, 38], the High Energy Anti-matter Telescope (HEAT) 139], the 

Cosmic AntiParticle Ring Imaging Cherenkov Experiment (CAPRICE) 140], and the proposed 

Transition Radiation Array for Cosmic Energetic Radiation (TRACER) 141] detector. 

2.2 Indirect Methods 

The rapidly falling cosmic ray particle flux effectively excludes the direct measurement of parti-

cles above,..., 1015 eV. The required acceptances and exposure times are simply not yet practically 

achievable in balloon or satellite-borne experiments. Additionally, ground-based direct experi-

ments are not possible because the atmosphere is too thick for primary particles to traverse. 

Fortunately, these same atmospheric shielding effects can be exploited to make indirect mea-

surements of the primary cosmic ray particles. This is achieved by studying not the primary 

particles themselves, but rather the properties of their interactions with the atmosphere. By 

deploying large-acceptance, long-term detector arrays at the surface of the earth, measurements 

of these interaction products can be made relatively simply. The principal challenge faced by 

these experimentil is that of correctly inferring the properties of the primary cosmic rays from 

the properties of these interactions, called extensive air showers. 
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An extensive air shower (EAS) is the cascade of particles which accompanies the collision of a 

cosmic ray with an atmospheric nucleus. A widely-dispersed field of daughter particles is created 

which extends deep into the atmosphere. In the case of more energetic primaries, these particle 

can be detected at ground level. The lateral extent the air showers increases with cosmic ray 

energy, allowing ground-based detectors to measure cosmic rays whose trajectories actually lie 

far outside the physical boundaries of the arrays. In this way the atmosphere becomes an actual 

boon to experimenters, vastly increasing the effective acceptance beyond that which could be 

practically achieved with actual instrumentation area. Cosmic rays of the most rare variety, 

those at the highest energies, can thus be measured by simply building arrays of larger size and 

exposure time. 

A detailed description of extensive air showers follows. 

2.3 Extensive Air Showers 

At energies upwards of 1013 eV, interactions between atmospheric nuclei and incident cosmic 

rays lead to extensive air showers (EAS). The swarm of particles created in these high energy 

collisions can extend laterally over hundreds of meters. The structure of the swarm retains 

much information about the particle which initiated it. Extensive air showers consist of three 

primary constituents: a hadronic component, a soft electromagnetic component, and a penetrat-

ing, muonic component; see Figure 2.1. Cerenkov radiation, a byproduct of the electromagnetic 

cascade, will be discussed in Section 2.4. The neutrino flux, which is for the most part un-

detectable, is generally ignored, other than to note that it accounts for some 53 of the total 

shower energy (16]. 

2.3.1 Hadronic Component 

An extensive air shower begins when a cosmic ray primary interacts strongly in the atmosphere. 

Iron nuclei, which have an interaction length >.int of approximately 16 g/cm2 (roughly 33 km 

above sea level for vertically incident particles) at 1015 eV, will interact higher in the atmosphere 

than protons, which have >.int ~ 60 g/cm2 (roughly 23 km above sea level). The standard 

atmosphere itself is 1033 g/cm2 deep. 

The interaction between an atmospheric nucleus and the primary will produce a cascade 

2500 TeV primary 

Finl Interaction of Primary 
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Fe:-33 km above sea level) 
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Muon Production Height ~ > 1 TeV)-

(P:-12 km above sea level) /~ 
Fe:-17 km above sea level) (I 

Elecbomagnetic Shower 

Earth's Surface 
( 492 m above sea level) 

Detector Floor _ 

IL Chemtkov RJdWion 

Surface air shower 
and Cherenkov 
Detecton 

Core 

High Energy µ's 

(225 m below sea level) Soudan 2 Detector 

Figure 2.1: Schematic Depiction of an Extensive Air Shower. 
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of high-energy daughter particles, including K;s, ?r's, fl's, N's, and others. Many of these 

particles will also interact with the atmosphere, sustaining and building the cascade until shower 

maximum. The shower maximum occurs when the energy of the interaction products fall to the 

point that decay losses begin to overwhelm interaction losses. Below this energy, the nuclear 

shower core will attenuate with a characteristic length of around 200 g/cm2 (25), and will be of 

little further influence on the air shower as a whole. 

The hadronic shower core gives rise to the other components of an air shower. Low energy 

(i.e., non-interacting) charged mesons may decay into muons, fueling the penetrating portion 

of the EAS. The electromagnetic cascade is started and continued through the decay of neutral 

mesons, mostly via 11"0 -+ TY. 

2.3.2 Electromagnetic Component 

The electromagnetic (EM) shower is the largest component of an extensive air shower, in total 

particle number as well as in total energy dissipated. The EM shower is really a superposition 

of multiple electromagnetic cascades, each proceeding from an original energetic gamma ray. In 

a simplified "toy" model of an EM shower with an initiating gamma of energy Eo, the cascade 

proceeds approximately1 as shown in Figure 2.2. 

The initial photon pair-produces after a characteristic length AJ>dir to create an electron 

and positron, each of energy Eo/2. After a characteristic length Abrem• these leptons will 

bremsstrahlung to produce photons of average energy Eo/4. At high energies, AEM = AJ>dir ~ 

Abrem is essentially the same as a radiation length (37.1 g/cm2) and so after a distance nAEM 

into the cascade, there will be 2n particles (25]. This particle multiplication will continue until 

the average particle energy falls below a critical energy Ecrit· Below this energy, (roughly 75 

Me V) ionization energy losses overwhelm bremsstrahlung losses, until eventually energy losses 

become catastrophic, rapidly attenuating particle numbers. 

It is poSBible, therefore, to relate the depth of the shower maximum, as well as the size of 

1 A rigorous description of the electromagnetic cascade must take into account other processes, such BB ion-
ization energy loss, collilion energy losses, and Compton ecattering 125]. 
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Figure 2.2: Toy Model of an Electromagnetic Cascade. 

18 

Distaace 
Through 
Medium 

R 

2R 

3R 

4R 

5R 



shower maximum (i.e., the number of particles) to the energy of the primary particle: 

Xmax ex ln(Eo/Ecrit) 

Nmax ex Eo/Ecrit 
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(2.1) 

(2.2) 

The depth of the shower maximum is also sensitive to the mass of the initiating particle. Since 

the electromagnetic component of a shower is fed from the hadronic component, fluctuations in 

the latter are reflected in the former. Heavy primaries interact earlier in the atmosphere and 

thus begin feeding the EM shower earlier, resulting in an Xmax which is relatively higher in 

the atmosphere. This effect is enhanced in the superposition model, wherein showers initiated 

by particles of mass A and energy Eo are taken to behave like a parallel collection of showers 

initiated by A particles of energy Eo/A. The superposition model leads to several subshowers 

of lesser energy, each multiplying to the critical energy faster, decreasing the length required 

for the shower as a whole to reach maximum development. 

2.3.3 Muonic Component 

The penetrating muonic component of the extensive air shower is fed by the decay of charged 

mesons. Muon numbers gradually increase to a maximum value, after which they slowly decrease 

due to ionization energy loss. 

The mass of the primary particle detennines the multiplicity of the muons in an extensive 

air shower. Though exact numbers are model dependent, the following crude argument can 

illustrate that heavy primaries should create more muons at a given energy than light primaries 

[25]. 

There are three factors which give rise to higher muon multiplicities by heavier primaries. 

The first involves simply the fact that higher-A primaries will interact higher in the atmosphere, 

generating pions in a less dense environment more conducive to decay (producing muons) versus 

interaction. The second derives purely from the superposition model wherein the lower energy 

(E/ A) subshowers of A particles will produce lower energy pions, which have a higher probability 

of decay. The third factor stetns from the fact that pion multiplicities rise quite weakly with 

energy: 

N"(E) ex E0 with 0 < a < 0.5 (2.3) 
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but a particle of mass A is treated in the superposition model as simply A particles of energy 

Eo/A, so 

N"(E, A) ex [~r (2.4) 

for one particle. For all A particles: 

(2.5) 

Thus, at fixed energy, a typical ratio of pion multiplicities for heavy primaries to proton pri-

maries will be 

(2.6) 

Therefore, if pion production scaled more efficiently with energy, (i.e., greater than linearly) 

hydrogen would be a more effective muon producer than iron. 

2.4 Cerenkov Radiation 

The following section explores the behavior of Cerenkov radiation from single etnitting particles 

and from electromagnetic cascades. The phenomena discussed can be used to help identify 

characteristics of primary cosmic rays from the properties of extensive air showers. 

2.4.1 Emission from Single Particles 

A charged particle of mass m in a dielectric medium with index of refraction n will generate 

Cerenkov radiation when its velocity 

c 
v > --n 

In terms of a minimum, or critical, energy, this is 

Ecrit = Jl _ l/n2 • 

Defining the variable 6 = n - 1, this becomes 

mc2 
Ecrit = y'26 • 

(2.7) 

(2.8) 

(2.9) 
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The minimum energy corresponds to roughly 21 MeV for electrons and 4 TeV for muons at 

sea-level, and has a dependence on the altitude. This stems from the dependence of the index 

of refraction on the density of the atmosphere: 

c!"(z) = n(z) -1 ex p(z) (2.10) 

The Cerenkov radiation is emitted in a continuous series of nested cones, at an angle from 

the particle velocity vector according to the relation 

cos9 = ..!... . (jn (2.11) 

The number of photons produced by a particle of charge ze over a path length dx and per 

unit energy interval of the photons is: 

d2N 27raz2 1 
dxd>. = ~(l - p2n2) (2.12) 

Defining Q(>.) as the quantum efficiency of the collecting photocathode, it is useful to define 

the quantity Xpe, which is the unit photoelectron radiation length: 

(2.13) 

This allows a recasting of the photon-production distribution rate can as a photoelectron dis-

tribution rate, for a particle of energy E: 

dNpe = _l_(l - [Ecrit]
2

) 
dX X,,e E 

(2.14) 

By inserting the atmospheric and quantum efficiency parameters used in this investigation, the 

photoelectron emission length Xpe is 2.23f x 10-2 g/cm2• 

2.4.2 Light Pools 

Figure 2.3 shows the Cerenkov light pool created at ground level by a single non-interacting 

electron traveling vertically through the atmosphere. The dots on the graph represent effective 

photoelectrons which would be collected on a bialkali photocathode. There are two features of 

import in the light pool: the central peaked region, and the pile-up near the maximum radius, 

beyond which there is no radiation. 
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Figure 2.3: Cerenkov light pool created by a single non-interacting electron traveling vertically 
through the atmosphere. The dots represent photoelectrons. 
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The peculiar appearance of the light pool can be explained by a careful consideration of the 

emission graph shown in Figure 2. 4. The central graph in this figure shows how the radius of 

Cerenkov emission, as observed on the ground, varies with the height of Cerenkov production. 

The term "radius of emission11 refers to the distance from the shower core (at ground level) at 

which radiation falls. This distance is a function of the height of production, and the opening 

angle of the Cerenkov emission, which itself is simply dependent on the local atmospheric 

density. Thus, the graph represents a characterization of the atmosphere. This particular curve 

is based on a simplified model of the atmosphere which assumes an exponential decrease in 

density with a scale height of 8 km. The analytical form can be derived as follows: 

Proceeding from the Cerenkov angle condition, 

(2.15) 

with highly relativistic particles 

(2.16) 

where n., the local index of refraction, is given by: 

n=l+tt;p. (2.17) 

Here "" is a constant and p represents the exponentially-falling (with height) density model of 

the atmosphere: 

(2.18) 

Combining Equations 2.16 and 2.17 yields: 

(2.19) 

Expanding both aides: 

(•p)' 
= l-•p+-2-+ ... (2.20) 

Dropping higher order terms in ""P and rearranging gives: 

9~ = 2Kp (2.21) 
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or 

9, = J2i<P (2.22) 

In the limit of small angles, the radius of emission will equal the product of the emission height 

and the emission angle: 

R=H9, (2.23) 

Thus, combining Equations 2.23, 2.22, and 2.18 yields an expression for the radius of emisaio11 

as a function of the height of emission: 

(2.24) 

with •Po= 2. 73 x 10-• and v2•Po = 2.34 x 10-2 • 

The maximum of this curve represents the maximum radius of emission for a Cerenkov-

emitting particle, the so-called Cerenkov radius. In the simple model above, this maximum 

occurs at H = 16 km, for a Cerenkov radius of 138 m. A more realistic atmospheric model 

would yield a Cerenkov radius of ::::::: 140 m. 

From the figure, it can be seen that an emitting particle at the top of the atmosphere will fill 

a region on the ground which is somewhere between the center and the Cerenkov radius. The 

region it fills is denoted by the smaller graph above the central figure. AB the particle progresses 

deeper and deeper into the atmosphere, it will fill regions on the ground closer and closer to 

the Cerenkov ring limit. Finally, at the broad, Jacobian peak centered on 16 km, most of the 

emitted Cerenkov photons will fill a very narrow spread of radii, leading to the pile-up effect 

seen in Figure 2. 3. Only after the particle has passed to within 5 km of the surface will any 

radiation reach the central region of the light pool. 

The consequence of this behavior is that heights of emission can be inferred from the patterns 

of Cerenkov light seen at the surface. Light pools with sharply-peaked central regions will tend 

to come from particles emitting low in the atmosphere, while prominent Cerenkov rings suggest 

emission higher in the atmosphere. 

2.4.3 Emission from EAS 

Section 2.4.2 explains describes the information content in the Cerenkov pool of an emitting 

particle. However, it refers to single emitting particles traversing the atmosphere, not the vast 
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Figure 2.4: Cerenkov Emission Graph. 
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distribution of particles associated with an extensive air shower. Nevertheless, the same type 

of information remains in the Cerenkov light pool when discussing radiation from EAS. This 

section describes an interpretation of electromagnetic cascades which illustrates the usefulness 

of the single-particle behavior. 

These results emerge from interpretation of recent Monte Carlo studies of electromagnetic 

shower behavior performed at Minnesota [42). The Monte Carlo program, CHESS, performs a 

full three dimensional simulation of electromagnetic cascades, including the emission of Cerenkov 

radiation. Further details can be found in Chapter 6. 

2.4.4 Two Component Model 

The essential conclusion on which the Dual Cerenkov Technique is based is that the Cerenkov-

emitting electrons in an electromagnetic cascade can be segregated into two distinct popula-

tions, based on their angular deflection from the shower core. These populations are labeled 

"direct", and "indirect". (NB: this nomenclature has nothing to do with the direct and indirect 

measurement techniques described in Sections 2.1 and 2.2.) 

The direct component of the cascade comprises high energy particles traveling close to the 

core of the shower. These particles have scattered from the core at angles less than the Cerenkov 

emission angle 9c "' 1°. Since they all share nearly the same trajectory, they generate light 

pools on the surface which are largely identical. Because these lateral distributions overlap, the 

particles essentially act as a single radiator, producing a single light pool, similar to Figure 2.3, 

but of greater intensity. 

As the energetic particles of the direct component traverse the atmosphere, they undergo 

ionization energy loss and multiple Coulomb scattering. These effects act to distribute the 

particles to angles much larger than the Cerenkov angle. The resulting population comprises 

electrons scattered to angles up to "' 30° from the main shower core. These particle form the 

indirect component of the cascade. With the extended angular spread of the indirect component, 

the quasi-coherence found in the direct particles is lost, and the subsequent Cerenkov lateral 

distribution fills a much larger surface area on the ground. 

Figure 2.5 demonstrates the two populations with a schematic depiction of the extensive air 

shower front. This picture of the shower front, as a Cerenkov-radiating body, has emerged from 
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Figure 2.5: Cerenkov Source Model. 

Monte Carlo investigations performed using the CHESS simulation package (See Chapter 6). 

In this model, the shower front-cum-radiator is essentially a 100 m diameter, 2 m thick body of 

electrons emitting to two distinct regions on the ground. Note that the indirect radiation fills 

the both the exterior indirect zone as well as the interior direct zone, but the converse is not 

true. 

Given this characterization of the electromagnetic cascade, it is straightforward to describe 

the properties of a Cerenkov light pool as emitted from a full extensive air shower. The central, 

direct, core of the shower fills a region on the ground in essentially the same fashion as a single 

particle. Therefore, if a large number of direct particles exist at high altitudes (16 km in the 

toy model, 12 km in a realistic. model), there will be a prominent ring feature to the interior 

portion of the light pool. (An example of this is seen in Figure 2.6). However, if a large number 

of direct particles survive to near ground level, there will be a prominent central peaked region 

to the light pool (See Figure 2.7). 

As was discussed in Section 2.3.2, the number of particles surviving to any given depth in the 

atmosphere is largely dependent on the mass and energy of the initial cosmic ray. To review, 

an increased energy or decreased mass will lead to a deeper Xmax· Thus, characterizing the 

features of the interior region of a Cerenkov light pool can provide information about the mass 

and energy of a cosmic ray. 

The total amount of light emitted by the indirect component of the cascade depends on 

the total track length of all the emitting particles in the indirect component. Since most of 
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the cascade electrons will eventually enter the indirect population, the light output from this 

component should be nearly linearly dependent on the number of cascade particles. And, as 

detailed in Section 2.3.2, the number of cascade particles is linearly dependent on the energy of 

the shower. This behavior can be seen in Figures 2.8 and 2.9, which show a series of Cerenkov 

lateral distributions. The lateral distributions clearly scale with energy, but remarkably, when 

normalized by the shower energy, they exhibit a high degree of similarity at the radii beyond 

150 m. 

This property of the lateral distribution allows an estimation of the shower energy to be 

made by measuring the pulse height at regions beyond 150 m. F\irthermore, this estimation 

is largely independent of variations in Xmax· This is because the angular difference between 

two heights of Xmax. as viewed from distances typical of the indirect zone ( ~200 m), are much 

smaller than the characteristic angle of emission (up to 30°) in the indirect zone. 

With these features in mind, it is only a slight simplification to separate the Cerenkov light 

pool into two regions, defined for their primary dependencies. The indirect zone contains a 

largely energy-dependent light field, while the direct zone contains a largely Xmax·dependent 
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Figure 2.9: Normalized Pulse Height vs. Radius for 4 Vertical Hydrogen Showers. 
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light field. Figure 2.10 shows a schematic representation of such a characterization. An addi-

tional 50 m radius zone in the center of the figure, the "Excluded Zone", identifies a region in 

the light pool which the Monte Carlo cannot simulate, due to certain simplifications made in 

the interests of speed. 

2.5 Dual Cerenkov Technique 

In the current investigation, the properties of the Cerenkov radiation, described above, are 

exploited to make multi-parameter measurements of extensive air showers. 

Assuming that the shower core location is known, the minimum detector configuration for 

taking advantage of the two-zone Cerenkov characterization is two independent instruments. 

Showers whose lateral distributions are such that their mass zones overlap one detector and 

their energy zones overlap the other are candidates for the Dual Cerenkov technique. 

To make just these measurements, a pair of atmospheric Cerenkov detectors has been de-

ployed to operate in conjunction with the Soudan 2 tracking calorimeter. The calorimeter, which 

samples high energy, low-deflection (0 < 1°) underground muons, provides a shower trajectory 
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Figure 2.10: Cerenkov Field Zones. 

which can be used to determine the shower core location on the surface. This information, 

together with the data from the dual Cerenkov array, should provide a simultaneous estimation 

of the energy and mass of the primary particle. 

2.6 Previous Composition Measurements 

The accessibility of the knee region to relatively small air shower arrays and Cerenkov detectors 

has been exploited by a number of investigators. Figure 2.12 shows a recent summary of several 

measurements; it offers a glimpse of the large variety of measurements which have been made in 

the region of the knee. A brief synopsis of a small number of composition experiments follows. 

2.6.1 Synopses 

Soudan 1989, 1993 

In one of the first deep underground/surface coincidence experiments, DasGupta et al.[43] de-

ployed a small proportional tube array on the surface above the Soudan 1 experiment. The 
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results, reported in 1989, indicated a light composition. In 1993, a new version of the experi-

ment was operated, this time in coincidence with the Soudan 2 detector [44]. This investigation, 

too, suggested a light composition. 

Soudan 1997 

Another Soudan 2-based cosmic ray investigation was completed in 1997 [15]. This analysis 

proceeded by examining exclusively the properties of deep underground muon multiplicities 

measured in the Soudan 2 detector. With this data, Kasahara et al. was able to draw conclu-

sions about the incident cosmic ray ftux. These results too suggested a largely light composition 

from 8 x 1014 eV to 1 x 1015 eV 

Soudan 1998 

In 1998 another experiment at Soudan 2 was concluded. This investigation was the precursor to 

the current investigation. It used a single atmospheric Cerenkov array operated in coincidence 

with the Soudan 2 calorimeter [45]. The addition of the Cerenkov data to the muon data allowed 

an independent measurement of the cosmic ray energy to be made. This greatly constrained the 

freedom in muon production, theoretically allowing a much more accurate estimate of cosmic 

ray mass. The results instead revealed serious weaknesses in the Monte Carlo programs used to 

simulate high energy hadronic interactions in extensive air showers. These results cast doubt 

on any composition conclusions drawn by experiments using muon multiplicity data. 

DICE 

The Dual Imaging Cerenkov Experiment, or DICE, comprises two 2 m diameter telescopes each 

equipped with 256 densely packed phototubes [46]. The telescopes, which are spaced 100 meters 

apart, use an imaging technique to make independent measurements of Xmax for extensive air 

showers. 

Examining the energy range between 1014 eV and 1016 eV, DICE reports a light composition, 

tending towards purely proton beyond 5 x 1015 eV. These data are shown in Figure 2.12 
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KASCADE 

The Karlsruhe Shower Core And Array Detector, KASCADE, is situated on the site of For-

schungszentrum Karlsruhe, in Karlsruhe, Germany [47, 48]. KASCADE comprises 252 scintil-

lator stations spread over 4 x 104 m2• It also features a 20 x 16 m2 finely segmented central 

hadron calorimeter. Muon detectors cover an area of 150 m2, providing 0.5° accuracy in muon 

tracking. 

KASCADE results are derived from simultaneous measurements of muonic, hadronic, and· 

electromagnetic air shower components. Several independent analyses have been performed 

using various components measured in the detector. Initial results vary with the form of analysis 

used; considering electrons or hadrons leads to a composition growing heavier with energy, 

while a "central granularity" analysis suggests a composition growing lighter. The KASCADE 

collaboration points to deficiencies in the hadronic interaction Monte Carlos as a likely source 

of the discrepancy. 

VULCAN 

The VULCAN experiment is a nine-station wide-angle atmospheric Cerenkov array operated 

at the site of the Antarctic Muon and Neutrino Detector Array (AMANDA) at the South Pole 

[49]. The South Pole Air Shower Experiment-2 (SPASE-2), a 130 station scintillator array, is 

also deployed at this site. 

Operating these three detectors in coincidence will yield a full multi-parameter measurement 

of all extensive air shower components. Initial results utilizing only the SPASE-2 and VULCAN 

instruments suggest a fairly heavy composition remaining constant throughout the knee. The 

VULCAN collaboration intends to include high energy muon data collected in the AMANDA 

array in their future analysis. 

BLANCA 

BLANCA, the Broad Lateral Non-Imaging Cerenkov Array, is a 144 station Cerenkov exper-

iment located in Dugway, Utah, on the site of the Chicago Air Shower Array (CASA) [50]. 

BLANCA makes estimates of cosmic ray properties by using measurements of Cerenkov lateral 

distributions. Shower core locations are provided by CASA. 
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Figure 2.11: Mean Primary Mass as Measured by BLANCA. From [50]. 

BLANCA has collected a large number of coincident events in the region of the spectral knee. 

Their most recent results provide greater detail of the knee region than any previous experiment. 

Figure 2.11 shows their measurement of the mean cosmic ray primary mass throughout the 

knee region. A clear mass increase is seen prior to the knee, followed by a decrease and another 

increase beyond the knee. These features remain essentially the same, regardless of which 

interaction model is used. 

HEGRA 

Located in the Canary Islands at La Palma, HEGRA, the High Energy Gamma Ray Astronomy 

experiment, is a 200 x 200 m2 extensive air shower array. It consists of 154 scintilllltor stations, 

17 geiger towers, and roughly 100 atmospheric Cerenkov detectors (AIROBICC). A pair of 

imaging Cerenkov telescopes also operate on the site. 

Like BLANCA, the HEGRA experiment uses shower core information gathered from a scin-

tillator array, and Cerenkov lateral distributions measured in the Cerenkov array to make esti-

mates of cosmic ray properties. Recent results from HEGRA [51] indicate a mixed composition 

growing heavier throughout the knee. 
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by the hadronic interaction models, VENUS and QGSJET. 

From [47]. 

2.6.2 Comments 

The composition in the region of the knee has traditionally been a free-for-all controversy. For 

every study showing in increase in mass, there has been another study showing a decrease. To 

some extent, this remains true. 

However, compared to the older generation of data, the data from newer experiments appear 

to be more alike than dissimilar. The results presented at the latest International Cosmic Ray 

Conference appeared to favor a composition which was mixed, or somewhat heavy prior to the 

knee, moving towards heavier through the knee. The results of many experiments, BLANCA, 

in particular, indicate that the instruments are improving greatly and that while the question 

of the knee remains open, it is perhaps not as wide open as it once was. 



Chapter 3 

The Soudan 2 Detector 

The Soudan 2 detector is a high-resolution tracking calorimeter (52, 53] set in a 10 m x 15 m 

x 75 m cavern 710 meters below ground level. The cavern is located on the 27th level of the 

Soudan mine, the oldest, richest, and deepest mine in the history of the Minnesota iron range. 

The mine itself is located in the Soudan Underground Mine State Park in the town of Soudan 

in northern Minnesota. Begun in mid-1988 and completed in November 1993, Soudan 2 has so 

far collected over five kiloton-years of data, including over 57 million cosmic ray muon events. 

The detector was originally designed to detect the decay of nucleons (54, 55), specialized for the 

super-symmetric decay modes (such asp-+ K+v) that water Cerenkov detectors find difficult 

to extract from background. Soudan 2 has been used in a number of other physics capacities, 

however, notably muon astronomy efforts (56], monopole flux measurements (57], cosmic ray 

composition studies (15, 42, 45), and neutrino oscillation investigations (58, 59]. 

The Soudan 2 detector produces triggers at a rate of roughly 0.45 Hz. Cosmic ray muon 

events occur at a rate of roughly 0.30 Hz, while natural radioactivity and electronic noise 

contribute an additional 0.15 Hz. 

The detector itself, illustrated in figure 3.1, comprises 224 stacked calorimeter modules sur-

rounded by an active veto shield of proportional tubes. The 1.0 m x 1.1 m x 2. 7 m modules 

(whose size was limited to the size of the mine elevator cage) are collected in seven "walls" two 

modules high and eight modules across t.o create an operating detector 8.0 m x 14.0 m x 5.4 

m in size. Each module is 4.28 metric t.ons and the total detector mass is 960 metric tons, with 
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Figure 3.1: The Soudan 2 Detector and Veto Shield. 

an average density of 1.6 g/cm3. 

The active veto shield is composed of over 1500 extruded aluminum proportional tubes. 

Typically 20 to 25 feet long, these tubes form a 14 m x 31 m x 10 m box around the central 

calorimeter. Its primary function is to greatly reduce the background for "contained" nucleon 

decay events by identifying events which originate from outside the detector fiducial volume. 

With an overburden equivalent t.o 2090 meters of water, the muon energy threshold (for 

greater than 503 transmission probability) is ...,Q.7 TeV. The bulk of this overburden consists 

of Lake Vermillion Greenstone (p "' 2.80 g/cm2), interspersed with pockets of iron ore (15). 

3.1 Module Design 

Each Soudan 2 detector module, as shown in figure 3.2, consists of 241 1.6 mm thick corrugated 

steel sheets interposed by 7560 1.5 cm Hytrel (Hytrel 5544) plastic drift tubes. The sheets are 

stacked to create a honeycomb structure, inside which the tubes rest. The drift tubes, which 

extend along the global Z axis, are wrapped in copper-bonded 0.125 µm mylar sheets, with 21 

conductors spaced along the length of the tubes. The tubes are filled with a gas mixture of 853 

Ar, 153 C02. The mylar-embedded copper strips in the center of the module are held at -9 kV 

while the outermost are grounded. This provides an electric field of 180 V /cm along the axes of 

all the drift tubes. See Figure 3.3. On both sides of each module, over the mouths of the drift 

tubes, is a wireplane assembly (Figure 3.4) consisting of 63 vertical 50 µm gold-plated tungsten 
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Figure 3.2: Soudan 2 Module. 
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anode wires and 240 horizontal cathode pads, made of copper. The anode wires, which rest at 

10 mm from the mouths of the tubes, are held at +2.2 kV. The cathode pads are located 5 mm 

behind the anode wires. The entire module is sealed with an insulated gas-tight steel skin. 

Charged particles passing through a drift tube ionize the drift gas, releasing free electrons. 

These electrons drift in the module's constant electric field to the ends of the drift tubes where 

they are presented with the large voltage gradients from the anode wires. Under the influence 

of this field, the electrons cascade and the resulting avalanche is collected on the anode wire. 

An image of this collected charge is induced on the cathode and the pulses on both anode and 

cathode are then amplified and digitized at 200 ns intervals. The drift velocity of the electrons 

is nominally 0.6 cm/ µs and the maximum drift time is 83.3 µs. 

By matching pulses on an anode-cathode pair, y and x measurements can be obtained. The 

measured resolution in this plane is 0.38 cm [52]. Measuring the drift time of the electrons 

provides a z measurement, allowing a full 3-dimensional reconstruction of the original ionizing 

particle's path. The z-axis resolution is 0.65 cm and the aggregate angular accuracy of the 

detector is better than 0.25° for muon tracks, as determined by a detection of the moon's 

cosmic ray "shadow" (See Figure 3.5). Figure 3.6 shows a typical muon event, as displayed in 

the Soudan 2 event readout software. 
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The starting point for a drift time measurement, T0 , is the time at which the ionization elec-

trons were deposited in the detector. This time can be determined, for example, by identifying 

the point at which a ionizing particle passes through the wireplane assembly. When it does so, 

it deposits electrons in a "blob" across several anode and cathode channels. This generates a 

unique signature and represents a point at which the trajectory and time are well defined. 

3.2 Veto Shield 

The active veto shield is a 2040 m2 detector consisting of over 1500 extruded aluminum propor-

tional tube modules. Each module contains two stacked layers of four hexagonal tubes to form 

a unit 0.2 cm wide x 0.1 cm thick x 6-8 m long. The modules are placed in contiguous panels 

surrounding the main calorimeter, covering some 97% of the total solid angle. The upper and 

lower faces of the veto shield are further enhanced by an additional layer of tubes, arranged 

perpendicular to the first, providing x and y locations for through-going particles. 

The modules' electronics are grouped in four-tube units by layer and are triggered off the 

main detector. Preamp boards located directly on tube modules amplify and digitize the signals 

from the anode wires. Pulses over threshold are read out during a trigger along with the 

module ID and pulse time. The single-layer random rate due to Compton electrons generated 
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Figure 3.5: Soudan 2 Cosmic Ray Moon Shadow. The lines represent contours of normalized 
deviation, spaced at intervals Z = 0.5 above Z = 2.0. Thus the center of the contours represents 
a 4u moon shadow 
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by natural gamma radiation is "'30 m-2 s- 1• This provides an unacceptably high rejection rate, 

so coincident pulses on both inner and outer module layers are required to generate a veto [58]. 

The efficiency of the shield as a muon detector has been studied by tracing well-reconstructed 

muon tracks from the main detector t.o the shield faoes and checking for hits at those locations. 

Shield efficiencies for single-layer hits have been determined t.o be 98%. For simultaneous hits 

in adjacent stacked layers this drops t.o 92% [15]. 

The original function of the veto shield was to greatly reduce the background for nucleon 

decay events by identifying those events which originated from without the detector volume. 

AB a low-cost low maintenance anti-coincidence detect.or, its resolution is inferior to that of the 

main calorimeter, especially for events along the axis of a module. Nevertheless, the footprint 

of the active shield is nearly four times that of the calorimeter. Thus, for muon measurements 

where the calorimeter size is a limiting factor, the addition of the shield as a primary detector 

is of great importance [45]. 
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Figure 3.6: Online Software (STING) Readout 
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Chapter 4 

Dual Cerenkov Array at Soudan 

The Dual Cerenkov array at Soudan consists of two separate photomultiplier tube (PMT) ar-

rays, named for their relative positions to the electronics trailer. The Upper Station Detector 

was originally built in the spring of 1993 to operate in coincidence with the Soudan 2 calorimeter 

to attempt to elucidate the composition of primary cosmic rays in the region of the knee. The 

Lower Station Detector was conceived in 1996 as an upgrade which might provide additional 

information lacking in a single array configuration. The two stations use identical photomulti-

plier tubes, high voltage distribution bases and Winston cone light gathering devices, but differ 

in their design and configuration. 

Figure 4.1 shows the layout of the experiment site. The two Cerenkov detectors are shown 

in reference to the underground Soudan 2 calorimeter site and the main electronics trailer. The 

Cerenkov stations are labeled to indicate the boundaries of their mass-sensitive areas as well as 

their excluded zones within 50 m. 

4.1 Lower Station Detector 

The Lower Station Detector (LSD), installed in 1997, comprises an aluminum detector enclosure, 

12 photomultiplier tubes and all associated detector electronics. It is connected to the primary 

experiment trailer by a cable run of some 440 feet. The detector control system, located inside 

the enclosure, consists of a computer controlled high voltage system, a microprocessor controlled 
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Figure 4.1: Detector Configuration Map. 



Location 47.8° N, 92.2° W 
Atmospheric Depth 978 g/cm~ 
U.S.D. Distance to Soudan 2 745m 
U.S.D. Zenith w.r.t. Soudan 2 13.9° 
L.S.D. Distance to Soudan 2 745m 
L.S.D. Zenith w.r.t. 20.9° 
Array Spacing 113m 
Tubes/Detector 2 (9870, EMI) 
Total Collecting Area 1.2 m~ 
.l'M Operating Gain 0.5 - 2.0 x 10~ 
1' M Response Time (FWHM) 12-19 ns 
Trigger Threshold 2.0 - 2.5 x 10" PE 
Trigger Integration Time 300 ns 
Digitizing Frequency 100 MHz 
Digitizer Depth 40.96 µs 
Dead Time (Read-Out) 200ms 
Live Time Fraction ""943 
Time Resolution (WWVB clock} 1 ms 
Soudan 2 Trigger Line Delay 7 µs 
Noise Rate per Tube 8PE/nsec 
Maximum Background Current < 50 µA/tube 
Data Rate: 

free running 0.045- 0.10 Hz 
coincidences 4- 6 per hour 

Average Duty Cycle (Winter) 33 

Table 4.1: Dual Cerenkov Array Specifications. 
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supervisor module, a high voltage safety interlock module, a current monitor, a LeCroy 428F 

Linear Fan-In/Out, and an Aperture-Control Logic Unit (ACLU), a device used to control the 

mechanical roof system (See Section 4.4.2). 

The Lower Station Detector is located on wooden platform built on bare bedrock at the base 

of a shale mining detritus mound. Its coordinates are 195.24 rn east and 181.36 rn south in the 

global reference frame (whose origin is at the lower south east corner of Soudan 2). Its elevation 

is 466.19 meters, putting it 692.46 meters above the Soudan 2 global reference frame origin. See 

Figure 4.1. 

4.1.1 Detector Enclosure 

The Lower Station Detector enclosure, shown in Figure 4.3, was built to survive the harsh 

winters of northern Minnesota with very little maintenance. The main body of the enclosure 

consists of 0.060 inch aluminum sheathing glued and riveted over a lxl inch hollow aluminum 

tube frame. By design, the box is man-portable, very light and very rugged. It features a chain-

driven four-pane aluminum roof which connects to a drive shaft driven by a 12 VDC high-torque 

gear motor (Dayton 1L478). The system removes and replaces the roof in a "tipping the hat" 

motion. The chain drive consists of several No. 25, 1/4" pitch roller chain sprockets geared 

to a ratio of 40 to 1. The drive shaft is supported by three l /2" bore light duty pillow blocks 

mounted inside the electronics chamber of the enclosure. The chain is standard No. 25, 1/4" 

stainless steel roller chain. Chain tension is maintained by two fixed yolk roller units fixed on 

the exterior of the enclosure. 

There are two linkage arms which connect the chain drive to the roof unit. Two additional 

arms provide stability. This design allows the roof to shed snow loads of up to 40 pounds 

without depositing any of the snow inside the detector itself. The system has proven itself 

reliable, having cycled several hundred times without a single failure. The time to open or close 

the roof system is roughly 45 seconds. Magnetic sensors are affixed at two locations on the 

detector to determine the door positions. These sensors are fed into the motor-control unit, the 

ACLU. 

Measuring 42"x42"x60", the full enclosure is divided into upper and lower sections. The 

upper section of the box contains 12 Winston cone-fitted photomultiplier tubes, a borosilicate 



49 

Figure 4.2: Lower Station Detector Enclosure. 
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Figure 4.3: Lower Station Detector Enclosure Schematic. 
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glass window, and a 12 V power supply to power the window heater. The lower section contains 

all of the detector electronics, the drive system and motor, and the ACLU. It is accessible 

through a lockable side access panel. Cables from the main electronics trailer enter through the 

floor of the enclosure. 

The walls of the enclosure are insulated with silver-backed Dow Corning R-Max insulation, 

allowing waste heat from the electronics to keep the ambient temperature inside the lower 

section roughly 30 degrees warmer than outside without any additional heating. 

4.1.2 High Voltage System 

The Lower Station high voltage system consists of three single-width custom NIM modules 

with four high voltage channels each. The 12 channels can each supply one Watt of power 

in the range of 0 to -2000 V. Each channel is powered by an EMCO High Voltage DC-DC 

converter, model C20N. These tiny (0.74 in3) inexpensive devices feature excellent temperature 

drift characteristics (< 50 PPM° C) and superior voltage stability (< 0.002% ripple). The 

output voltage level for the devices is set in reference to an input control voltage at a ratio of 

1 to -400 (i.e., 1000 mV in, -400 V out). 

Figure 4.4 shows a schematic view of the high voltage modules. The design is elegant and 

simple, containing only nine active components in addition to the DC-DC converters. The 

actual modules are constructed with simple two-layer hand-routed circuit boards. 

Philips PCF8591 

Apart from the DC-DC converters themselves, the most important components in the high 

voltage system are the Philips PCF8591 devices. These pieces are singl~chip, low-power 8-bit 

CMOS data acquisition units. They feature four multiplexed analog inputs, one analog output 

and a two-wire serial interface. One PCF8591 can provide four channels of 8-bit analog-to-

digital conversion and one channel of 8-bit digital-to-analog conversion, all programmable via 

the two-wire I2C (see below) serial protocol. 

The DC-DC converter control voltage is set for each channel by the DAC unit of a PCF8591. 

This 8-bit DAC unit allows 7.125 V precision on the high voltage output settings. Each high 

voltage channel is monitored by one of the PCF8591 ADC units via a voltage divider feedback 
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Figure 4.4: Lower Station High Voltage Module Schematic. 
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circuit. There are four PCF859ls in each high voltage module, one for each DC-DC converter. 

All of the ADC and DAC functions are referred to a high stability 5 V reference voltage supplied 

over bus lines by the Safety Interlock Module (See Section 4.1.3). One channel from each ADC 

unit is routed to a bulkhead lemo connector on the front face of the high voltage module. This 

channel is normally used to read anode current levels from the external signal splitter module. 

The high voltage modules are programmed by a two-wire serial bus using the industrial 

communications Inter-Integrated Circuit (I2C ) protocol (See Appendix A). Routed through 

the NIM bin backplane, the bus connects the microprocessor controlled supervisor module to 

the high voltage and Safety Interlock modules. Making use of an Philips PCF8574 Remote I/O 

Expander to control an additional addressing line, the system can be expanded to accommodate 

up to 16 modules, providing 64 independent channels of precision high voltage. Additional 

bulkhead connectors may also be added to provide access for up to eight channels of additional 

8-bit analog-t1>-digital conversion per module. 
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Figure 4.5: Safety Interlock Module Schematic 

4.1.3 Safety Interlock Module 

The Safety Interlock Module (SIM), Figure 4.5, is a device which provides a final line of defense 

in the event of a software tripping failure. Should the software system fail to shut down the 

photomultiplier high voltage in a high current situation, the SIM will do so automatically 

by grounding the reference voltage which the DAC converters use to program the DC-DC 

converters. 

The SIM sums and monitors with a comparator circuit the voltage levels on its input sockets. 

When the voltage exceeds an adjustable safety level, a latched relay is tripped, grounding the 

bus line voltage distributed to the DAC chips. The output of the reference voltage unit is routed 

to an empty pin to await unit reset. The reference chip, an AD586TQ, is a extreme-precision 

military-grade temperature-stabilized voltage refer~nce with a maximum drift of 7.5 mV over 

its operating range of -55°C-125°C. The status of the SIM, i.e., high or low, is monitored by a 

comparator circuit in the supervisor module. In the.event of a hardware trip, the microprocessor 

can reset the SIM (by resetting the latched relay over a fourth bus line) and attempt to restart 

normal operations. The SIM can also be reset manually. 
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The use of a single reference voltage for all system analog/digital conversions allows for 

this very simple one-point failsafe feature, while simultaneously assuring constant high voltage 

settings over all tubes. The high voltage system will not operate correctly without a properly 

functioning Safety Interlock Module installed somewhere in the custom NIM bin. 

4.1.4 Microprocessor Control Module 

The heart of the Lower Station is the supervisor unit, the Microprocessor Control Module. This 

consists of a double-width NIM module, a single-board computer, and various support circuits. 

The computer, packaged by TERN Electronics as a "MiniDrive LCD Controller", is a 4.8 in x 

3.4 in programmable, low-cost 16--bit industrial controller designed for high-reliability embedded 

applications. 

The MiniDrive has a total of 40 I/O lines, including eight 4-bit ADC inputs, 24 bidirectional 

I/O pins, two high-speed integrated RS232 ports, and seven high voltage outputs. It features 

an 16-bit 8 MHz NEC V25 microprocessor, 1 MB of battery-backed static RAM, 128 KB of 

ROM, two 16-bit timers, watchdog circuitry, and power monitoring hardware. The unit costs 

roughly $130. 

The MiniDrive comes equipped with a MS-DOS work-alike operating system called Datalight 

ROM-DOS. This OS is fully compatible with MS-DOS 6.0 and executes directly from ROM. 

It can be directly loaded into ROM by the ACTF firmware utility which also comes with the 

MiniDrive. Once loaded, the unit can be accessed via serial line and operated like any personal 

computer. 

The microprocessor is an 80386-compatible CPU which runs 16-bit code compiled for this 

architecture. Applications are compiled on the DAQ computer and the object code uploaded 

to the unit via XModem protocol. The compiler used in this investigation was Microsoft Visual 

c++ 1.52. 

Apart from the MiniDrive unit, the supervisor module is also equipped with several com-

parator circuits and a breakout bus to distribute the microprocessor I/O lines. Additionally, 

there is a digital thermometer unit for monitoring the enclosure temperature and an external 

thermometer port, for monitoring the ambient temperature. 
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Operation 

The microprocessor performs a number of control and monitoring tasks. First, it acts as 

controller-in-charge of the I2C bus, which it uses to control the high voltage modules and digital 

thermometers. Second, it monitors, via a comparator circuit, the status of the DAC reference 

voltage. If this voltage should drop below the comparator threshold, it indicates that a hard-

ware high voltage trip has occurred, or that the reference voltage IC has malfunctioned. The 

microprocessor can then attempt to reset the Safety Interlock Module through a bwrdistributed 

reset line. If this fails, there is a likely hardware malfunction and the microprocessor will shut 

down the Lower Station. Third, the microprocessor must communicate with the Aperture Con-

trol Logic Unit (Section 4.4.2) to open/close and monitor the roof system. The final task this 

unit must perform is to communicate with the primary DAQ computer. It does so through arr 

RS232 interface, over which it receives commands and transmits status updates (see Section 

4.4.3). 

4.1.5 Signal Splitter/Current Monitor 

In order to monitor the anode currents of the photomultiplier tubes, the signals from the 

bases must be split into AC and DC components. The Signal Splitter/Current Monitor Module 

(Figure 4.6) consists of a single-width NIM module with 3 columns of 12 front-mounted bulkhead 

lemo connectors. The leftmost two lemo connectors of each column are AC-coupled, to allow 

the transmission of all high-frequency signal data. A signal line shunts the DC anode current 

to a simple transimpedance amplifier which outputs to the third lemo connector. For every 1 

µA of input current, there will be 39.2 mV of voltage across the output port. The value of 39.2 

mV corresponds to twice the precision of the PCF8591 ADC input units (19.6 mV = m16'n~). 

The current sum of all the tubes is also provided by the Signal Splitter unit. The outputs 

of all the transimpedance amplifiers are added in a simple summing amplifier and the resulting 

voltage placed across a rear-mounted bulkhead lemo for input into the Safety Interlock Module. 
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Figure 4.6: Signal Splitter/Current Monitor Schematic. 

4.2 Upper Station Detector 
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INVERlER 

The Upper Station Detector is located on a 5 m high tower some 50 m west of the main detector 

hut. This station, like the Lower Station, consists of a detector enclosure and 12 phototubes. 

Unlike the Lower Station Detector, the high voltage units and most ancillary electronics for the 

Upper Station reside in the main electronics trailer. A rv20 m cable conduit contains 12 RG-59 

cables for high voltage supply and 12 RG-58 cables for signal return. The cable run extends up 

the side of the tower, unfortunately making the cables susceptible to radio frequency pickup. 

4.2.1 Detector Enclosure 

The Upper Station enclosure (Figure 4.7) consists of an 6' long by 2' wide by 4' high wooden 

frame sheathed with 5/8" painted plywood. The box is topped with a hemi-cylindrical cover 

which is mounted at the ends on two low profile turntable bearings. The configuration is similar 

to that found in large pig-roaster units. The cover itself is made of 1/8" textured wallboard 

with thick support ribs to maintain the curvature. An aluminum brace runs along the top to 
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Figure 4.7: Upper Station Enclosure Schematic. 

provide rigidity along the major axis of the cover. 

A 3/8" No. 35 roller sprocket is affixed to the outer half of each bearing holding the cover 

in place. The sprockets are turned by chains driven by a drive shaft which emerges near the 

bottom of each side of the enclosure. The shaft is mounted with four pillow blocks to an steel 

support beam built within the enclosure. A 12 VDC gear motor (same model as in the Lower 

Station Detector) drives the main shaft. Magnetic sensors are mounted at two locations on the 

enclosure body to determine the position of the roof system. These sensors are fed into the 

Aperture Control-Logic Unit. 

The lower half of the detector enclosure contains supporting electronics and the driv~shaft 

system, and is accessible via a hinged access panel. The upper portion of the enclosure contains 

three boxes with four photomultiplier tubes in each box. These boxes rest side by side within 

the main enclosure; each is outfitted with an individual protective glass cover. Cables to and 

from the phototubes pass through the bottoms of these boxes and out the side of the enclosure. 
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4.2.2 High Voltage System 

The Upper Station phototubes are powered by a legacy system inherited from the previous 

generation Cerenkov experiment at Soudan [45]. This system consists of 3 custom NIM High 

Voltage modules, with 4 independent channels per module. Each unit can supply up to 3 Watts 

of high voltage over a range ofO to -3000 V with an accuracy of 11.72 V (8-bit). 

The units are fitted with dual 8-bit analog to digital converters. These devices are used to 

monitor the anode current of the phototubes (via external transimpedance amplifiers) and the 

output voltage of the modules themselves. A high-resistance voltage divider reduces the output 

levels by 1000:1. 

The units are controlled by the main data acquisition PC via an ISA bus extender card. 

Control and readout is performed by simply accessing the range of addresses Ox200--0x3FF. A 

detailed description of these modules may be found in [45]. 

4.3 Photomultiplier Tubes and Bases 

The Upper and Lower Station Detectors utilize EMI 8970 photomultiplier tubes obtained as 

surplus from the defunct Harvard-Purdue-Wisconsin proton decay experiment. The tubes are 

designed for use in water Cerenkov applications; they are hemispherical, 130 mm in diameter 

with bialkali photocathodes. They are equipped with two focusing electrodes and 11 high gain 

Cesium-Antimony venetian blind dynodes. The photocathode is sensitive to the wavelength 

range 29~80 nm, with a broad peak in the quantum efficiency at ~253 between 320 and 400. 

4.3.1 Design 

The voltage distribution bases were carefully designed to optimize the capabilities of the pho-

tomultiplier tubes. The bases, shown schematically in Figure 4.8, were made to use only five 

active dynode stages with 300 V zener diodes on the final two stages. This allows the final two 

dynodes to operate at maximum inter-stage voltage throughout the tubes' operating range of 

1200-1750 V. This improves linearity and time response. 
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Figure 4.8: PMT Base Schematic. 

Gain 

The ambient light levels of even the darkest nights are substantial in terms of typical photomul-

tiplier tube environments. On average, the night sky generates 8 photoelectrons per nanosecond 

on every photocathode of the Cerenkov array. This corresponds to 1.28 nA of photoelectron 

current. Operating at tube gains much higher than 105 would result in excessive currents, lead-

ing to an eventual deterioration of anode and dynode effectiveness due to damage of emission 

surfaces. Thus, the bases were designed to operate with a maximum final dynode current of 50 

µA, corresponding to a maximum gain of 4 x 104 under normal ambient light conditions. By 

way of comparison, a 100 TeV vertical photon-initiated cascade will generate a Cerenkov field 

which induces a peak current of 50 µA at 80 m from the shower core [42]. 

Time Response 

The previous generation Cerenkov detector at Soudan was designed to attempt to extract mass 

composition information from the shapes of Cerenkov pulses. Thus a primary requirement of 

the tubes was that they not significantly alter the waveform of the narrow input Cerenkov 

pulses. 

With standard bases, however, the tubes could be expected to generate unacceptable large 
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~100 ns pulses in response to delta function input pulses. The primary contributor to this 

pulse width is inter-stage transit-time spread due to the width of the secondary electron velocity 

spectra (i.e., the spread in the speeds of electrons emitted from dynode stages). 

Fortunately, the design decision to limit the number of active dynodes (for gain purposes) 

also acts to improve timing characteristics. Reducing the number of stages and operating at 

near maximum inter-stage voltage allows the full-width half-maximum (FWHM) spread of the 

output pulses to be reduced from 100-200ns to as low as 12-19 ns. The importance of this legacy 

constraint is greatly reduced in the present investigation, where only pulse integral information 

is being used. 

Linearity 

The linearity of a photomultiplier's output current is limited, in pulse mode, by space charge 

effects due to high dynode currents. Increasing inter-stage voltages, especially on the later 

dynodes, is the standard method of improving and extending the linearity of a tube. This 

benefit, coupled with the improvements in time response, strongly recommends operating the 

phototubes at maximum inter-stage voltage on last few stages. 

4.3.2 Calibration and Testing 

Gain 

The gain of the photomultiplier tubes was carefully determined using a two step process. First, 

the relative gains of the phototubes were measured. This was done by collecting (via integrating 

ADC) histograms of pulse height responses to a standardized blue LED flasher. Such a his-

togram is shown in Figure 4.9. As a cross-check to the LED pulser measurement, several tubes 

were recalibrated using a piece of thick scintillator as a light source. Through-going cosmic ray 

muons provided short, Cerenkov-like pulses for collecting histograms. 

Additional response histograms were collected from a single "benchmark" tube at several 

voltages. This allowed a full gain curve to be constructed. This curve is shown in Figure 4.10, 

along with the associated tube power spectrum. The total gain of the phototubes varies roughly 

as (V-600)2• This behavior stems from the double-zener configuration in the base. 
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Figure 4.9: Sample Calibration Histogram. 
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After the relative calibrations were complete, the benchmark tube was subjected to indepen-

dent dark-box pulser tests. In these tests, response histograms were collected with a LeCroy 

qVt for both the benchmark tube and a Quanticon phototube of known gain. This provided 

an absolute calibration of the benchmark tube, which, in turn, allowed the response histograms 

to be converted into absolute gains. Tubes for each detector were chosen from a small pool to 

minimize the gain differences between them. 

Linearity 

The linearity of the tubes was tested using a pulsed laser light source and a series of neutral 

density filters. The results of the test are shown in Figure 4.11. The figure shows the measured 

value of the peak output pulse current, "anode current", versus the source light inte11Jity, 

measured in mA, "linear peak current". A straight line of the graph would indicate perfect 

linearity. 

The results show that the tube response is approximately linear to almost 1.8 mA of peak 

current, where it deviates 10% from perfect linearity. The average background current, recall, ls 

under 50 µA (corresponding a 100 TeV shower at 80 m). A current of 1.8 mA is a full 36 times 

larger than the typical background rate and corresponds to (via the linearity of Cerenkov pulse 
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Figure 4.10: PMT Gain Curve and Power Usage. 

61 

9 

8 

7 

6 

5 

4 

3 

2 

Anode peak current (mA) 

Linearity 

2 3 4 5 6 7 
Linear peak current (mA) 

62 

8 9 

Figure 4.11: PMT Linearity Curve. Laser Output pulse versus measured tube peak current for 
several intensities of 5 ns laser pulse. The diamonds are data points, the solid line is a fit to the 
data. The dashed line is the line of true linearity. 

height with energy) a shower of 36 x 100 = 3600 'Th V at 80 m. The linearity deviations at these 

impact parameters and energies have been taken into consideration in the event reconstruction 

software. 

Long-Term Exposure Effects 

The response of the photomultiplier tubes to extended periods of high anode current was tested 

prior to this investigation [42]. A continuous 80 µA anode current was induced on a tube for 480 

hours. Over 200 hours, an exponential decrease in the gain was observed, leveling off at "'60% 

of the original gain. The supposed cause of this degradation is damage to dynode emission 

surfaces caused by excessive electron bombardment. After the initial damage is done, there is 

little further change to the gain of any tube from additional exposure. 
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Figure 4.12: PMT Assembly Schematic. 

4.4 Common Hardware Features 

Apart from the photomultiplier tubes themselves, several additional components were used in 

both of the detector stations. A description of these units follows: 

4.4.1 Windows and Winston Cones 

'lb maximize the collection area of the photomultipliers, each tube is fitted with a Winston-like 

light collection cone (60] ofrefiective aluminum ('frade name: Alzac, Reynolds Aluminum). The 

cones are 25 cm in diameter at the top and 12.5 cm at the base. The tube assembly is shown 

in Figure 4.12. 

Figure 4.4.1 shows the angular acceptance of the cone-tube combination. The acceptance is 

somewhat constant to roughly 45°, after which it rapidly drops to zero by 60°. Normally, such 

a cone would provide a fiat acceptance up to 30°, beyond which it would drop to zero. However, 

the particular geometry of the PMT assembly (i.e., the hemispherical tube within the volume 

of the cone) modifies the nominal behavior, causing the structure seen in the acceptance curve. 

The bumps are due to light passing through two faces of the photomultiplier. 
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Figure 4.13: Angular Acceptance of Tube with Winston Cone. 
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Over the top of the cones rests a 0.125 inch thick window of borosilicate glsss. This pane 

protects the tubes from the elements during data-taking. 'lb prevent vapor condensation on 

its surface, the windows are fitted with lengths of 0.001 inch gold-plated tungsten wire which 

form a simple resistive heater of some 40 W. The glass sheeting, made of the same material as 

the PMT windows, has excellent transmission properties from 400-600 nm, dropping sharply 

to zero at roughly 290 nm. 

Though they nominally offer four times the collection area of bare tubes, the imperfect reflec-

tivity of the aluminum and the transmission features of the windows reduce this amplification 

factor to three. 

4.4.2 Aperture-Control Logic Unit 

The operation of the two detector enclosure doors is controlled by the Aperture-Control Logic 

Units (ACLU), shown in Figure 4.14. The ACLUs regulate the power to the motors which 

drive these doors. Each enclosure, described above, is fitted with a pair of magnetic proximity 

switches which report on the location of the door along its cycle. The ACLUs contain standard 

TTL logic to monitor these switches and route power to the enclosure motors based on the door 
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Figure 4.14: Aperture-Control Logic Unit Schematic. 

position and input commands. Power is automatically cut off to the motors when the doors are 

fully opened or closed to prevent damage to the hardware. In the case of a logic failure, fuses 

insure that the motors will not continue to strain against a closed or open door. 

The units can be set to local or remote mode with a front-mounted switch, shown in Figure 

4.15. Commands to open or close the doors can be set remotely via TTL level when in remote 

mode, or by another switch when in local mode. The ACLUs bleed their own power from the 

12 V input motor supply. 

4.4.3 RS-232/422 Converters 

Communication between the main data acquisition computer and the Microprocessor Control 

Module (Section 4.1.4) in the Lower Station Detector takes place using the RS232 signal stan-

dard. However, the maximum cable length supported by the standard is under 50 feet, while the 

cable run to the Lower Station Detector is over 440 feet long. A pair of RS232/RS422 converters 
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Figure 4.15: ACLU Switch Logic. 

(B&B Electronics 422NOICR) is used to bridge the bulk of this cable distance. These converters 

transform the RS232 signals from the two computers into optically-isolated, differential RS422 

signals. This allows communication at 90kbps over cable lengths of up to 4000 feet. 

The units are very noise resistant and serve to protect the sensitive serial inputs of the two 

computers by optically isolating the long cable run, which is susceptible to lightning strikes. A 

null-modem converter must be in place at the lower end of the chain, to convert the DCE ("data 

communications equipment") output of the 422NOICR to a DTE ("data terminal equipment") 

configuration for input into the Microprocessor Control Module. 

4.5 Data Acquisition Hardware 

The bulk of the hardware used for acquiring data in the Dual Cerenkov Array can be separated 

into the categories of signal handling and trigger logic. Each group contains of a number of 

devices, both commercial and custom. The details of these units follow. 

4.5.1 Signal Handling 

Signal Path 

The signal path of the Cerenkov array obviously begins with the photomultiplier tubes, which 

absorb photons and produce pulses of electrons. The signals from the tubes in the two detector 

stations take slightly different routes to their final destination at the waveform digitizing units. 

See Figure 4.16. 

Anode signals from the Upper Station photomultipliers travel along twelve ... 20 m RG-58U 

cables to the main electronics hut. The first portion of cable runs 5 m up the side of the enclosure 
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Figure 4.16: Detector Signal Path. 

stand where radio frequency pickup is added to the Cerenkov signal. Once at the electronics 

trailer, the signals enter a custom unit in which the anode DC current is decoupled from each 

signal and fed into the feedback circuit of the high voltage system. The AC components of 

the signals are added in groups of four with a LeCroy 428F Linear Fan-In/Fan-Out (Labeled 

"Summers" in Figure 4.16). The LeCroy units feature 100 MHz input bandwidth and promise 

a noise contribution< 750µV. 

From each of the three fan-in/fan-out units, an output is routed to a fourth summer. This 

unit adds the outputs of the three previous modules, yielding the grand sum of all 12 Upper 

Station tube signals. The summed signal is fed into the trigger electronics, where it is used in 

the trigger decision. 

The second output of each of the three initial summer units is routed to a channel of a 

LeCroy 612AM amplifier. This variable amplifier unit has an input bandwidth of 140 MHz, and 

an RMS input noise of< 50µV. It amplifies the tube signals by xlO and outputs them to a 

LeCroy 6841 Waveform Digitizer. Each group of four summed tubes is digitized in a separate 
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channel of the 3 digitizer units. 

To minimize noise pickup and pulse distortion, it was preferred that signals from the more 

remote Lower Station Detector be carried by a single long cable. Therefore, the outputs of the 

photomultipliers in the Lower Station Detector are summed on-site with a LeCroy 428F. The 

12 phototube signals are added and passed along 135 m of low-loss RG-8 cable. The quality of 

the cable is such that the signal degradation over this 135 m cable is comparable to that over 

20 m of RG-58. 

The full Lower Station signal is passed to a signal splitter in the main electronics trailer. 

The AC component of the signal is passed to a channel of the 612AM and amplified x 3.3. The 

output is then passed into a channel of the LeCroy 6841. The factor of 3.3 is chosen to equalize 

the signal amplitudes in the digitizer channels: Upper Station digitizer channels read 4 tubes 

amplified at x 10 for a nominal total gain of 40; with 12 tubes in the Lower Station channel, an 

amplification of 3.3 provides parity. 

Signal Capture 

Three LeCroy 6841 Waveform Digitizers provide the final step in the signal handling process. 

These CAMAC modules are dual channel, 100 MHz 8-bit digitizers with a depth of 4096 samples 

(40.96 µs). The Upper Station tubes require 3 input channels, while the Lower Station signal 

uses another. The two channels of the third digitizer are used to capture other interesting data 

such as the analog sum of the all Upper Station tubes (i.e., the triggering signal), or spare 

Upper Station signal lines, which provides a "clean" sample of the RF pickup noise. 

In addition to the waveform digitizers, a LeCroy 2249A integrating ADC is available to 

capture the Cerenkov signals. This provides an independent measure of the integrated tube 

signals and can be used to verify the accuracy of the software pulse integration routines. Though 

it is not typically used in normal running, this ADC module is a standard part of the calibration 

system. 

4.5.2 Trigger Electronics 

A schematic depiction of the detector trigger logic is shown in Figure 4.17. The heart of the 

trigger is the Trigger Module. This unit continuously integrates, with 300 ns time constant, the 
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Figure 4.17: Trigger Logic. 

summed signal from the Upper Station Detector phototubes. The signal is integrated to insure 

a trigger which is independent of the input pulse shape. The 300 ns integrating constant is a 

legacy from the last generation Cerenkov detector; it was set to insure triggering on wide-pulse 

(> 100 ns) Cerenkov signals. 

The initial stage of the Trigger Module is an active notch filter which removes the contami-

nating 97.9 MHz radio frequency picked up in the elevated signal cables. This filter is not applied 

to the digitizer signals because they are more accurately cleaned with software techniques. 

Fi:om the notch filter, the signals are integrated with a 300 ns time constant and the output is 

split into two channels. Each channel contains an independent voltage-controlled variable-gain 

amplifier which is programmed by the data acquisition computer via a CAMAC 12-bit DAC 

module. The outputs of these amplifiers pass through bypass switches and from there to a 

pair of external discriminator units. The outputs of these discriminators represent' "coincident" 

and "non-coincident" pre-triggers, depending on the channel. The term "pre-trigger" is used 

to distinguish between the outputs of the initial discriminators and the full array triggers. 

Pre-triggers must pass additional logic requirements before there can be a true array trigger. 

This dual pipeline system allows the detector to operate with two different thresholds. The 

pre-trigger with the lower threshold, the coincident channel, is used in coincidence with triggers 

received from the Soudan 2 detector. The higher-threshold, non-coincident channel, is able to 

generate an array trigger itself. Enabling non-coincident pre-triggers allows the Cerenkov array 

to run independent of the Soudan 2 detector. This provides periodic detector-state data and 
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allows purely autonomous atmospheric Cerenkov studies [42). 

An additional feature of the Trigger Module, not shown in the figure, is a pair of relay-driven 

switches which allow the normal amplifier outputs of the module to be bypassed. Instead of 

firing off the input array signal, pre-triggers can be produced by a pulse generator. This is 

useful for calibration and detector testing. 

The signal from the coincident channel of the Trigger Module pa.sses from the discriminator 

to a 38 µ.s gate unit. This gate is logically AND-ed with the Soudan 2 trigger line, which comes • 

over twisted pair from the Soudan 2 detector itself. 

Using a 38 µ.s gate allows for significant variation in trigger arrival times from the under-

ground detector. The calorimeter triggers at different times depending on the geometry of the 

underground muon event in the main detector. Most Soudan 2 triggers arrive at the logic gate 

within 20 µ.s, but significant variation can be accommodated with the gate due to the large 

40.96 µ.s digitizing depth of the LeCroy 6841. 

Under normal conditions, the threshold of the coincidence line is set so that coincidence pre-

triggers occur at a rate of roughly 150 Hz. This represents a very low threshold and corresponds 

to very small Cerenkov pulses. The high pre-trigger rate is chosen to increase the triggering 

efficiency of true surface-underground coincidences, though it increases the accidental rate as 

well. Soudan 2 triggers occur at a rate of roughly 0.5 Hz while surface-underground coincidences 

(using the ..... 150 Hz pre-trigger) have a rate of roughly 4-5 per hour. 

For larger Cerenkov pulses, the discriminators from both pre-trigger lines will fire. The 

output from the higher-threshold, non-coincident, discriminator is logically OR-ed with the 

output of the coincidence line's AND, described above. 

The output of this final OR forms the true detector trigger. To insure that the gated AND 

has time to fire in the case of a large coincident event (i.e., one that pre-triggers both coincident 

and non-coincident discriminators), the signal from the non-coincident channel is delayed for 

38 µ.s before it is passed the OR. 

The detector trigger latches the WWVB clock and fires the digitizers. The digitizers then 

assert a CAMAC Look-At-Me (LAM) signal which causes the computer to begin the readout 

sequence. 



4.5.3 Skywatcher 

The Cerenkov array cannot operate in high light levels. Thus, for automatic operation, there 

must be a means of monitoring the ambient levels of light in the eky. To do this, a photomul-

tiplier tube with a very low gain base is employed. This tube, which rests on the surface of the 

main electronics hut, is enclosed in a weather-tight encloeure to protect it from the elements. 

It is fitted with a steeply-sloped window and filament heater to shed snow. The anode current 

from the tube is read out by a LeCroy 2249A ADC and averaged over 30 seconds to obtain a 

reliable reading of the light level outside. 

To slow the rate of anode and dynode deterioration, the base is designed to draw relatively 

little current at the operating voltage of 800 V. Despite the low gain, the detector is very 

sensitive. The ADC input saturates at light levels little brighter than full dark. Moon-lit nights 

are bright enough to be well above threshold, as are nights when cloud cover reflects light 

from the nearby town. This provides a quite reliable weather monitor, enabling the detector to 

automatically remain shut down during poor weather. 

4.5.4 Other Electronics 

A handful of other hardware components are employed in this experiment. These include a 

Kinetic Systems 3112 12·bit DAC, which is used to set the amplification levels on the variable 

galn amplifiers of the Trigger Module. Also, a Kinetic Systems 3063 IGOR (Input Gated Output 

Register) module, which is used in conjunction with a custom-made breakout module to provide 

16 channels of TTL 1/0. This is used to control and read-out the ACLU in the Upper Station 

Enclosure and to set the triggering mode of the Trigger Module. 

Additionally, a custom.made CAMAC module is used to interface to the WWVB clock, 

providing a latched trigger time accurate to 1 ms. This time is read out over the CAMAC 

dataway by the data acquisition computer and used in the offline event.matching software. 

The data acquisition computer, itself, is a custom.built PC-compatible system. It has an 

inexpensive 233 MHz AMO K6 processor and 64 MB of error-correcting EOO RAM. The op· 

erating system is Windows 95. A National Instruments pa.GPIB card cotmects the computer 

to the LeCroy 8901A GPIB-CAMAC Interface module, which allows the computer to send 

commands and receive data over the CAMAC dataway. 

72 

4.6 Software 

AB with any modern computer-controlled physics experiment, this investigation requires a large 

amount of software to operate. Over 7000 lines of data acquisition code alone have been written 

for this experiment. This section contains an overview of several of the most important software 

components. Some of the following descriptions include rather technical details of the inner 

workings of the control program& These are simply included for completeness and may be 

skipped by the uninterested reader. 

There are two central components to the data acquisition software. The built of the code 

consists of the primary control program which runs on the main DAQ PC. This program controls 

the interface to the acquisition and triggering hardware and coordinates the entire DAQ process. 

Additional software is resident in the Microprocessor Control Module located in the Lower 

Station Detector. 

4.6.1 Primary Control Program 

All detector operations are monitored and controlled by the main data acquisition programj 

named simply DAQ.EXE. This program, which runs on a personal computer outfitted with MS 

Windows 95, controls (via a GPIB interface) all DAQ and triggering hardware and acts as the 

graphical user interface for the array (Shown in Figure 4.18 and Figure 4.19). Additionally, 

the DAQ program communicates with the Lower Station Microprocessor Control Module via 

RS232 eerial line. 

DAQ is a fully object-oriented, multithreaded application written with Microsoft Visual C++ 

5.0 (SP3). In addition to the standard Microooft Foundation CIBBs (MFC) components, DAQ 

features custom ActiveX controls for data visualization and National Instruments Lab Windows 

libraries for simple data analysis tasks. Serial commands are provided by components from the 

freeware Windows Foundation Cl888 package. 

Program operations are handled by three independent Windows thread objects, the GUI 

thread, the serial thread and the control thread. The GUI thread is the primary program 

thread from which the others are spawned. All data objects belong to this thread and it 

maintains control over all of the elements of the user interface. 

The control thread is a so-called worker thread which oversees the main operations of the 
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Figure 4.18: The l11Strument Control Interface provides information on all detector systems, 
including tube voltages and currents, event rates, and temperatures. A log window in the lower 
left corner details recent system events. Butto11S in the lower right corner provide access to 
certain i11Strument control functio11S. 
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Figure 4.19: The threshold-setting interface displays the results of a threshold versus trigger-
rate graph. The threshold decreases with increasing values of the x axis. To set the appropriate 
array threshold, a line is fit to this curve, and extrapolated to the desired event rate. 
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detector, including data readout and outrigger instruction iaauing. The control thread consists 

essentially of a large loop with several nested "if' statement.a. The "if' statements poll ayatem 

variables containing the current detector atate and command conditiona. When the appropri-

ate conditions are met, the aubblock of code ia executed and the ayatem variables updated 

accordingly. 

ReDX>ving control operations to a separate thread allows continuous detector monitoring 

without the blocking penalty incurred by single-thread polling procedures. Future upgrades 

of the program should include a complete removal of all polling procedures in favor of pure 

Windows messaging techniques. 

The aerial thread performs all operations involving the Lower Station Detector. Certain 

Lower Station functions auch aa a detector status update can take up to 2000 ma to perform. A 

typical readout operation following a trigger, however, takes only 380 ma. Thus, all outrigger 

operations should be confined to an independent non-blocking thread to increase detector live-

time. This thread, once spawned, simply awaits commanda in the form of Windows Meaaages 

from the control thread. Once received, it performs the taaka of sending a command and waiting 

for a response before returning to the near-zero-overhead wait atate. 

Thua, in normal data.-taking mode, this thread will asynchronously update ayatem data 

objects with information auch aa tube voltages and currents. The control thread, which is 

responsible for the writing of the output data objects, retrieves the latest update from the 

outrigger. The detector state information for the outrigger, aa stored in every data file, then, 

can be up to 2000 ms "old". Due to the time-stability of the detector-state variables (voltages 

and currents), this ia an acceptable tradeoff when the alternative is a two second readout delay 

for every event. 

The uae of a common data objects in this multi-threaded configuration requires. that all data 

objects be protected from corruption due to simultaneous acce88 from worker threads. This 

protection ia achieved using aimple CCriticalSection Lock and Unlock functions. 

Event Storage 

After a trigger is registered and the data readout from the electronics, it is stored in a DCEvent 

(for Dual Cerenkov Event) data object. This is a c++ data object which contains every 
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detector-state variable, plua data from all inatrumenta, such as digitizers and ADCs. Each 

object ia 28 KB in size. In a departure from past practicea, coincident and free-running event 

objects are identical. Thia allowa for streamlining the DAQ and analysis software. A greatly 

reduced data rate ( fV 0.05 Hz) keeps storage requirements reasonable. 

All of the event data objecta are stored in run files of 200 events. A header object containing 

run number and start time ia prepended to the file and a footer containing end time and total 

events stored is appended. Thia procedure is preferred over the uae of a global run file object• 

as it provides protection against data file corruption in the case of a computer crash. 

The aggregate run filea are named for their run number, with a ".raw" extension, e.g., 

1999020001.raw. Theae filea are roughly 5.6 MB in aize. In the case of a prematurely-ended run 

(due to software trip, uaer-intervention, etc.), the run is simply truncated and a footer written. 

These "aborts" are fully usable by the analyaia software. 

In the caae of a coincident event, the DCEvent object is stored not only in the full run 

file, but in an individual data file aa well. The files are named for their Cerenkov run and 

event number, with a ".dee" extension (1999020001.lll52.dce). A running log of coincidence 

times (coincidences.log) is maintained. Should the log file or dee event collection become lost 

or corrupt, all coincidence data can be retrieved simply by scanning through the collected raw 

tiles. 

The coincidence log, along with the ensemble of dee files forms the input to the event recon-

struction code. This code, which runs on the local VMS cluster, combines data from Soudan 2 

events and data from the dee events to create single FullEvent data objects. 

4.6.2 Calibration Software 

The calibration program is essentially a stripped-down version of the main DAQ application, 

with only a control thread and a GUI thread. Most of the features of the main DAQ program 

are disabled, but ROOT graphics components and the ability to write to ROOT data objects 

baa been added. When run, the calibration routine allows the user to set voltages on single 

tubea of the Upper Station Detector. Because the serial thread baa been reDX>ved, Lower Station 

commands must be aent manually though a terminal program. 

Once the correct voltage is aet, the program collects triggers and generates a histogram of 
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pulse heights read out at the ADC input. The data from the calibration program is plotted 

to screen and saved to disk as a ROOT histogram named for the tube number, voltage and 

histogram size (e.g., Tube09_1600V.2000.root). 

4.6.3 Microprocessor Control Program 

All operations of the Lower Station Detector are controlled and monitored by the Microprocessor 

Control Module. This module, described previously, features an NEC V25 microprocessor 

equipped with Datalight ROM-resident DOS. This enables it to run 16-bit code compiled for 

the x86 architecture. The code for the microprocessor was written using Microsoft Visual C++ 

1.52. Hardware driver libraries for primitive 1/0 operations were supplied by the single board 

computer manufacturer, TERN, Inc. 

The control software consists essentially of an int.eractive shell which provides access to all 

hardware manipulation routines. Once started, the software presents a menu of choices and 

a command prompt indicating readiness to accept instructions. The instructions themselves 

take the form of simple two-letter patterns. This method of command input allows the Lower 

Station to be easily controlled by both the DAQ program or by hand, should be need arise. 

There are currently 20 commands understood by the Control Module, ranging from a num-

ber of high voltage setting options to several levels of detector status update. Most commands 

involve hardware 1/0 functions, such as reading/resetting the Safety Interlock Module, read-

ing/setting high voltage levels, or reading/setting the status of the Aperture Control Logic 

Unit. 

Unfortunately, the V25 does not offer bit-level hardware acces11. Thus every bit-level 1/0 

operation requires a byte-level peek-and-mask procedure. To isolate the messy hardware details, 

a mini application programming interface (API) was written. This allows for easy hardware 

manipulation without the need to directly call complicated poke and peek functions. The 

improved ease of use more than compensat.es for the slight increase in system overhead; new 

hardware functions be easily added with a few lines of code. 
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4.6.4 Inter-Integrated Circuit Protocol (12C ) 

All high voltage and temperature-monitoring hardware utilize the Philips 12C (Inter-Integrated 

Circuit) serial protocol. This two-wire serial bus provides a robust and effective means of 

communicating with and controlling simple configurations of specialized integrated circuits. 

Though many microprocessors have integrated I2C command sets, the V25 does not. This 

necessitated creating a series of hardware 1/0 commands to access the 12C serial bus. The 

details of this software are interesting, but perhaps beyond the scope of this chapter. Instead: 

they have been relegated to Appendix A. 

4. 7 Operation 

A brief overview of the detector operations flow is included below. The true logic chart followed 

by the control software is quite sophisticated, and can recover from many hardware malfunctions. 

When started, the detector immediately begins monitoring the ambient light level with the 

Skywatcher system. When the level drops beneath threshold, a command is sent to the Lower 

Station Control Module and to the Upper Station ACLU. The Lower Station Control Module 

receives its signal and send the appropriat.e Tl'L level to the local ACLU, which opens the door. 

The main DAQ PC monitors the levels of the Upper Station door sensors and periodically 

inquires the Lower Station Control Module about the status of its door. When it has been 

determined that both doors are opened, a command to run the high voltage is sent to the 

Command Module and a local voltage-setting routine runs on the main DAQ PC. 

After the DAQ PC sets the correct levels on the Upper Station phototubes, it inquires the 

Microprocessor Control Module about the state of the Lower Station tubes. When they are 

ready, the DAQ PC begins the threshold-setting routine. This step, which essentially consists of 

plotting trigger rate versus threshold (see Figure 4.19), ensures that the array triggers are set to 

a level which is appropriate to the local ambient light conditions. Greater light contamination 

will result in lower thresholds. 

After the thresholds are set, the DAQ program proceeds to collecting data, which it will 

continue to do until one of two things occur. The first is an excursion in the data rate, either 

higher than usual, or lower than usual. Either of these are likely consequences of a change in the 
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ambient light level. The DAQ program will respond by re-running the threshold-setting routine, 

and continuing to talce data. The second event which can halt data-taking is a software trip 

condition, which occurs when the total current from either detector station exceeds a threshold. 

In this case, the DAQ program will cut the voltage to the Upper Station tubes and instruct the 

Command Module to do the same. Finally, it will return to monitoring the ambient light levels 

in anticipation of subsequent dark periods. 

In the case of an approaching dawn, the usual result is a rate excursion followed by a failure of 

the threshold-setting routine. The routine is designed to fail when reasonable rates cannot be set 

on the tubes, usually due to excessive light levels or some hardware failure. The DAQ program 

responds to such a failure by shutting down the high voltage and returning to monitoring the 

ambient light levels. Note that to reduce wear on the door systems, the doors only close when 

the ambient light level reaches a level somewhat above the threshold for shutting down the high 

voltage. This accounts for periodic local light increases which would otherwise cause the doors 

to open and close repeatedly throughout the night. 

Chapter 5 

Data Handling 

The data for this investigation were gathered during the winters of 1998 and 1999. Each of these 

data seasons was plagued by extremely poor weather conditions which reduced the number of 

data· favorable nights. Over these two years, roughly 80 hours of detector on.time were achieved 

for a duty cycle of under 1 %. This is significantly less than could be achieved by even one season 

of favorable weather. In the 80 live hours, 486 dual Cerenkov events were collected, all of them 

being nominal coincidences. 

In this chapter, the procedures used to prepare this data for final analysis are discussed. 

These procedures include the matching of coincident events, the conversion of data formats, 

and the consolidation of data into integrated event files. The details of the signal processing 

and pulse matching procedures are offered as well. A discussion of event characterizations is 

included. 

5.1 Data Consolidation 

Due to the great quantity of Soudan 2 data, combined with the three platform (Cerenkov data: 

WIN951 Soudan 2 data: VMS, Analysis routines: UNIX) nature of the data pipelines, the task 

of event matching and consolidation requires several steps. For completeness, the following 

paragraphs describe in detail the entire process. 

As mentioned in Section 4.6.1 1 all coincident events are logged to the coincidences.log text 
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file on the main DAQ computer. This file contains the information needed to match a coincident 

event to its counterpart in the Soudan 2 detector, including Cerenkov run number, Cerenkov 

event number, and Cerenkov trigger time (as obtained from the WWVB clock). 

5.1.1 Run and Event Matching 

The coincidences.log file is used as input to a hybrid c++/Fortran program, rnatchrun.exe, 

which runs on the VMS cluster. This program steps through the log file reading Cerenkov 

event times. It queries the VMS-resident Soudan 2 run database to determine the Soudan 2 

run and tape number corresponding to the specific Cerenkov event time. In the case of a match 

(which occurs nearly 1003 of the time), the Soudan 2 run and tape number are appended to 

the log entry and written to a new file called runrnatches.txt. Matchrun.exe also produces a 

series of corn files which contain the commands necessary for extracting the proper Soudan 2 

events from their tape archives. 

After the appropriate Soudan 2 run files have been collected from the tape archives, the 

runrnatches.txt file is processed by another hybrid program called rnatchevt.exe. As with 

rnatchrun.exe above, rnatchevt.exe steps through the runrnatches.txt file reading the Cerenkov 

event times. However, armed with the associated Soudan 2 run number, it opens the appro-

priate Soudan 2 run file and compares each individual event time in the run to the that of the 

surface counterpart. A small time jitter in the WWVB clocks is normal, so events which fall 

within 4 ms of each other are considered matches. (Because the minimum time between Soudan 

2 events is .... 100 ms and the minimum time between Cerenkov events is .... 400 ms, the event 

matching is non-ambiguous). About 963 of nominal coincidences are matched to a real Soudan 

2 event, meaning there are few spurious triggers over the Soudan 2 trigger line. 

5.1.2 Event Extraction 

The rnatchevt.exe program creates three output files. The first, called soap.titles, forms the 

input to the pickevt.exe program, which extracts all matched Soudan 2 events from their as-

sociated run files and stores them in a single 4bcb file. This is done simply to reduce storage 

overhead; each matched Soudan 2 event is only some tens of kilobytes in size while the run file 

it's contained in is .... 25 MB. 

Soudan 2 
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Soudan2 
Run DB 

Soudan2 
Data Tape 

Run 
Matching 

Event 
Matching 

Event 
Merging 

Cerenkov 
Detector 

Cerenkov 
Event Log 

,, 

Cerenkov 
Data Object 

Figure 5.1: Event Matching Procedure. 
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The second output from matchevt.exe is the evtmatches.txt file. This file contains run and 

event numbers for the matched Dual Cerenkov and Soudan 2 events, including the trigger times 

recorded by each detector. The time difference in two triggers is also written. This file serves 

as a master event log, containing all the essential matching information about every coincident 

event. It will be used eventually to match the Cerenkov event objects to the Soudan 2 event 

objects, whose extraction is described below. The third output file of matchevt.exe is a file 

called titles.extract. This file contains a series of SOAP commands which serve as input to the 

extract.exe program, which is described below. 

5.1.3 Event Consolidation 

The next step in the Soudan 2 event handling process is to extract the event data from the 

matched Soudan 2 event files. This step is performed as a SOAP job on the VMS cluster. Using 

the file titles.extract as its input, the SOAP job, called extract.exe, opens each matched Soudan 

2 event file and retrieves the requested data banks stored with the event. 

Up to 410 data variables, depending on the number of muon banks found (up to a maximum of 

20), are read out and written to a new s2e file. The data is written as a raw 410-float (REAL•4) 

vector to a binary file named for the Soudan 2 run and event number (e.g., 87299_1080.s2e). 

These raw data files are used to maintain portability between the VMS platform, where all the 

Soudan 2 data resides, and the Digital Unix platform, where all analysis takes place. 

In the final consolidation step, the s2e files produced by extract.exe and the log file evt· 

matches.txt, (produced by matchevt.exe), are transferred to the Unix cluster, where the Dual 

Cerenkov dee files (direct output of the DAQ program) already reside. On the Unix cluster, 

the Merge program reads the evtmatches.txt file line by line and opens the matched pairs of 

s2e and dee files. The s2e files are converted "on the fly'' to CS2Event objects and then, along 

with the dee objects, are consolidated into a composite TFullEvent object. This object is writ-

ten to a file named for the Dual Cerenkov run and event number, with a extension .evt (e.g., 

1999010012.D123.evt). The evt files contain all the relevant event data from both the Soudan 2 

and Dual Cerenkov detectors. They form the input to the analysis routines. 

50 100 150 200 250 300 350 400 450 500 
Time Bin (10 n•) 

Figure 5.2: Sample Cerenkov Signal. 

5.2 Signal Processing 
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Figure 5.2 shows a typical sample of digitized photomultiplier output from a Cerenkov event. 

Apart from the actual Cerenkov pulse, located near 250 time bins, the most obvious feature 

of the sample is the large sinusoidal noise contamination seen throughout. This component 

originates from a local 97.9 MHz radio station (WEVE, Easy Listening) which is picked up 

in the elevated Upper Station signal cables (see Section 4.2). Because the 100 MHz waveform 

digitizers have a Nyquist frequency of 50 MHz, the carrier wave of the radio station is aliased 

to 2.1 MHz. This corresponds to a wavelength of some 50 bins, as seen in the figure. 

Additional features of the data sample include an overall offset from the zero point, (which ac-

tually is at 255 on the ordinate), and a series of small one or two bin excursions seen throughout 

the signal. These small spikes are largely due to rapid fluctuations in the night sky background 

light inducing changes in the anode current of the phototubes. A component due to instrument 

noise, particularly the L428F Linear Fan-In/Fan-Out modules, also contributes. The signal 

offset simply stems from DC anode current induced by the steady light level of the night sky. 
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Figure 5.3: FF!' of Sample Cerenkov Signal. 
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Clearly, to accurately reconstruct the Cerenkov signal against this background, the removal 

of the noise features is required. However, removing the noise without affecting the signal is 

non-trivial and a closer look at the characteristics of the noise will prove helpful. 

5.2.1 Noise Characteristics 

To describe the process by which the various noise components are removed from the digi-

tized sample, it is helpful to examine the signal in frequency space. Figure 5.3 shows the 

frequency power spectrum produced by a fast-Fourier transform of the signal in Figure 5.2. 

The 0-frequency component corresponding to the offset in the signal has been removed, and the 

remaining features of interest include the huge spike centered on 2.1 MHz, and the relatively 

constant contribution from all other frequencies. This is shown more clearly in Figure 5.4. 

The challenge of the filtering software is to remove the large 2.1 MHz contamination without 

reducing the spectral power of the actual Cerenkov signal at this frequency. It is not acceptable 

simply to remove a small band of frequencies about the 2.1 MHz peak. This is due to the nature 

0 5 10 15 20 25 30 35 40 45 50 
Frequency Bin (MHz) 

Figure 5.4: FFr of Sample Cerenkov Signal, Log Scale. 
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of the Cerenkov signal's frequency distribution itself. In the time domain, a Cerenkov pulse is 

typically less than 50 ns in width, approaching a delta function. Thus, in frequency space, a 

Cerenkov pulse approaches a plane wave; it is a broadband distribution. 

Figure 5.5 and 5.6 show a simulated Cerenkov pulse in the time and frequency domains. It 

can be seen that not only is there significant spectral power near 2 MHz, but the spectrum 

actually peaks just below this region. In the limit of an infinitely narrow Cerenkov pulse, this 

will move to an constant offset in frequency space. 

With these two components, a model of the digitizer signals in frequency space can be 

generated. Figure 5.7 shows the power spectrum obtained from a simulated Cerenkov pulse 

superimposed with a strong 2 MHz contamination. Compare this model with the actual digitizer 

output spectrum shown in Figure 5.3. 

Clearly, the significant contribution of low-frequency components to the overall shape of a 

Cerenkov pulse requires that care be taken in the filtering process. Simply removing a band 

of frequencies about 2.1 MHz would not only remove the noise, but a modest portion of the 
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Figure 5.5: A Simulated Cerenkov Pulse. 
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Figure 5.6: A Simulated Cerenkov Pulse Power Spectrum. 
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Figure 5. 7: Simulated Power Spectrum of a Cerenkov Pulse with Noise. 

Cerenkov bandwidth, as well. The result is a poorly-reconstructed Cerenkov pulse. Figure 5.8 

shows the effects of just such a reconstruction. 

5.2.2 Noise Filtering 

As shown above, the nature of the Cerenkov and noise signals requires some care to be taken in 

the filtering process. In practice, the filtering is done in a series of four steps, detailed below. 

The initial step is to remove the DC offset from the digitizer signal. This is done by applying 

a fast Fourier transform (FFT) to a 2048 sample selection of the data, centered on the likely 

location of the Cerenkov pulse. In frequency space, the amplitude and phase of the lowest 

frequency bin of the signal are set to zero. The inverse transform is then applied and the 

original signal, minus the offset, is the result. 

The data sample is then scanned for windows of "unlikely" signal. Unlikely in this instance 

simply means that the signal in a group of adjacent bins deviates from the mean of the entire 

sample by some fixed amount. Technically, the window must exhibit a Z and x2 fluctuation 

which is only 53 likely to occur by chance. This parameter can be tuned to alter the stringency 
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Figure 5.8: A Poorly Filtered Cerenkov Pulse. 

The contents of windows which have been labeled unlikely are then replaced with the average 

of six bins located 49,50, and 51 bins ahead and behind the replaced bin. 50 bins corresponds to 

the wavelength of the dominant 2.1 MHz noise contamination. The result of these replacements 

is to erase peaks in the sample, whether from Cerenkov pulses or other sources. The criteria for 

bin smoothing are such that it is almost always the Cerenkov pulse alone which gets replaced. 

What remains after this step is essentially a pure sample, in the time domain, of the digitizer 

noise background. This includes amplifier noise, night sky fluctuations, and WEVE interference. 

The third step in the filtering process is to take the pure noise sample generated above and 

transform it via FFT to the frequency domain. Once in frequency space, an inverse Bartlett 

window is applied to the data. This is a linear symmetric 4 MHz selection window centered on 

the 2.1 MHz WEVE peak. Outside the Bartlett window, all frequencies are set to zero, such 

that the small selected band comprises mostly the pure radio interference, with small portions 

of amplifier and night sky noise as well. Note, it should not contain any components of the 
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Figure 5.9: Filtered Cerenkov Signal. 

Cerenkov signal, as they were removed previously. 
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In the fourth and final step of the filtering process, the frequency representation of the 2.1 

MHz noise sample is converted back into the time domain. Here it will essentially be a 2.1 

MHz sine wave, broadened slightly by the contamination of neighboring frequencies. This noise 

wave is then subtracted, in the time domain, from the original digitizer signal. This provides a 

sample nearly free of oscillation, but with all Cerenkov signals not only intact, but unmodified 

by frequency leeching. 

Figure 5.9 displays the results of applying the preceding filter process to Figure 5.2. Note 

the absence of the 50 bin sine wave, and the continued presence of the unaltered Cerenkov pulse 

and night sky fluctuations. Figure 5.10 shows the power spectrum of the same signal. Note 

the continued presence of spectral power in the 2 MHz range. The amplitude in this region is 

comparable to that found in the Simulated Cerenkov pulse spectrum of Figure 5.3. 
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Figure 5.10: FFT of Filtered Cerenkov Signal. 

5.2.3 Pulse Matching 
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Once the digitizer samples have been filtered, they can be scanned for actual Cerenkov pulses. 

The tradeoff in pulse matching is between accuracy in pulse location-finding and sensitivity to 

smaller pulses. Pulses may be located more precisely by applying more stringent search criteria, 

but this necessarily will exclude some smaller pulses which would otherwise be matched. Those 

pulses which are matched, however, will be reconstructed with very little error. Note that as 

Cerenkov pulses decrease in size, they begin to look very similar to the spikes associated with 

night sky light level fluctuations, making them virtually impossible to extract from the sample. 

Cerenkov pulses are located in the filtered sample sets in the same fashion used to remove 

from them in the filtering process: windows of unlikeliness are sought in the sample. However, a 

different set of search criteria are used. Parameters such as search window size, and unlikeliness 

cutoff can be set to tune the efficiency of pulse location. A simulation using actual night sky 

noise data was run to test over 40000 parameter configurations to determine which provided 

the best combination of pulse-matching efficiency and signal-reconstruction accuracy. 
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Figure 5.11: Pulse Matching Efficiency versus Window Size and Pulse Depth. 

Matching Efftciency 

Figure 5.11 shows a small sample of the configuration space comparing pulse matching efficien· 

cies. The variation of pulse-matching efficiency is compared with the size of the search window 

for a range of input pulses. It can be seen that smaller search windows provide marginally 

better matching efficiency, though this advantage is minimized as the pulse depth increases. 

Note that "pulse depth" refers to pulse height for negative pulses. 

By analyzing such efficiency graphs, a set of search parameters was chosen for the final 

analysis. The resulting efficiency vs. pulse height graph is shown in Figure 5.12. It can be seen 

that 503 of pulses which are six digitizers bins deep are matched accurately. This efficiency 

rises to nearly 1003 for pulses which are twice as large. 

Reconstruction Accuracy 

Once a pulse is located, the pulse integral is calculated by summing a number of bins before and 

after the actual peak location. The default values for the pre and post bin summing are two, 

and six. Accurate location of the peak is important to insure that the entire pulse is included 

in the integral. This could also be achieved by increasing the size of the integration window. 

However, since this reduces the signal-to-noise ratio of the result, improving the accuracy in 
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Figure 5.12: Pulse Matching Efficiency versus Pulse Height. 

peak location is preferred. 

Figure 5.13 shows the average variation of pulse reconstruction accuracy (measured in percent 

deviation from actual value) with the size of the search window and pulse height. It can be seen 

that the average error in reconstructed values increases slightly with the size of the matching 

window. This reflects the decreased precision in peak location for larger windows. For small 

pulses, those less than 6 digitizer bins deep, the average reconstruction error exceeds the actual 

integral value. However, for pulses larger than 8 bins deep, a small search window provides 

pulse reconstruction which is accurate to 20%. Note that for pulses deeper than 12 bins, the 

reconstruction accuracy is near perfect. 

The accuracy graphs are used to select final reconstruction parameters. The resulting accu-

racy curve is shown in Figure 5.14, which shows how the reconstructed pulse accuracy varies 

with pulse depth. The final analysis parameters allow pulses which are deeper than 12 digitizer 

bins to be identified and reconstructed with near perfect efficiency and accuracy. 
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Figure 5.13: Mean Reconstruction Error versus Window Size and Pulse Height. 
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Figure 5.14: Reconstructed Pulse Error versus Pulse Height. 
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5.3 Event Characterization 

Though there are 486 nominal coincident Dual Cerenkov events, not all of these are suitable for 

use in the Dual Cerenkov technique (See Section 2.5). Recall that there is only a limited area 

on the surface which is sensitive to mass in one detector and energy in the other. In Figure 4.1, 

the active areas are the two outer lobes of the mass zones. 

To characterize the events, certain data are examined. The initial requirement is that there 

be measurable Cerenkov pulses in both of the Cerenkov detectors. Because the array triggers 

off a single detector, a fair number of events contain only one Cerenkov pulse. Additionally, 

double pulses, when they exist, must occur within a few time bins of each other (corrected for 

cable delays). This ensures that most accidental coincidences get rejected. Events which pass 

these tests are called "good", a label which simply indicates they contain a full set of Cerenkov 

data. 

Unfortunately, the "goodness" criteria are not sufficient to identify candidates for the Dual 

Cerenkov technique. To test for this, the muon angles from Soudan 2 are used to reconstruct the 

shower trajectory. This trajectory is then projected back to the surface and the core location is 

noted. If the core falls within 120 m of one detector, but outside of 50 m (this region is excluded 

by limitations in the Monte Carlo), and is further than 120 m from the other detector, the event 

is labeled a "golden" event. Golden events are rated for their geometry and data completeness 

only; no judgement of the actual data quality is made. 

A breakdown of the 486 nominal coincident events follows. After the event matching and 

characterization process, fewer than 10% of the original events were found to be suitable for the 

Dual Cerenkov Technique. Table 5.1 shows the data reduction efficiencies. 

I Nominal Coincidences I 486 100.0% I 
I Matched to S2 Events I 466 95.9% I 
I Good Events 1100 20.6% I 
I Golden Events I 45 9.3% I 

Table 5.1: Data Reduction Summary 

Chapter 6 

Analysis 

There is a great complexity in the mechanics of extensive air showers. The dependence of 

measured quantities on actual primary cosmic ray properties (e.g., energy, charge, mass) is 

too complicated to characterize with simple analytical models. Thus, to extract meaningful 

results from raw detector data, one must examine that data in the context of a full Monte Carlo 

computer simulation. 

In this chapter, the details of the data analysis procedure are provided. A description of 

the extensive air shower simulation and the subsequent interpretation of actual event data is 

offered. A discussion of the limited use of deep underground muon information is also included. 

6.1 EAS Monte Carlo 

The key feature to all indirect cosmic ray measurements is their dependence on some form 

of particle interaction simulation. In order to understand the significance of signals gathered 

in any variety of extensive air shower detector, a concept of the air shower behavior must be 

developed. This is typically achieved through computer simulation of all or some of the particle 

interactions comprising the shower. 

The central challenge in creating these Monte Carlo programs is to find an appropriate 

balance between calculation accuracy and calculation speed. A typical EAS of 1015 eV may 

contain over 106 particles. To create a fully complete simulation, each of these particles must be 
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Figure 6.1: Monte Carlo Flow Chart. The figure shows how the Monte Carlo packages interact 
to simulate full extensive air showers. 

tracked along its full trajectory, simulating every interaction it undergoes, and every daughter 

particle it generates. Clearly, this is a phenomenal computational task. 

For the current investigation, the primary components of the extensive air shower which 

must be simulated are the hadronic, the electromagnetic and the muonic. A number of separate 

programs are used together to make the calculations. Their configuration is shown schematically 

in Figure 6.1. A brief description of various packages follows; for a more detailed explanation, 

see [42]. 

6.1.1 Hadronic Simulation 

In this investigation, EAS hadronic interactions are simulated by a series of codes, depending on 

the energy range of the simulated hadron. Most of these simulations are common components 

used in some form throughout the astroparticle industry. 

The full EAS simulation begins with an incident cosmic ray interacting with an atmospheric 
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nucleus. The initial interaction is handled by the NUCLIB [61] component of the HEMAS 

[62] package. The HEMAS package, which has been modified to include geomagnetic effects, 

controls the overall structure of the shower simulation. 

After NUCLIB simulates the fragmentation of the incident cosmic ray, the high energy daugh-

ter particles are passed to the SIBYLL [63] code. This package simulates hadronic interactions 

down to particle energies of 200 GeV. Hadronic particles of energy less than 200 GeV are han-

dled by the TARGET [64] routine. At energies below 5 GeV, daughter hadrons are no longer 

tracked. At these energies, they preferentially decay before interacting, and their further contri-

bution to either the Cerenkov light field or deep underground muon flux is essentially zero. The 

treatment of muons and charged leptons generated in this stage is discussed below. Gammas 

produced in these steps are passed into the electromagnetic simulator, CHESS. Neutrinos are 

registered only as an energy loss. 

It should be noted that SIBYLL, along with all high energy hadronic interaction Monte 

Carlos, relies on extended extrapolations of characteristics measured in low energy fixed-target 

acceleration experiments. The accuracy of these theoretical extensions has only recently been 

subject to empirical verification. These results, which have a bearing on the reliability of certain 

Monte Carlo based conclusions, are addressed in [45]. 

6.1.2 Muonic Simulation 

Muons generated in the hadronic simulations are propagated through the atmosphere to the 

surface using the GEANT [65] package. In the current investigation, little use is made of the 

simulated muon component of the air shower (See Section 6.3). For detailed deep underground 

muon studies, an additional step is introduced to propagate the muons, again using GEANT, 

through the rock overburden to the Soudan 2 detector itself. Figures 6.2 and 6.3 show results 

on muon transmission probability and average muon yield from just such studies. 

An excellent and very detailed discussion of muon propagation simulations and their appli-

cation to cosmic ray investigations can be found in [15]. 
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Figure 6.2: Transmission probability versus energy for muons through a 700 m overburden of 
standard rock. From [45]. 
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Figure 6.3: Average muon yield at Soudan 2 depth versus primary energy for protons and iron 
primaries. From [15]. 

6.1.3 Electromagnetic Simulation 

Electromagnetic and Cerenkov EAS components are simulated using CHESS, the Cherenkov and 

Electromagnetic Shower Simulator [42]. This code is a fully three-dimensional electromagnetic 

cascade Monte Car lo targeted to the energy range of 1014-1016 e V. CHESS, which was developed 

at the University of Minnesota, provides very rapid and accurate simulations of electromagnetic 

shower development and Cerenkov lateral distributions. 

CHESS uses a high degree of specialization and careful programming techniques to achieve a· 

level of speed some 60 times faster than competing codes. There is also a parameterized exten-

sion of CHESS which simplifies shower mechanics by simulating only two particle populations 

(the direct and indirect populations discussed in Section 2.4.4). The parameterized CHESS is 

a full 60 times faster than the full CHESS simulation. This speed comes at the cost of reduced 

applicability; Cerenkov yields at points within 50 m of the shower core cannot be accurately 

simulated. The majority of simulations used in this investigation have been performed using 

the parameterized version of CHESS. 

The decision to use the in-house Monte Carlo CHESS, versus the more established COR-

SIKA [66] code was motivated by a number of issues. First, CORSIKA should be slower than 

CHESS for all but the most extreme of thinning configurations. While using the thinning fea-

ture can greatly speed up the simulations, the techniques employed by CORSIKA are performed 

at the collection level, rather than the emission level. Thus, heavy thinning likely has a mea-

surable effect of the simulated light yields. CHESS uses a more natural form of thinning at the 

photoelectron level which retains fluctuations inherent in the shower development. 

Secondly, using CHESS allows the bulk of the previous Monte Carlo simulations run at 

Minnesota to be used in the current investigation as well. This includes several CPU-years 

worth of acceptance simulations calculated for the single Cerenkov station, but usable by the 

dual Cerenkov array. CHESS's ease of use and larger user base at Minnesota also contributed 

to the decision to use it. 
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6.2 Data Interpretation 

The final interpretation of the event data is performed by generating multiple extensive air 

showers, simulating the response of the detectors to those showers, and comparing the measured 

data to the simulations. Typically, this would require simulating virtually the entire phase space 

of allowable cosmic ray properties. This includes a broad span of zenith and azimuth angles, 

multiple primary masses, and numerous energies. 

For a moderately detailed simulation, the full volume in phase space contains over 200,000 

parameter configurations. Thus, due to lim_ited computing resources, only a few repetitions 

( < 10) of each configuration can be run. This makes conclusions based on these calculations 

susceptible to statistical ftuctuations. Even with the reduced number of repetitions, such a 

simulation would require up to six months of calculation time on a cluster of ten Alpha work-

stations. 

Note that such a simulation, though it covers the full span of the phase space, necessarily 

simulates only a coarse sampling of points within it. Most parameters are continuous throughout 

their allowable range, while the Monte Carlo can simulate only a limited number of discrete 

points in this range. Thus, for phase space points between the calculated points, interpolations 

of simulated values must be made, which may introduce uncertainty into the results. 

The current investigation is a low-rate experiment, which, by the geometry of the detector 

arrangement, samples only a small portion of the full phase space. Thus, it has been possible 

to simulate only those points in phase space which directly correspond to actual data gathered 

by the detector. That is, showers are simulated on an event-by-event basis. 

By simulating only the volumes of phase space corresponding to angles for which events 

have been gathered, a vast reduction in calculation time can be achieved. Furthermore, an 

improvement in accuracy is achieved by removing the need to interpolate results. Fixing the 

simulated angles to those seen in actual events measured in Soudan 2 leaves only energy and mass 

as free parameters. The great reduction in phase space volume allows many more repetitions 

of each configuration point to be simulated. 

In practice, the angles associated with all the "golden" events (see Section 5.3), are collected 

and noted. For each event, seven energies and three masses are simulated 50 times to form the 

test sample. 

4 
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Figure 6.4: Energy vs. Pulse Integral for Three Primary Masses. 

6.2.1 Energy Determination 

The energy of cosmic ray events is determined by examining the size of the Cerenkov pulse 

measured in the "Energy Zone" detector. A1J detailed in Section 2.4.4, the pulse height in 

the furthest portions of the Cerenkov light pool is proportional primarily to the energy of the 

primary cosmic ray. 

Figure 6.4 shows the variation of Cerenkov pulse integral (in the "Energy Zone" detector) 

with the energy of the primary particle for a particular event geometry. The data points 

represent the average pulse height1 seen in 50 repetitions of the simulated showers. The error 

bars represent the RMS deviation of the pulse heights. The pulse integrals for three primary 

masses are show; from bottom to top, they are Hydrogen, Magnesium, and Iron. This figure 

represents data collected from 1050 simulated air showers. 

Reconstructed event energies are generated from this data simply by matching the measured 

'The term "pulae- height" is used here, perhaps aloppily, to refer aimply to the integrated aignal aeen In the 
Cerenkov detector 
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pulse integral to the simulated energy on the graph. Clearly, the differing mass curves imply 

that selecting the proper energy requires some a priori knowledge of the mass. To overcome 

this, an iterative process is used. In the first iteration, a mass of 1 is assumed. This will be 

refined once Xmax information is obtained in the process described below (Section 6.2.3). 

There are a few features of interest in this figure. The first is the larger size of the error 

bars in the Hydrogen curve (lowest), versus the Iron curve (topmost). This is presumably a 

manifestation of Iron showers' propensity towards smaller fluctuations in their development. 

This is typically discussed in the context of variations of Xmaxi but the behavior clearly extends 

to the production of Cerenkov light as well. 

Also of interest, though likely not detectable by eye, is the nature of the scaling of the 

pulse integrals with energy. It was stated in Section 2.4.4 that a consequence of the toy model 

of electromagnetic cascades was that pulse height in the "indirect" or "Energy" zone of the 

Cerenkov pool scaled linearly with the energy of the particle. However, the best fit function to 

the Monte Carlo data is actually a power law in energy, 

p(E) =CE° (6.1) 

with an index 0.85 ~a~ 0.95. Though small, this deviation from the idealized behavior would 

show up as a systematic energy shift if not properly identified and corrected for. 

6.2.2 Xmax Determination 

The depth in the atmosphere of maximum shower development, Xmaxi is a sensitive indicator 

of primary mass. Likewise, the slope of the Cerenkov lateral distribution in the "direct", or 

"Xmax" zone (see Section 2.4.4) has been shown to provide an estimate of Xmax· However, 

the pulse height at any fixed radius from the core is a function of both the distribution slope 

as well as the overall normalization. This normalization is simply the global intensity of the 

radiation field, which is a function of the shower energy. Thus, light pool structure varies 

with Xmax1 but scales with energy. Therefore, a single-point measurement is not adequate to 

experimentally determine the slope in the interior region. This would require a priori knowledge 

of the normalization. In other words, to fix the slope of a line, two measurements are required. 

Fortunately, the pulse height in the outer region of the lateral distribution provides a measure 

of the overall normalization. The pulse height in this region is a stable indicator of shower energy. 
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Figure 6.5: Xmax vs. Pulse Ratio. 

Therefore, Xmax can be extracted from the event data in a fashion similar to that used for 

calculating the energy. Instead of directly examining the interior pulse height, the ratio of pulse 

heights (Interior/Exterior) is used. Figure 6.5 shows how Xmax varies with the pulse ratio for 

a series of simulated showers. There are 50 simulated showers for 21 configurations of energy 

and mass (seven energies and three masses). The data points represent the average values of 

Xmax and pulse ratio for those 50 showers, while the error bars represent the RMS deviations 

in each quantity. 

There is a clear correlation between the pulse ratio and the associated Xmax of the shower. 

This feature is exploited to extract Xmax from the event data by directly comparing measured 

ratios to the simulated results. 

The huge size of the errors bars on the simulated points illustrates very well a fundamental 

limitation of direct cosmic ray investigations: the stochastic nature of air showers. The error 

bars simply represent the large range of outcome conditions which can arise from identical input 

conditions. This means that even a perfect event-by-event shower analysis would be incapable of 

providing useful information on the cosmic ray flux in the absence of a large statistical sample. 



105 

The relative importance of individual showers is simply to small given the size of the natural 

fluctuations in their development. 

6.2.3 Iteration of Results 

Aii seen in Figure 6.4 and discussed in Section 6.2.1, there is a clear mass dependence in 

the "Energy ZoneM pulse height from showers of the same energies. This requires that, for 

an accurate calculation of shower energy, some knowledge of primary mass must be in hand. 

However, an estimate of the primary mass requires information not only on Xmax, but on energy 

as well. This relationship defines the elongation rate equation: 

(6.2) 

In such a situation, iterative techniques are helpful. Beginning with an initial guess of the 

mass, an energy is calculated. From this energy and the calculated Xmaxi an estimate of mass 

is produced. This mass is then used to get an improved energy estimate, which ultimately 

leads again to an improved mass estimate. After a few such iterations, the energy has typically 

converged to better than 1 TeV. The final correction to the energy is typically on the order of 

20%. 

6.3 Muon Information 

The initial design goal of the Dual Cerenkov array at Soudan was to make a unique multi-

parameter air shower measurement combining atmospheric Cerenkov radiation and deep un-

derground muon fluxes. If successful, such a measurement would yield not only an accurate 

estimate of the primary cosmic ray energy, but multiple independent estimates of the mass as 

well. 

Unfortunately, recent results (45] from the single station Cerenkov experiment at Soudan call 

the resolving power of the underground muon data into question. The problem resides in the 

Monte Carlo software used to simulate the production of high energy muons in the extensive 

air showers. 

After a lengthy and thorough investigation, it was found that none of the popular high-

energy hadronic interaction codes generate transverse momentum distributions which fit the 
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data observed in nature. These distributions, which are used to determine the final angle of 

daughter particles following hadronic collisions and decays, determine the properties of the deep 

underground lateral muon distributions. These underground muon lateral distributions were 

measured to be much wider than the Monte Carlos predict. Conclusions based on the simulated 

showers would imply cosmic ray compositions which are substantially heavier than iron. 

The root of the discrepancy likely lies in the fact that modern Monte Carlos must rely 

on greatly extended extrapolations of directly-measured transverse momentum distributions. 

While the characteristic angle of dispersion for the high energy muons in a shower is less than 

0.1°, corresponding to pseudorapidities near 8 (pseudorapidity, T/ = - In tan~), data from 

accelerator investigations is exhausted at T/ "' 3. 

Figure 6.6 shows the distributions from several hadronic interaction Monte Carlos for jip 

interactions at 1.8 TeV. This energy in the center of mass frame corresponds to an energy of 

1.73 PeV in the lab frame (E1Gb = E!"ti~m\ roughly the location of the spectral knee. Clearly, 

there is a large gap between the last experimental data points and the pseudorapidities relevant 

to this investigation. It should also be noted that, while there is some spread in the modeled 

distributions between T/ = 3 and T/ = 6.5, past T/ = 7, the models more or less converge to similar 

values. The end result of this is that the models tend to generate muon distributions which are 

more alike than different. This is shown in Figure 6.7 which displays the lateral distribution 

of muons at 100 m above sea level in 1014 and 1015 eV p-induced showers. The maximum 

variation in muon densities is roughly a factor of two up to 2 km from the shower core, with 

SIBYLL yielding the lowest values. These distributions include all generated muons, not merely 

high-energy muons. 

Because of these deficiencies, and because there exist no Monte Carlos which offer alternative 

results, a sobering conclusion must be drawn. Namely that, while muon data is essential for 

locating the core of the extensive air shower in this Cerenkov study, as an independent estimator 

of primary mass, it is not useful. Until accelerator data can extend well beyond its current limits, 

Monte Carlo hadronic interaction models may be of limited value in cosmic ray composition 

studies. 

It should be noted that electromagnetic shower properties, such as Xmax and Cerenkov 

light yield, have been shown to be, for the most part, insensitive to differences in the hadron 

interaction code. Table 6.1 shows Xmax calculations from five different hadronlc interaction 
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Figure 6.6: Pseudorapidity distributions for fip at 1.8 TeV from several badronic interaction 
models, as calculated by [67]. Data point.s are from [68]. 
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Figure 6.7: Lateral Muon distributions for 1014 and 1015 eV proton-induced showers as simu-
lated by several codes [67]. 

108 

Model te 

VENUS 71 84 
QGSJET 72 87 
SIBYLL 73 96 I HDPM 78 91 

DPMJET 68 75 

Table 6.1: Average Xmax calculated by several interaction models for iron primaries at 100 TeV 
and 1000 TeV. Units are all g/cm2, from (67]. 

I Model Hydrogen Iron 
100 TeV 1000 TeV 100 TeV 1000 TeV 

HDPM 79.4±83.8 66.0±66.7 12.7± 12.5 13.0± 12.0 
VENUS 77.3±78.7 71.1±72.2 12.6± 13.6 12.6± 11.9 
SIBYLL 75.9 ± 77.2 69.6±68.6 12.5± 13.0 12.5±11.7 
QGSJET 80.3±88.6 73.6±69.4 14.0± 13.3 14.0± 12.7 
DPMJET 75.2± 75.4 77.1 ±82.5 12.8± 12.8 12.6± 12.5 

Table 6.2: Average Xo, or point of first interaction calculated by several interaction models for 
hydrogen and iron primaries at 100 TeV and 1000 TeV. Units are all g/cm2 , from [67]. 

Monte Carlos. The results, which are for hydrogen and iron-induced showers at 100 and 1000 

Te V display remarkable similarity. 

Likewise, Table 6.2 shows the values of Xo, the point of first interaction, as calculated by 

the same five badronic interaction Monte Carlos. This value bas a strong effect on bow the 

subsequent shower develops. Clearly, there is little variation between these models. 



Chapter 7 

Results and Conclusions 

The final analysis of the Dual Cerenkov data was performed by applying the selection routines of 

Section 5.3, and processing the remaining events with the procedures of Chapter 6. The results 

of these steps are discussed in this chapter, along with a general discussion of some issues 

impacting the detector. Finally, a summary of the achieved tasks and goals of this investigation 

are presented. 

7.1 Results 

The output of the analysis routine is pairs of reconstructed Xmax and energy values. These data 

were subjected to some modest data-quality cuts before being binned avd plotted. Figure 7.1 

shows the final results of the analysis. The points with error bars signify the average measured 

Xmax found in a particular energy bin. The hollow crosses represent direct measurements of the 

cosmic ray flux, gathered from [48]. The diagonal lines mark the simulated elongation rates for 

Iron and Hydrogen primaries. 

The measured results are entirely consistent with a flux between Hydrogen and Iron, an 

important initial quality check. Because these elements bracket the range of normal stellar 

nucleosynthesis products, they are thought to comprise the bulk of the cosmic ray flux. Only in 

the highest energy bin is the average Xmax further than one standard deviation from this range 

(it is less than two, however). 
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Figure 7.1: Average Xmax vs. Particle Energy. The hollow crosses represent direct measure-
ments of the cosmic ray flux, gathered from [48]. The diagonal lines mark the simulated elon-
gation rates for Iron and Hydrogen primaries. 

Because of the limited data available for this analysis, any, conclusions beyond simple claims 

of consistency are unwarranted. The lowest energy bins in the Xmax vs. energy graph contain 

only a handful of events each, while the higher energy bins contain only one or two events. 

The statistical fluctuations inherent in air shower development simply require that more data 

be collected to make meaningful conclusions in an experiment of this sort. A piece of evidence 

which might possibly have offset the low data rate is the underground muon information. Un-

fortunately, this data has been shown to be less helpful than hoped, due to the deficiencies 

identified in the Monte Carlos. 

These factors combined have forced this analysis to provide what should be considered pre-

liminary results. Simply, additional data must be collected to realize the potential of this ex-

periment. With more data will come reduced uncertainties and an increased energy threshold. 

With improvements to the hadronic Monte Carlos, a refined analysis could potentially provide 

a unique insight into the composition problem. Nevertheless, to the present time, the principal 

product of this investigation has been a sophisticated and operational detector, a viable analysis 

technique, and the potential to offer an innovative analysis of a long-standing problem. 
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7.2 Comments 

Through the course of designing, building and operating this experiment, a number of limitations 

and possible enhancements have been identified. Though some have been mentioned previously, 

they are again detailed here for completeness. 

7.2.1 Limitations 

Muon Data 

Clearly, the greatest disappointment of the present experiment has been the inability to make 

further use of the deep underground muon information. While the muon data has the potential 

to make this investigation unique, the deficiencies of the hadronic interaction Monte Carlos 

effectively remove this possibility. However, it should be noted that this detector is currently 

the only detector in the world which has the possibility of addressing these very issues. Thus, 

while the goal of a unique measure of cosmic ray composition may be currently untenable, a 

very different, but equally important, goal of improving the current state of hadronic interaction 

Monte Carlos may be possible. 

The possibility of using the present and future data to help inform the current hadronic 

interaction Monte Carlos should be considered seriously. 

Core Location 

The efficacy of the dual Cerenkov technique depends closely on the ability to accurately locate 

the core of the extensive air shower being measured. Unlike air shower arrays, which make 

high multiplicity electromagnetic cascade measurements, shower cores at Soudan are located by 

tracing often only a single muon track back to the surface. 

This represents a source of uncertainty in the lateral distribution calculations. The issue is 

essentially one of scale: the typical lateral extent of the deep underground muon fields is roughly 

the same size as the Soudan 2 detector. Thus, for any given shower, there is no way to know 

if the full muon core has been contained. If it has, the centroid of the muon hits likely forms 

a good estimate of the original shower trajectory. If it has not, then the estimate will be less 

good. An excellent discussion of how limited sampling area affects observed muon multiplicities 
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can be found in (45]. 

Detector Quantity 

It should be clear that the number of atmospheric Cerenkov detectors useJ in current experiment 

is the bare minimum required by the technique. This was a practical necessity borne of limited 

manpower and resources. However, it effectively limits both the acceptance and resolving 

power of such an experiment. Traditional Cerenkov arrays typically employ over 100 stationA. 

Increasing the number of stations increases the effective area of the experiment and also provides 

multi-point measurements of the lateral distributions of each shower. This acts to reduce 

sYstematic errors in the analysis. 

Detector Location 

One of the factors limiting the data rate in this experiment is the placement of the Cerenkov 

detector stations. Figure 4.1 shows the location of the detector stations, along with their 

associated mass zone boundaries. Recall that the Dual Cerenkov technique requires that a 

shower core fall within the mass zone of one detector and outside the mass zone of the other 

detector. Clearly, this can only hold true in the upper and lower lobes of the respective mass 

zones. The overlapping region between the two detectors, which constitutes a fairly large 

fraction of the total mass zone area, is useless for the technique. 

To fully exploit the minimal two station arrangement, the detectors should be located more 

than twice the nominal mass zone radius (120 m) from each other. This removes any mass zone 

overlap and maximizes the total active detector area. Any future additions to the array should 

be located with this fundamental constraint in mind. 

7.2.2 Enhancements 

Event-by-Event Calibration 

A complete calibration sYstem using blue LED pulsers was designed and prototyped for this 

experiment. A pulser was to rest inside the Winston cone of each tube in the array, provid-

ing a calibration reading for each event gathered. However, limited resources prevented its 

implementation. 
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There is a clear benefit to having a reliable tube-by-tube calibration for every data event. 

Provided that long-term stability and piece-to-piece light production parity can be maintained, 

this would represent a very important upgrade to the detector. 

Additional Data 

Though strictly not a detector enhancement, the collection of more data will be an important 

step in improving the quality of the detector. While systematic errors have been identified and 

accounted for wherever possible, certain systematic effects will only emerge in the presence of 

more data. 

A1J an example, events whose shower cores are equidistant from both detectors provide an 

excellent opportunity to test the relative gains of the two detectors. This has become a standard 

technique in larger arrays of detectors. However, because these events are quite rare in the 

Dual Cerenkov configuration, there has been little opportunity to make use of it. Note that a 

systematic shift in the station gains will directly affect calculations of Xmax• which relies on the 

ratio of pulse heights seen in these detectors. 

Filtering 

The use of an ultraviolet-pass filtering system on the photomultiplier tubes would theoretically 

have a two-fold benefit. The first would be to reduce the contribution of night-sky background 

(which rises with longer wavelengths) to the DC anode current. This would allow an increase 

in operating gain, which could help retain more lower energy events. In a single-station con-

figuration, this would also allow more high energy events located further from the detector to 

be collected. This is of limited usefulness in the dual station configuration, however. In this 

case, the geometric requirements for "golden" events (i.e., the shower core must fall within 

the appropriate lateral distribution zones) rule out any increases in collection area gained by 

lowering the energy threshold. 

A more significant benefit of UV-filters would be the ability to operate in the presence of 

significant moonlight. Moonlight currently limits operations to, at best, two weeks of every 

month. Even if filtering could only push this to three weeks per month, the overall gain in 

exposure time would be significant. 

114 

7.3 Conclusions 

The goal of the present investigation has been to make a new determination of the cosmic ray 

composition in the region of the spectral knee by measuring multiple components of extensive 

air showers. The simultaneous detection of stereo atmospheric Cerenkov radiation and deep 

underground muon fluxes would yield a unique approach to this long-standing problem. 

Towards this goal, the following objectives have been addressed: 

• A new dual atmospheric Cerenkov array has been designed, constructed, and operated at 

the Soudan 2 laboratory. The new detector has proven to be robust and reliable through 

two seasons of data gathering. 

• A method of event-by-event shower analysis has been developed. This method can help 

reduce systematic errors by reducing the volume of the phase space which must be simu-

lated for full detector Monte Carlos. This allows for an increase in the number of shower 

repetitions per configuration. Use of iterative techniques in the calculation of energy and 

Xmax help reduce known sources of systematic error. 

• An analysis of the preliminary detector data has been performed. This analysis indicates 

that the array operates as expected, yielding results consistent with physical bounds as 

well as direct measurements of the cosmic ray flux. This indicates that the detector is 

well poised to make meaningful composition measurements in the near future. 

• A full analysis of the event data, which would utilize the deep underground muon fluxes 

in addition to the Cerenkov lateral distributions has not been performed. Limitations in 

current hadronic interaction Monte Carlos make this information less useful at this time. 

However, should these deficiencies be addressed and corrected in the future, the data can 

be reanalyzed 

• The possibility for providing unique insight into the recently discovered hadronic interac-

tion Monte Carlo deficiencies exists. This detector has the means to provide high pseudo-

rapidity data which is currently beyond the capabilities of accelerator-based experiments. 

The Dual Cerenkov array at Soudan is currently fully operational. The software, hardware 

and analysis techniques have all been developed; preliminary results indicate that the instrument 
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works as designed. Though poor weather has limited the quantity of results to date, the detector 

stands ready to significantly add to the total amount of collected data. A single favorable season 

of weather could easily quadruple the current data set, extending the upper energy threshold 

and improving the statistics of the full set. While this detector can never, by its very nature, 

compete with vastly larger, fully-manned, Cerenkov experiments such as BLANCA [50], it does 

demonstrate that real physics can emerge from modest endeavors. Appendix A 

Inter-Integrated Circuit Protocol 

The Inter-Integrated Circuit Protocol (12C ) is a two-wire serial protocol used for communication 

between specialized integrated circuit devices. Developed by Philips in the early BO's to help 

maximize circuit simplicity and efficiency, I2C is now usable with over 1000 compatible devices, 

including ADC's, DAC's, calendar/clock units, and more. 

Using I2C technology on the Lower Station hardware allowed for enhanced functionality, 

including modularity and robustness benefits, as well as rapid development cycle time. Using 

specialized multi-function devices with integrated serial capabilities enabled the control and 

high voltage hardware to be designed with the minimum number of components, making these 

units very stable and virtually immune to damage. 

A.1 Hardware 

There are several categories of device which can participate in the I2C bus. These include: 

1. A device that transmits signals onto the I2C -bus is the transmitter 

2. A device that receives signals is the receiver 

3. A device that controls signal transfers on the line in addition to controlling the clock 

frequency is the master 

4. A device that is controlled by the master is the slave. 
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Figure A.I: Typical 12C System Schematic. 

The master can transmit or receive signals to or from a slave, respectively, or it can control 

signal transfers between two slaves, where one is the transmitter and the other is the receiver. 

It is possible to combine several masters, in addition to several slaves, onto an 12C -bus to 

form a multimaster system. If more than one master simultaneously tries to control the line, 

an arbitration procedure decides which master gets priority. The maximum number of devices 

connected to the bus is dictated by the maximum allowable capacitance on the lines, 400 pF, 

and the protocol's addressing limit of 16k; typical device capacitance is 10 pF. 

Physically, the I2C bus consists of one ground line and two bidirectional signal lines, the 

Serial Data (SDA) and Serial Clock (SCL) lines. A typical system will consist of at least one 

microcontroller and one or more peripheral devices connected to the SDA and SCL lines. These 

data lines themselves are typically connected via pull-up resistor to the digital device supply 

voltage, V DD (Figure A.I). The logic levels on the signal lines are not fixed, and depend on 

the associated V DD level. 

Each I2C device has four fixed and three programmable address bits (which are set by holding 

device pins high or low). Thus, only eight identical devices can be connected to the same bus. 

However, 1/0 devices can be used to control the levels on the addressing lines, allowing opening 

additional address space. In the case of the high voltage modules for the Cerenkov array, 12 

identical DAC converters were required. Each module was therefore equipped with a Philips 

PCF8574 IC which toggled the DAC address lines, allowing up to 16 identical units on the bus. 

The final, eighth, bit of the address byte is a command bit setting the device into either a read 

or write mode. 

The 12C command set comprises six bus-state primitives which are combined to create all 

command and communication procedures. These are shown in Figure A.2. Though the details 
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Figure A.2: I2C Command Primitives. 
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Figure A.3: 12C Read Protocol. 

7Bill 

I 
I •Reid 

0 From Master lo Slave 

0 From Slave lo Master 

I Bill I Bill 

'------ llll&T..WO- ------~ 

ST• START CONDITION 
SP• STOP CONDmON 
A • ACICNOWLEDOE 
N • NOT·ACICNOWLEIXlE 

Figure A.4: 12C Write Protocol. 
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of the command procedures vary with each device, they typically proceed with the master 

issuing an initial START condition, followed by an ADDRESS byte. In the case that the eighth 

address bit was a WRITE bit, the addressed slave transmits an ACKNOWLEDGE condition, 

and then DATA bytes are issued one at a time by the master. An ACKNOWLEDGE condition 

is sent from the slave after each data byte. The absence of an ACKNOWLEDGE condition 

from the slave, called a NOT-ACKNOWLEDGE, follows the final data bit. A STOP condition 

from the master completes the transaction. 

In the case of a READ command during the address byte, the slave will immediately transmit 

data bytes following its address acknowledgement. The master transmits ACKNOWLEDGE 

conditions following every data byte until the last, when it sends a NOT-ACKNOWLEDGE 

and finally, a STOP. See Figures A.3 and A.4 

A.2 Software 

The 12C master controller used in the Lower Station hardware bin is the V25 microprocessor. 

Because this microprocessor does not have any integrated 12C capabilities, the required hardware 

1/0 routines had to be programmed into the command software by hand. Lacking bit-level 1/0 
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access for this architecture, all routines had be performed at the byte level. 

The lowest level of software control is supplied by the two functions sda() and scl(). Each 

takes an integer as an argument, and sets the associated pin low on 0 and high for 1. The SDA 

and SCL lines of the primary 12C bus were assigned to pins 2 and 1 of the second V25 port. 

void sda(int state){ 

} 

unsigned char prev,never; 

prev • peekb(Oxfff0,0x10); 

if (state •• O){ 

never • prev t SDAHASK; 
} else { 

never • prev I ·soAHASK; 
} 

pokeb(Oxfff0,0x10,never); 

void scl(int state){ 

} 

unsigned char prev,never; 

prev • peekb(Oxfff0,0x10); 

if (state •• O){ 

never • prev t SCLHASK; 
} else { 

never • prev I ·scLHASK; 
} 

pokeb(Oxfff0,0x10,never); 

II t sets lo 

II 1· sets hi 

II t sets lo 

II 1· sets hi 

Using these two basic functions, the entire range of the 12C command primitive library 

(Figure A.2) can be generated. 

void send_start(void){ 

scl(1); 

sda(1); 



} 

sda(O); 

scl(O); 

sda(1); 

void send_stop(void){ 

sda(O); 

scl(1); 

sda(1); 

} 

void send_O(void){ 

sda(O); 

BC1(1); 

scl(O); 

sda(1); 

} 

void send_1(void){ 

sda(1); 

scl(1); 

scl(O); 

} 

void send_ack(void){ 

sda(O); 

scl(1); 

scl(O); 

sda(O); 

} 
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More advanced activities, such 88 sending and rereiving bytes can be achieved using these 
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functions. However, to further abstract from the low level details 88 well as significantly speed 

execution, these functions have been pre-constructed as well. 

unsigned char get_byte(void){ 

unsigned char dat,tmp; 

int i ,j; 

} 

pokeb(Oxfff0,0x11,0x12); 

for (i=O;i<B;i++){ 

scl(1); 

tmp = port_rd(2); 

j=(tmp»1)t1; 

dat=(dat«1)lj; 

scl(O); 

} 

pokeb(Oxfff0,0x11,0x10); 

sda(1); 

return dat; 

int get_ack(void){ 

unsigned char dat; 

int j; 

sda(1); 

pokeb(Oxfff0,0x11,0x12); 

//using pokes shrinks ack time 

//from 15 ms to .3 ms 

//set scl high 

//get byte from port 

//get bit 2 from byte 

//add bit to output byte 

//set scl low 

//using pokes shrinks ack time 

//from 15 ms to .3 ms 

//remember to leave P24 as input 

11 too. (Ox12) 

//using pokes shrinks ack time 

//from 15 ms to .3 ms 



scl(l); 

j=(port_rd(2)>>1)t1; 

scl(O); 

pokeb(Oxfff0,0x11,0x10); 

return j; 

} 

//set scl high 

I /set scl low 

//using pokes shrinks ack time 

//from 15 ms to .3 ms 

int send_byte(unsigned char dat){ 

int i,j,test = 1; 

int count • O; 

while(test){ 

for (i•O;i<S;i++){ 

j=(dat>>7)t1; 

dat=dat<<l; 

if (j=•l){send_l();} 

if (j-=O){send_O();} 

} 

test= get_ack(); 

count++; 

if (count > 4){ 

printf("S Ack Failures! !\n"); 

ACK_FLAG = O; 

test "" O; 

return O; 
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} 

} 

return 1; 

} 

With this simple series of routines in place, any of the devices on the I2C bus can be com-

manded and contro1led with a simple set of function calls. Setting the voltage on a tube, fQr 

instance, is as simple as issuing the following commands to the appropriate PCF8591 (DAC) 

device: 

send_start(); 

send_byte(<DAC Address>); 

send_byte(Ox44); 

send_byte(<DAC Level>); 

send_stop(); 

//comm.and to set DAC 
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