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Abstract

The Compact Muon Solenoid (CMS) is a general pwepetector that will operate at
the CERN Large Hadron Collider (LHC), a particleaerator designed for the study
of new physics at the TeV energy scale. A key campb of CMS is the Silicon
Tracker, which has ~9.3 million detector channeld & expected to generate over
70% of the total CMS data volume. The Tracker readgstem must process data at
a rate that is orders of magnitude higher than ng previous particle physics
experiment.

On-detector readout is performed by the APV25 fremdl chip. To ensure a
Tracker of the highest quality and efficiency, ea8RV25 must be rigorously
verified; a wafer probing test station has beenettged for post production quality
assurance. The APV25 contains internal pipelinexhvbuffer event data pending
readout. An APV Emulator has been designed to pite&BV25 buffer overflow due
to random fluctuations in the Level 1 trigger rate.

The first stage of the off-detector readout is @eried by the Front End
Driver (FED). This interfaces the Tracker to the ENdata Acquisition system and
reduces the enormous volume of data output frondétector to a manageable level
through the process of Zero Suppression, which lweg identifying strips that
contain hit information and discarding the remamdée FED is an important, highly
complex device and it is vital for every board tmdtion correctly. An Acceptance
Test has been developed to check the functionafitgach FED before it leaves the
assembly plant. A FED Tester card has also beedupeal to enable testing of the
FED under realistic CMS conditions. The data intggf the S-Link connection used
to read out the FED has been assessed and aniegtsoge of software has been
written to verify the performance of the FED hardevand firmware.

Finally, an alternative algorithm for Common ModéM) subtraction has
been implemented in the FED firmware, with supporthigh occupancy events and
non-uniform CM. In addition, a novel algorithm fdwaseline correction in APV
frames has been developed.
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~ Chapter 1 ~

Introduction

1.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [1] is a particlecalerator that is scheduled to
commence operation at the European Laboratory fmtidRe Physics Research
(CERN) in 2007. As CERN adopts a cost-effectivatstyy of building on previous
investments, it will make use of the 27 km circuiag tunnel previously occupied by
the Large Electron-Positron Collider (LEP). Duriogeration, the LHC will collide
bunches of protons at 40 MHz with a centre-of-nexssrgy of 14 TeV and a design
luminosity of 13* cm®s™; it is also sufficiently versatile to perform hgaion
collisions with total energies of up to 1250 TeMoWding access to previously
unattainable energy regimes in particle physicsntataction rates that are orders of
magnitude higher than in any previous experimehg tHC will enable the
observation and measurement of a wide range ofamglwrare physics processes.
1.1.1 Motivation for the Large Hadron Collider

The LHC has been designed to address the mostrherdal questions of modern
particle physics. One of the principal aims of #xelerator is to investigate the
origin of mass, related to the spontaneous eleevwsymmetry breaking sector of
the Standard Model (SM). It is postulated thatfthe forces of nature (gravitational,
electromagnetic, weak and strong) are simply matateons of one underlying force.
Electroweak theory has already unified the electpmetic (EM) and weak forces for
equivalent kinetic temperatures in excess of 10¥.G¢owever, at the core of the

SM, the mediators of the weak force (the W and Zobs) have mass whereas the



mediator of the EM force (the photon) does not.sTleiads to a breaking of the
symmetry between the EM and weak forces at energmew ~80 GeV. A
mathematical explanation is incorporated into ti @a the Higgs mechanism,
which predicts the existence of a new scalar gartibe Higgs boson. The mass of
the SM Higgs is not accurately predicted, but ategcal upper limit of ~1 TeV can
be deduced while direct searches at LEP excludesendsss than 114.1 GeV (95%
confidence level) [2]. With a proton-proton coltisi energy of 14 TeV, the LHC will
be able to generate particles with masses overetitise range and should therefore
be able to provide definitive evidence for the ®ase (or non-existence) of the
Higgs boson [3, 4, 5, 6, 7, 8.

Another goal of the LHC is to examine Supersymmet8USY). The
mathematical description of the Higgs boson in $# has an undesired feature;
when calculated using perturbation theory, the nefisbe Higgs is found to diverge
quadratically. To counter this problem a new thg@ySY) was proposed, in which
every SM particle has a supersymmetric partnepéatisle). A sparticle has the same
guantum numbers as its partner, but a spin thé&rdiby one half. Including SUSY
particles in the SM has the effect of cancelling thhe quadratic divergence of the
Higgs, provided that they have masses less thaawaTeV. At this energy scale,
sparticles should be fully accessible to the LHC [9

Other fundamental issues in particle physics ineldide origin of matter-
antimatter asymmetry in the universe. It is beltetteat equal amounts of matter and
antimatter were generated at the creation of theewse, but thus far no significant
quantities of antimatter have been observed inreaftheories describing the cooling
of the early universe must introduce a form of syatmn breaking to explain the

preference for matter production. One candidat¢hés violation of symmetry in
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interactions related by the charge-parity (CP)gfamation, first observed as a small
difference between the decay rates of the neutralelSon and its antiparticle. This
indicates either the existence of an additionalnomkn matter-antimatter asymmetric
force or a distinction by the weak force (which nma¢gls meson decay) between
matter and antimatter. Mesons with higher mass exgected to exhibit greater
asymmetry and currently the most promising mecimanfer investigating CP-
violation is B-meson decays. A very large humbeBahesons will be generated by
collisions at the LHC, providing an excellent oppoity for B-physics research [10].
The LHC should also enable studies of a new stateatter, the quark-gluon
plasma (QGP) [11], which is believed to have exisbefore the early universe
cooled. A QGP is predicted to form at very high pematures or in heavy ion
collisions, when nuclei interact with such energgtttheir constituent quarks and
gluons become deconfined and mingle freely, analego electrons and protons in
conventional plasma. If a QGP is produced followting collision of heavy ions at the
LHC then it will rapidly hadronise, creating a dgsagnature that should be possible

to detect.
1.2 The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) [12] is one of yemeral purpose detectors that
will be used at the LHC. It is designed to identifganly the diverse signatures of the
new physics made accessible by the increased erevgys of the LHC, but is

optimised for the discovery of the Higgs boson. pketons are composite entities,
consisting of quarks and gluons, proton-protonigiolhs are complex interactions that
generate a large number of particles. In ordesatate individual processes, the CMS
detector must be able to locate and measure theemtanof muons, electrons and

photons with high precision, over a wide energygeand at high luminosity.
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Figure 1.1: A cut-away schematic of the Compact iMBolenoid.

A schematic of the CMS is shown in Figure 1.1sltomposed of a series of
sub-detectors, arranged in concentric cylindrieglels around an axial beam pipe;
each sub-detector also has ‘endcaps’, to ensuré gowerage in the direction of the
beams. Particles enter the CMS through both endlseobeam pipe, timed such that
collisions occur at its centre. The resultant iatdpon products then pass radially

through the concentric layers, as shown in Figu2e 1
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Figure 1.2: A schematic showing a transverse gliceugh the sub-detectors of the
Compact Muon Solenoid, highlighting the paths tabg@ number of particle types.
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Nearest the interaction point are the Pixel Deteatal Silicon Tracker [13,
14], which trace the paths taken by all ionisingafged) particles. The next layer is a
lead tungstate crystal Electromagnetic Calorim@#2AL) [15], designed to absorb
and measure the energy of electrons and photohsr ®fpes of particle pass through
the ECAL into a brass-scintillator sandwich Hadoo@alorimeter (HCAL) [16],
where hadrons are absorbed and their energies assumed. Only muons and
neutrinos can escape the HCAL, continuing to phssugh a series of four Muon
Chambers [17]. These detect the charged Muons ljegabem to be distinguished
from other charged particles registered by the |[Edetector and Silicon Tracker), but
neutrinos do not interact with any part of the Cht#l must be inferred from missing
energy calculations.

A prominent feature of the CMS detector is a lasgperconducting solenoid
[18], positioned between the HCAL and the Muon Chars. This generates a 4 T
magnetic field parallel to the beam pipe, extendmg radius of 3 m over a length of
6.25 m either side of the patrticle interaction poiron return yokes interspersed with
the Muon Chambers allow a weaker field to perm#aeaegion beyond the solenoid.
Charged particles moving through a magnetic fieddegience a force perpendicular
to both the direction of motion and the field, dagstheir trajectories to bend.
Particles with opposite charges bend in oppositections and the radius of curvature
increases with particle velocity and decreases fiéld strength. The Pixel Detector
and Silicon Tracker record the curved trajectoriesabling the polarity and
momentum of each charged particle to be determiAsdhe tracking detectors have
a finite granularity, paths with smaller radii afreature can usually be measured with
greater accuracy. Consequently, the strong 4 @ feekssential for good momentum

resolution. The magnet is designed with a diametet is large enough to
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accommodate the calorimeters in addition to thekirg hardware, ensuring that the
material of the solenoid has no impact on the ECAbhd HCAL energy
measurements.

1.3 The Silicon Tracker

All of the physics searches that will be conduoteth the CMS rely heavily on the
Silicon Tracker. In addition to providing the infoation required for measurements
of particle momentum and charge, it enables thenstcuction of the physical layout
of collision events and is thus essential for ttentification of individual particles
and the characterisation of interaction procesHes.unprecedented energy levels and
interaction rate at the LHC produce an extremelhallehging experimental
environment, requiring tracking detectors and readwardware with exceptional
performance.

1.3.1 Experimental Challenges of the Silicon Tracke

When operated at the design luminosity of*16ém?s?, each collision of proton
bunches will cause an average of ~20 minimum brasts (a minimum bias event is
defined as a non-diffractive inelastic interactionhis will lead to the generation of
~1000 charged patrticle tracks in the volume of Thacker every 25 ns; a detector
with very fine granularity is required for the pige identification and separation of
each individual track. Particle fluxes of betweedt*1and 10* equivalent 1 MeV
neutrons/crflyear are expected at the inner regions of the CM&ating a harsh
radiation environment in which the Tracker mustvstwa, without significant
performance degradation, for the 10-year lifetimhéhe experiment. The amount of
material used in the Tracker should also be mirechis order to reduce the impact of
particle absorption, energy loss and scattering tbe accuracy of energy

measurements made with the calorimeters, and oreliadility of the tracking itself.
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Reading out the enormous volume of data generateledTracker is a highly
challenging task. The readout electronics mustibe @ cope with a large number of
detector channels and, with a bunch crossing r&téOoMHz, must have a fast
response time. Although inelastic proton-protoriisions will occur at a rate of 0
Hz, physical limitations on mass storage media nthahdata from only 100 events
each second can be recorded for future analyss;sttould not reduce the physics
performance of the detector, as ‘interesting’ eseare very rare (it is expected that
Higgs production will occur once every “f@ollisions).

Data reduction is carried out by a multi-level ggg system [19, 20, 21],
which discards events that do not fulfil a seriésnareasingly stringent selection
criteria. A Level 1 (L1) trigger is designed to capidly the acceptance of interaction
data from the input rate of 18z to ~100 kHz. It examines coarsely segmented dat
from a number of CMS sub-detectors, looking fagder objects such as the presence
of muons, photons, electrons and jets, and totatggimomentum levels above pre-
defined limits. An L1 trigger for an event is gesieed and distributed to all of the sub-
detector readout systems within 318 of the corresponding proton bunch crossing;
this latency has important implications for thedeat electronics, as all event data
must be buffered whilst the L1 trigger decisiommade. High Level Triggers (HLTS),
operating on commercial processor farms, run mopéisticated event reconstruction
and filtering algorithms on data read out from @S at 100 kHz, selecting ~100
‘interesting’ events for storage each second.

However, even with a data-reducing 100 kHz L1 wigghe Tracker readout
system must still be able to cope with output datas of up to ~1.4 TB/s. This is

orders of magnitude higher than in any previougiglar physics experiment and
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demands state of the art electronics; the developraed testing of this hardware
forms the subject matter for the following chapteir¢his work.

1.3.2 Implementation of the Silicon Tracker

0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 2800

Figure 1.3: A diagram showing the layout of sensmdules in the CMS Silicon Tracker.
The view is of one quarter of a transverse crossise through the volume of the
Tracker, with the particle interaction point markeith a black circle in the bottom left-
hand corner. Single-sided modules are shown inwlst double-sided modules are

highlighted in blue.

Figure 1.3 shows the layout of the Silicon TracKBne barrel region consists of
cylindrical layers of detectors that run paraltethe beam pipe. It is divided into the
Tracker Inner Barrel (TIB), comprised of four lageand the Tracker Outer Barrel
(TOB), which contains six. Three inner disks (TIByjclose the TIB, while nine
‘endcap’ disks (TEC) are positioned at each endhef TOB. A relatively small
number of detector layers are used, to minimiseTtlaeker material budget, but they
provide very precise, high resolution measurements.

Each layer is made up of a number of sensor modedeh containing 512 or
768 silicon microstrips. The microstrips are simplen diode structures, readily
produced at low cost and in large quantities ustagdard manufacturing techniques.
A radiation-hard design has been chosen and thdly b&i operated at a low

temperature (-10C) to minimise the effects of radiation damagethie TIB, TID and
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the first four layers of the TEC, the silicon mistops have a thickness of 3pt, a
length of ~12 cm and a pitch of ~1@@n. For the remaining layers, the lengths are
extended to ~16 cm and the pitch is increased bactr of two; this reduces the
number of detector channels that must be read auhds little impact on physics
performance, as particle track density decreas#s astance from the interaction
point. A larger surface area results in higher cdagace and noise levels, which are
compensated for by increasing the thickness ofetmaigrostrips to 50@um (which
increases charge collection).

Most of the sensor modules are single-sided, botiraber of double-sided
modules, formed by placing two single-sided modblask-to-back at a relative angle
of 100 mrad, provide high resolution two-dimensioh#@ detection in the inner
regions of the TIB and TOB, and at various posgion the endcaps. The fine
granularity of the detector results in a total &.3-million channels, and enables
measurements with a spatial resolution of 2360
1.3.3 Silicon Tracker Readout System Design Choices
Analog readout has been chosen for the Silicop Stacker. This can lead to greater
complexity and power consumption than in systenad perform analog to digital
conversion at the input of the on-detector readtage and remain digital thereafter;
for example, analog pipelines are required for Iodfering of events instead of
simple digital shift registers. It also places geealemands on the medium used to
transmit the Tracker data off-detector, as anaiggads are far more susceptible to the
effects of attenuation and noise pickup than tligital counterparts. However,
significant physics performance benefits are addev

For digital readout, an on-detector hit discrimardéevel is required (set above

the noise but below the signal). If the signal tose ratio is small then it may be
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necessary to use a low discrimination thresholorder to maintain a high efficiency,
which can generate a high proportion of ‘fake’ hiwith analog readout, hit
identification can be performed more reliably trgbhuthe use of sophisticated off-
detector electronics, which are not constrained thg size, power and speed
limitations of on-detector components. Similarlyff-getector Common Mode
subtraction is possible; this would be difficultachieve with any flexibility in a cost-
effective on-detector integrated circuit. In theseaof charge sharing between
neighbouring strips, the availability of analogalatso enables an estimate of the true
hit location to be interpolated, increasing the igpmsal accuracy of track
reconstruction. Finally, any degradation in pulsgght or signal to noise ratio can be
directly observed off-detector, facilitating theagnosis of radiation damage or any
other problems.

It has also been decided that radiation-hard dptin&s will be used to
transfer data from the Tracker to the off-detect@dout systems. These were chosen
for their considerable advantages over more ti@uhli electrical connections, which
compensate for the added technical difficulty ofjuieing electrical-optical signal
conversions. Optical links have the highest trassmn rates, low power
consumption and excellent transmission quality. TEtEer is essential for preserving
the integrity of the analog Tracker output. Phyl§jcaptical fibres have the benefits
of low density, small size and high flexibility, dware thus handled more easily than
large volumes of heavy, rigid electrical cabling the optical links are implemented
using technology that is very similar to moderre¢eimmunications standards, the
Tracker has been able to take advantage of the dghe communications industry

to produce higher performance, lower cost compaent
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1.3.4 The Silicon Tracker Readout System

Optical
APV readout chip DCU Tx Xx96
(AOH)

FED

1:82T

3 Analog
APV readout chip Optical o : é > To CMS
8 Link & DAQ
Microstrips Front End Hybrid
— _/ — _/
v N
On-Detector Off-Detector

Figure 1.4: A schematic of the Silicon Tracker reatsystem

A schematic of the Silicon Tracker readout systemrshown in Figure 1.4. The
Tracker itself is divided into a large number obir End Modules, each containing a
sensor (512 or 768 microstrips) and a Front EndridyfFEH). Data are acquired
from microstrips via the APV25 [22, 23, 24], a amtanalog front end readout chip
which samples, amplifies, shapes and buffers tipeats from 128 detector channels
(the APV25 is discussed in Chapter 2). A FEH houseas or six APV25s, grouped
into pairs; data from each pair are interleavedahyAPV multiplexer (APVMUX)
[25], the electrical output of which is converteddptical by a semiconductor laser
driver in an Analog Optohybrid (AOH) [26]. Signdt®m all APV25s are transmitted
off-detector, along ~100 m optical fibre links [2% Front End Driver (FED) [28, 29]
modules in the CMS counting room (a descriptiothefFED can be found in Chapter
4); each FED accepts the output from 96 multipleXB¥25 pairs.

The FED samples and digitises the optical signalgchronising and
reordering the result before applying algorithmsrémove pedestals and Common
Mode offsets. It then performs ‘hit finding’ or ‘Ze@ Suppression’ (see Chapter 4) in
order to reduce the enormous volume of raw datpubdtom the Tracker by a factor

of ~60, to a level that is compatible with the CNd&ta Acquisition System (DAQ).
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Zero Suppressed collision event data are transinittehe CMS DAQ via a fast S-
Link connection [30] (described in Chapter 7), wharore sophisticated filtering and
track recognition algorithms are applied, culmingtin the full reconstruction and
archival storage of ‘interesting’ events.

As the interface between the Silicon Tracker ared@WMS DAQ, the FED is
an essential component of the Tracker readout rsysidose performance is
fundamental to the success of the CMS experimdm. Bulk of the work presented
here (in Chapters 4 to 9) is concerned with theéingsand development of this

complex, high performance device.
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~ Chapter 2 ~

The APV25 Readout Chip

The APV25 (Analog Pipeline [Voltage Mode] in 0.@& silicon CMOS technology)
provides the initial on-detector readout of the CW&cker silicon microstrips. Raw
data from each group of 128 detector channelsarpled in parallel by one APV25
chip, which amplifies and shapes the signal putedere placing their (peak) values
in an analog pipeline. Upon receipt of a Leveligger from the CMS Trigger Control
System (TCS), relevant hit information from the gdipe is further processed and
multiplexed out in a standard frame format. Frarmem pairs of APV25s are then
externally multiplexed and transmitted opticallyRmont End Drivers (see Chapter 4)
in the CMS counting room, which provide an integfato the Tracker Data
Acquisition System.

2.1 Implementation of the APV25

The layout of the APV25 is shown in Figure 2.1wis the first major integrated
circuit for high energy physics to be implementsthg a deep sub-micron (0.p/)
Complementary Metal-Oxide-Semiconductor (CMOS) pes; chosen for its inherent
performance benefits. Although the APV25 containal@g circuitry in addition to
digital logic, this implementation helps to redube overall power requirements of
the chip. Each logic gate in a CMOS device congi$ta pair of n-type and p-type
transistors of which only one is turned on at amstant; power is only dissipated

when the gate switches logic values.
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Figure 2.1: The layout of an APV25, with identifioa of the main functional blocks. The
chips are fabricated on 8 inch (~200 mm) diametafens, an example of which is shown
on the left side of the picture.

The small feature size enables the APV circuitrfittwithin a die area of only
7.1 x 8.1 mmand also leads to a high intrinsic radiation @hee [31, 32]. Radiation
damage in CMOS electronics is caused primarilyughothe generation of electron-
hole pairs in the gate oxides of silicon transstwhen they are crossed by ionising
particles (a gate oxide is the layer which separatgate electrode from the transistor
substrate). While the electrons are rapidly swejithy internal electric fields, the
holes have far lower mobility in the oxide and a&pwmrtion of them will become
trapped at the oxide/silicon interface, modifyirige tperformance of the transistor.
0.25um CMOS gate oxides are thin enough that the cagppositive charge may be
neutralized through electron tunneling. This heipsensure that the APV25s will
survive the exceptional levels of radiation that i present in the Tracker, expected

to reach a total dose of up to 10 Mrad during ifiegimne of the experiment.
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Finally, as 0.2%um CMOS is a standard commercial technology, APVips
can be produced in industrial-scale quantitieskitively low cost using established
production techniques; an important factor considethat over 100,000 APV25s

(including spares) are required for the CMS Tracker
2.2 APV25 Functionality

Signals entering the 128 APV channels initiallygp#wsough a low noise preamplifier
followed by a CR-RC shaping amplifier, which convstrip hits into ~50 ns wide
voltage pulses with magnitudes of ~100 mV per MiRleposited charge (a MIP, or
Minimum lonising Particle, is equivalent to ~25,08&ctrons for a 30@um thick
silicon detector). Sampled at the 40 MHz LHC bunobssing frequency, the output
from each shaping amplifier is read into a 192-gwltanalog memory pipeline.

This stores the data from each particle interactdmle a Level 1 trigger
decision for the corresponding event is made. éf APV receives a Level 1 trigger,
the relevant pipeline columns are marked and aggemted from being overwritten
until they have been read out. 160 pipeline locatiallow for a trigger latency of up
to 4 ps (data can be stored for a maximum of 4wts)st 32 locations are reserved to
buffer events that occur while awaiting readoueraét trigger; a FIFO maintains a list
of the currently marked events, to ensure that #reyoutput in the correct order.

Each of the 128 pipeline channels is read out tjinoan Analogue Pulse
Shape Processor (APSP), which has two principalesa@d operation. lipeakmode,
one pipeline location is read per trigger, with theput of the APSP corresponding to
the peak of the analog pulse generated by the rsipa@onplifier. This method has the
best signal to noise ratio but is only appropriateuse when the Tracker occupancy
is very low. If the hit rate is high enough thetepip can occur, as signals may be

generated in the silicon strips at short enougle timervals that they overlap. In this
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case, the APSP is run igeconvolutionmode, where the weighted sum of three
consecutive pipeline samples is calculated for yeweigger (deconvolution is a
technique widely used in signal processing, permapst commonly for the removal
of blurring in optical images, and may be studiedReferences [33, 34, 35, 36]). This
enables a good approximation of the ‘real’ sigmabé extracted from the distorted
input; the result is a pulse that peaks at 25 wisfalfs rapidly to the baseline, narrow
enough to permit single-bunch-crossing timing resoh.

Signals from all of the APSPs are sampled by bsfferd subsequently fed
into a 128:1 multiplexer, which generates a cur@put with a magnitude of 100
MA per MIP. Analog values leave the multiplexer irdifferent sequence from the
physical silicon strip order, but the mapping igefl and the data are trivially
reorganised inside Front End Driver modules upaeipe (see Chapters 4 and 9). A
differential op-amp amplifies the multiplexer outga produce a differential current
signal of magnitude 2 mA per MIP. Header informatis added to produce an APV
frame, which is read out from the chip at 20 MHanfies from pairs of APVs are
then externally multiplexed and transmitted opticat 40 MHz to the CMS counting
room. An example of a single APV frame is showikigure 2.2.

In the absence of Level 1 triggers, the APV outputsingle pulse or ‘tick
mark’ every 70 LHC clock cycles, which is used terifly and maintain
synchronisation with the downstream readout hardwBie event frames consist of a
12bit digital header followed by the 128 analogpstalues. A header is composed of
3 start bits (used to distinguish events from ticlrks), an 8bit pipeline address,
corresponding to the analog pipeline column froniclwhhe strip data are being read,

and finally a single APV error bit. It is possilie verify synchronisation between
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APVs by comparing the pipeline address in each éreadth the value predicted by
the APV Emulator; this is described in Chapter 3.

Digital 128 Analog Ticks
Header Strip Values

ey — -

A signal of

~1 MIP
2] \

T T T T T T T T T T T 1
1 2 3 4 5 6 7 8 9 10 11 12
Time (us)

Current (mA)

Figure 2.2: An example APV25 frame, containingrgts ~1 MIP hit signal, followed by
two ‘tick marks’.

Control of the APV is via a serial interface, basgmbn the Phillips 2C
specification [37]. This provides access to interegisters which are used to set the
operating modes of the chip and the internal veltagd current levels; error status
information is also stored internally and may ba&dreut. A calibration circuit enables
charge to be injected before the preamplifier oEheadPV channel, allowing
performance to be checked without applying extermailit signals. Pulses generated
by the amplification stages of the chip upon receipa calibration signal can be
reconstructed (to a resolution of 3.125 ns) by domb samples obtained whilst
stepping though a series of delays between ingairarge and providing a Level 1

trigger. The shape of these pulses and the gahlmedystem can then be verified.

2.3 Production Testing of the APV25

APVs are used to read out every silicon strip e@@MS Tracker. The performance of

the detector is therefore fundamentally dependponhtithe quality and reliability of
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the manufactured APV25 chips; faulty devices regmeslead channels, which lead to
a reduction in Tracker efficiency and the potentiask of physics data. It is therefore
vital for every APV to be rigorously verified, inrder to ensure that only fully
operational chips with excellent analog performasaeeinstalled in the Tracker Front
End Readout Modules.

2.3.1 The APV25 Wafer Probe Test

The APV25 functionality tests are performed usingsemi-automated Micro-
Manipulator probe station. As shown in Figure 2tfe chips are manufactured on 8
inch (=200 mm) silicon wafers, each containing 3@@vices. For maximum
efficiency, screening is carried out before theexsfare diced; once a wafer has been
correctly aligned by hand (requiring only ~10 mes)t the probe station can
automatically scan every APV location, enabling 260 chips to be tested in ~7
hours.

Figure 2.3 shows the complete experimental appanased for wafer probe
testing. The probe station is controlled throughR&232 connection by a PC running
an application written in the graphical programmiagguage LabVIEW [38]. APV
control and readout is also performed by the LabWiequipped PC through a VME-
based data acquisition system, accessed via andatitstruments VXI MXI-2 VME
bus adaptor; a SEQSI (‘seencer for use inilicon readout mvestigation’) drives the
APV under test with clock and simulated Level giger signals, while an 8bit Struck
Flash ADC digitises the output frames and a VMEZ?@-converter enables the APV
control registers to be set. Contact with the paasounding an APV is achieved
using a custom probe card, which implements buffgrinput/output termination and

decoupling as near to the probe pins as possible.
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Figure 2.3: The hardware setup used for APV25 wpfebe testing.

The LabVIEW software automatically carries out aiese of routines that
comprehensively test the functionality and perfamoea of each APV25 [39]. All
results are written to file and a summary of théewatatus is generated in the form of
a ‘wafer map’. This shows the physical locationalbfgood’ APVs which should be
selected from the wafer after it has been diced.

Measures are initially taken to identify chips tbatld potentially suffer from
premature failure. Following the manufacturers’ ommendations, several
functionality tests are conducted while the APVbiased at 50% higher than the
nominal+1.25V rating; the chip is then subjected to twioe hormal bias for a period
of 1s. Voltage stressing [40] is designed primatdyaccelerate the breakdown of
weak transistor gate oxides, exposing manufactuiants that may not immediately
become apparent under typical operating conditions.

Basic digital functionality is then assessed (& tlominal voltage level) by
issuing read/write commands to all of the intemeggjisters of the chip and checking

for any transaction or data errors. Correct behawath random triggers is verified
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(one frame should be output for every trigger) and digital header is examined for
formatting errors.

Analog performance tests involve configuring the VAWith the typical
settings required for normal operation and comgaannumber of measured chip
parameters with predefined acceptable limits. Chemk the power supply currents
and both the channel and pipeline pedestal andenevaues are performed.
Additionally, the internal calibration feature isad to reconstruct the CR-RC pulses
generated by the initial amplifying stages of thB\Ain peak and deconvolution
modes; the uniformity of the pulse shapes is \atifalong with the uniformity and
magnitude of the signal gains.

2.3.2 Wafer Yield

It is important for each wafer to provide as maoyrectly functioning APV25 chips
as possible. At the financial level, a faulty chigpresents wasted manufacturing
effort, leading to increased production costs. Mon@ortantly, a consistently low
yield (fraction of ‘good’ APVs) may indicate flaws the circuit design or insufficient
levels of quality control at the production foundry

Wafers are manufactured in lots, typically conegptof 25 individual wafers
that are simultaneously processed during a singlEdystion run. An initial
engineering batch (lot 0) demonstrated a high @eesaeld of 81% and two further
lots were ordered. These, however, were found te hery low average yields of
27% and 10%. The chip manufacturer analysed saropltee problematic wafers and
discovered a number of apparent flaws in the diic(TiS) layers that provide
contact between the substrate of the APV transistord the source and drain
implants. Two replacement lots were provided oeesilicide processing issues had

been resolved but these also exhibited low aveysags of 33% and 47%, indicating
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that the silicide defects may not have been thearedor poor wafer quality. Thus
began a major investigation into the cause of tenpmenon, by the manufacturers’
failure analysis teams and groups at CERN, Impé&dalege (IC) and the Rutherford
Appleton Laboratory (RAL).

During the initial studies at IC, software was watit using the data analysis
package Igor Pro to extract the wafer probe testlt® from the database generated by
the LabVIEW control program, and format them sucdt imeasured APV parameters
could be associated with physical regions of thé&ersa A series of detailed ‘maps’
were produced for all of the wafers that were add at the time (lots 1 to 5) and a
number of examples from lot 4 are shown in Figure Bote that each probe test

result is identified by a code word, the meaninigwluch are explained in Table 2.1.

Result Unit of Acceptable Description
Identifier Measure ment Range
|_vDD mA 70 -100 | The current measured in the nominal +1.25V powppburail.
1_VSS mA 120 - 170 | The current measured in the nominal -1.25V powppburail.
Peds_D ADC Counts 40 - 90 The average channel pedestal measured in decovoiabde.
CNoise ADC Counts <2 The average channel noise measured in deconvoloiaie.
PassFailX N/A N/A The watfer probe tests can be divided into 5 gereiglgories.

Each APV is given a value (PassFailX) that idessifivhich
category of test is failed in the event of an error

0 — APV passes all tests

1 - Voltage stressing failure

2 — Digital functionality failure

3 — Current level failure

4 — Channel performance failure
5 — Pipeline performance failure

The error status values are arranged from 1 todeaneasing
order of severity; only the most significant faduis noted.

Table 2.1: The code words used to identify the m@fabe test results in Figure 2.4.
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Most of the wafers with low yields exhibit propesithat are similar to those
demonstrated in Figure 2.4. Correctly functionin§\&5s typically occupy a thin
ring near the outside edge of a wafer and a snralllar region at the centre. Faulty
chips, located in a concentric ring between thege features, are often grossly

defective; they typically fail the initial voltagstressing test and have little or no
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digital functionality. Such well defined failure f@rns indicate a problem with the
manufacturing process as opposed to an inherentifidhe APV design (in which
case a more uniform distribution of failures woblkl expected). A catalogue of these
results was produced and supplied to the manufgtuas an aid to their
investigations.

The APV25 resembles other HEP designs in that mhlsoes analog and
digital functionality; unlike most commercial deeg (which are mainly digital), the
layout has a relatively non-uniform distribution tohcks and capacitor components,
leading to an inhomogeneous filling of metal in fimal die. It was suggested by the
manufacturer that this could potentially causerttetal and insulating layers of the
chip to be formed with incorrect thicknesses. Arteagive series of tests were
therefore performed by the manufacturers’ failunalgsis team on samples from the
low yield wafers, which included removing layer®rfr and taking cross sections
through faulty chips and checking for ‘hot spotsftén indicative of faulty circuitry)

using thermally responsive liquid crystal coatings.

Lot 4 (A2C17000N5) | preamplifier area
[ MZ | | mz |
v2| b 92 Open due to
V2l ILD | 4 | unde-etct
M2 | [ m2 |
V1| ILD Thin dielectric
(M1 |
ILD
—1
 I— LT substrate
Figure 2.5: A schematic showing the 3 Figure 2.6: A cross section through the
internal metal layers (M1, M2 and MZ) region of an APV25 preamplifier,

used for laying tracks in the APV25 (see showing an example of an open circuit
text for explanation). due to the under-etching of a via.
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A schematic of the material layers in the APV iswh in Figure 2.5. Three
metal layers are used for tracks (M1, M2 and MZ)jok are separated by an inter-
level dielectric (ILD) and joined where necessaywias (V1 and V2). An additional
metal layer (Q2) between M2 and MZ, separated fikt2rby a thin dielectric, enables
the formation of capacitors. The investigations tbg manufacturer revealed two
kinds of fabrication error that can damage thisidtire. In lot 6, a number of
instances of short circuits between M2 tracks weumd, where Q2 material (which
should have been removed) prevented etching thréhghull thickness of the M2
layer. However, this is now considered to be a isokated problem that is unlikely to
recur. More commonly, in lots 4, 5 and 7, openwtiscwere detected between the M2
and MZ layers; vias had been etched to an insefitadepth, as shown in Figure 2.6.

This under-etching was caused by a thicker thare&rd ILD layer. During
the manufacture of a wafer, microscopic topograpdadures left by each processing
stage are ground away through Chemical Mechanigi&@Hhng, to enable subsequent
processes to begin from a flat surface. The atypistribution of metal in the APV25
means that APV wafers are harder to polish thasehmontaining more standard
commercial chips. Although the APV was thus outsite original design
specification of the production foundry, specialsg#insation had been given.
Nevertheless, the allocated polishing time waseénadte, leading to increased layer
thicknesses.

With the fundamental cause of low-yield wafer praiittn identified, the
manufacturer was able to solve the problem by iatiethe processing technique to
allow for a longer polishing time, ensuring thindeD layers. This procedure has
been used for all wafers from lot 9 onwards; toed&®9 lots have been tested,

achieving excellent results with an average yidl@&2% from lots 9 to 29. In total,
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131,745 correctly functioning APV25 chips have besatected, meeting the full

requirement of the CMS Tracker.

2.3.3 APV25 Wafer Probe Test Results

The wafer probe test is designed to check thatye®&V25 has the high level of

performance necessary for the correct operatiothef Tracker. As each chip is
assessed with the same control register settingg,flactuations in performance

characteristics are due to natural (or inducedptians in the manufacturing process.
Cuts are applied to the measured APV parametargler to guarantee the uniformity
of all the dies that will be used at CMS. Resultsnf a subset of the tests,

demonstrating this uniformity, are presented below.
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Figure 2.7: Histograms of the measured APVzbdnd kspower supply currents
(excluding chips that fail the wafer probe tesipt® on the left show results from lot 4,
whilst those on the right contain the combined detde lots 1 to 5. The test identifiers

(I_VSS and |_VDD) are the same as those used iwdlfiexr maps of Figure 2.4; see Ta
2.1 for definitions.
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Figure 2.7 shows the currentsdp and l,ss) measured in the positive and

negative power supply rails of APV25s that havespdghe wafer probe test. Data are

given for all of the chips in lot 4, and for thenabined totals of lots 1 to 5 (note that

these were the only lots available at the timehef initial investigation; subsequent

wafers have exhibited almost identical or improbetiaviour). APVs on wafers from

lot 4 demonstrate good current uniformity, withpsesd (standard deviation) b

and l;ss of ~2% or less of the mean values. Different ledse systematic variations

in performance characteristics, but these are sthallcurrents for all chips from lots

1 to 5 have a spread (standard deviation) of less 8% of the means.

the currents are well within the acceptable lirdeéined in Table 2.1.
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Figure 2.8: Histograms of the measured APV25 chbpedestal and noise values
(excluding chips that fail the wafer probe testpt® on the left show results from lot 4,
whilst those on the right contain the combined detden lots 1 to 5. The test identifiers
(Peds_D and CNoise) are the same as those ushkd inafer maps of Figure 2.4; see
Table 2.1 for definitions.
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Histograms of the measured APV channel pedestalstawwn in Figure 2.8.
Each pedestal must have a value between 40 andD@) adunts; the mean of ~66
ADC counts for both lot 4 and lots 1 to 5 combingdery close to the centre of this
range. Again, a spread (standard deviation) of tless 3% of the mean is observed
for all of the chips in the five lots. Figure 2.&@ contains channel noise values.
APVs from lot 4 exhibit a mean noise of 0.64 ADQuuots, which is equivalent to
~540 electrons. This is near the expected minimtir480 electrons, obtained from
more detailed studies of individual chips in a kled environment [41].

Other measurements of pulse shapes, signal gaidspipeline pedestals and
noise demonstrate similar levels of high perforneaand uniformity between APV25

chips from different lots. A full account of the staecent results may be found in

References [42, 43].
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~ Chapter 3 ~

The APV Emulator

3.1 CMS Tracker Readout Limitations and the APVE Saution

The operation of the CMS Tracker is limited by theximum rate at which data can
be read out from an APV25 chip, corresponding te @vent every fus. The
maximum average frequency of L1 triggers will beD Hz (an average read out
period of 10us), but since L1 triggers occur with a Poissonritistion, random
fluctuations in their rate will lead to trigger septions of less than |Is. This is the
reason for buffering events that follow each triggéhin an APV (see Chapter 2), to
ensure that data corresponding to the next triggestored even if they cannot yet be
read out.

However, on the occasions that random increastihl trigger rate persist
for more than a few triggers, it is possible thag¢ APV buffer length might be
insufficient for the storage of all required eveata. If the pipeline of an APV were
to fill up, all further data would be lost and ibuld be necessary to reset the chip
before normal operation could be resumed. It isefloee clear that the status of the
APV pipeline buffers must be closely monitored dgrithe running of the CMS
Tracker. L1 triggers can then be vetoed whenevédietsuapproach their limit, to
avoid data loss and the disruption of resettingéaelout system.

The geometry of CMS means that the status of ARp'scim the Tracker itself
cannot be monitored on-detector with a fast enawgponse. In the ~330 ns (~13
bunch crossings) it requires for a signal to traalehg the 100 m optical link from

detector to counting room it is possible that farttriggers could be sent to the APVs.
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Consequently, an APV Emulator board (APVE) [44] bagn developed; the APVE
is able to precisely simulate the buffer of an AllMthe Tracker and determine its
status within 50 ns, and will be installed insitte CMS counting room sufficiently
close to the Trigger Control System that the trassion time for status signals will
be negligible.

In addition to preventing buffer overflow, the AP\&so outputs the address
of the pipeline memory location from which data aead when an L1 trigger is
received. The Silicon Tracker has been designetdke advantage of synchronous
APV operation, as this ensures that all APV chipsutaneously output frames
corresponding to the same bunch crossing eventstlarsd simplifies the readout
system. By comparing the APVE pipeline address (twden” pipeline address)
with those obtained from real APVs, synchronisatodnthe Tracker can easily be

verified.

3.2 The Tracker Data Acquisition Control System

T
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Figure 3.1: The CMS Tracker control system
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A schematic showing the position of the APVE in ®&IS Tracker control loop is
given in Figure 3.1. The Tracker itself is dividedo four major sections (called
partitions), which have independent trigger disttibn and readout systems. This
permits greater flexibility when calibrating, conssioning or debugging the detector,
although partitions are synchronously grouped dunmost normal physics data
acquisition runs. Figure 3.1 shows the control lémpa single partition; four APVESs
will be used in the final system.

At the heart of the control sequence are the Triggentrol Systems. The
Global TCS (GTCS) is used during normal operatibthe Tracker; it sends the LHC
clock, L1 triggers and other relevant control sigrta the APVE and to the Trigger,
Timing and Control (TTC) system. An alternative Bb@CS (LTCS) has the same
functionality as the GTCS and allows operation eé fTracker to be maintained
should the main control system be inhibited, faxraple during maintenance.

The TTC [45] and its associated sub-componentsldige the LHC clock and
L1 triggers, via a data channel ‘A’, and contr@rsils, through a data channel ‘B’, to
the rest of the detector. Signals initiated by fREC are formatted onto the
appropriate channel using a TdiC(a CMS-specific version of the TWC[46]);
channels A and B are then encoded with a @&4for transmission by a TT [47]
via optical links [48]. “Golden” pipeline addressgem the APVE are also routed
through data channel B to the Front End Driver (FE®dules (described in Chapter
4).

Each APV receives L1 triggers and control informatfrom a Front End
Controller (FEC) module through the Communicatiaanteol Unit (CCU) ring [49].
Upon receipt of an L1 trigger, multiplexed data cluding pipeline location

information) from pairs of APVs are sent via anicgitfibre to a FED. In addition to
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processing the APV data, the FED checks the syndation of the APV pipeline
locations with the “golden” APVE address.

Like the APV, the FED contains internal bufferstthee used to store event
data pending readout. The APVE can generate fifferdnt status signals depending
(primarily) upon the occupancy level of the APV few$. Similarly, the FED outputs
status signals according to the occupancy of itermal memories. In order of
increasing significance, the five possible statabi@s are: Ready, Warning (when
buffers are approaching overflow), Busy (when théfdys are full), Out Of Sync
(when the “golden” pipeline address mismatchesatiteal APV25 memory location)
and Error. Status messages from all FEDs are cadhbim a Fast Merging Module
(FMM) [50]. When errors are received from multiglevices, the most significant is
propagated. The APVE compares the FMM status it determined from its own
APV simulation and sends the overall most signiftcstatus signal to the currently
active TCS. If a Warning state is detected, thdrlgger rate is reduced; if the APVE
transmits a Busy signal, all further triggers ae¢oed until the APV (or FED) buffers
have regained a sufficient number of free positions

Of great importance when designing the CMS Traatamtrol loop is the
length of time required for the APVE to receive lah trigger, determine the APV
status and, if necessary, output a veto requedbetal trigger inhibit gate of the TCS
and for that veto to be applied. This time interftaé ‘magnitude’ of the control loop)
should be as short as possible; there is no banefiétecting that the APV buffers are
full if it is possible for another trigger to bergein the period before a veto is
activated.

L1 triggers can occur with a minimum separationttoke bunch crossings.

Consequently, if maximum Tracker efficiency wereb achieved by requiring the
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APVE to assert Busy only when all APV buffer locas are full, it would be

necessary for the magnitude of the control loogbé¢oless than three LHC clock

cycles. In practice, the physical limitations o ttontrol system may result in control

loop times greater than three bunch crossing periodthis case, Busy should be

asserted before the pipeline buffer is full. TheVA&Ppermits the number of free

buffer locations reserved for L1 triggers that acduring the control loop interval to

be set programmatically by the user.

3.3 Implementation of the APV Emulator
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Figure 3.2: The APV Emulator VME board (shown veittd without the daughter card
used during simulated TCS and FMM operation).

A picture of an APVE is shown in Figure 3.2. lingplemented as a standard 6U (160

x 233 mm) VME [51] card with A24/D16 addressingl 8f the board logic, with the

exception of a backup clock generator, is containgthin one Xilinx Virtex Il



40

XC2V1000 Field Programmable Gate Array (FPGA) [5dJhis enhances the
flexibility of the device, ensuring that its funmtiality can be modified to
accommodate potential changes to the Tracker dosysiem. Of the FPGA logic
resources, the current APVE firmware design usli38% of the differential flip flops
(Dffs) and 67% of the look up tables (LUTS).

The pipeline buffer of an APV has two functions.attcommodates the L1
trigger latency by temporarily storing all bunclessing samples (for a maximum of 4
us) until a trigger arrives and additionally buffériggered event data until they can
be read out. For a given trigger latency, the pkod time between each collision
event and the corresponding L1 trigger is const@ansequently, the number of
pipeline locations required to buffer an eventnti@pation of a trigger is known (it is
the latency divided by the bunch crossing periad)l can be subtracted automatically
from the total pipeline length of 192 by the APVIPGA. The remainder of the
pipeline is used to store collision data that avaiing readout, and a buffer counter
inside the FPGA keeps track of its occupancy. Nb& even in the case of zero
latency, a maximum of only 32 triggered events banstored; this is due to the
limited size of the APV pipeline FIFO, which listise pipeline locations of all such
events to ensure that they are output in the cooreler (see Chapter 2).

Two options for monitoring the APV status are pd®d, using either a real
APV25 chip or an FPGA-based simulation of the ARpepne logic. In both cases,
the buffer counter is incremented whenever the AR®Eeives an L1 trigger. If the
real APV is selected, the counter is simply decraet each time the chip reads out
an event. Using actual APV hardware ensures tieafBVE buffer status will exactly
match that of the APVs in the Tracker, but in ortleridentify events the APVE

FPGA has to check the real APV data stream foBthensecutive start bits of frame
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digital headers (see Chapter 2); this adds a dbktyween a pipeline location
becoming free and the detection of the correspgndiaotput event. The APV
simulation provides greater buffer efficiency, de tinternal status of the APV
pipeline logic is known; this ensures that the buffounter can be decremented at the
instant an internal pipeline FIFO location is cegrwithout having to wait for the
readout of a frame. Warning and Busy signals areigged by the APVE when the
buffer counter reaches user-definable occupanayslim

In addition to monitoring the APV buffer statusetAPVE FPGA simulates
the TCS and FMM described in Section 3.2. This écessary for evaluation
purposes, as the final hardware implementationhef TCS is not yet complete.
Control signals from the real TCS and FMM enter lthard via Ethernet connectors
on the front panel; these can be replaced with Isited versions routed from the back
of the board through a daughter card, shown inrei@u2. It is therefore possible to
recreate the behaviour of the APVE-TCS control losiph an isolated APVE,
enabling the functionality of the board to be viedf(and the magnitude of the control
loop to be measured) without additional hardware.
3.3.1 APV Glob Top Encapsulation
The real APV25 chip used by the APV Emulator iseadonded to a small daughter
PCB, shown in Figure 3.3, which fans out tracesnfrihe required APV power,
control and data pads to a 17 pin connector. Mbgteo~73,000 APVs at CMS will
be mounted on detector modules, where they wilinaéntained in a thermally and
atmospherically controlled environment at locatidhst are inaccessible during
normal operation of the experiment. Conversely, AR/Es will be placed in the
relatively uncontrolled environment of the CMS cting room, where it will be

possible to remove and handle the boards if requids a result, the exposed APV
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die on each APVE is vulnerable to damage fromctigicharge and moisture in the

air.
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Figure 3.3: An APV25 daughter board. The enlargeswof the APV25 shows the fine
pitch wire bonds (the front end of the chip isted top of the picture, and the back end at
the bottom). Note that only one of the 128 inpuageads (at the front end of the chip)

has been bonded; no silicon microstrips are reatlyuthe device.

Additionally, the wire bonds connected to the AP¥ sery fine and fragile;
the back end of the chip has a pad size of 95 prB5vith a pitch of 225um, while
the front end pads are 136 x B#n with a pitch of 44um. Even the slightest
accidental touch whilst handing the board is sigdfit to break them (although this
has occurred on only a small number of occasidhg.therefore necessary to shield
the APV and its bonds from human contact and mshy encapsulating the chip
with a protective seal.

Encapsulation of the die of an IC is common praciticcommercial electronic
component manufacture. Individual chips are oftestqeted by a hard plastic shell,

applied via an overmolding process. Alternativélyo forms of liquid encapsulation
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are available; glob top and dam-and-fill. Glob tsimply involves depositing a
volume of liquid epoxy resin on top of a componand allowing gravity to induce
the flow of resin around the die and any wire borf@sce it has settled, the epoxy is
cured to a hard finish by heating. Dam-and-filkisilar to glob top, but the spread of
epoxy is better controlled by initially surrounditige component with a wall (or dam)
of high viscosity material. The dam enables a lowscosity resin to be used than in
the case of glob top, which flows more easily acbtime die and is therefore less
likely to produce vacancies. Pockets of air aroundchip or wire bonds are
undesirable as they lead to non-uniformities in tage of thermal expansion
throughout the volume of the epoxy coating. Thig/mesult in mechanical stress to
the component, potentially leading to damage.

Plastic overmolding and dam-and-fill generally pdav more reliable
encapsulation than glob top. However, they alsoolwes relatively complex
procedures that make use of expensive commercigp@gnt. As only a very small
quantity of APVs require protection, one for ead¢tlth® four APVEs at CMS along
with a number of spares, it is not financially W&bo commission an IC manufacturer
to carry out the encapsulation process. To enatdding of the die by ‘in house’
technicians at minimal cost, the simplest optioglob top was chosen.

In order to confirm the viability of this method ehcapsulation, an APV was
wire bonded to a test PCB and coated with epoxin (&PO-TEK T7139 [53]). The
resin is cured through baking at 125 for one hour; APVs are not typically heated
above 100°C, but the curing time is short enough that no dgmia caused to the
chip. As the glob top is mixed and applied by haing important to check the
uniformity of the result, ensuring that there aceair vacancies near the die or wire

bonds. This is achieved by using fine grade sarsipép ‘cut’ a series of cross-
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sections through the encapsulated device, each haidhware examined under a

microscope. Examples of these cross-sections &otiginal test are shown in Figure

3.4.
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Figure 3.4: Cross-sections through a glob top erstdgted APV. Pictures (b) to (d) show
progression from the outermost ends of the wiradbda the rear face of the chip itself.
Wire bonds are highlighted in red.

When the glob top is prepared and applied with@écml precautions, air
entrapment is common throughout the volume of &sénr This is of greatest concern
in Figure 3.4(c), where five wire bonds are shownpass through the edge of a
particularly large vacancy. The presence of airbbes in regions of epoxy that are

distant from the APV die indicates that the problenmmot due to inadequate flow of
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material around the device. Instead, air is intoaduprimarily during the initial resin-
hardener mixing stage; it is therefore necessadetas the glob top before applying
it to the APV.

Degassing is performed by exposing the pre-mixexkepo a vacuum. In the
absence of a standard evacuation chamber, a BO§§ 98ble top vacuum sealer is
used, which is intended primarily for the purpodevacuum packing electronic
devices in plastic bags for storage and transalisg the resin directly within a bag
would make it difficult to extract. Instead, itfisst poured into a Petri dish which is
then placed inside a clear Perspex box that has lesigned to withstand
atmospheric pressure. The box is vacuum packedamgaat ~10 mb and the resin is
allowed to degas for ~10 minutes, until all bubbtese cleared from its surface.
Once removed from the box, the glob top is cargfapplied to the APV and oven
cured as normal.

A second test structure was prepared following finscedure, and again
examined for vacancies. Cross-sections througltdhgponent were similar to those
in Figure 3.4, but with a complete absence of tegpair in the vicinity of the die. At
the outermost surface of the glob top a singletgawias observed, caused by air
introduced from the action of spreading the mateniger the chip. It would be
possible to remove these defects by degassingetie again in between application
and curing. However, the violent bubbling of theoxyp when it is exposed to a
vacuum could potentially damage the wire bondssuaface imperfections will have
no effect on the APV, it was decided that singégetdegassing would be used for all
future chips.

The rate of thermal expansion of the encapsulatedponent is not only

affected by glob top air vacancies. At room tempem the Coefficient of Thermal
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Expansion (CTE) of the epoxy resin is 28 X*P€*, whereas the CTE of the silicon
used in the APV die is 2.6 x 23C™ and that of the PCB material is in the range 40-
90 °C™. If the epoxy does not form a complete and sebored with the PCB and
APV, these differences in CTEs can lead to chifurfej temperature changes will
cause each material of the component to expand diffexent amount, potentially
subjecting the die and wire bonds to damaging weélstress. To ensure that the
APV will survive thermal fluctuations, a temperawycling test was conducted.

A final version APV Emulator APV25 daughter boardsaprepared and glob
top applied, along with two PCB test structuresheasmprised of 128 wire bonds
(also glob top encapsulated). The connectivity leé tvires on each board was
verified, and the functionality of the APV checkieg providing it with an L1 trigger
signal from the APVE and reading out a number a@fimies. An environmental
chamber (DEL Series 3000) was then used to varytahmperature of the boards
between ~OC and ~70°C, the standard commercial operating range foignated
circuits. 100 cycles from ~COC to ~70 °C and back were repeated, taking
approximately 5 days.

After thermally stressing the components, each AP test structure wire
bond was checked and no damaged connections wamd.fdhe functionality of the
APV was again verified by driving it with L1 trigge and reading out events; no
performance changes were observed. Thus, globriogpsulation of the APV die
provides the necessary level of chip protectiomeut adversely affecting the thermal

vulnerability of the final encapsulated component.
3.4 APVE Software

Operationally, the APVE is a fairly simple devi€@nce configured the logic may be

left to run almost without intervention, as the AB¥Mtus is automatically determined
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from the input L1 trigger signals and transmittexectly to the TCS. During normal
operation at CMS it should only be necessary tbthel board at regular intervals in
order to check for APV errors and synchronisatioss] recording the internally
generated status report if any problems occur.

Despite the simplicity of the final user interfaagtually configuring the
APVE and controlling the optional simulated TCS aRMM systems require
sequenced read and write access to over 70 commegnsters within the APVE
FPGA. Individual register access is provided byApweObject class written in C++,
which makes use of the Hardware Access Library (Hf4] for VME read and
write operations.

The HAL is a general purpose library developedtfi@ CMS online software
environment to facilitate the development of handweontrol routines. It essentially
wraps the low-level drivers of the hardware inteefaised to access a board with a set
of generic read and write functions. This enables ihterface to be changed very
easily without significant modifications to the hay-level user code; three different
VME bus adaptors have been used during the deveopwof the APVE and it is
possible to switch between them trivially withoulitang the ApveObject code.
Additionally, the HAL allows the register addressdtions of a device to be stored in
an address table file that is external to the soanxe, permitting register offsets to
be changed in the firmware of the board withoutitngwto recompile the software.

An ApveApplication class provides the user integféo the APVE, wrapping
the ApveObject routines with a small number of eiaktop-level control functions.
It is divided into three sections, correspondinghte three main logic blocks of the
APVE FPGA,; the simulated TCS, the simulated FMM #mel APV Emulator itself.

Each system is configured by its own simple ing&tion function, while additional
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routines enable the detection of board errors dwedstarting and stopping of the
simulated TCS. Furthermore, the ApveApplicatiorsslanherits from the ApveObject
so that lower-level access functions remain avhlétr debugging purposes. Board
configuration parameters are stored in and managean ApveDescription object,
which reads settings from (and writes them backato)XML (EXtensible Markup
Language) [55] ApveDescription file; XML is the foat used for the storage of all
device configurations at CMS (a description of XML format is given in Chapter
5). The ApveApplication constructor requires an Apescription object, which is
then accessed by each of the three system irgtii@isroutines.

The APVE software provides complete control of &\VA&, with full logging
of all operations (via log4cplus [56]) and graceduception handing in the event of
fatal errors. Before it can be integrated with Tmacker online software environment
it must be wrapped with an additional class layeorder to make it fully compatible
with XDAQ [57]. This is a run-time environment fageneral data acquisition
applications, used by all of the hardware readgstesns at CMS. The XDAQ
executive manages all networking and data transgpodughout any networked
cluster of computers and custom hardware so thaicagions can be written without
regard for the network they are running on. A pnatary APVE XDAQ framework
exists but additional work on the network transéédogged messages is currently

ongoing. However, this should prove to be a fasityple extension of the code.
3.5 Impact of the APV25 Buffer Size on Tracker Deatiime

In order to prevent APV buffer overflow, the APVE.Ist request a veto on a certain
number of L1 triggers. This will increase the d@&aét of the Tracker, as data
corresponding to those triggers will be lost. Teess the impact of the APVE and the

magnitude of the APVE-TCS control loop (describedSection 3.2) on Tracker
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efficiency, the deadtime was measured as a funafothe maximum APV buffer
occupancy threshold; that is, the number of AP\&fiie locations that can be filled
before the APVE asserts ‘Busy’.

The simulated TCS was used to supply the APVE Ridlsson-distributed L1
triggers at the maximum expected LHC rate of 10@ lidd the performance of the
board was monitored with both the real and FPGAukted APV implementations.
For an APV in peak mode (see Chapter 2), 32 ofl8#pipeline buffer locations are
available for storing event data whilst awaitingadeut following a trigger. In
deconvolution mode, three data samples are reqtoregach trigger and so there is
sufficient pipeline space for only 10 events. Daadation mode therefore presents
the greatest challenge to the APV buffers, and ugesl during the measurement in

order to obtain worst case values.

Tracker Deadtime due to APVE Asserting Busy|

Tracker Deadtime (%)

x‘. --i-- FPGA Simulation of APV
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Number of APV Buffer Locations Used

Figure 3.5: A plot of the Tracker deadtime as action of the effective APV buffer
occupancy level at which ‘Busy’ is asserted. Resané shown for measurements made
with both the real and simulated implementationthefAPV.

A plot of the Tracker deadtime versus the (effegtimumber of APV buffer

locations in use when the APVE asserts Busy is shiowFigure 3.5. This deadtime
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represents the fraction of L1 triggers discardedenthe APVE is in a Busy state. It is
a rule of CMS that triggers occurring with a sepiaraof less than three bunch
crossing periods (75 ns) are automatically vet@ed| these are excluded from the
results.

It can be seen from Figure 3.5 that the Trackerdulm® decreases
(approximately logarithmically) as the maximum waled APV buffer threshold
increases; clearly, a larger available pipeline &dswer probability of overflowing.
As expected, the Tracker operates more efficientlyen the buffer status is
determined from the APV simulation, due to the thett the response of the system is
not limited by the readout delay associated with risal APV. Using the simulated
TCS, it is only possible to operate the APVE whda tonfigured to assert Busy once
six or less of the available pipeline locations &k At least four locations are
required to buffer events that occur between theipe of an L1 trigger by the APVE
and the application of a resultant veto signalsTihdicates that the magnitude of the
control loop implemented on the APVE board is @& trder of 12 LHC clock cycles
(300 ns). Consequently, the minimum achievable Keadeadtime is 0.55%.

The magnitude of the simulated Tracker control loopthe APVE is larger
than that expected in the final CMS system. Thi dsrect result of running the APV
Emulator logic and the TCS model within a singléGA? At CMS, the TCS is driven
by the main 40 MHz system clock; this clock is samitted to the APVE via the TCS
output, and used to drive the APV status signal h@assed back to the TCS. As a
result, the TCS and APVE are automatically syncisemh In the simulated control
loop there is no external hardware available tovipleo a main system clock, and so
there is no fixed starting point for a TCS-to-APWETCS clock loop. The APVE

board was therefore designed such that the sintulB@S and APVE logic blocks
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each run with a local 40 MHz clock source; whenewvdransmission is made from
one system to another, these clocks must be symelib with a sync unit. This
process requires approximately 5 clock cycles taplete, and must be performed at
both the input and output stages of the APVE lo§itthout the sync units, the
control loop would have a magnitude of approximagtlock cycles and it would be
possible for virtually all of the APV pipeline lobans to be used for buffering events
pending readout.

In the final Tracker control system it will stilebnecessary to synchronise the
data lines between the TCS and APVE, but this eaadhieved simply by tuning the
lengths of the physical cable connections. The ARS&f requires one clock cycle to
determine the APV status after receiving an L1gkig and the transmission of signals
between the TCS and APVE is also expected to thikeeamrder of one clock cycle. If
the final TCS is able to impose a veto on triggeithin three clock cycles then it
should be possible to allow 9 APV buffer locatidosbe filled before the APVE
asserts Busy.

In order to predict the Tracker deadtime that Wil caused by the limited
APV buffer size at CMS, data were taken from arstaxj C code model of the APV
pipeline logic (based upon the work in Referend@])[th which the magnitude of the
control loop is ignored; this enables all of thdfbulocations to be used. The results
from the model, compared with the measured APVHtii@& when using the APV
simulation, are shown in Figure 3.6. It can be siherh the model agrees well with
experimental data, indicating that it may be useextrapolate the performance of the

Tracker.
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Tracker Deadtime due to APVE Asserting Busy|
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Figure 3.6: A plot of the Tracker deadtime as action of the effective APV buffer
occupancy level at which ‘Busy’ is asserted. Resukasured from an APVE running the
FPGA-based APV simulation are compared with prediatalues from a C code model of

the APV pipeline.

If the magnitude of the final control loop is betme3 and 5 LHC clock cycles
then the maximum buffer occupancy threshold magdigo 9 pipeline locations, as
stated above. In this case, the model predicts, théth APVs running in
deconvolution mode, 100 kHz L1 triggers and the ARMilising the pipeline logic
simulation, the deadtime introduced by the APVEeessy Busy will be of the order
of 0.06%. Within the Tracker, the vetoing of triggdghat have a separation of less
than three bunch crossing periods leads to a q@oneng deadtime of ~0.5%.
Consequently, the limited APV buffer size should have a significant effect on the

normal operational deadtime of the CMS Tracker.
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~ Chapter 4 ~

The Front End Driver

The CMS Silicon Tracker has over 9 million deteatbannels, which are read out by
approximately 73,000 APV25s at average L1 triggees of up to 100 kHz. At
expected track occupancies, the Tracker will gegreower 70% of the total data
output by the CMS detector [28]; the combined tigtaut from the multiplexed pairs
of APVs amounts to a data volume of approximatedy TIB/s. This is far higher than
the rate at which the CMS DAQ can process hit mation. If data from all of the
detector channels were required by the DAQ at eessnt, it would limit the L1
trigger rate to approximately 2 kHz [59].

The Front End Driver (FED) reduces the volume dadeom the Tracker to a
level that is compatible with the DAQ by identifginvhich of the Tracker strips
contain hit information and discarding data fronogh which do not, a process
referred to as ‘Zero Suppression’. Approximatelyp #ZEDs are required to process
data from all of the APVs; each one will accepirgut data rate of ~3 GB/s which is
reduced through Zero Suppression to ~50 MB/s perepé of Tracker occupancy,
expected to vary typically between ~0.5% and ~3@4.[Bs the first stage in the off-
detector readout chain, the FED additionally carmat the conversion of analog

optical signals from the APVs to the digital electic format required by the DAQ.
4.1 Implementation of the Front End Driver
The FED is implemented as a 9U x 400 mm VMEG64X [édrd, a picture of which is

shown in Figure 4.1. It receives inputs from 96icgitfibres, each corresponding to a

multiplexed APV pair; the large number of input ohals leads to a very densely
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populated PCB, but reduces the total number ofdsosrquired and hence minimises
production costs. Eight identical ‘Front End (FE)itd’ occupy the front most region

of the PCB, with each one accepting signals fronofLthe optical fibres, grouped

into a single ribbon cable. The FE Units perform thajority of the signal processing
on the FED, digitising the input data and running Zero Suppression algorithms in
FE FPGAs [61].

Optical FE FPGA System ACE Compact VME
Input Flash Card FPGA

Power S-Link
FE Unit Supply BE FPGA Connector

Figure 4.1: The primary side of a FED PCB.

A Back End (BE) FPGA [62] collects and formats théput of the FE Units
into event packets, buffering them in memory utitdy are requested by the DAQ.
Events are read out via a high speed electricah-interface, which is discussed in
detail in Chapter 7. The component density of tlDHs such that it would be
impractical to mount the S-Link Transmitter on €B itself; instead, it is connected

to the rear of the board by means of a TransitiardCTo permit testing of the FED in
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the absence of S-Link hardware, it is also posdibleead events at a reduced rate
through the FED VME connection.

Programmable logic devices are used for the mgjofithe FED functionality
to enable modifications to be made to the datagssing algorithms once CMS is
fully operational, if required. All but one of tHePGAs on the board are configured
using a Xilinx System ACE Compact Flash (CF) prad68]; firmware for the FE,
BE and Delay FPGAs [64] is stored on a standardovatnle CF card. It is even
feasible to load a CF card with multiple configisatfiles, perhaps for alternate Zero
Suppression algorithms, and select between thersoftvare. A VME FPGA [65],
which provides the interface to the VME bus andbém external communication
with the FED, has independent configuration sestisgpred in an onboard EPROM.
This ensures that VME access to the board is alwagsible, even in the event that
an incorrect CF file is loaded.

4.1.1 The FED Front End Units

Optical ribbon- ik
cable input
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Figure 4.2: A close up of one Front End Unit of BIFPCB
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A detailed picture of a single FE unit is shownFigure 4.2. The input fibre ribbon
cable is connected to an optical receiver (Opto PaQkage [66, 67], which contains
12 p-i-n photodiodes each connected to an amplifieis converts the optical signals
to single-ended analog current outputs. A diffaegritne driving op-amp [68], in
conjunction with a load resistor, converts eachtr Opto RX outputs into the
differential voltage signal required by the FED A®({59]. The op-amp reference
voltage for each channel is set by a Trim DAC [&abling a programmable offset
to be introduced to the data in order to optimiselavel relative to the ADC range
(calibration of these offsets is discussed in Céad}.

In addition to digitising the analog voltage signahe 10bit Front End ADCs
enable the data for each channel to be individud®ayed to compensate for
variations in arrival time caused by differencesween optical fibre lengths
(calibration of these delay settings is also déscriin Chapter 8). The ADCs have
independent clock signals driven by Delay FPGAsiclvimay be skewed relative to
the main 40 MHz LHC system clock in intervals oB2/clock cycles (~781 ps).
Digitised signals from the ADCs are then sampled thg Delay FPGAs, and
programmable coarse delays of 0 to 16 clock cyatesprovided by internal variable
length pipelines. Finally, the data from all 12 chels are read by a Front End FPGA,
which identifies APV frames and extracts the simiprmation.

Each FE FPGA typically runs in Zero Suppressed muadech involves the
subtraction of pedestals and Common Mode offsatsn fthe APV frame data
followed by hit identification and the removal ofiannels containing background
signals (the operation of the FE FPGA is discusseatktail in Chapter 9). A number
of alternative operating modes, used primarily $gstem tests, provide different

levels of event processing; these are summarisetiable 4.1. For each event, a
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packet containing strip data from all 12 opticaachels (24 APVs) and APV status
information is formed and stored in an internalbdbkiffer, awaiting a readout request

from the BE FPGA.

FED Operating Processing Steps Comments
Mode
Scope 1. Readhraw data samples following L1 trigger FED functions as a simple oscilloscope. Numbgr
2. Outputn raw data samples of samples (‘scope length’) is programmaticall

T

controlled. Enables readout of event data in th
absence of optical inputs.

Subtract APV pedestals to ~50 MBY/s per percent of Tracker occupancy

Reorder strip values to match physical locatiardetector
Subtract Common Mode Offset

Reduce strip value data width from 10bit to 8bit
Perform cluster (hit) finding, discarding emptsips
Output Zero Suppressed strip values

Virgin Raw 1. Find APV frame following L1 trigger FED outputs raw APV frame payload data.
2. Extract raw strip values
3. Output raw strip values
Processed Raw | 1. Find APV frame following L1 trigger Processes APV frame payload normally, but
2. Extract raw strip values omits data reduction. All strip values are outpuf.
3. Subtract APV pedestals Can pqtentiall_y _be used for high occupancy
. . . heavy-ion collision events.
4. Reorder strip values to match physical locatiardetector
5. Output processed strip values
Zero Suppressed 1. Find APV frame following L1 trigger Normal operating mode for proton-proton
2. Extract raw strip values collisions. Reduces input data rate from ~3 GHs
3.
4.
5.
6.
7.
8.

Table 4.1: The operating modes of the Front End/@ni

4.1.2 The FED Back End FPGA
For every L1 trigger, the variable length data gaskrom each of the 8 FE Units are
collected by the BE FPGA, via fast point to poink$, and built into a FED event.
Information from the TCS signals driving the FEDalso gathered, enabling the event
to be tagged with trigger and bunch crossing numfmarlater synchronisation checks
in the DAQ. Finally, a Cyclic Redundancy Check (QR(yorithm is applied to the
event data to generate a CRC code [71], which perged to the event trailer word
and can be used to test for transmission errors.

Each event is stored in an external 2 MB memonyfebufto help absorb
fluctuations in data rates, prior to being read bytthe DAQ. The BE FPGA
additionally provides fast feedback status signalsich are required by the TCS to

alert the system of board errors and to requestaction in the L1 trigger rate in the
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event that any of the data buffers in the FrontBack End of the FED risk

overflowing.
4.2 Expected Performance at CMS Data Rates

Each fully populated FED reads a constant volumelaih from 24,576 detector
channels at every L1 trigger. However, the sizéhefZero Suppressed events output
by the FED is dependent upon Tracker occupancyctwlean vary considerably
between particle interactions. The rate at whiehRED can be read out is limited by
the S-Link connection and the processing speethe@MAQ. Although the average
Tracker occupancy is expected to be low, approxidt.7% [60], random increases
for protracted lengths of time may lead to an outpata rate from the FED that
exceeds the capability of the readout hardware.

The buffers in the Front and Back Ends of the FE® designed to absorb
these data rate fluctuations, but for high occumand is possible for the buffer
memory to become full. In this case, it is necesfarthe FED to request a reduction
in the L1 trigger rate from the TCS; in practickese requests are made before the
memories are completely filled (the FED entersudl’ ‘State at a BE buffer occupancy
of 87%), as there is a latency in the responsehef TCS to fast feedback status
signals. This is the same principle that appliethto APV pipeline (see Chapter 3),
though the APV is more vulnerable to buffer ovesflas its internal memories are
orders of magnitude smaller than those in the FED.

It is clearly undesirable to veto L1 triggers asadom the corresponding
events are lost, and so it is important to vefiifgttthe FED buffers are sufficient for
the Tracker occupancies expected at CMS. Befored#wgn of the board was
finalised, the performance of the FED buffers weasusated by E. Corrin [71]; a

summary of the results is presented in the follgvgactions.
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4.2.1 The Front End Buffer

Each FE FPGA contains a 4 kB buffer, which is sigfit to hold approximately 500
Zero Suppressed data packets from the 12 inpuneff@rPoint to point links between
the Front and Back End FPGAs support a data rad® &iB/s. The buffer simulation
assumed a L1 trigger frequency of 140 kHz, instefatie average CMS value of 100
kHz; as the LHC bunch crossing rate is 40 MHz anchudtiplexed pair of APV
frames is 280 LHC clock periods in length, thisresents (to a good approximation)
back to back frames and hence serves as a wormst(seximum input data rate)

example.
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Figure 4.3: Fraction of events lost due to FE buffeerflow in Zero Suppressed mode Vs
Tracker occupancy. Plots are shown for simulatedbEer sizes of 2 kB, 4 kB and 8 kB.
(Figure taken from Reference [71])

A plot of the predicted fraction of L1 triggers wet by the FED due to FE
buffer overflow under these conditions is showrFigure 4.3. The large buffer size
means that the FE readout rate dominates (doublir@lving the 4 kB memory has
little effect), but even so the FED is able to capéth a Tracker occupancy of 9%
before losing events; this greatly exceeds the @rgdeworst case average occupancy

of 3%. According to the simulation, the probabiliof the FE overflowing is
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effectively zero provided that the BE FPGA can alsvaccept data at 80 MB/s. The
performance of the BE buffer should therefore deiee the behaviour of the FED as
a whole.

4.2.2 The Back End Buffer

The BE buffer in the final FED has a size of 2 MByresponding to approximately
1,300 Zero Suppressed events. This had not bealiséd at the time the simulation
was written and a 1 MB buffer size was used instagdin with 140 kHz L1 triggers.

Plots of the predicted fraction of events lost tu@&E buffer overflow are shown in

Figure 4.4; it can be seen that the occupancy athwthe BE buffer reaches capacity
increases with BE readout rate, which is limitedhwy S-Link data connection and the

processing speed of the DAQ.
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Figure 4.4: Fraction of events lost due to BE huffeerflow in Zero Suppressed mode Vs
Tracker occupancy. Plots are shown for maximum BEA readout rates of 100 MB/s,
200 MB/s and 400 MB/s. The x-axis intercept of gdohrepresents the occupancy at
which the BE buffer reaches capacity. (Figure takem Reference [71])

In practice, pairs of FEDs will be read out througgich S-Link connection
with the DAQ supporting a peak combined data r&#00 MB/s [19]. Consequently,
each FED has a nominal peak output rate of 200 Mi&fsadditional bandwidth for

individual boards is gained by pairing FEDs thadeut low and high occupancy
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regions of the Tracker (high occupancy FEDs mayrtw’ unused bandwidth from
their partner). At the nominal 200 MB/s limit, tR&D can cope with an occupancy of
~2.8% before events are lost. However, when tlygeri rate is reduced to 100 kHz
the simulation predicts that the readout perforreaiscsufficient for occupancies of
up to 4%, exceeding the worst case requirementsblbw the buffer size to 2 MB
has little effect, as readout rate dominates ughéolimit of the S-Link connection
speed; the extra memory in the final FED was aduettipally to simplify the data
connections between the BE FPGA and the externadanechips.

Although the simulation provided an essential aberice check during the
initial design stage of the FED, it is important verify that the performance
predictions are accurate when actual hardware bes@wailable. A measurement of
the fraction of events lost as a function of Trac&ecupancy under realistic CMS
conditions was therefore made, once the full FEBtesy test apparatus had been

completed; full details are given in Chapter 8.
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~ Chapter 5 ~

FED Industry Testing

5.1 The Importance of Industrial Acceptance Testing

The FED is one of the core components of the CM&HKar readout system. Every
bit of data output by the Tracker will have beeagassed by a FED; if the Tracker is
to produce physically useful results, it is vitdlat every FED should function
correctly. It is essential for the functionalityerormance and firmware design of the
FED to be rigorously tested (and this is the suhjeatter for the following chapters),
but it is just as important to verify at a moreibdsvel that each instance of the FED
hardware is fully operational.

The FED is designed to accommodate as many chaohele Tracker as
possible, in order to minimise the number of bodhds will need to be manufactured,
and as such is very densely populated. It is &1, where 1U = 43.60 mm, is the
largest standard VME size), double sided board lwiigntains ~6,000 components
joined by ~25,000 tracks. These components inclapleroximately 40 Ball Grid
Array (BGA) [72] devices and over 30 FPGASs, thegé&st of which have 676 pins on
a 1 mm pitch. Most of the surface mount passive laasmall 0402 footprint, which
means that they occupy a surface area on the PQ@BIpf1.0 mm x 0.5 mm (with
pads at each of the shortest ends). The PCB haslfL6 layers, with 6 for power and
ground, and all tracks are impedance controlled.

Manufacturing a board of this complexity is a tdchiy difficult task;
consequently, there is great potential for errarassembly. Hardware faults will be

discovered during any laboratory-based performdasts, but in order to minimise
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any possible delay to the FED production schedaleasi crucial to identify
manufacturing flaws as early as possible, prefgrabfore the finished FED boards
leave the assembly plant. Not only does this pretrenfinancially wasteful and time
consuming process of returning faulty boards tornttaaufacturer, it also enables the
assembly company to immediately adjust the manuifexgt process should any
fundamental assembly problems become apparent.

5.2 Industrial Acceptance Test Requirements

Developing an Acceptance Test that is to be ruamtssembly plant presents a
challenge beyond the task of verifying that a FBctions correctly. The test will be

run by assembly plant operatives who have limitedvdedge of the operation of the
FED, and who cannot be expected to learn the lwsl Isoftware that is routinely

used by experienced researchers in the labora@oynsequently, the test station
provided to the assembly plant must be as usandiyeand automated as possible,
with clear error reporting that enables even thiatikely inexperienced user to

quickly identify and locate any hardware faults @rboard. It is also necessary to
provide an interface for entering the results of ananual tests that cannot be
automated using software, to ensure that theyem@rded in a convenient structured
format. Finally, the test results for all FEDs mbst automatically organised into a
database, so that the status and potential reory of any board can be easily

accessed once the FEDs have left the assemblyaidrdre in general use.
5.3 Testing During the Assembly Process

The company chosen for the large scale manufaofutee FED carries out extensive
guality assurance checks during the assembly psppe®r to the final Acceptance
Test. These are intended to identify the standgpédst of failure modes associated

with PCB production and particularly with the mouagt of BGA components;
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attaching a BGA to a PCB can be problematic, dubeadigh density of solder points
on the rear of the device that are inaccessible dgnbas been placed. Poor BGA
assembly techniques [73], PCB quality and diagntmsis led to a number of faulty
boards during the initial FED prototype runs, ptiorthe establishment of thorough
guality assurance tests.

Before assembly commences, the tracks on eachdwae are tested for
connectivity by a Flying Probe system (Takaya 9404]) and their impedance is
checked. After the surface mount components hawn latached, each board is
examined using an Automated Optical Inspection (A@bchine. This essentially
compares a picture of the board with a ‘perfect’stea copy, and is able to detect
almost all component misplacements (even incorpeat numbers) or soldering
errors, provided that they are in visually accdestibeas.

The undersides of the BGAs are not visually acbéssand checking the
quality of their assembly is a lengthy process ihatarried out on only a subset of the
FEDs. A 3D X-Ray inspection is initially used toedk the placement of each BGA
component and then the quality of the solderindovefis assessed by placing
endoscopic inspection tools, such as Ersascope (inblerneath the IC packages in
order to visually inspect each solder ball. Finadlysample of the assembled boards is
checked with another Flying Probe system, whichbie to verify the connections of

all accessible devices and check the componengesaifithe accessible passives.
5.4 The Acceptance Test

The checks carried out during assembly help totifyefundamental manufacturing
flaws but they do not verify the actual functiobalf the non-passive components on
the board, they are not completely infallible, @hd length of time required for the

BGA and final Flying Probe tests is such that iinpractical to apply them to every



65

FED. The Acceptance Test is designed to addresse tiesues, providing a full

assessment of every assembled board in a usedlfrieranner.

B FED Industrial Test:

File Edit Operate Tools Browse Window Help
Serial Number
Step 1:] 002
Step 2: Enter FED Parameters e e 0
Step 3:| Run Digital Test ® o0
Step 4:/ Run Analog Test L ee
Step 5:| Submit

Figure 5.1: The top level interface to the FED Autegce Test.

The top level Acceptance Test window is shown iguFe 5.1; the graphical
interface is produced with National Instruments \BBWV. It is necessary for the
software to run under Linux as this is the onlytfolan supported by the existing low
level FED hardware access libraries. However, tha&bMIEW development
environment is available for all major operatingteyns and programs written with
LabVIEW are essentially platform independent. Thisabled the majority of the
Acceptance Test to be developed under Microsoftdélivs, on the most conveniently
available computer.

A user is initially required to enter the serialnmher of the FED under test,
which provides the handle by which all subsequestilts are referenced. They are
then prompted for a user name, as it is likely @natumber of assembly plant staff

will carry out the Acceptance Test and it is neags$o keep track of each one should
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any queries arise. For this purpose, date and star@ps for each operation are also
automatically saved.

Access is then granted to the three subsectiotiseoAcceptance procedure.
The ‘Enter FED Parameters’ button opens a panethvprovides a structured entry
form for the results of tests that cannot be autethaand must be carried out
manually. Pressing the ‘Run Digital Test’' buttomrlahes an automated test of the
digital functionality of the board, and the ‘Run #lag Test’ button commences an
automated high level assessment of the FEDs’ ama&adout path. For clarity, the
current status of each subsection is shown via lauged light next to the
corresponding button (brown un-attempted, red: test failed, green- test passed)
and each section, with the exception of the fisstlisabled until the previous one has
achieved a pass status.

At any point the user may press the ‘Submit’ butionorder to finish
operations on the current FED and add the results €ach subsection to the results
database. The user may re-run the Acceptance Tidsple times on a single FED,
after fixing a fault for example, by re-enteringe trelevant serial number at the start;
all additional user input and test results are matacally indexed and added to the

FED database entry.
5.5 Manual Acceptance Tests

The section of the Acceptance Test that is to beiech out manually consists
primarily of simple ‘sanity checks’, to ensure thla¢ FED is sufficiently operational
to take part in the automated Digital and Analost equences, combined with a
Boundary Scan test (see Section 5.5.2) to veriytaliconnectivity. It is also enables

basic information about a FED, such as componetdlseimbers, to be recorded for
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future traceability. The essential steps of the umhnAcceptance procedure are
described in the following sections.

5.5.1 Pre Boundary Scan

> Manual FED Entries:

(b)

= Manual FED Entries:

Figure 5.2: Pre-Boundary Scan manual Acceptance deisies.
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Screenshots of the main panel used for manuallgriegt FED parameters and test
results are shown in Figure 5.2. A tabbed interfpeamits access to a number of
subsections; Figures 5.2(a) and (b) demonstratestiygs that must be completed
before running the Boundary Scan test.

The assembly plant operative must first performisual inspection of the
board for any obvious errors that may have beesedidy the AOI, and input a fault
description if necessary. They must then checkshart circuits on the board power
supply using a Digital Multimeter, and again ddserany faults. To identify the FED
under investigation, the user must apply a setatler label to both the PCB and the
front panel and record the manufacturers’ batch B@B reference numbers. A
standard CMS 2D barcode is then attached to th@ frvanel, the barcode value is
logged, and the serial numbers of the 8 OpticaleRecs on the board are entered.
Finally, the operative must confirm that the boeath be inserted into the VME crate
that will be used for the Boundary Scan test, clmeckor any warping of the PCB or
misplacement of the front panel or VME connectansg then verify that the FED
powers up correctly by reading a number of on-ba#atls LEDs.

5.5.2 Boundary Scan Testing

JTAG Boundary Scan [76] is used to verify the difgitonnectivity of most of the
active components on the FED. Boundary Scan ilantdogy which enables the
signals at the boundary pins of a JTAG compatildeiak to be controlled and
observed via software. This is achieved througkraes of boundary cells which are
built into the device between the internal logictloé chip and every input or output
pin. During normal operation, the boundary celilmae inactive and have no effect;
when the device is switched into test mode, thés aapture all input signals and

preset the levels on all output pins.
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A JTAG compatible IC contains a Test Access PoAR) controller, which
enables boundary cell readout via a Test Data @Qut(fDO) and the loading of
output levels via a Test Data In (TDI) pin. If mple devices are connected together
in a circuit, the TDI pin of each may be connedtethe TDO pin of the next to form
a single Boundary Scan Chain. The devices may lieetested as a single unit. Short
circuits between pins or bad solder joints candamdl by sending known test vectors
from every output pin of each component and readimgm back wherever a
connection is made to the input pin of anotherth# signals do not match then a

problem is identified, as demonstrated in FiguBe 5.
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Figure 5.3: A demonstration of Boundary Scan cotiopdesting via the transmission of
known test vectors (Adapted from Reference [77])

The hardware setup required for the FED BoundamgnSest is relatively
simple. A PC is connected to the main Test AccesistPon the FED (which is
supplied with power from a VME crate) via a JTAG RJ$terface box. JTAG
Technologies Vip Manager is then used to accessBthendary Scan compatible
devices. Initially, an infrastructure test is rumhich checks that each device is
properly installed by reading out the instructiegister of its internal TAP controller.
The last two bits of this register should always“0#&” if the device is correctly

powered and operational. Secondly, a board lewetdonnect test is performed; the
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Vip Manager software automatically generates thators required to check for shorts
and open circuits between Boundary Scan devicesnalyses the values read back,
providing a full report of faulty pins and net cautions.

Results from both procedures are entered into theeptance Test software
via the panel shown in Figure 5.4. Report filespattfrom the Boundary Scan
software are also specified; indexed copies areenzadl added to the Acceptance

Test results database.

& Manual FED Entries:

PR el A—

Figure 5.4: Boundary Scan manual Acceptance Tdsiesn

5.5.3 Post Boundary Scan
Once the Boundary Scan has completed successitull/,necessary to prepare the
FED for the automated Digital and Analog tests; tmaining steps are shown in
Figure 5.5.

The plant operative must plug a Compact Flash ¢ardgrammed with an
appropriate ACE file) into the FED, insert the lbawto a standard VME crate and
then verify that it again powers up correctly bgdig the FED status LEDs. In order

for the BE and FE FPGAs to load successfully viat&y ACE (and to enable access
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to the FED through VME) it is first necessary tomgmam the VME FPGA, as this
routes all of the clock signals to the rest of bleard. This is done manually through
the VME Boundary Scan interface; the VME FPGA i¢ part of the System ACE
chain and instead loads its firmware from the VMBREOM at boot up. The user
must verify that the VME EPROM programming step ptetes successfully,

entering a description of any errors that occur.

/= Manual FED Entries:

Figure 5.5: Post-Boundary Scan manual Acceptanct dtries

After rebooting the FED, causing the VME FPGA tadehe EPROM, the
operative must check the flashing LED start up seqa of the board while the BE
and FE FPGAs are loaded from the Compact Flash &asic faults in the System
ACE chain will be indicated by error LEDs, and mbstrecorded. If all of the manual
procedures have been completed successfully, amdsailts have been entered, the
Acceptance Test software will indicate to the uget it is possible to begin the

automated VME-based test procedures.
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5.6 Automated VME Crate Testing

An automated full system test of the FED is pertdnonce the board has been
placed in a standard VME crate. A series of C++tin@s drive and acquire data from
the FED, with Fed9USoftware [78] libraries provigimardware access. The C++
routines are wrapped with a LabVIEW-based graphidatface, similar to that of the
manual Acceptance Test, designed to make the sefteasy to use. VME crate
testing consists of two phases, which check bothdibital and analog functionality
of the board.

5.6.1 Software Architecture

To facilitate the modification and addition of rogs, the automated test software has
been developed using a simple modular approachh Easpect of the FED
functionality is checked with a single standaloner@xecutable, which performs any
required register access and dumps the data thatead (or an error statement if
access fails) to the command line; output to aiéilalso possible, for instances when
a large volume of data is produced. LabVIEW hasirdnuilt function which can
launch an executable and capture any command hheey. Utilising this feature,
LabVIEW programs (commonly referred to as ‘Virtdaktruments’ or VIs) have
been written to encapsulate each test executableaalyse its output, generating a
set of raw unformatted results and report messages.

These VIs represent the building blocks of an aatech test. A complete
Acceptance Test procedure is formed by executiegblbcks in sequence inside a
higher level VI. This collects the individual seffsresults and formats them for output
to screen; for clarity, each set is typically prasd in a separate tabbed pane, with
user controls added as required. Additional LabViBNly sub-VIs enable the

collated results to be written to a standard refoert
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Two high level VI ‘executors’ have been created,e ofor the digital
functionality checks and one for the analog. Altipoumuch of the code is application
specific, the architecture is highly flexible aneutd easily be used in the
development of Acceptance Test software for fuhaelware modules.

5.6.2 Automated Digital Tests

& Digital Tests:

; James Leaver

Figure 5.6: The initial Automated Digital Test padngsed to launch the test and display
the overall pass/fail result. Tabs provide accesthe results from each subtest.

The automated Digital subsection of the Acceptahnest verifies the basic electrical
connectivity and functionality of the FED comporgetihat are not Boundary Scan
compatible, and additionally checks the operatibthe FPGA devices. Figure 5.6

shows the initial panel used to start the Digitasil sequence; minimal user
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interaction is required, with the plant operativerely having to press the ‘GO’
button and wait for a pass or fail result. If theD-fails then the results and error
report from each subtest of the sequence may lveedién the various tabbed panes

of the test window.

I Digital Tests:

Figure 5.7: Example results from an ‘FPGA Firmwafersions Check'. This is the
second panel of the Automated Digital Test window.

The first step of the Digital Test procedure inwdvreading the firmware
versions of the Front End, Back End and VME FPGésl checking them against the
expected values. This simple test provides a dtehcation of the state of the FPGA
devices. If the firmware version register valugdad incorrectly then either part of

the FPGA core is faulty, requiring the chip to leplaced, or the firmware has not
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been loaded correctly, signifying a problem betwdenFPGA and the System ACE
controller. If the FPGA cannot be accessed atball,it passed Boundary Scan, then
either the core of the device is again faulty @ BPGA has lost its clock signal. An
example of the FPGA firmware version test resdltgiven in Figure 5.7.

& Digital Tests:

FE Unit 1 FE Unit 2
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Measurad: ‘FPGA: ‘ 37 cclpassl ‘ ‘chm ‘ i;g ac | pass)
!_ P
e i ) Status: Status:
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5V 12v
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Temnerature *+ OK M Temnerature + OK Temneratire ¢ OK M Temneratiure + OK M

Figure 5.8: Example results from a ‘Voltages & Tamgiures’ check. This is the third
panel of the Automated Digital Test window.

The second test attempts to read the temperatutbeoFE, BE and VME
FPGAs and the voltage levels of the 6 power supplis. This verifies that the
thermocouple and LM82 [79] temperature sensor @sucwith each FPGA, and the
MAX708 [80] used to monitor the FED power supplycaitry, are functioning

correctly. Threshold limits are additionally appliéo the measured temperatures in
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order to highlight any potential thermal problemghwthe FPGAs (defective chips
may run at increased temperatures), and to thenaabeoltage levels so that faults
on each of the power supply rails may be identifiéad example of the obtained

results is presented in Figure 5.8.

& Digital Tests:

Figure 5.9: Example results from a ‘Trim DAC & Og®X Access Test'. This is the fourth
panel of the Automated Digital Test window. Redoits particular FE Unit may be
displayed by pressing the appropriate button atttpeof the screen.

The third phase of the sequence is a simple haelaecess test of all the
Opto RX and Trim DAC components on the board. Meisfies that the devices are
powered and have at least basic functionality, thatl the tracks providing access to

them are properly connected. Standard Opto RXnggttare written for every FED
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channel, read back and then the values are comgéredd or write access fails then
either the Opto RX is malfunctioning, the powergare not soldered correctly or
there is a fault along the control data path todhig. If the device can be accessed
but the wrong value is read back then either theo@®X is again faulty or there is a
problem with the read or write data lines. The TIXACS’ settings cannot be read
back, so only a write access check is performedntpte test results can be seen in

Figure 5.9.

B Digital Tests:

Main I FPGA Firmware Check I Voltages & Temperatures | TrimDAC & Opto Rx Access Test  Serial EFROM Test I

EPROM Byte Maj

EPROM Initialisation Status:

Remove Eprom Write Protection:
' OK

EPROM Byte Status:
All OK e

o ok

. Read/write Data Missmatch

-
. Hardware Access Error =

Figure 5.10: Example results from a ‘Serial EPROBST. This is the fifth panel of the
Automated Digital Test window. Each square of tRREM map to the left of the screen
represents one byte of the EPROM internal memory.
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When the full Acceptance Test is complete, a ssaltiset of the results and
identifiers are written to a serial EPROM on theDF-Eo that they may be accessed
even if the full results database is unavailaliles therefore important to test that the
EPROM is fully operational. The final section oétDigital test sequence verifies that
the EPROM can be accessed and then fills the EPR@Nory with an alternating
‘10’ binary pattern and checks it against what ead back. The pattern is then
inverted and the read write cycle repeated. In th#y, faults in the data lines
connected to the EPROM and any dysfunctional aotdee EPROM memory are
identified. An example of the test results, witlviaual ‘map’ of the status of each
byte of the EPROM memory, is given in Figure 5.10.

5.6.3 Automated Analog Tests

The automated Analog Test verifies the completdogneeadout chain for each FED
channel, with the exception of the photodiodeh@a®pto RX component at the input
stage of every FE Unit. These are important elemefitthe FED design, which

perform the optical to electrical conversion of &FV25 signals received from CMS
Tracker (the importance of the optical readout din& discussed in Chapter 1). It
would be desirable to check Opto RX functionalityidg the Acceptance Test but it
is impractical to supply FEDs with optical inputdile they are stationed at the
assembly plant.

Although a device that enables the FED to be driwéh controlled optical
signals has been developed (see Chapter 6), neguiglatively inexperienced plant
operatives to handle the optical fibres that cdngse signals greatly increases the
potential for human error. Optical fibres are gasitoken, and their ends must be
thoroughly cleaned every time that they are coratett a FED. Any damage to the

fibres or improper cleaning can attenuate the ligheived by the FED, leading to test
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failures even when the Opto RX components are fomicig correctly. The increased
test system complexity and manpower requirements {d the cleaning, connection
and disconnection of optical fibres) would alscseaihe fee charged by the assembly
company. As the optical transmissions are prodimyedemiconductor laser diodes,

additional difficulties could arise at the plantedio laser safety issues.

& Analog Tests:

Figure 5.11: The initial Automated Analog Test gansed to launch the test and display
the overall pass/fail result. A second tab providesess to more detailed results.

Consequently, the Acceptance Test must attemptlidate as much of the
FED as possible without the use of external siggalerators. In the absence of an
optical input, outputs from the FE Opto RX devisbésuld be constant. It is possible,

however, to simulate a varying optical signal barging the device parameters. The
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Opto RX has an adjustable input and output offaétich can be used to shift the
output voltage level. Each Opto RX signal then pashrough an op-amp, which
enables a further offset to be introduced to th&a deontrolled via a Trim DAC)
before it is sampled by a FE ADC. To the remainofethe analog readout chain, a
signal that is artificially shifted by an Opto RXdTrim DAC is essentially the same
as one that is produced by a changing optical inphis technique does not permit
‘fast’ signal variations (the devices must be lahaath new offset settings before
each data sample is taken) and it cannot exerbiseglhotodiodes in the Opto RX
chips, but it enables the readout chain to be de&ie most significant hardware
faults.

The initial panel used to start the Analog tesshiswn in Figure 5.11. It is the
same as the Digital test interface, as the usen ggasses the ‘GO’ button and waits
for a pass or fail verdict, with results shown gtall in a separate tabbed pane. There
are three phases to the test, which consist ofnsmgrihrough all of the Trim DAC
offsets, the Opto RX input offsets and finally tgto RX output offsets whilst
recording the average channel values read out tihenkED.

Example plots showing the ADC values measured byFD as functions of
the Trim DAC and Opto RX offsets are given in Fig&.12. In each case, the signal
level should vary linearly with the offset valueitfwvpossible saturation at the offset
limits, if the range of the ADC is exceeded). Thecéptance Test software analyses
the linear region of these plots and checks thgtlengradient, monotonicity and
noise levels of the data. This enables much todskickd about the analog readout
path; principally, lifted pins or shorts can bentied from signals that are stuck high
or low, or that have discontinuities within thedar region. Faulty Opto RX, op-amp,

Trim DAC and ADC components (or incorrect termipatior voltage reference
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resistors) can be identified by gradients or ndesels that are outside acceptable

limits.

(@)

ADC Counts Vs TrimDAQ Offset

ADC Counts
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Figure 5.12: Plots showing the average ADC valuasnesd by the FED as a function of
(a) Trim DAC offset and (b) Opto RX input and otitpitsets.

It is not always possible to locate faults witharprecision (for example, the
results from an Opto RX scan may show errors ifdigput from a working Opto RX
is read through a faulty op-amp), but the Acceptahest software can always isolate

particular types of fault on specific FED channdlsis accuracy is quite sufficient; as
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the analog readout path for a single channel reptesa very small area of the board,
it is relatively straightforward to manually cheekery connection along the route if

the error diagnosis does not specify an individahponent.

B Analog Tests:

Main  TrimDAC & Opto Rx Channel Test ]
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Figure 5.13: Example Automated Analog Test restilig graph in the lower left hand
corner of the screen can be switched between TG Bnd Opto RX offset results using
the toggle switch to its right.

The output format of the test results is showniguFe 5.13. A set of coloured
lights, one for each channel of every FE Unit, dieandicate which channels have
passed (green) and failed (red). Pressing the’ ‘infitton next to a failed channel
causes the relevant offset plots and fault diagntosbe displayed. If errors are found,

the plant operative must remove the FED from theBEv&fate and repair the affected
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channels. The Analog test is then used again tifyvédre repairs, and the process

repeated as necessary until all channels funcbarectly.
5.7 Acceptance Test Results Storage

All of the results from the Acceptance Test araestoin XML [55] format. XML
stands for EXtensible Markup Language. A markumglege includes codes that are
used to describe the structure and nature of irddom. When text written in a
markup language is read by a computer, these @ddse values to be automatically
associated with particular data constructs or aljpecperties; the markup language
therefore provides a standardised method for osgamidata. Extensible refers to the
fact that XML permits new type codes to be defitgdthe user. This enables any
type of information to be written in the standaedigormat of the markup language.
The layout of an XML document is quite simple. @insists of data values
wrapped with descriptive identifier tags, typicadjyouped into particular data classes.
Figure 5.14(a) shows the general format of an Xklement’; an example is given by
the output from one of the FPGA firmware versiostdefrom the Digital section of

the Acceptance procedure, shown in Figure 5.14(b).

(a)

<Class ID="instance">
<propertyl>data value:/property1>
<property2>data value:/property2>
<property3>data value/property3>
</Class>

(b)

<Firmware_Data FPGA="VME FPGA">
<Test_Result>Passx/Test_Result>
<Firmware_Version_Found>11000316&/Firmware_Version_Found>
<Firmware_Test_Status>VME FPGA: OK</Firmware_Test_Status>
</Firmware_Data>

Figure 5.14: XML elements. (a) shows the genemah&d of an XML element, while (b)
gives an example taken from a set of AutomateddDigest results.

In Figure 5.14(b), the class of the data is thelted the firmware version test

for a single FPGA, identified by the tag code ‘Rivare_Data’. The identifier for the
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class is the FPGA type, with this instance corradpgy to the “VME FPGA”. Within
the bounds of the class tags, a series of sub-atsnage defined for the test results
(class properties), where each result is taggeitslmywn descriptive code word. XML
elements can be grouped into higher level classgsiasted to any degree, but the tag
codes mean that it is trivial to find and accegmdicular element regardless of the
length or complexity of the data structure. As thg codes can be recognised by a
computer, it is also a simple task to programm#gicaxtract and sort elements, a
feature that is used by the Acceptance Test saftteamanage the sets of results from
each subsection and build a complete resultsdie&ch FED.

Ease of data organisation is not the only benéML. The Acceptance Test
results will need to be accessible throughoutifeérhes of the FED boards. Using an
industry standard format such as XML, where dat siored in plain text files,
prevents any problems that may arise in the foeddeefuture through having to
access or convert data which are written in paddéiptobsolete proprietary formats.
XML was originally chosen for the Acceptance Testgby on its own unique merits,
but it is in fact the default format for data stggaat CMS; consequently, all of the
Acceptance Test results are automatically compatiith the CMS databases. The
only real disadvantage of XML is that overheadsaased by having to store all of
the ‘tag’ words in addition to the actual data eorit However, this is not an issue for
the Acceptance Test as the report files generateddch FED have a size of only a
few hundred kB. Once all of the FEDs have beertkgst should be possible to fit the
entire results database on a single writeable CD.

The XML technique of separating form (class striesuand data types) from
content also makes it a simple task to convert X§#ita into other formats. It is

possible to write a ‘style sheet’ in XSL (the Exddile Stylesheet Language) [55]
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which associates particular formatting styles watty of the XML element tags.
Typically, the style sheet contains rules for cotiag the XML data structure into an
HTML equivalent; HTML stands for Hypertext Markumhguage and is similar to
XML, but its markup code words are concerned pritparith the visual display

properties of data elements (it is designed for fhrenatting of information into

graphical internet Web pages). This technique ieduby the Acceptance Test
software to produce a copy of the XML results imraphical, tabulated, indexed
human readable HTML form, enabling the Acceptanest Tesults for all FEDs to be
easily accessed through a standard Web browsemitea of the HTML output are

given in Figures 5.15 to 5.18.

|Serial Number 127 Mamal FED Entries Digital Test Results Analog Test Results

Serial Number 128 Manual FED Entries Digital Test Results Analog Test Results

|Serial Number 130 Mammal FED Entries Digital Test Results Analog Test Results
Serial Number 131 Manual FED Entries Digital Test Results Analog Test Results

Serial Number 133 Manual FED Entries Digital Test Results Analog Test Results
|Serial Number 134 Mamal FED Entries Disital Test Results Analog Test Results
|Serial Number 135 Marmal FED Entries Digital Test Results Analog Test Results

Serial Number 138 Manual FED Entries Digital Test Results Analog Test Results
|Serial Number 141 Manual FED Entries Digital Test Results Analog Test Resnlts
Serial Number 142 Manual FED Entries Digital Test Results Analog Test Results

Serial Number 143 Manual FED Entries Digital Test Results Analog Test Results
Serial Number 144 Manual FED Eniries Digital Test Results Analog Test Results

Serial Number 145 Manual EED Eniries Digital Test Results Analog Test Results
Serial Number 146 Marmal FED Entries Digital Test Results Analog Test Results

|Serial Number 147 Manual FED Entries Digital Test Results Analog Test Results

Serial Number 148 Manual FED Entries Digital Test Results Analog Test Results

|Serial Number 149 Mamal FED Entries Digital Test Results Analog Test Results

Serial Number 150 Manual FED Entries Digital Test Results Analog Test Results

|Serial Number 151 Matmal FED Entries Digital Test Results Analog Test Results
Serial Number 152 Manual FED Entries Digital Test Results Analog Test Results

Serial Number 153 Marmal EED Entries Digital Test Results Analog Test Results

Serial Number 154 Manual FED Entries Digital Test Results Analog Test Results
Serial Number 155 Manual FED Entries Digital Test Results Analog Test Results

v
o~ AT arrlar B T o] o & m .n L

Figure 5.15: The main Acceptance Test results intetabulated HTML form. Each
FED is represented by one row of the table. That Golumn indicates the serial number
of the FED, while the remaining columns providddito results from each of the three
major subsections of the Acceptance procedure: Mienests, Automated Digital Tests

and Automated Analog Tests. Links are colour cadeshable rapid identification of
FEDs that require attention (blue = pass, pink #/ffacomplete, beige = not attempted).
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Manual FED Entries / Test Results

Revision 2
Operator Name:
Ivan

Time Stamp:
2005-07-22, 11:28:18

Pre Boundary Scan:

Action Status Comments
Visual Inspection OK

Power Supply Short Circuit Check OK

Fit Serial No. To PCB Daone

Fit Front Panel Serial No. Label Done

Enter Manufacturer Reference Numbers Done

Attach 2D Barcode Done

Enter Opto RX Serial Numbers Unattempted

Check Insertion In Boundary Scan Crate OK

Check Card Power Up OK

Manufacturers Reference No. Value

PCB_No 005306
Batch_No 005306
2D Barcode Value

30201300000044

Opto RX Serial Number

(=R R SR VTR R S P R R

Boundary Scan:

Action Status Comments Boundary Scan File
Boundary Scan 'Tdent' Test OK ‘homefed FedIndustryTestLabVIEW Executable TestReports/044/BS Files BS Ident File 044 Revision2 txt
Boundary Scan 'Tnter' Test |OK ‘homefed FedIndustryTestTabVIEW Executable/TestReports/044/BS FilesBS Inter File 044 Revision2 txt

Post Boundary Scan:

Action Status Comments
Phig In Compact Flash Card Done

Power On In System Test Crate Done

Program VME PROM OK

Reboot PC3205, Check Flashing LEDs OK

Revision 1

Operator Name:

Ivan

Figure 5.16: Example HTML results from the Manuaisubsection of the FED
Acceptance Test. Links are provided to local copfebe Boundary Scan result files that
are specified during the testing procedure. As whihindex in Figure 5.15, any failures

are highlighted in pink and incomplete entries highlighted in beige. A new set of
results is recorded each time that the test is thase are presented consecutively, in
reverse chronological order (the same is true for Automated Digital and Automated
Analog Tests).
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FED Digital Test Results

Test 1

Operator Name:

Ivan

Time Stamp:

2005-07-22. 11:35:28

Firmware Version Test Results:

FPGA Name Test Result Firmware Version Found Comment

NMEFPGA |Fal ][ 2100031C | Acoesscd FPGA, bt incomect data read
|OK

BEFPGA  [Pass 2200036D

FEFPGA 1 [Pass 23000319 0K
FEFPGA2 [Pass 23000319 oK
FEFPGA3 [Pass 23000319 0K
FEFPGA 4 |Pass 23000315 ok
FEFPGAS [Pass 23000319 0K
FEFPGA6 |Pass 23000319 0K
FEFPGA7 |Pass 23000319 0K
FEFPGA S |Pass 23000319 oK

Voltage Test Results:

Voltage Level Test Result Measured Voltage Comment

25V Pass 2486980V |OK
33V [Pass 3162500V OK
5V Pass 1869790V |OK
12v Pass 11.750000V  OK
Core (1.5V)  |Pass 1476560V |OK
Supply (3.3V) [Pass 3145310V 0K

Temperature Test Results:

FEUnit  Chip Test Result M d Temperature Ci

FEUntl |LMS2 Pass 33degC OK
FPGA [Pass [ 32degC [ox
FEUnit2 |LMS2 Pass 37degC OK
FPGA [Pass | 33degC lok
FEUnit3 |LM82 Pass [ 40degC ok
FPGA Pass 35degC OK
FEUnit4 |LMS2 [Pass 42degC OK
FPGA [Pass [ 36degC ok
FEUnt5 |LMS82 Pass | 44degC OK
[FPGA [Pass 37degC 0K
FEUnit6 |LMS2 [Pass 46degC OK
FPGA [Pass I 38decC 0K
FEUnit7 |LM22 Pass [ 43degC ok
FPGA [Pass 38degC OK
FEUnitS |LMS2 [Pass 46degC OK
FPGA [Pass [ 37degC lok
BEFPGA |LMS22 Pass | 30degC OK
[FPGA [Pass 41degC oK
VME FPGA [LMS2 Pass [ 26degC OK
FPGA [Pass | 235degC OK

Trim DAC and Opto Rx HW Access Test Results:

FE Unit Channel Tes Result Trim DAC Comment Opto Rx Comment

1 1 [Pass 0K 0K
2 Pass 0K 0K
3 \Pass OK OK
4 [Pass OK OK
5 [Pass lox lox

Figure 5.17: Example HTML results from the Autordddegital Test subsection of the
FED Acceptance Test. Here the VME FPGA has falleditmware version test. The fact
that the FPGA was accessed correctly, combined tivétformat of the read value,
indicates that the device is functional but the mgdirmware has been loaded.
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Test 1

Operator Name:
Ivan
Time Stamp:

2005-07-22, 11:55:13

1 Pass
Pass
Pass
Pass
Pass
Pass

Pass

== = = G | | o] ] ] W ke =
B =s
o
I

Pass

FED Analog Test Results

Trim DAC and Opto Rx FED Channel Test Results:

OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK

OK

OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK

OK

FE Unit Channel Test Result Trim DAC Offset Comment Opto Rx Input Offset Comment Opto Rx Output Offset Comment

OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK
OK

OK
OK
OK
OK
OK

Figure 5.18: Example HTML results from the Autordadmalog Test subsection of the

FED Acceptance Test. Here, channel 2 of FE Uniag8failed due to a lack of
monotonicity in the plot obtained during the TrinAD offset scan (refer to Figure
5.12(a)).

5.8 Acceptance Test Usage at the Assembly Plant

A picture of the Acceptance Test station is showifrigure 5.19. It was installed at

the assembly plant in August 2005 and, at the tfneriting, has been in constant

use for over two months. The assembly plant Testi@estaff were initially provided

with a training session, in which a RAL engineerGhurch) worked through the test
procedure in detail with a small number of FEDs1c8ithen, the plant operatives

have required assistance in repairing 7 of thedsoédrom the first batch of 50) that

were identified as faulty.
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PC running JTAG VME crate used to supply
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Figure 5.19: A picture of the Acceptance Test stainstalled at the FED assembly plant.

In terms of the operation of the Acceptance Testsupport (other than the
initial training) has been necessary. Over 100 d®dnave been tested without
encountering a single software problem. The Accey@aTest has been carefully
designed to ensure bug-free operation; barring raweae fault in the computer
running the test, it is essentially impossible tlog software to crash or behave in an
unexpected manner. Feedback from the plant opesatidicates that they are very
impressed with the software package and find iy éasise. They also appreciate the
simple pass/fail approach to the automated testinty more detailed diagnostics
available on demand.

5.9 Acceptance Test Limitations

While the Acceptance Test performed at the asseplblyt can verify almost all of

the FED functionality and diagnose most manufaoturierrors, it has a few
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limitations. To reduce the complexity of the tetttion (one of the most important
aspects of testing at an assembly plant), the atmafuauxiliary hardware has been
minimised. The lack of optical signals with which drive the FED Opto RX
components has already been discussed in Sec@@) but there are two other main
weaknesses.

During the automated tests, all data are readroat the FED via VME, as
additional S-Link readout hardware (see Chaptas tnavailable. Consequently, the
guality of the S-Link connection cannot be assesééten the FED is operated in the
CMS Tracker, it receives trigger and control sigrfabm the TTC system through an
optical link (see Chapters 3 and 8). As with the@jiio RXs, an optical signal cannot
be applied to the TTC receiver on the FED whiie gituated at the assembly plant.

To identify any of the small number of faults tltain be missed, each FED
received from the manufacturer undergoes rigoroost production testing in a
simulated CMS environment; this is discussed inpgi#ra8. Of the FEDs that have
passed the Acceptance Test, the entire first batéi® has already been delivered to
RAL for further testing. A few had very minor impections, such as a surface mount
LED attached the wrong way, or a dry joint whichuged intermittent failure. Four
boards had genuine faults; one was warped (thisldhmave been reported by the
plant operative), one had non-standard TTC optieakiver behaviour, one had a
defective S-Link connection and one experiencesrimittent power up problems.

So far, the flaws detected by the post productest procedures are of types
that the Acceptance Test is not expected to idenéihy of the numerous readout
channel faults that were present in early versiohghe board are now being

discovered and repaired at the assembly plant. Adeeptance Test has therefore
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proved to be a great success, and it will conthouge used in confidence throughout

the entire FED production cycle.
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~ Chapter 6 ~

The FED Tester

It is essential to evaluate the performance ofRE® before it is used for real data
taking at CMS in 2007. If the Tracker is to be edliupon, the ability of the FED to
correctly process Tracker data must be rigorouddyified. In particular, it is
important to check the functionality of the FED fiitding algorithms using optical

data that realistically simulates the Tracker outpder realistic CMS conditions.
6.1 Testing the FED Under Realistic CMS Conditions

During normal operation at CMS, each FED will reeebptical multiplexed event
frame data from 96 APV pairs at the 100 kHz L1gegrate. It will respond to trigger
and control signals from the Tracker Trigger Con8gstem, and provide the TCS
with a throttle signal which reflects the statusitsfinternal data buffers. Once hit
finding has reduced the input data volume by aofact ~60, events will be read out
from the FED via a high speed S-Link connectionn€&muently, with the exception
of the readout data path (described in Chapternd) the means to analyse the
received data (discussed in Chapter 8), therenaregquirements for testing the FED
under realistic CMS conditions. The FED must beptisd with optical data that
closely matches the output of real APVs during aSC&kperiment, and it must be
driven with clock, trigger and control signals tlaaé identical to those output by the
final TCS system.

A FED Tester (FT) [81] board has been designechabke the production of
these signals in the laboratory. Through the useM$ Analog Optohybrids (AOHS)

[82] it is able to precisely simulate the shape iming of optical signals from the
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Tracker, and can be loaded with any APV frame datéest patterns. The FT is
therefore capable of exercising the FED under awahge of operating conditions,
and provides an effective mechanism for testingdalia processing aspects of the

FED hardware and firmware.

6.2 Implementation of the FED Tester

Optical Fibre AOHs VME System
Outputs Spools FPGA FPGA

g

- -
- -
N
-
- -
-
- .
-
-
% et
f
3 o
o -

Crosspoint Mounting
Master & Switches Point for
Slave I/0 (Rear of board) DACs Power Daughter Card

Figure 6.1: The FED Tester.

A picture of an FT is shown in Figure 6.1. It isplamented as a 9U x 400 mm VME
card, acting as an A24/D16 VME slave. The FT PCB ism thick and comprises of

8 layers; 2 ground, 4 power and 2 signal. Whery fotipulated, each FT occupies the
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width of 2 VME slots. The board logic is containpdmarily within two Xilinx
Virtex Il XC2V1000 FPGAs [52] and the overall argature of the FT is outlined in
Figure 6.2. A System FPGA is used to generatealithP\VV25 data and simulate the

TCS system, while a VME FPGA handles VME accessaanliary control routines.
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Figure 6.2: The architecture of the FED Tester.

6.2.1 The FT System FPGA

The System FPGA emulates the output from 3 mukgdepairs of APVs. Frame data
for all 6 APVs are stored in a common frame patt@emory block, 12bit wide by
232 frames deep (~350 kb in size). This frame mgnsorelatively small (it is limited
by the size of the FPGA, which is in turn limiteg bost and board complexity
considerations), but it is possible to upload neamie information while the FT is in

operation.



95

Each virtual APV has associated with it a 1 kb dpemter memory, with
every pointer value referencing one of the frameshe common memory block.
Whenever an L1 trigger occurs, each virtual AP\paotd the frame corresponding to
its current pointer; the pointer memory indexes ddrAPVs are then incremented.
1024 L1 triggers can therefore be received befbeesequence of output frames is
repeated. In the absence of L1 triggers the AP\Asmit ‘tick marks’ (for
synchronisation purposes), the form of which ase grogrammable in memory.

Once the outputs from adjacent pairs of APVs haenkmultiplexed, a delay
can be added to the data in order to simulaterdifiees in fibre lengths between the
Tracker and the FEDs. This delay can be finely radled, from O to 32 LHC clock
cycles (800 ns) in steps of ~100 ps. The digitéh di@m pairs of APVs are converted
to analog by three AD9753 DACs [83], the outputsmbich are used to drive three
AD8108 [84] programmable analogue crosspoint swesclan optional external input
source is also routed to the crosspoint switchegermit testing of the FED with
arbitrary user-generated signals. Acting as a 24tdan-out, the switches deliver the
analog multiplexed APV data (and the external ssuit connected) to 8 CMS
Analog Optohybrids, which convert the electricajrsils into the standard Tracker
optical format expected by the FED.

The TCS implemented in the System FPGA is a compahulation of the
CMS Tracker Local TCS, generating user-definableridgger and control signals in
the correct CMS format and responding to the FEDttle. It is essentially identical
to the virtual TCS in the APVE (described in Cha@g TCS signals are again routed
out from the rear of the board via a daughter cArEED Tester may also be run with
an external TCS source (bypassing the simulatidinedy), enabling the system to be

driven with real TCS hardware when it becomes at#ésl.
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6.2.2 The FT VME FPGA
The VME FPGA acts as a VME to Wishbone Bridge, éinglcontrol of the board
through a standard VME interface. Wishbone [85h istandard format for making
data path interconnects between logic cores wahif-PGA, and is used to enhance
design reusability; for example, if a future versiof the board were required with a
USB or Ethernet interface, it would only be necessa modify the Wishbone Bridge
and the rest of the firmware would remain inta¢cte WME FPGA also provide$@
[37] access (via VME) to the Analog Optohybridsdamins the AOH temperature
control system (described in Section 6.3).
6.2.3 The FT Ensemble
It would be desirable to have a single testing ckewhich is able to drive all 96
channels of a FED. However, as each AOH has a mawiof three optical outputs,
this would require the mounting of 32 AOHs on ag&nboard. An AOH is relatively
small (23 mm x 30 mm), but a large area is neededotl the 1 m optical fibre
pigtails that carry the optical signals from eacte.oThis would have resulted in a
PCB that exceeds the dimensions of any VME standeadling to complications in
accessing and controlling the board (normal VMEeascwould not be possible).
Consequently, it was decided to divide the AOHsEra number of VME cards.
Each FT outputs 24 optical data channels and smatdb are required to fully
populate the 96 channels of a FED. A group of HEscallectively referred to as a
FED Tester Ensemble (FTE).

To enable simultaneous operation, the FT has besigrkd to facilitate
synchronisation between multiple hardware instan€he emulated TCS in each FT
is a separate entity from the frame generationegystwith no internal data

connections. For a single FT, TCS clock, trigged aontrol signals are routed from
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an output on the FT daughter card to a ‘Mastercbrinection on the front panel.
From here, they fan out to 5 ‘Slave Out’ connectorse of which is routed back to a
‘Slave In’ port from which the signals are distried to the rest of the board.

If an Ensemble of FTs are used together, one ahtlsedefined to be the
‘Master’. The Master is configured in the same \aaythe isolated FT above, with the
local TCS output connected to the Master In, anel @inthe Slave Outs connected to
the Slave In. For each of the other FTs, the imleCS simulation is ignored;
instead, the Slave In ports are also connectethtee®uts on the Master. In this way,
4 FTs can be set up to use the clock and contgolats from a single TCS source,
ensuring synchronisation between the output optag. The fifth Slave Out port on
the FT Master may be used to add an additionald~theé Ensemble, or it can be
connected to the Master In of a second FT Mastentble TCS clock and trigger
signals to be ‘daisy chained’ through multiple Bnbées.

The 24 channels of a single FT may be connectediymf the 3 distinct APV
pair data streams. With a 4 FT Ensemble it is jpbs$0 drive a FED FE Unit with 3
outputs from each FT, providing every Front Endroted with data from a different
APV pair for maximum test flexibility. For typicalonfigurations, the limitation is
that all of the FE Units will receive the same arnels of data. However, as they
process data independently, this does not havesigmficant detrimental effect on
FED performance verification tests (and of courskannels may be arbitrarily

repeated within a Front End if it is necessarygerate with imbalanced data rates).
6.3 Analog Optohybrid Temperature Sensitivity and @ntrol

Each FT makes use of 8 Tracker Outer Barrel AOH® 3 channels of optical data
output from an AOH are generated by semicondueteerl diodes (driven by a Linear

Laser Driver IC [86] with adjustable gain and basrent), which transmit infrared



98

light at a wavelength of 1310 nm. In very simplarte, a semiconductor laser diode
generates light when an applied current excitestreles across the band gap of the
diode and photons are emitted when the electranere their ground state. Thermal
energy may also excite electrons, and this affeékts lasing properties of the
semiconductor material. As a result, the outpwroAOH is temperature dependent.
The TOB AOHSs will be used at CMS itself, to transm@ial APV data from
the Tracker. AOH temperature sensitivity is notextpd to have a significant impact
in the final Tracker system, as the CMS detectdl vé operated in a temperature
controlled environment at -1. Temperature and optical intensity fluctuation w
be minimal, and should be dealt with by the Comrivtmde subtraction algorithm of

the FED (described in Chapter 9).

]The Temperature of an AOH in the Laboratory Vs Time\
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Figure 6.3: Measured temperature variation of a pogd AOH over two days in the
laboratory.

However, the FTs are intended for use in the laboyawhere they will
operate at room temperature with a standard aiditoning unit providing the only
environmental control. The temperature of a pow&@dH in the laboratory has been
measured to fluctuate by & peak to peak (see Figure 6.3), and the temperatur
sensitivity of the laser drivers is such that cdesable variation in output light

intensity is observed. As an Ensemble of FTs oeau@ large VME crate, it is
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impractical to place the test system in an enviremtal chamber; instead, it became
necessary to develop an AOH temperature contréésyghat can be mounted on the
FT boards themselves.

6.3.1 An On-Board AOH Temperature Control System

A prototype of the temperature control system dmwed for the FT is shown in
Figure 6.4. It was later used to perform a prelamyn characterisation of the

temperature sensitivity of a TOB AOH.
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Figure 6.4: The prototype AOH temperature contgatem.

The system operates by applying a controlled hgdgrel to the AOH in
order to maintain it at a set point a few degres®s/a room temperature. The AOH
itself is mounted on a PCB on top of a brass supgtoucture, which is in thermal
contact with a temperature sensor and a heatingfoesTemperature values are read
from the sensor using an 8bit combined DAC/ADC iD@mode; in DAC mode, the
converter is used to set the heating resistor geltaCommunication with the
DAC/ADC is achieved via arfC interface, with a secondd interface allowing the

gain and bias current of each AOH channel to he set
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The optimum heating power is calculated with a d&d Proportional-
Integral-Differential (PID) feedback algorithm [8The formula for which is shown in
Equation 6.1:

W= P{(Ts ~T,)+ D%(Ts —Ty)+ |J-(Ts —To)dt} Equation 6.1

whereW is the heating power required to maintain a settgemperature ofs, T IS
the current temperature of the systéiis the Proportional Gair) is the Damping
Constant and is the Integral Gain. This algorithm is implemehtasing National
Instruments LabVIEW, where the differential andegmal terms are calculated by
numerical methods for simplicity. Values for tRel andD constants are determined
experimentally through manual tuning of the systé&m.Optobahn Helix HRX9001
optical receiver hybrid is used to measure thensitg of the AOH output.

6.3.2 Calibration of the Laser Driver and Optical Receiver

In order to relate the change in AOH output wittmperature to the level shifts caused
by physical signals, it is useful to consider thagmtudes of the AOH input and
output in terms of Minimum lonising Particles (M)P$his is achieved by calibrating
the system with a known MIP-equivalent input.

During calibration, the AOH was held at 29.420.18 °C (quoted error:
maximum deviation) using the temperature contrateay. AOH gain and bias
registers for all channels were set to 0 and 2@e@s/ely. The gain register is 2 bits
wide; gain settings of 0, 1, 2 and 3 corresponidger driver output current ranges of
+2, £3, 4 and+5 mA for an input differential voltage range #00 mV. Bias
current, which is an offset added to the laseredroutput so as to raise it above the
laser diode threshold current (the point at whasirlg begins), can be varied between

0 and 55 mA in steps of 0.45 mA (the bias curregiister is 7 bits wide). A bias
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current register setting of 22 is at approximatbky centre of the laser diode linear
response region.

A signal generator was used to apply a controll@tage level to the input of
channel 0 of the AOH; 1 MIP was defined to be a &0 differential voltage signal
across the AOH input termination resistors, simeertominal input range @400 mV
corresponds to an equivalent nominal optical outpnge of ~8 MIPs. Plotting the
output from the optical receiver against the laserer input in MIPs yields a straight
line, the gradient of which is 66560.5 mV/MIP (quoted error: standard deviation).
This provides a scaling constant for convertingneein optical output in mV and
optical output in MIPs.

6.3.3 Measuring the Temperature Dependence of theOH Output Intensity

To characterise the temperature sensitivity ofARH, the optical receiver was used
to measure the output from channel O whilst theptmature control system held the
laser drivers at nominal set point temperaturesvéen 26 and 36C. At each
temperature level, the laser driver bias currerd waremented across its full range;
at each bias current register value, the laseralla&ed to reach thermal equilibrium
with its surroundings and the output from the agtieceiver was recorded. Plots of
the AOH laser diode output as a function of biasent for a number of the set point
temperatures are shown in Figure 6.5(a). The atctuaperature of the AOH when
each measurement was made is shown in Figure 6.5(b)

For most of the range of Figure 6.5(b), the temjpeeaof the AOH is
maintained by the control system to withi#0.18 °C. The actual measured
temperature tends to be lower than the set poieyahis is due to the parameters
used in the PID control algorithm and is of littlensequence, as temperature stability

(and not actual temperature) is the important factthe final system.



102

(@) (b)
|AOH Optical Output Vs Bias Current AOH Temperature Vs Bias Current
T 33 -
18+ ' N P -
32
16 —~
8 Neciciaemea '-'.-.\.‘l-.-..-' -.-'I.-.
’(/T ) 31 =
o 14+ 5
s : g
= | _____Y: /! g 30
2 12+ =2 IR A
3 SO Nominal @
(@) FRy = 29
5 104 S Temperature g
% S =}
- - === Jitrg — 26T Z 28—, e R e e e
8- ............ 28C § e e UL
----- 30C
..... 32C 27
6 22 ———— 34C
26
T T T T T T 1 T I T I T 1
10 15 20 25 30 35 40 10 15 20 25 30 35 40
Laser Driver Bias Current (Register Value) Laser Driver Bias Current (Register Value)

Figure 6.5: Plots of (a) the optical output, in MiFof the ‘channel 0’ AOH laser diode
and (b) the temperature of the AOH, both as a fanatf the laser driver bias current
register setting. The legend in (a) also appliegxp

The plots in Figure 6.5(b) demonstrate that theptmature control system
fails in certain limiting conditions. Firstly, themperature of the AOH increases with
bias current and for ‘high’ register settings ofeaper than 32 the operating
temperature (in the absence of a heating resisfa)laser diode exceeds the lowest
set point temperature of 2&. Secondly, the heating resistor used in the prp&
dissipates insufficient power to raise the AOH tenapure to the highest set point
value, and so the PID algorithm is compromised abeB2°C. These issues are dealt
with in the final FT temperature control system bgsuring that a set point
temperature significantly greater than the opegattamperature of the AOH is always
used, and the efficiency (and maximum temperatwfethe heating resistor is
increased by means of thermal insulation (describ&kction 6.3.4).

At each temperature level, the transfer curvesgure 6.5(a) show the output

intensity of the AOH increasing linearly with ladgias current after some threshold
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current is reached. The rate of change of optiaatpwd with temperature is
determined from the separation between the cutvasas current register setting of
22; this represents the approximate centre ofitieat regions of the transfer curves
(the bias current at which the laser output wabidkd in Section 6.3.2) and is in a
region where the temperature control system maiathstability at all set points. The
measurements were repeated a total of four timedspéwts of optical output as a

function of temperature for each experimental menshown in Figure 6.6.

\AOH Optical Output Vs Laser Driver Temperature (bias current register value = 22)\

Laser Output (MIPs)

T T T T T
27 28 29 30 31 32 33 34
Temperature (T)

Figure 6.6: Plots of the output, in MIPs, of thé&mnel 0’ AOH laser diode as a function
of measured AOH temperature, for a laser drivesskiarrent register setting of 22.
Results are shown for 4 independent experimente.ru

The relationship between optical output and tentpegais approximately
linear over the range of Figure 6.6. From the mgradient of straight lines fitted to
each of the data sets, the rate of change of ther ldiode optical output with
temperature is found to be -0.6®.02 MIP?C (quoted error: standard deviation).

To put this in context, the nominal input rangetiod FED Front End is 13
MIPs and the typical digital low to digital highgien of an APV frame is equivalent
to 8 MIPs. If a FED is calibrated such that franag¢adare centred at the midpoint of

the input range, then it can at best tolerate tiaria of approximately2.5 MIPs in

the AOH optical signals. With measured laboratemperature fluctuations of “&,
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the potential shift in laser diode output due terthal effects is of the order of ~3
MIPs. Consequently, without temperature stabilisgtithere is a risk of APV frame
headers drifting beyond the thresholds of the FEmd frame finding logic or strip
data falling outside the FED input ADC range. Whik temperature control system in
place, signal fluctuations should be contained iwitimits of the order of0.1 MIPs,
which will be dealt with effectively by Common Modebtraction in the FED.

6.3.4 Implementation of the Temperature Control Sym on the FT

Having determined that the prototype temperaturdgrobsystem provides sufficient
AOH output stability, it was transferred to the ielf. The implementation is shown
in Figure 6.7; two AOH mounting stations are pietilirone occupied and one empty.
The control mechanism and hardware are the sarttaadescribed in Section 6.3.1,
with the exception that the optimum heating poveerelach AOH is calculated by the
FT VME FPGA. As a result, the temperature contrg$tems for each FT are
completely self contained and no user intervenisorequired once the desired AOH
temperature has been set.

VME FPGA

=~
| E
| E
*
|

2

;{‘-
zl

]

Figure 6.7: The AOH temperature control system enmnted on the FED Tester itself.

The FT VME FPGA runs the PID algorithm, reading &@H temperature and setting

the required heating resistor voltage level vial&B bus. Two of the 8 AOH mounting
points on the FT are shown; the lower one is unpml
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An additional consideration when adapting the pgyqe design for the FED
Tester is that the FT boards are operated in a \¢MEe which is fan cooled. Coupled
with the relatively large surface area of the bdaampared with the prototype PCB),
this means that the thermal energy from the AOHihgaesistors is rapidly dispersed
into the air. Consequently, it becomes difficult @ohieve a significant rise in the
AOH temperature, given the maximum power dissipatimit of 1.6 W for each
heating resistor. To alleviate this problem, stepstaken to thermally insulate each
of the AOHSs.

A Perspex box is mounted over the AOHs on the fstaie of the board, and a
Perspex sheet is fixed to the rear of the PCBRabkind the AOH mounting points, in
order to minimise convective air cooling. The FTweo planes around the
temperature control systems are removed, to redooductive heat loss, and the
brass thermal bridges are insulated from the sertdcthe PCB by additional thin
sheets of Perspex (the brass only makes contdtttlnatPCB in the direct vicinity of
the temperature sensor). With this protection iacel it is possible to vary the
temperature of an AOH over a range of more thafQ@bove its normal operating
point. It should therefore be possible to absonp mormal fluctuations in laboratory

temperature.
6.4 FED Tester Software

The software used to control the FTs is writter isimilar style to the drivers for the
APVE (described in Chapter 3), but with signifidgrgreater complexity. To enable
the greatest possible flexibility in testing a FEhe APV frame generation,
conditioning and simulated TCS operation are hgawilstomisable. A substantial
amount of software is required to provide accesdltof the FT configuration options

and organise them in such a way as to make theaByl'te use. Further complications
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are added due to the fact that an Ensemble ofndis&T boards must operate
transparently as a single object when accessedgmogatically. A simple overview

of the FT software class structure is shown in F8g6.8, and discussed in the

following sections.
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Figure 6.8: The class structure of the FED Testdtvgare.

6.4.1 The FEDtesterObject Class

A FEDtesterObject class provides the lowest legekas to the 186 individual control
and data registers of a single FT. As with the AP3tEware, it makes use of the
Hardware Access Library [54] for basic VME readsl avwrites. The FEDtesterObject
functions are divided into six categories. APV feamethods enable data values to be
written to the FT frame and frame pointer memorisltiplexer functions allow the
delay of the APV multiplexers to be set, for sintig fibre length differences.

Crosspoint switch functions enable the APV fram&ada be allocated to particular
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FT channels. A large section of the code deals thighsimulated TCS configuration,
permitting the L1 trigger and control signals todsusted. Further methods allow the
various PID parameters and set point temperaturéseoAOH temperature control
systems to be set, and finallyCl control functions provide low level access to the
AOHs for setting gains and bias currents.

6.4.2 The FEDtesterApplication Class

Many of the FEDtesterObject functions are at tom &level for efficient control of
the FT in user applications. Procedures such asmgm complete set of APV frames
to the FT memory from file or communicating with A® via FC require many
sequential register access operations, often withecige timing. The
FEDtesterApplication class provides a user-friendbgrface to the FT software by
wrapping FEDtesterObject methods to simplify thea#ion of these common tasks.
It also provides functions for initialising all ¢fie FT configuration settings from a
FEDtesterDescription (described in Section 6.443. the FEDtesterApplication
inherits from the FEDtesterObject class, and sadivast access to all of the low level
functions in addition to the high level wrapperd;BDtesterApplication object is all
that is required for complete control of a single F

6.4.3 The FEDtesterEnsemble Class

An FT Ensemble consists of an arbitrary number Bfbleards (typically 4); this is
represented in software as an array of FEDtestdidgipn objects. The
FEDtesterEnsemble class contains the FEDtesterdgijgn array and maps the
connections between all of the output channelsaohd-T to the input channels of the
FED it is driving. All of the FEDtesterApplicatiofunctions that deal with specific
channel settings are wrapped to include this mapgoheme. Consequently, a

FEDtesterEnsemble object enables distributed acesss all of the boards of an



108

FTE as though they were a single entity; it is amgessary to reference settings by a
FED channel number and the relevant FT board ananredl are accessed
automatically.

A second consideration when dealing with an FTihas the simulated TCS in
only one of the boards should be used. The FED&Estemble class additionally
wraps the FEDtesterApplication TCS control funciide ensure that only the FT
Master is accessed (TCS systems on the other basrdbsabled). With the ability to
initialise the complete FTE from a FEDtesterEnseblelscription (described in
Section 6.4.5), a FEDtesterEnsemble object provedesplete, well ordered control
of an FTE, greatly simplifying the development & performance tests.

6.4.4 The FEDtesterDescription Class

In order to correctly initialise a single FT, it mecessary to configure it with 135
individual settings (the 32,690 frame data and 4,ftdme pointer values required to
fill the FT memories are read from external tebddj so only file paths are needed for
initialisation). These settings are stored and wisgal through the use of a
FEDtesterDescription class.

Configuration parameters can be loaded into a F&BtbBescription object
from a plain text, human readable FEDtesterDesoridile or set programmatically.
The Description object can then be passed cleanty FEDtesterApplication, where
initialisation values are easily extracted throtlyd use of the FEDtesterDescription
member functions. It is also possible to write tugrent contents of a Description
object back to a FEDtesterDescription file. This as important feature for a
Description class, as it means that a Descripiiencn easily be modified with new
values after calibration or user input, facilitatithe organisation and maintenance of

test setup parameters.
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6.4.5 The FEDtesterEnsembleDescription Class

Initialising a FED Tester Ensemble comprised of #sFequires 686 unique

configuration parameters, 192 of which describentlagping between FT outputs and
FED channel inputs. With the increased complexityth® system compared to a
single board, it is of even greater importancettwesand organise the configuration
settings effectively.

Resembling the FEDtesterEnsemble class, a FEDEsembleDescription
consists of an array of FEDtesterDescription okjecombined with additional
channel mapping information. In order to simplihetmanagement of an FTE, the
configuration of a FEDtesterEnsembleDescriptioneobjis split into two sections;
fixed structural settings and varying test paransete

At construction time, the Description object is yaded with the number of
FTs in the Ensemble and a path to a FEDtesterMapwhich defines the physical
board layout. An FTE should consist of a fixed nembf FTs for most single-FED
test procedures. Adding and particularly removifigkd®ards can drastically change
the way in which the FED is driven, and should bet attempted without fully
understanding the consequences. Requiring the nuofilb®ards in the FTE to be set
in the object constructor conceptually isolatess tharameter, and, in practice,
encourages the value to be fixed as a constahedbp level of most test procedures

(discouraging arbitrary changes).

Of————--—- The number of the Bus Adaptor to be used.
10000#-—--— Base Address of FT 0.
20000#---- Base Address of FT 1.
30000#---- Base Address of FT 2.
40000#--—-—- Base Address of FT 3.
MASTER#--— Enable state of FT 0.
ONff——————— Enable state of FT 1.
ON#-——————— Enable state of FT 2.
ON#-——————— Enable state of FT 3.

Figure 6.9: The contents of an example FEDtesterMegor an FTE containing 4 FTs.
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An example of a FEDtesterMap file for an Ensemldataining four FTs is
given in Figure 6.9. This contains the index of YWdE crate in which the FTs are
situated, (i.e. the index of the VME Bus Adaptanfalso the VME base address of
each board. It additionally defines the enableestaif the FTs; one board in the
Ensemble must be a ‘MASTER’, distributing the TABck and trigger, while the
others should be declared to be ‘ON’. It is possitd disable a particular FT by
setting its enable state to ‘OFF’. Should a boandetbp a hardware fault, this enables
it to be temporarily removed from the system fqgraie without having to modify the
software structure of the Ensemble. For FTEs tbatasn more or less boards than in
the example of Figure 6.9, ‘base address’ and fenstiate’ lines are simply added or
removed. The FEDtesterMap cannot be modified intwsse by a
FEDtesterEnsembleDescription object as it descrittess fundamental physical
arrangement of the Ensemble, which can only begddmanually.

The remainder of the FTE configuration settingsststrof parameters that are
likely to vary between experimental runs. Theylassled into an existing Description
object from a FEDtesterEnsembleDescription filee tiiormat of which is
demonstrated by Figure 6.10.

Figure 6.10(a) shows 13 of the 96 lines that dettieeproperties of the optical
connections between an FTE and a FED. Each Iwesghe FT board and channel
number associated with a FED channel, followed bg tnable state of the
corresponding laser driver, the index of the sinmadamultiplexed APV pair chosen
for output and the bias current and gain of the AGHFED channel may be disabled

very simply by setting the matching FT board nuntbeNC’ (not connected).
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(@)

(FT Board Number) <TAB> (FT Channel Number) <TAB> (Enable State) <1
0 0 oN MUX0 31 1 # FED channel 0
0 1 ON MUX1 34 1 # FED channel 1
0 2 oN MUX2 32 1 # FED channel 2
1 o ON MUX0 33 2 # FED channel 3
1 1 on MUX1 31 1 # FED channel 4
1 2 ON MUX2 31 1 # FED channel 5
2 0 on MUX0 31 1 # FED channel 6
2 1 ON MUX1 30 1 # FED channel 7
2 2 ON MUX2 29 1 # FED channel 8
3 ] ON MUX0 30 1 # FED channel 9
3 1 ON MUX1 32 1 # FED channel 10
3 2 ON MUX2 32 1 # FED channel 11
0 3 ON MUX0 32 2 # FED channel 12

(b)

||l General settings - Master TCS Settings and General MUX Settings:
777777777777 TCS L1 auto-reset status.
7777777777777 TCS status input enable state.
TCS controel output enable state.
L1A trigger type.
TCS source.
- Minimum period between TTC B channel commands.
77777 TCS timeout period.
- TCS Trigger Rule, Minimum spacing between LlAs.
———————————— Time pericd between L1As when L1As are generated repetitively.

Time period between L1As when L1As are generated repetitively and the TCS has switched to low L1A rate.
Time period between the TCS sending BCOs.

L1A rate when multiplied by 40,000,000/65,536, when generated randomly.

—— Minimum possible MUX phase shift fine value.

50#-————————————— Maximum possible MUX phase shift fine value.

(©)

|1l Specific FT Settings:

FTeConfigFiles/ApvFrameExample. txt#-—-—- FT 0: APV frame data file.
326204 FT 0: The number of frames in the APV frame data file, times the length of one frame (140).
FTeConfigFiles/ApvFramePtrExample. txt#—- FT 0: APV frame pointer data file.

1024# FT 0: The number of frame pointer entries for each of the 6 virtual APVs.
DEG_240# FT 0: MUX0 coarse phase.

o# FT 0: MUX0 fine phase shift.

o# FT 0: MUX0 coarse frame delay.

o# FT 0: MUX0 fine frame delay.

DEG_240# FT 0: MUX1 coarse phase.

o# FT 0: MUX1 fine phase shift.

o# FT 0: MUX1 coarse frame delay.

o# FT 0: MUX1 fine frame delay.

DEG_240# FT 0: MUX2 coarse phase.

o# FT 0: MUX2 fine phase shift.

o# FT 0: MUX2 coarse frame delay.

o# FT 0: MUX2 fine frame delay.

1944 FT 0: TEMPO set point temperature.

1384 FT 0: TEMPO proportional constant.

276# FT 0: TEMPO integral constant.

30454 FT 0: TEMPO differential constant.

1944 FT 0: TEMP1 set point temperature.

1384 FT 0: TEMP1 proportional constant.

276# FT 0: TEMPl integral constant.

30454 FT 0: TEMP1 differential constant.
FTeConfigFiles/ApvFrameExample . txt#-—-—— FT 1: APV frame data file.

Figure 6.10: Samples from an example FEDtesterEbgsbescription file.

After the individual channel parameters the genEfd settings are given. As
shown in Figure 6.10(b), these are concerned piiynaith the simulated TCS of the
FT Master, configuring the L1 trigger type, triggate and the handling of TCS status
signals. The global maximum and minimum of the ARMtiplexer phase shift range
are also provided; it is necessary to experimgnestablish these limits to ensure that
fibre delays introduced by the multiplexers havm@ar response.

Finally, Figure 6.10(c) shows an example of théimks$ settings for each FT in
the Ensemble. These consist of directory pathsi@éoAPV frame and frame pointer
files that are to be used to fill the board mengriee multiplexer fibre delays and the
AOH temperature control parameters. Lines 114 i d® simply repeated for every

FT in the system.
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The FEDtesterEnsembleDescription file can be medifin software, and
provides a convenient mechanism for organisingstadng the myriad parameters of
each FED test procedure. Once configured with atE&BrEnsembleDescription, it
is generally possible to run an FTE simply by emapthe TCS of the FT Master and
loading additional APV frame files as required. €equently, the FED Tester
software package provides an easy to use intettaite relatively complex hardware

configuration of the typical FTE.
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~ Chapter 7 ~

S-Link Testing

7.1 The S-Link Connection

Approximately 440 data links are needed to trangferoutput from the CMS Tracker
FEDs to the Tracker DAQ system. Other sub-detecbiSMS have different front
end readout modules which must also be connectéteiorespective DAQs. All of
the four major experiments at the LHC (CMS, ATLAS,ICE and LHCDb) have sub-
detector systems that include some form of frord eftectronics which must be
connected to subsequent readout hardware; in s#aéral thousand individual data
links will be required.

In order to facilitate the development of the d&ieceadout systems it was
decided that the format of these data links shbeldtandardised throughout the LHC
[88]. However, many of the detector subsystems hdifferent physical readout
requirements, in terms of the link length, bandijdiatency, radiation tolerance,
power consumption and cost. It is therefore difficto standardise the actual
hardware implementation of the connections; adudily, any components chosen
during the early planning stages of the experimamald have been obsolete once
large scale construction of the detectors had camet Instead, a specification has
been adopted which defines the signals and prottital should be used for
communication between a front end module and thx¢ stage of its readout system,
without referring to the hardware of the physicaladpath. This concept is referred to

as the S-Link (Simple Link) interface [89].
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Link Source Interface Link Destination Interface

(specified) (specified)
/ Physical Link \
(not specified)

Link
Destination
Card
(LDC)

Link
Source
Card
(LSC)

Read-out
Motherboard
(ROMB)

Front-end
Motherboard
(FEMB)

Return channel

Forward channel

S-LINK

Figure 7.1: The S-Link concept. (Figure taken figeference [88])

Figure 7.1 demonstrates the S-Link principle. AWK.i8ource Card (LSC)
accepts signals from the front end module (refetoeals a Front-end Motherboard, or
FEMB), encoding and transmitting them via an aabjtrphysical path to a Link
Destination Card (LDC). This decodes the receivath cand outputs the formatted
signals to the next layer of readout hardware (reteto as a Read-out Motherboard,
or ROMB). Only the FEMB-LSC and LDC-ROMB junctiorse defined by the S-
Link standard, using a simple synchronous FIFO-likterface. The link itself,
consisting of the LSC and LDC daughter cards arair thhysical connection, is
effectively a single component with known inputsdaautputs, which may be
implemented using any hardware configuration. As #nds’ of every S-Link are
identical it is also possible to change the trassimn technology, from electrical to
optical for example, without modifying the FEMB BIOMB (although the daughter
cards may potentially be integrated into the mdibards to minimise space
requirements, if necessary).

The S-Link standard has evolved to incorporateh witnimal complexity, all
of the essential features that are required f@aalout data connection. A normal S-
Link may take one of two forms, simplex or duplBoth have a maximum clock rate
of 40 MHz, and include internal error detection amdinbuilt self-test function which

verifies a fixed pattern that can be sent autorallyidrom the LSC to the LDC. Data
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words transmitted across the link may have a vhriahdth of 8bit, 16bit or 32bit,

and each word is accompanied by a control bit #rables the identification of
headers, trailers and any other command signatsdiiplex S-Link has an additional
return path from the LDC to the LSC, which includesledicated flow control line
(for requesting the FEMB to cease transmissiomef ROMB cannot cope with the
data rate) and a small number of optional usemdeéfe feedback channels.

An S-Link connection supports a maximum data rdte b0 MB/s. This is
adequate for many applications, but insufficiemttfee read out of the Tracker FED;
as demonstrated in Chapter 4, a total bandwidtd06f MB/s is required to safely
accommodate typical Tracker occupancies. To allowtlie increased capacity of
modern DAQ systems, the S-Link specification wakeeded to create the S-Link64
[90]. Incorporating all the features of the dup®stink, the S-Link64 standard adds
32 additional data lines (for a data width of 6)thitd permits clock rates of up to 100

MHz, enabling a maximum throughput of 800 MB/s.

7.2 The Common Data Format

62 6059 5655 32 31 2019 87 43210

|E| [Boe_1[ert_1] LV1_id (24) | Bx.id@12) |[source_idetov2)| Fov||x g
K BOE 2 Hx $%
63 6059 3231 1]
E:H Sub-detector payload I
EH Sub-detector payload l
o
<>
KiiEOE_2 Tx 3%
63 4059 3231 0
|E| [Eoe_{xoxx| Evt_lgth (24) | ercae | 000 |, Erv2 [rrsco| Tt

63 6059 5655 3e 31 1615 1211 87 43 21 0

Figure 7.2: The Common Data Format for CMS evefigure taken from Reference
[91])

In addition to the standardised S-Link signal traission mechanism, the CMS DAQ

Readout Unit Working Group (RUWG) [91] has estdi#id a Common Data Format
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(CDF) for the bunch crossing event data that aagl @ut from each CMS detector
subsystem upon receipt of a Level 1 trigger. FiguBeshows the structure of a CMS
event. The first 64bit S-Link word is a DAQ heaadrnich identifies the L1 trigger
(LV1_id), LHC bunch crossing number (BX_id) and aeat hardware module
(Source_id) associated with the data. After thitoves the sub-detector payload; a
64bit trailer word at the end of the data packewles information about the event
length (Evt_Igth) and status, including a CRC c¢dg] for error checking. It is
possible for additional header and trailer wordsbéoused, but they are currently
omitted from the Tracker FED output. The individéialds of the CDF are described

in greater detail in Table 7.1.

Data Field | Width (Bits) Description
K 1 S-Link control bit, indicating a control word
D 1 S-Link control bit, indicating a data word
BOE_n 4 Indicates the beginning of the event packet
Evt_ty 4 Event type identifier (e.g. test, calibration orypies data)
Lv1_id 24 Level 1 trigger number associated with the event
BX_id 12 LHC bunch crossing number associated with the event
Source_id 12 Identification number of the front end module tbaherated the event data
FOV 4 Version number of the event data format
H 1 Indicates final header word (for when more than bemder word is used)
X - Reserved bit
$$ 2 Ignored (used for internal S-Link error checking)
Sub-detector 64 xN Event data combined with detector-specific fornmatinformation
payload
EOEn 4 Indicates the end of the event packet
Evt_Igth 24 The total length of the event packet in terms difi68-Link words
CRC 16 Cyclic Redundancy Code
Ewvt_stat 4 Event status summary (as yet undefined)
TTS 4 Current values of the TTS status bits
T 1 Indicates final trailer word (for when more tharedrailer word is used)

Table 7.1: The Common Data Format fields

7.3 The FED Kit

The FED Kit [92] is a prototype of the S-Link64 Hesare that will be used with the

Tracker FEDs at CMS. It also includes a ROMB whectkables data from the FED to
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be read out directly via a computer, an essengalufe for testing the FED and S-
Link prior to the implementation of the final CMSAR system. A diagram of the

FED Kit hardware configuration is shown in Figur8.7

S-Link Transmitter

(LSC S-Link Receiver

LVDS Cable (LDC)

FED

S-Link
Transition Card
(FEMB)

| Generic Ill PCI card
(ROMB)

Figure 7.3: The FED Kit implementation of the CM@cker FED S-Link64 connection.
The ROMB is used inside a PC and accessed viaia@Hz PCI bus. Blue dotted
lines denote daughter card mounting locations.

S-Link signals are output from the FED via its VMB6J2 connector to an S-
Link Transition Card (the FEMB). Mounted on the fisdion Card is the first
component of the FED Kit; an S-Link Transmittere(1tSC). This accepts 64 data and
10 control lines (returning 10 feedback lines) amyle-ended Low Voltage CMOS
(LVCMOS) signals at a maximum clock frequency o0 IMHz, according to the S-
Link64 specification. In practice, the FED genesatelower frequency 80 MHz S-
Link clock as it is most convenient for all clodksthe readout system to operate at an
integer multiple of the LHC bunch crossing ratet6fMHz. Chosen for its relatively

low cost and technical design simplicity, the pbgsimedium used to transmit S-Link
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data is a Low Voltage Differential Signalling (LV8able. An electrical connection
of this type has a short maximum transmission kengt ~15 m, but this is adequate
for CMS since FEDs will always be situated neahgr corresponding ROMBs.

The S-Link Transmitter multiplexes the input datad acontrol lines and
converts the result into a differential format tietsent to an S-Link Receiver (the
LDC) via 14 twisted wire pairs contained within th¥DS cable. Four additional
twisted pairs provide a data path for flow contiod other feedback signals. One S-
Link Receiver can accept the output from one or Twensmitter cards; in either case
the received signals are converted back into thiedsird S-Link format and are then
presented to the ROMB, upon which the S-Link Reseis mounted. The ROMB is a
Generic Il (Gll) PCI card [93], a general purpd32Q board that is based upon an
ALTERA APEX20K FPGA. It may be programmed with anmoer of different
applications and is used by the FED Kit to simuldte CMS Tracker Front End
Readout Links.

Employing a 64bit 66 MHz PCI [94] data bus, thel@Hn access the memory
of a host PC at a maximum data rate of ~500 MBfsécto the theoretical hardware
limit of 528 MB/s). A contiguous section of this mery is divided into pre-allocated
blocks of a user-definable size. Events are exddaftbm the input S-Link data stream
via the identification of the CDF header and traileords. The event contents are
passed directly into the allocated memory blocksmfwhich they can be read out
using software applications running on the host BIGcks are filled and emptied in a
first-in first-out order, and a number of softwér@dware FIFOs keep track of the
stored event memory locations. If all of the memblgcks are in use, the Glll card
asserts a ‘link full’ status via the S-Link flow ool path which prevents the FED

from outputting further events. An alternative madeperation simply dumps every
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word received through the S-Link into the host P€mary, enabling the system to be
debugged should transmission errors corrupt the&ldrear trailer words such that
events cannot be correctly identified by the hardwahe FED Kit includes a device
driver for the Glll card and a low-level softwarerary for reading events, either with
a (slow) user-friendly interface or via direct ags¢o the memory blocks for greatest
efficiency [95]. A maximum readout rate of 480 MBss supported; although this
limit is less than the bandwidth of the PCI busigitin fact the wire speed of the
LVDS cable at the normal driving clock rate), thé.iBk performance still exceeds

the 400 MB/s throughput requirement of the CMS DAQ.
7.4 S-Link Data Integrity

Checks have been carried out by the developersedfED Kit to verify the quality of
the LVDS S-Link connection [92]. These involved tinensmission of test patterns
through LVDS cables of several different lengthsaatumber of data rates. Over a
period of one month, ~2 PB of data were receivedav® m cable and no errors were
observed. The maximum cable length for error-fra@egmission was found to be 17
m, tested at a data rate of 528 MB/s for 8 houose(tthat for these simple hardware
checks it is possible to drive the S-Link Transenitat a higher clock frequency than
that typically used when reading out the FED, enagljreater throughput of data).
Verification of the data integrity of the physic&iLink connection itself is
vital. However, it is also important to check tanal quality is maintained when the
FED Kit is used to read out real FED boards (urabée at the time of the original

tests) under (approximately) realistic CMS conaiio
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7.4.1 Hardware Configuration for S-Link Testing

VME Control
PC

FT < SBS Interface|
Ensemble
— | — —
-------- ---E I KEY

1

1 VME Communication Signals <:>

: FTE Optical Frame Signals —p

2]
>

5 1 FTE TCS Signals ~ =ssus >
I

§ 1 FED Throttle Signals - =

: S-Link Readout Signals =
------------ I
I . |

S-Link
Readout PC
S-Link
> Transition Generic |l
Card PCI Card
S-Link TX H S-Link RX

Figure 7.4: A block diagram of the hardware usedSeLink data integrity tests.

A block diagram of the hardware configuration regdi for testing the S-Link
connection with a real FED is shown in Figure THe FED is operated with a FED
Tester Ensemble (see Chapter 6); clock and Lewdbder signals are provided by
the simulated CMS Global Trigger Control Systemning in the FT Master, through
direct wire connections on the VME backplane. Fampleteness, the FTE drives the
FED with 96 channels of optical data. This enabledFE readout path to be verified
during the early debugging stages of the expeript®ritno input is necessary for the
generation of test patterns.

Events are read out via the FED Kit, with a TraasiCard developed for the
ECAL sub-detector used to connect the S-Link Tratisnto the FED. If the S-Link
Receiver asserts ‘link full’ then the FED is pretezshfrom transmitting further events
and they remain stored within the memory buffethef BE FPGA (see Chapter 4).

Throttle signals, requesting a reduction of theutripevel 1 trigger rate (or a veto on
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triggers) when the FED internal buffer occupancesch predefined limits, are fed
back to the TCS in the FT Master (again via dilmsatkplane wire connections).

The FED Kit GlllI card requires a host computer watB.3V 64bit PCI bus. It
is mounted inside a high performance dual proceB8bequipped with 6 PCI-X slots
[94]. VME control is achieved by means of an SB® 62VIE Bus Adaptor [96].
Unfortunately, the only SBS interface availabldlet time had a 32bit 5V-only PCI
card, which is incompatible with the PCI-X standa@bnsequently, two computers
are used; one for S-Link readout and the otheMME control of the system. This
has the advantage that all of the resources ofSthenk PC are available for the
processing of the received data, but care is reduin ensure that the two machines
operate synchronously.

In order to verify the S-Link connection it is nesary for the FED to output
known test patterns that can be checked for tressam errors upon receipt. It is
possible to fix the size of FED events by operatimg board in Scope mode with a
constant scope length, but the event content depepon the optical signals present
at the FED input. Even if constant optical levele provided by the FTE, random
noise fluctuations will lead to unknown differendetween events. Consequently, the
FED firmware was modified to include a ‘test patterode’.

When this is enabled, the ‘sub-detector payloagke (e CDF in Section 7.2)
of each event is overwritten with fixed data. Twaitprns are available; a counter, in
which each byte of the S-Link data is incrementgaibe between successive words,
and a repeating sequence of ‘As and 5s’. For thterJa64bit S-Link words are
alternately set to a value of OxXAAAAAAAAAAAAAAAA ad then

0x5555555555555555. This means that adjacentiésach word have the opposite
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parity and all bits swap parity between successiogds, representing the worst-case
switching example.

7.4.2 Testing S-Link Data Integrity

Software was written for the VME control PC to dgafe the FED and FTE, and
drive the FED with a user-defined number of Levelriygers. During normal
operation at CMS, the FED will run in Zero Suppegssnode with an average
expected trigger rate of 100 kHz. For the genemabibtest patterns it is necessary to
operate the FED in Scope mode, but a scope lerfigihsamples is used in order to
produce events that are approximately equal in $ethose output in Zero
Suppressed mode at typical Tracker occupancies.Fle provides the FED with
repetitive 100 kHz triggers, but the effective ¢rég rate due to the FED throttling
action while verifying events is ~17 kHz.

A second package was developed for the S-Link R@;hwwraps the FED Kit
software to enable automatic configuration and seadf the GlIl card and provides
event analysis functions (this later evolved ite FK_Object class seen in Chapter
8). For a true S-Link data integrity check, a bjt it comparison of the received
event payload with the expected test pattern ipeed; any errors are flagged in an
output report file. Synchronisation between thetamdnand readout computers is
achieved manually. The VME PC resets and configthes=ED and FTE, and then
asks for the number of L1 triggefs, that should be sent. Whilst it is waiting, the S-
Link PC configures the Glll card and then polls teeeiver for events until the next
N have been acquired. Providing the VME PC withribenber of triggers then starts
the experimental run.

Using this software, 1TB of ‘As and 5s’ test paitetata were successfully

transmitted through a 1.5 m S-Link cable, over aigoeof 10.8 hours, without
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receiving any bit errors. It is possible to estientite probability that no S-Link words
will be transmitted incorrectly by assuming thansmission failures occur with a

random Poisson distribution, as shown in Equatidn 7

e’

P(n) = "

Equation 7.1

whereP is probability of findingn transaction errors when the mean numbér ihe
probability that no errors are obtained is givenR{Q, 1) = €. Consequently, the

probability thatl is less than or equal to a valigds given by Equation 7.2:
/10
PA<A,)= j e'dl=1-e™ Equation 7.2
0

For a Confidence Limit (CL) of 95%, Equation 7.3nge:

1-e™* = 095= A, = 300 Equation 7.3
A sample of S-Link data transactions should theeefoclude a maximum average of
~3 failures. Thus, ih S-Link words are transmitted without errors, thebability (at
a Confidence Limit of 95%) that one word will coimtan error is less thanr8/1 TB
of data corresponds to ~1.25 x*164bit words and so it can be calculated that the
probability of receiving an incorrect S-Link worslless than ~2.4 x 16 @ 95% CL.

It is useful to place this in context by estimatithg number of words that
would have to be received (without errors) to gogga no more than one error per
week of normal CMS operation. Given the maximumrage FED readout rate of
200 MB/s, a maximum of ~1.6 x ¥0S-Link words should be transmitted in 7 days. If
one of these words were incorrect, the probabilftgbtaining an error would be ~6.3
x 10*. From the 31 rule derived above this corresponds to the bibibyerification
of ~4.8 x 10° words, assuming that no errors are found. Thegssing speed of the
S-Link readout PC limits data verification to a rimaMm rate of ~3.8 x 10words/s.

Consequently, guaranteeing to a 95% Confidence tLthmt no more than one
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transmission error will occur each week would reguan S-Link verification test
lasting at least 146 days (~4.9 months). A teshigfduration has not yet been run, as
the FED and FTE hardware have been required fa@r @tpplications (many of which
are described in Chapter 8). However, a reductiomata verification time could
easily be achieved by operating multiple FEDs inaj@ (perhaps using the final
CMS DAQ when available).

In addition to checking the integrity of S-Link daransmissions, the S-Link
verification software provided the first real testthe FED hardware and firmware at
high data rates with CMS-like driving signals. Ighlighted a number of internal
buffer overflow, throttle response and status repgrerrors that were present in early
versions of the firmware. As an essential debuggmog the S-Link data integrity test
prepared the FED for the advanced validation proesidescribed in Chapter 8.

7.5 The S-Link Transition Card

During the initial S-Link data integrity checksgetinterface between the FED and the
S-Link Transmitter was an ECAL Transition Card, res alternative hardware was
available. The physical pin mapping of the VME64Xcbnnector on the ECAL card
does not match that of the final CMS Tracker FEBigie this was accommodated by
temporarily modifying the order of the S-Link ddir@es in the FED firmware. FED
throttle signals are also output via the J2 cororediut the ECAL Transition Card
provides no readout path for these data and prewedernal access to the relevant
backplane pins. Copies of the throttle signals wierefore sent to the FED JO
connector and transmitted to the simulated TC®®HTE through direct wire links.
While these modifications to the operation of tlEDFare acceptable for tests
of the S-Link hardware, they are not compatiblehwiihe final Tracker readout

system. It therefore became necessary to produesveS-Link Transition Card, with
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the correct J2 pin mapping and the ability to conhtlee raw throttle signals from the
FED into the standard CMS format required by tla TES.

7.5.1 A New Transition Card for the CMS Tracker FED

(@) (b)

Figure 7.5: (a) is a picture of a CMS Tracker FEBLfBk Transition Card. (b) shows the
Transition Card with the front panel removed anchaunted FED Kit S-Link Transmitter.

The CMS S-Link Transition Card was developed usitentor Graphics DesignView
and Expedition PCB [97]. It is implemented as aayel (2 power and ground, 4
signalling) standard 6U (160 x 233 mm) VME tramsiticard, pictures of which are
shown in Figure 7.5. Functionally, the Transitioar&is a simple device which routes
S-Link data and control lines between the VME bdake and the S-Link
Transmitter, provides access to the FED throtgmals and includes a basic power
supply. The fundamental elements of the board akliphted on the PCB layout

shown in Figure 7.6, and discussed in the follovsagtions.
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Figure 7.6: The CMS FED S-Link Transition Card PlaBout. Traces have been
removed, for clarity. Important regions are higliitgd with white outlines.

7.5.2 S-Link Data and Control Signal Path

All of the S-Link data and control lines (with tle&ception of the clock, discussed in
Section 7.5.3) leave the FED and enter the S-Liman3mitter as single-ended
LVCMOS signals. The ECAL Transition Card has dir€«&B traces between the
VMEG64X J2 and S-Link Transmitter connectors. Altgbuthe data integrity test
described in Section 7.4.2 did not indicate anyfgearance issues with this
configuration, as no transmission errors were @bserved, it was decided that the
new Transition Card should attempt to improve dignelity and reduce the load on
the FED BE FPGA, whose S-Link output pins are cotew to the FED VME
connector without intermediate protection. 74LVTI246 [98] low voltage 16bit
transceivers, configured for one-directional ogergtare therefore used to buffer the

S-Link signals between the FED and the S-Link Tmaitter.
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Figure 7.7: The CMS FED S-Link Transition Card Plagout, shown with signal tracks.

A second picture of the new Transition Card PCBoldy showing signal
tracks, is presented in Figure 7.7. The large nurmb&-Link data and control lines
(84 in total), combined with the requirement thdtteacks should be as short as
possible to reduce noise pickup, results in a lighk density in the region of the
buffers. An additional constraint is introducedthg relatively high frequency of the
S-Link transmission; the variation in propagaticglay between signals that would
ideally arrive at the same instant should be lkas 0% of the driving clock period,
or less than ~1 ns for the 80 MHz S-Link clock. ngsthree of the PCB layers (1, 3
and 4) for single-ended LVCMOS signalling enableel data and control tracks to be
routed successfully, all with propagation delaydess than 0.5 ns. The LVCMOS
traces are also impedance matched to the FED an&-hnk Transmitter boards

(60Q2), to reduce signal degradation due to transmidgierreflections.
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7.5.3 The S-Link Clock
The most important signal provided to the S-Linkadsmitter by the FED is the
clock, as this drives the entire system and detesithe location of all the data
sampling points. Particular care is therefore taloeminimise noise pickup on the S-
Link clock. Whereas all other S-Link data and cohtines are single-ended, due to
the limited number of pins on the VMEG64X J2 conpecthe clock is output from the
FED as a differential LVDS signal. Layer 6 of theabd is dedicated to the
transmission of LVDS signals, shielded from thegrended LVCMOS tracks by a
ground plane on layer 5. Conversion from the d#ifeial to a single-ended clock,
required by the S-Link Transmitter, is carried byta DS90LV018A [99] 3V LVDS
single CMOS differential line receiver. The DS90LMBA is positioned as close to
the clock pad on the S-Link Transmitter connec®ipassible, such that the single-
ended clock trace on the Transition Card has ahesigess than 1mm.

It should be noted that the DS90LVO018A has a marinmopagation delay of
2.5 ns, while the transceivers used to buffer tiheroS-Link data and control signals
have a maximum delay of 3.5 ns, leading to a steaiporal offset between the clock
and data/control lines. However, this is easilyld@#h by tuning the delay of the S-
Link clock (via changes to the FED firmware) akk#ves the BE FPGA.
7.5.4 FED Throttle Signals
A 4bit fast feedback throttle signal indicates therent status of the FED. Each bit
corresponds to a particular operating conditiona@®e Overflow Warning, Busy and
Out of Synch) but they are used in conjunction ioogle a total of seven possible

FED states, summarised in Table 7.2.
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4bit Value Status Description
[Ready] [Busy] [Out of Synch] [Overflow Warning]

0000 Disconnected Hardware failure or damaged/missing FMNI
connection

1111 Disconnected Hardware failure or damaged/missing FMNI
connection

0001 Warning Overflow | Internal memory buffers almost full
(overflow imminent)

0010 Out of Synch Loss of synchronisation with the TTC

0100 Busy Internal memory buffers full (cannot accep
Level 1 triggers)

1000 Ready Ready to accept L1 triggers

1100 Error Any other state that prevents normal

operation ofthe FED

All other values are reserved lllegal Must not be generated by the FED

Table 7.2: The encoded values of the FED throtdeus

The S-Link Transition Card receives the FED theottirough the VME64X J2
connector as four single-ended LVCMOS signals. &rere converted to LVDS by a
DS90LV047A [100] 3V LVDS quad CMOS differential &éndriver and output via an
8/8 way RJ-45 Ethernet connector. Status signats tban be transmitted to the
simulated TCS in the FTE, or an FMM in the finastgm [50], using a standard low-
cost UTP5 patch cable.

7.5.5 Transition Card Status LEDs

Four status LEDs are visible on the front pandhefS-Link Transition Card. Two of
these are connected to the on-board generatedgeoliaes (described in Section
7.5.6) and are used to indicate that the boardisectly powered. The remaining
LEDs are connected to two undefined pins on the BHM¥J2 connector. Currently,
they do not show any status information but the FBE FPGA can easily be
configured to output any two signals via the sgans; for example, it may be useful
in the future to display the S-Link clock on onell o indicate clock failures) and
the FED Kit ‘link full’ status on the second.

7.5.6 Transition Card Power Supply

The VMEG64X J2 connector only provides access tothé backplane power supply.

This meets the requirements of the status LED$Hasug-Link Transmitter operates at
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+2.5V, and the LVDS and buffer components at +3.3wo LM1117 [101] fixed
voltage low-dropout linear regulators (supportingmaximum current of 1.5A)
generate independent +2.5V and +3.3V power linesnfthe input 5V source.
Switched mode voltage regulators are more effictbah linear regulators but they
introduce noise to the output voltage level andveoe considered inappropriate for
use on the Transition Card, where signal qualifyaisamount.

Linear regulators dissipate as heat a power equahe dropped voltage
multiplied by the supplied current; it is therefdreportant to verify that adequate
cooling is provided. An S-Link Transmitter draws082mA at +2.5V, corresponding
to a dissipated power of ~0.5 W in the +2.5V LM1Ildémponent. The maximum
operating temperature of the LM1117 is 126 and as a result the maximum
allowable value of the junction to ambient thermedistance &, which defines the
temperature increase per Watt of dissipated poveern200 °C/W. As G of the
LM1117 package chosen for the Transition Card lg @8 °C/W, unaided conductive
(via the PCB) and convective (air) cooling is stiéfnt.

For the LVDS and buffer components, the total reggicurrent is ~700 mA,
leading to a dissipated power of ~1.2 W and a marinallowableg;a of ~84°C/W.
Consequently, an LS205 heat sink is used with $18\#LM1117 component, which
reduceséa to 30 °C/W and provides a generous safety margin. As t8280b is
inexpensive, one is also fixed to the +2.5V regutait should be unnecessary, but
ensures that the device will never overheat.

7.5.7 Production and Testing of the New S-Link Trasition Card
A number of prototype S-Link Transition Card PCBserev manufactured by Express
Circuits [102], with component assembly performeg technicians at Imperial

College. The design was initially tested by repeathe S-Link data integrity check
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described in Section 7.4, replacing the ECAL TramsiCard with one of the new
boards and using the Ethernet connection to rol#® FRhrottle signals to the
simulated TCS in the FTE. 1 TB of ‘As and 5s’ tgsittern data were again
transmitted; both the S-Link data and FED throsignals were received without
errors. The prototype boards have since been ugedstvely at IC and RAL for all
of the FED performance tests described in Chaptardno problems have ever been
observed.

Approximately 440 S-Link Transition Cards (and gsrwill be required at
CMS, one to provide readout for each FED. Manufactand assembly will be
performed by Cemgraft [103], at cost of £89.93 lpmard. An initial production run of
70 Transition Cards has already been completed theg have passed routine
acceptance testing. Verifying a board is a simgd;treading out one ‘As and 5s’ test
pattern event from a FED will immediately identdyy short circuits or unsoldered
pins along the S-Link data and control paths. Aomdcand final batch of 400
Transition Cards will be ordered once the existimgrds have been integrated and

fully tested in the final CMS DAQ.
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The Industrial Acceptance Test ensures that eadh iBEelectronically operational

and the S-Link data integrity checks demonstrage ahility of the FED to process

event information at high data rates. With the ddanctionality of the FED thus

verified, it is possible to carry out rigorous perhance testing under realistic CMS

operating conditions utilising the full capabilgi@f the FED Tester. The hardware

and software environment developed for complete BiEdem tests and an evaluation

of the board performance are discussed in thevioligp sections.

8.1 Hardware Configuration for Full System Tests
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Figure 8.1: A block diagram of the hardware usedftdl FED system tests. The
components and their operation are described intéxé

A block diagram of the hardware configuration reqdifor full FED system tests is

shown in Figure 8.1 (a photograph of the setup iiergin Figure 8.2). The
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experimental apparatus is similar to that usedndutie S-Link data integrity checks
described in Chapter 7. As before, a FED Testeeibte provides the FED with

controlled optical input signals; this FTE may @ntany number of FED Testers but
typically four are chosen, enabling all 96 chanre#lshe FED to be populated. The
Master FED Tester simulates the CMS Global Triggentrol System, generating L1

triggers and control signals. It also respond$i¢RED throttle.

In Chapter 7 the trigger and control signals wesat directly to the FED
through a VME Backplane connection. At CMS, TCS omands are formatted by
various TTC components and broadcast to each FERrvioptical link (a description
of the TCS system may be found in Chapter 3). ActieC hardware is therefore
used in this instance to achieve a more accuratmilgiion of CMS operating
conditions. The FT Master TCS signals are transaiitio a TT®@i (VME Bus
Interface), where they are converted into A- andButhel data streams which are
output to a TT@x (Laser_Ecoder/THTransmitter]). This multiplexes the A- and B-
Channel commands into a single optical signal ihdinally transmitted to a TTRQ
(Receiver) component [104] on the FED.

Data may be read out from the FED through VME, iar $-Link using the
FED Kit hardware described in Chapter 7 (incorpgaathe new S-Link Transition
Card). For S-Link data integrity checks, separatemuters were used for the VME
control and S-Link readout of the system. This rmmased the data processing rate but
was also a hardware limitation, caused by the rliffevoltage requirements of the
FED Kit receiver and VME Bus Adapter cards. Fulifpamance testing demands
closer integration between control and readout,e@afly when attempting to
compare arbitrary FTE input data with the processedput from the FED.

Consequently, an SBS VME Bus Adapter PCI card visimed which is compatible
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with the PCI-X slots used by the FED Kit. All harare access is now performed by a

single computer.

SBS VME TTCvi TTCex FED PC
Adapter

FED Tester VME
Ensemble FT Master Crate

Figure 8.2:A photograph of the hardware used for full FED ewstests (the S-Link
Transition Card is connected to the rear of the Vaf&te, and cannot be seen).

8.2 A Unified Software Architecture for Full SystemTests

The experimental apparatus required for full FEDstemn tests is a complex
arrangement of multiple hardware and software ehsneAlthough most of the
hardware had previously been employed for the &-data integrity tests described
in Chapter 7, these made use of only a small sufdbe available functionality; the
primary aim in that case was simply to transmérgé quantity of data through an S-

Link connection and check for erroneous bit valuessting the performance of the
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FED under arbitrary operating conditions is a digantly greater challenge, which

requires complete and flexible control over evagcp of hardware in the system.

/ UniversalFedToolbox \

One object of the UniversalFedToolbox class pravideomplete software representation of the haréwar
environment, containing all configuration and haate access objects
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L - ),

Figure 8.3: The structure of a UniversalFedToollmtess object, which forms the core of

all FED performance test procedures. Each intefsiack corresponds to one object of a

UniversalFedToolbox sub-class (class names are shiowhite text). Red arrows indicate
the sequence in which objects are instantiated.

It soon became apparent that merely configuring acaessing the various
subsystems would grow into a cumbersome task ifstfevare used to drive them

were not well organised. A nested class structuae therefore developed in order to
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manage all of the tools and hardware access objeqgisired to control the test
environment. Inbuilt routines enable the entiretesysto be initialised with a single
function call and all software elements can bewviddially accessed through a simple
layered interface. A diagram outlining the classh@ecture is shown in Figure 8.3.
Wrapped at the highest level by a UniversalFedTmoltdass, the software is divided
into three main sections; system configurationjpcation and initialisation.

8.2.1 System Configuration

Configuring every item of hardware in the full FERstem test setup requires a total
of over 200,000 individual device parameters. Togdify the organisation and
storage of this information, every configurablenaedst in the test environment has an
associated Description class (the FTE Descriptsodescribed in Chapter 6). These
enable settings for the FED, FTE, TUiCS-Link connection and artificial APV frame
generator (discussed in Section 8.2.4) to be loadech Description files and
modified using simple function calls.

A UniversalConfigurator class wraps the assortedcbption objects and
provides an interactive user interface for changthg most commonly varied
parameters; all changes are automatically writi@rkkio the input Description files,
ensuring continuity between tests. The UniversafiQarator object stores the current
Descriptions in memory and provides direct accegheém via pointers. They can be
used by any class object within the UniversalFeddmo to initialise the hardware
they describe and may also be read externalljharevent that the system settings are
required for decision making in higher-level tesiqgedures.

8.2.2 System Calibration
After the Description files have been loaded, ang ehanges to the settings have

been made by the user, it is necessary to checkhethé¢he system is correctly
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calibrated. A number of factors influence the ogtsignals transmitted from the FTE
to the FED. The initial light intensity depends opihe FT AOH bias currents and
gains (see Chapter 6), but attenuation is causeathpgrfect optical connections and
the radius of curvature of each optical fibre. Tiwagntee measurements of the
highest resolution, the intensity of each opticgihal entering the FED must be tuned
such that it occupies as much of the FE ADC rarsggogsible (leaving a small buffer
to absorb signal drift). It is also important tosare that attenuation does not reduce
the magnitude of the APV digital headers to a ldwabw the user-defined digital
high threshold, as this will cause a failure of BeD frame finding logic (described
in Chapter 9).

Subtle differences between the individual AOH congrds and the lengths of
their optical fibres can additionally lead to aesgut in the arrival times of multiplexed
APV frames. If the timing variations for each chahare not compensated for by the
FED Delay FPGAs then the sampling points of theHPESAs may occur at the rising
or falling edges of data signals, causing levelse@ead incorrectly.

System calibration is dealt with by a SystemCatibreaCheck class object.
This wraps a number of sub-classes which autonigticheck the status of signals
entering the FED with the current Description pagters and, if necessary, determine
and apply any changes to the Descriptions thatregaired to accommodate laser
intensity and frame timing variations. The calibbat sequence is shown in the
SystemCalibrationCheck block of Figure 8.3; itsnedats are described in the
following sections.
8.2.2.1 Calibration Check
The calibration check is a simple procedure whiwh user is given the option to run

immediately after the various object Descriptioasdn been configured. It initialises
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the test hardware and waits for the AOHs on the HEBters of the Ensemble to
stabilise at the set point temperatures of the éfperature control systems. This
ensures that thermally induced signal fluctuati¢siscussed in Chapter 6) will be

minimised during all subsequent operations.

Starting temperature stability check at: 03/09/2005 10:06:54
Expected system temperature = 34.9644

FTE temperature is stable
Temperature stability information for the last 15s period:
Maximum recorded temperature over all AOHs: 34.7842
Minimum recorded temperature over all AOHs: 33.7028
Maximum fluctuation in temperature for a single ACH: 0.180229
Checking signal levels for each FED channel:
FED channel O0:

Max = 834: Min = 205 : status = OK
FED channel 1:

Max = 810: Min = 254 : status = OK
FED channel 2:

Max = 835: Min = 163 : status = 0K
FED channel 3:

Max = B837: Min = 203 : Status = OK
FED channel 4:

Max = B817: Min = 280 : Status = OK
FED channel 5:

Max = B809: Min = 254 : Status = OK
FED channel 6:

Max = 778: Min = 241 : Status = OK
FED channel 7:

Max = 790: Min = 215 : Status = OK
FED channel 8:

Max = 825: Min = 225 : Status = OK
FED channel 9:

Max = 818: Min = 157 : status = OK
FED channel 10:

Max = 834: Min = 229 : status = OK

Max = B827: Min = 224 : Status = OK
FED channel 91:

Max = B806: Min = 230 : Status = OK
FED channel 92:

Max = B803: Min = 294 : Status = OK
FED channel 93:

Max = 815: Min = 229 : Status = OK
FED channel 94:

Max = 790: Min = 258 : Status = OK
FED channel 95:

Max = 825: Min = 264 : Status = OK

» I.System is correctly configured

Figure 8.4: An example calibration check reportndmber of FED channels are omitted
here, for brevity.

Events are then read out from the FED in Scope moagturing standard
APV tick marks from the FTE. For every event, alt lone of the FTE channels are
disabled; the enabled signal is applied to each EBBnnel in turn. Incorrectly
calibrated channels are identified by comparing tible mark digital high and low
values (and their separation) with preset thresholds. Applying data to one FED
channel at a time additionally permits the detectd mapping errors between the

FTE and the FED. If it is found that the systenmgroperly configured, details are
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given in the generated status report and a reqgueside for a full calibration run. An
example calibration check report is shown in Figire

8.2.2.2 FED Trim DAC Calibration

The calibration sequence is divided into two seéxgjodealing with optical signal
intensity and APV frame timing delays. It is ne@gsto adjust the signal intensity
levels before attempting to compensate for theatian in frame arrival times;

incorrect data sampling points cannot be accuratintified unless the raw data
amplitudes occupy a well defined region of the FRfut ADC range.

The signal level calibration is itself undertakaniwo stages, the first of which
occurs at the point where frames are received.a®&gmput to the FED may be
shifted across the full range of the FE ADCs thiotige use of the on board Trim
DACs. In the absence of an optical input, the asslof all FED channels should
occur at approximately the same level, near theetdunit of the FE ADC range. A
function for calibrating the Trim DAC offsets isclinded in the Fed9USoftware [78]
library. With the FTE outputs disabled, this opesaby reading Scope mode events
from the FED whilst modifying the Trim DAC value rfe@ach channel until the
average received signal level is between 30 andBBD counts.

At CMS it is a requirement for the FED to read a1zero ADC value when
no input is connected, which has the disadvantagégitly reducing the ADC range
available for data measurements. As no such rageineis necessary during testing,
the Trim DAC offsets generated by the Fed9USoftwatdine are shifted by a fixed
value across all channels to ensure that the FEBliba is at a level below the ADC
limit. Thus, the full range of the FED input ADGsaccessible through adjustments to
the FTE output intensity, increasing the maximunsgilde resolution of test

measurements and providing greater flexibilitytfoe calibration of the FTE AOHSs.
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8.2.2.3 FTE AOH Calibration

Once the Trim DAC offsets have been configuredeily and the channel baselines
are known, the FED can be used as a measuringedevenable the calibration of the
output stage of the FTE. The AOH bias current gpprtional to the offset of the
output optical signal, while the gain determines thlative magnitude of the signal
offset and range. Calibrating the FTE AOHs consiétdriving the FED with ‘DC’
optical signals at the centre, minimum and maxinafithe FTE output DAC range
and adjusting the gain and bias current until theeived levels coincide with the
matching regions of the FED input ADC.

For each FED channel, the AOH gain is initially &etts minimum value and
the bias current is calibrated. The FTE is loadét WPV data that is constant for
every strip, at the mid point of the FT DAC, aneé ttorresponding optical signal is
transmitted to the FED. The use of fixed levelsuees that the calibration is valid
regardless of whether the frames are timed in ctiyrteAn event is read out from the
FED in Scope mode and the average channel valaelatdd. This should be equal to
the midpoint of the FED ADC range (512); if it isegter or smaller then the bias
current is accordingly decremented or incremeniedre register value and another
event is read out and analysed. The process iatepentil the channel average is as
close to 512 as possible (if a tolerance limit x¢emded for all bias currents, the
channel is flagged and disabled).

Once an acceptable bias current is found, the ggtiting is checked. Constant
APV data at first the maximum and then the minimafithe FT DAC are loaded into
the FTE and output to the FED, events are agaid oed in Scope mode and the
channel averages are calculated. If the maximumnaindmum APV values are too

close to the limits of the FED ADC range (a smatlion must be reserved to prevent
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the FED ADC from saturating should the AOH intepditictuate during a run) then
the offending channel is identified and disabledlilization is considered complete
when the difference between the maximum and minimalues is between ~50-80%
of the FED ADC range; if it is less, the gain setiis incremented and the bias
calibration and gain checks are repeated. If gresater, or the limit of the AOH gain

has been reached, the channel is again flaggedisaloled.

]Maximum Signal Range Observed at Each FED Channel After TrimDAC and AOH Calibration
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Figure 8.5: An example of the range of the optgighals received by the FED following
Trim DAC and AOH calibration. Each vertical bar megsents the region of the FED ing
ADC range occupied by the digital header of a tgp&PV frame.

The process is repeated for every connected FEDnethaFinally, the
Description initially used to configure the FTEupdated with the calibrated AOH
bias currents and gains, and enable states invém@ éhat any channels are found to
be faulty. A plot showing the typical range of @pali signals received by the FED
after Trim DAC and AOH calibration is given in Figu8.5. In this example the mean
magnitude (upper limit minus lower limit) of the XPdigital headers over all

channels is 60G 48 ADC counts, or 7.& 0.6 MIPs (quoted errors: standard

deviation), with an ADC range equivalent to at tegs MIPs available for absorbing

signal drifts that may occur during measurements.
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8.2.2.4 FED Timing Calibration

With the intensity levels of the optical signalsrreatly calibrated, it is finally
possible to adjust for the variation in their aatitime between channels. The FED
Delay FPGAs allow signals entering the FED to byl by fractional and whole
clock cycle intervals (see Chapter 4); these fimé eoarse delay shifts are calibrated
in two stages.

Throughout the timing run, the FTE drives the FEBhvetandard APV tick
marks. The FED is placed in Scope mode, with aesdapgth of sufficient samples to
ensure that at least one tick mark will always bptared. Calibration requires the
analysis of signal features that vary over a sméihee scale than the sample period
of the FED (25 ns). Consequently, an event is medgdrom the board at each of the
fine delay settings and the resultant frame data iatrerleaved to generate high
(temporal) resolution tick marks for all channels.

By scanning through the interleaved event dataagpdlying digital logic high
and low boundary threshold limits, the softwareakde to find the first tick mark
rising edge for each FED channel. Gradient, monoityrand adjacent point spacing
checks are carried out on the rising edge datarfeags in order to identify potential
errors; if the tick mark for a channel is valid ththe correct fine delay setting is
chosen to be the value that places a FED sampid poP6 of the fine delay range
after the start of the rising edge. This provides optimum balance between data
setup and hold times.

The Delay FPGA is able to skew data at nominalrvatls of 1/32 LHC clock
cycles. However, the initial timing calibration datevealed a bug in the FED
hardware which causes an overlap between data®ftseseveral fine delay settings,

as shown in Figure 8.6. Consequently, the FED dielay was remapped in software
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to a reduced number of 25 steps, which cover actoek cycle range with greater

uniformity.
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Figure 8.6: A demonstration of the FED fine delaying bug. (a) shows an entire
interleaved tick mark, while (b) shows a close tifhe tick mark rising edge. It can be
seen that the FED sample points at fine delayragstof 6 and 7 occur at almost the same
locations as those at fine delay settings of 8 &nd

Once the correct fine delay settings have beend@nd applied, the coarse
delay is calibrated. A further event is read oatrfrthe FED and the first tick mark in
each data channel is identified. The coarse dedhyevior a channel is then simply the
offset, in whole clock cycles, between this ticklahe corresponding mark in channel
0. If the offset is greater than the 16 clock cyeege supported by the Delay FPGAs

then the offending channel is flagged with an emessage.
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Figure 8.7: Interleaved tick marks obtained frorhl# channels of one FED FE Unit.
The plots show the typical relative temporal offdstween tick marks (a) before and (b)
after the FED timing calibration has been perform@g) also shows the final locations of

the 40 MHz FED sampling points after calibratiorciemplete. They are positioned for

optimal data setup and hold times.

At the end of the calibration procedure the FED ddipsion is updated with
the new delay settings and all received event degawritten to a series of output
files; these provide a useful mechanism for venidythe functionality of the Delay
FPGAs. Examples of the typical (interleaved) ticarks recorded from one FE Unit
of a FED before and after calibration are showrFigure 8.7. Once calibration is

complete, the signals input to the FED are shiftech that they all arrive at the FE
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FPGA within an interval of ~2 ns. They are alsoegiva common offset relative to the
FED sample point to ensure ~20 ns of settling toefore data are recorded after any
signal transition.

8.2.3 System Initialisation

A Universallnitialiser class wraps the individuardware and software access objects
required to communicate with the FTE, FED, WVI,CS-Link receiver and artificial
APV frame generator. The objects are constructedimtialised using the calibrated
Descriptions stored in the UniversalConfiguratol. iAstantiated devices are held in
memory, with direct access to their class membaectfans enabled via pointers.
These are passed though the UniversalFedToolbosr lay order to provide a
convenient tiered interface to the hardware, gyesithplifying the preparation and
use of the full FED system test apparatus in angreal test procedure.

8.2.4 Simulated APV Frame Generation

The FTE is able to produce optical signals that imitime output of the CMS Tracker.
However, it can only transmit the APV data that dndeen loaded into its internal
memories; if the FED is to be tested under reali€§MS operating conditions,
appropriate raw event data must be obtained. Ari-FFareeMaker class was therefore
written, to enable the random generation of raal&PV frames.

An FTeFrameMaker object produces FTE frame anddraminter files (see
Chapter 6) for a user-specified Tracker occuparicydetermines the number of
unique frames that an FTE can store (a single HdsH283) and randomly allocates a
specific number of hits to each one, using a Paiskstribution, such that the average
strip occupancy matches the requested value. Tiseabksociated with a frame are
given random magnitudes (between user-defined djmanhd are placed at random

strip locations; randomly-sized clusters of hite dormed according to an input
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cluster width distribution profile, which may be roked from real or simulated
Tracker data. Once pedestal offsets (with opti@elssian noise) and digital headers
have been added to the frames, they are randoratydéired and divided equally
among the FTs in the Ensemble. A final step prosi@ceandomised frame pointer list
for each FT, ensuring that no multiplexed pair&BWV frames are repeated.

The FTeFrameMaker additionally extracts the FTEED channel mapping
scheme from the current FEDtesterEnsembleDesaniptising this information it is
able to read back the generated FTE frame and froimger files and reformat the
APV strip data to match the structure of the exp@dtED event for any given L1
trigger. This enables the comparison of data inpuhe FED, via the FTE, with the
processed output result, a feature that is essdatighe verification of the FED hit
finding algorithms (discussed in Section 8.3.3).

8.2.5 Helper Objects

Two helper objects are generated after the syssemitialised, which may also be
accessed via pointers through the UniversalFedBaolbhe first, a FedStatusReader,
simply provides a user friendly interface for remgithe FED status registers and
allows a full status summary to be dumped to fhewdd any irrecoverable errors
occur. The second is a UniversalFedEvent object, esgential tool which
transparently enables read out of the FED throutjieeVME or S-Link. Choice of
read out path is automatically determined from itipput FED Description and the
same access functions are used in either case.otitetire provided for efficiently
converting data received via the S-Link into staddBED event objects and for
formatting events read out via VME into the S-Lirskv data format (useful for low
level debugging). Full error checking and handlisgsupported through the use of

low-level FED and S-Link software routines, withdétnal fast sanity checks
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implemented for raw S-Link data (which can be exedwat the maximum S-Link
readout rate). Wrapping the Fed9USoftware methodextracting strip information
from FED events, a UniversalFedEvent is the onfgctrequired for performing read

out of the FED in any full system test application.
8.3 Performance Tests

The UniversalFedToolbox provides the control andeas framework for a
comprehensive set of test procedures that verify fimctionality of the FED
hardware and firmware and characterise the perioceaf the board. Details of the
testing methodology and results are given in tlleviang Sections.

8.3.1 FED Channel Noise

In order to measure the typical noise introducedrtanput data signal by the FED
hardware, it is necessary to remove the noise caemdrom the FTE by disabling
all of the FED Tester outputs. As this causes #laas sampled at each channel of the
calibrated FED to fall below the minimum of the inADC, the Trim DAC and Opto
RX offsets are artificially set to constant levdts, all channels, such that the signal
baseline occurs at approximately the centre ofAIRE range. It should be noted that
this is the only instance in which the calibratedhil DAC offset values are ever
overwritten during testing; an unbiased noise meamant requires all FED channels
to be configured identically.

The FED is triggered to read out an event in Seupde, with the maximum
scope length of 1,020 samples used to increasstalistical accuracy of the results.
Noise is calculated simply as the standard deviaticthe recorded data. An example
of the average (mean) measured signals and comnéisygonoise values for all 96

channels of a FED is shown in Figure 8.8.



148

(@)

]Average Measured Signal Vs FED Channel

480
460-
440-
420
400-
380-
360 e

1 FTE optical outputs : DI SABLED
340 ] FED DAQ Mode = FED9U_MODE_SCOPE|
FED Scope Length 1020

FED Qpto Rx input offset = Ox5

320 FED Opto Rx output offset = Ox3
A FED Tri m DAQ of f set = 0xa0

T T T T T T O T T O T T T T T T T T T T T
0O 10 20 30 40 50 60 70 80 90

FED Channel

(b)

]Signal Noise Vs FED Channel

Average Signal Level (ADC Counts)

0.80 *

0.76

0.72

0.68

0.64

Channel Noise (ADC Counts)

0.60

0 10 20 30 40 50 60 70 80 90
FED Channel

Figure 8.8: Plots showing (a) the average signaklerecorded by the FED and (b) the
calculated channel noise, both as a function of kKEBAnnel. The test parameters
described in (a) also apply to the data set in (b).

From Figure 8.8(b), the mean channel noise is @70.05 ADC counts
(quoted error: standard deviation); noise for Bfirmnels is less than 0.81 ADC counts
(similar values have been obtained from three oEt&Ds). For comparison, a MIP
produces a signal with an ~80 ADC count magnitud®.a MIP is equivalent to
~25,000 electrons (for a 3Q0n thick silicon detector), the FED therefore cdmites

a mean equivalent noise charge of ~220 electr®hss is close to the design value of



149

150 electrons [13] and is almost an order of magieittess than the noise estimate for
the complete CMS Tracker readout system. Conselguémt noise introduced by the
FED is unlikely to have a significant effect on thput optical data.

8.3.2 FED Channel Crosstalk

Crosstalk between FED channels should be as smapoasible; in addition to
increasing signal noise, if a hit on one channalewe induce a response on another
of large enough magnitude to be mistaken for athé,physics performance of the
Tracker would be compromised. The inter-channelsstadk among the analog
readout paths of the FED Front End is measuredsimguhe FTE to drive a number
of the channels of one FE Unit with a multiplexedr pf empty ‘signal’ APV frames,
whilst the remainder are provided with ‘noise’ fregrthat contain a user-definable hit
object; the magnitude of any disturbance in a ‘aigframe at the location of the
corresponding driving feature in a ‘noise’ frameyntiaen be found.

As stated in Chapter 6, the FT is able to applya delay to the output APV
data in steps of ~100 ps. For each set of crosBtathkes, events are read out from the
FED in Scope mode at ~250 FTE fine delay settingsmfO ns to 25 ns (one LHC
clock period). The resultant event data are inéede in order to generate high
resolution images of the sampled frames, enabliagstalk effects to be examined in

greater detail.
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Figure 8.9: Inter-channel crosstalk caused by aVH® ‘noise’ feature on one channel of
a FED FE Unit. (a) shows a full view of the signedseived by the ‘noisy’ channel (FE 2,
Chb5) and its nearest neighbour (FE 2, Ch 6). ¢ close up of the signal received by
the nearest neighbour channel at the locatiorhef‘hoise’ feature. (c) is a close up of
the signal received by the next nearest neighblelrd, Ch 7) to the ‘noise’ channel, at
the location of the ‘noise’ feature.
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Initially, empty ‘signal’ frames were sent to al thannels of each FE Unit
apart from channel 5; this was exposed to multgdieyairs of ‘noise’ frames
containing a central two-strip-wide hit feature lwé magnitude equal to ~75% of the
APV digital header range (~6 MIPs, the maximum expe range of physics data).
Normalised interleaved event data from channeladb@of FE Unit 2 are shown in
Figure 8.9(a), with the hit area expanded in Fig8u®b). In this case, the nearest
neighbour crosstalk has a maximum excursion of9%. of the digital header range,
corresponding to ~0.06 MIPs or ~5 FED ADC countgufe 8.9(c) shows data from
FE Unit 2 channel 7, the next nearest neighbouh&o'noise’ frame, demonstrating

that crosstalk effects are not significant beyoedrast neighbours.
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Figure 8.10: Inter-channel crosstalk caused by awW#® ‘noise’ feature on one channel
of a FED FE Unit. (a) shows a full view of the sa¢greceived by the ‘noisy’ channel (FE
2, Ch5) and its nearest neighbour (FE 2, Ch 6)). igka close up of the signal received by

the nearest neighbour channel at the locatiorhef‘hoise’ feature.

The test was repeated with reduced ‘noise’ hit ntadas of ~50% (~4 MIPSs)
and 25% (~2 MIPs) of the APV digital header ranged results obtained from FE
Unit 2 are given in Figures 8.10 and 8.11. Measunest all FE Units, an isolated hit
received by a single FED channel induces crosstalkhe nearest neighbouring
channels with an amplitude equal to £.9.4 % (quoted error: standard deviation) of

the hit magnitude (a second FED has also exhitstadlar behaviour). Crosstalk
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should therefore have little effect on the perfanoeof the FED for typical physics

data.
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Figure 8.11: Inter-channel crosstalk caused by aWP ‘noise’ feature on one channel
of a FED FE Unit. (a) shows a full view of the satmreceived by the ‘noisy’ channel (FE
2, Chb) and its nearest neighbour (FE 2, Ch 6)).igla close up of the signal received by

the nearest neighbour channel at the locatiorhef‘hoise’ feature.

A further measurement was made in order to exathi@evorst case example
of crosstalk, when data arriving at one channel 6E Unit are out of phase with the
remaining channels; if the difference in arrivahdis is sufficiently large then the
digital headers of eleven frames will overlap tmalag data region of the twelfth.
‘Noise’ frames were sent to all of the FED chanmeit the exception of channel 5
of each FE Unit, which received the standard empignal’ frame. The ‘noise’
frames were delayed relative to the ‘signal’ by LIC clock cycles and sampled
events for channels 5 and 6 of FE Unit O are shiowngure 8.12.

With effective hits of ~8 MIP magnitude on all nepuring channels, the
induced crosstalk on channel 5 has an amplitudevef 2% of the digital header
range or ~13 ADC counts. This is approximately eheo of magnitude greater than
the FED channel noise and could potentially leatthéomisidentification of hits in the
‘signal’ frame. It is therefore important to alwagshieve correct frame timing, by

ensuring that the FED optical fibres are of simit@argth and by using the calibration
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sequence described in Section 8.2.2.4. Opticas linkhe final CMS Tracker readout
system will have lengths with a maximum deviatiémo more than 5 m, leading to a
variation between APV frame arrival times##2.5 ns [105]; this is well within the

range that can be compensated for by the FED DP&yAs.
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Figure 8.12:Inter-channel crosstalk due to the signals at oe#®Fhannel arriving out
of phase with the others. A ‘Signal’ frame was smaitted to channel 6 of FED FE Unit
while ‘noise’ frames were sent to the remainingreels after a delay of 10 LHC clock
cycles. (a) shows a full view of the ‘signal’ frafk& 0, Ch 6) and the ‘noise’ frame
received by the nearest neighbouring channel (FEH5). (b) is a close up of the
‘signal’ frame at the location where its analog p@gd region is overlapped by the digital
headers of the ‘noise’ frames.
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8.3.3 Evaluation of the FED Hit Finding Algorithms
It is vital that the cluster finding algorithms ds@ the FED FE FPGAs (described in
Chapter 9) correctly identify all hits in the inpltacker data; if the algorithms were
to fail, causing the FED to incorrectly add or remohit information from the
processed event stream, then all data from thek&ragould have to be discarded.
Verifying the hit finding ability of the FED is oplpossible when the APV frames
entering each channel are known; hence, it is bylysing the FED Tester that such a
check can be performed.

During a hit finding test the FED is operated untypical CMS conditions, in
Zero Suppressed mode with a randomly distributedrigber rate of 100 kHz and a
maximum S-Link readout rate of 200 MB/s. The FTereMaker is used to generate
APV frames that contain hits at random strip lamadi with random heights that cover
approximately the full range of the FTE output DAQstween a typical APV
pedestal and a digital high).

Once these data have been loaded into the FTH, @24 unique multiplexed
APV frame pairs are output to the FED in a repegatiycle. Events are read out at full
speed and discarded, until the Front and Back Eiiitboccupancies have reached
normal operating levels. At this point, 1,024 sssiee events are captured from the
FED and each one is compared with the correspondipgt data from the
FTeFrameMaker. With all of the unique frame combaores sampled, new frames are
randomly generated and the process is repeatedthtdesired number of events
have been acquired.

A scatter plot of the ADC values of each hit re@ardy the FED against the

matching DAC value output by the FTE for a singbamnel is shown in Figure 8.13;
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100 cycles of 1,024 events were sampled duringrtinis corresponding to ~260,000

individual hits (and ~26,000,000 empty strips) BED channel.
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Figure 8.13: A scatter plot for FED channel O showvihe ADC value of each hit signal

identified by the FED against the corresponding D/slie output by the FTE (note that

hit signals output by the FTE that are not ideptifby the FED are also included). The

FED detects all input hits (with no false positivapart from those with levels below the
predefined ‘hit threshold'.

The plot is divided into three distinct regions.de a FED ADC count of 50
all hits are discarded, as this is the FED ‘hieifrold’ used during the test. Since data
recorded by the FED in Zero Suppressed mode anedted to 8 bits (see Chapter 9),
the output of the FED becomes saturated for ADQesbbove 254. In between these
points, the FED hit value increases linearly with ETE hit value, demonstrating that
all of the input hit signals are correctly idergdi (to within noise resolution); any
discrepancies between the FED and FTE would berappas clear outliers from the
linearly increasing line.

An intensity plot showing the sample distributicor & small section of this
linearly increasing region is given in Figure 8.M.each input FTE DAC value, the
hit levels output by the FED have an approxima@aussian distribution. The mean

standard deviation over all output hit values B51ADC counts; this is greater than
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the maximum of 0.81 ADC counts recorded in Secaghl due to the added noise

contribution from the FTE.

[Hit Value Output by FED Vs Hit Value Input by FTE (FED Channel 0)|

175+
7z i
5 170- — 80
O ] g
Q ] - 60 3
o 165 3
N 0 2
L 160 1 P
S 2
c>‘15155{~— 20 2
T |
z ]
g 150 R |
>
o 1

145 - SR,

1300 1320 1340 1360 1380 1400

Input Hit Value (FTE DAC Counts)

Figure 8.14: An intensity plot showing the ADC eabf each hit signal identified by the
FED against the corresponding DAC value outputh®yETE, for a section of the lineal
increasing region of the scatter plot in Figure 3.1

8.3.4 Performance of the FED at High Data Rates

Another principal aim of the Laboratory tests ist@racterise the performance of the
FED at realistic CMS data rates. It is necessametdy that the FED Front and Back
End buffers are sufficient to prevent the vetoirid-d triggers at expected Tracker
occupancies, as predicted by the simulation disclssChapter 4.

For the purpose of this test, the FED is again aiper under normal CMS
conditions; events are read out in Zero Suppress®te via S-Link, with a randomly
distributed 100 kHz L1 trigger rate. In order tplieate CMS Tracker data, the
FTeFrameMaker is configured to produce APV framath va hit cluster width
distribution that is derived from an ORCA simulatiof high luminosity (18 cm*s™)
p-p events, described in Reference [106]. A histogof the generated cluster width

distribution is shown in Figure 8.15.
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Figure 8.15: The cluster width distribution of silaed CMS Tracker APV frames
generated by the FTeFrameMaker.

All 96 FED channels are driven with APV frames ataamge of simulated
average Tracker occupancies. At each occupancy apgpopriate frames are loaded
into the FTE and the FED is triggered until typigal0’ events have been read out.
The data volume generated by the FED increasesadttker occupancy; a software
limit on the maximum S-Link readout rate is useditoulate the physical limitations
of the CMS DAQ.

Plots of the fraction of L1 triggers vetoed by #eD as a function of Tracker
occupancy are shown in Figure 8.16, for maximumirS-kteadout rates of 200 MB/s
and 400 MB/s. As predicted in Chapter 4, eventsl@tonce the average data rate
from the FED reaches the bandwidth of the S-Linknsation.

At the nominal maximum 200 MB/s average sustaireamblout rate of the
CMS DAQ, the FED is able to cope with an averagaupancy of ~2.8 %. However,
the DAQ supports temporary peak readout rates abuf0 MB/s, provided that the
average rate over timescales of a second remamslsglow the nominal maximum.
Figure 8.16(b) therefore demonstrates that the FEbDuld be able to handle
fluctuations in occupancy up to ~7%. This is welkixcess of the current estimates of
mean strip occupancies for proton-proton collisiah€£MS, which are all under 3%

[60].
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Figure 8.16: Plots of the fraction of L1 triggersteed by the FED against average
simulated Tracker occupancy. The measured outpatrdde from the FED at each
Tracker occupancy is also shown. Results are gwemaximum S-Link readout rates of
(a) 200 MB/s and (b) 400 MB/s.

It should be noted that the plots in Figure 8.1&(t® a little distorted at high
occupancies, as the processing speed of the computang the test can become an
issue when reading out data at ~400 MB/s. This im&nsive, time-critical operation
that requires virtually all of the system resourcethe PC; any background processes
have to ‘steal’ CPU time from the main data analybread in order to function. A
number of software drivers also periodically accéiss PCl bus, momentarily

reducing the bandwidth available to the S-Link reeecard. As a result, a very small
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fraction of events are vetoed unnecessarily. Th® Fhould therefore exhibit
marginally better performance when it is read qutie final CMS DAQ system.
8.3.4.1 Future FED Performance at High Data Rates

The highest occupancy region of the Silicon Trackér be layer 1 of the Tracker
Inner Barrel, which is nearest the particle intéoac point. During full-design-
luminosity proton-proton collisions, it is predidt¢hat the average strip occupancies
of sensor modules in this area will be 2.8-2.9%).[@@cording to an earlier Monte
Carlo simulation of Tracker data rates (describe®e&ference [60]), the readout rate
from a ‘full’ (180 out of 192 APVs occupied) TIByar 1 FED at these occupancy
levels is expected to be 109.5 MB/s. However, guFe 8.16(b), the measured data
rate at an occupancy of 2.9% is 217.8 MB/s. Muclthef discrepancy is due to the
fact that, as of writing, the final data format ®rents has not yet been implemented
in the FED firmware.

When operating in Zero Suppressed mode, the FERagas strip hit values
with excess status and structural information thatseful for error checking whilst
developing the firmware but which will not be reepd at CMS. Currently, the
formatting (non-data) sections of each event occ8py bytes, whereas the Monte
Carlo simulation assumes 112 bytes; this more iefficformat will be incorporated
into a new ‘Zero Suppressed Lite’ mode of operafi@iore data taking at CMS
commences. Additionally, a variable number of paddiytes, typically an average of
32 per event, are required to byte align the clastdiit data leaving the FED; this
also is not included in the Monte Carlo simulateomd will be removed in the final
version of the FED firmware.

Accounting for these two factors, and scaling Far 180/192 occupancy of the

simulated FED, gives a ‘corrected’ measured date ah a Tracker occupancy of
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2.9% of 139 MB/s. The remaining discrepancy indisathat the cluster width
distribution used in the simulation differs slightfrom that generated by the
FTeFrameMaker. However, even the potentially ieflatdata rate of 139 MB/s
corresponds to only ~70% of the maximum sustainéshi bandwidth for a single
FED. Consequently, the Tracker readout hardwaraldhme able to cope easily with
occupancies in excess of the predicted maximumagedevels at CMS.

8.3.4.2 Potential Performance of the FED at TOTEM dta rates

TOTEM is an additional experiment planned to ruthatLHC, which is dedicated to
the measurement of total cross section, elastitestay and diffractive processes. It
is beyond the scope of this work to describe th& ER experiment (a full account
may be found in References [107, 108]), but ofuahee to CMS is that APV25 chips
will provide the on-detector readout stage for pérthe TOTEM GEM (Gas Electron
Multiplier) Tracker. To further reduce costs andelepment time, the TOTEM group
also intend to adopt the existing CMS FED.

One concern with the use of CMS electronics is that expected average
Tracker occupancy at TOTEM is relatively high, apeximately 16%. In Figure
8.16(b) it is shown that a FED is limited to an wgancy of ~7%, even with a 400
MB/s readout rate. This limit will increase withetfuture implementation of the Zero
Suppressed Lite mode of operation, but constraimtsthe planning schedule for
TOTEM required the FED to be demonstrated as abieashoice for its read out
system before such additions to the firmware cbeldnade.

In order to support TOTEM occupancy levels it igrdfore necessary to
divide the Tracker output channels amongst a nunolbfEDs. If the 192 APVs
normally associated with a single FED were instesal out by four FEDs, with half

of the channels of each FED disabled and each ehasading a single APV instead
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of a pair, then the effective occupancy would béuced to 8%. However, it was
initially unclear whether the FE firmware would Welly compatible with this
configuration. The measurement of Section 8.3.4 thasefore repeated, but with the
FTE driving only alternate FED channels. Plotsha fraction of L1 triggers vetoed
as a function of Tracker occupancy for S-Link ragdate limits of 200 MB/s and

400 MB/s are shown in Figure 8.17.
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Figure 8.17: Plots of the fraction of L1 triggersteed by the FED against average
simulated Tracker occupancy. Results are giveriuldy and half (alternate channels)
populated FEDs, with S-Link readout rate limit260 MB/s and 400 MB/s.

With a sustained S-Link data rate of 200 MB/s, H-papulated FED is able
to cope with an occupancy of 5.4% before eventdaate This is clearly insufficient
for TOTEM readout, indicating that the TOTEM DAQ stsupport a higher readout
rate than that of CMS. If TOTEM is able to maintaustained readout at the peak
CMS data rate of 400 MB/s, Figure 8.17 demonstrditasthe FED would be able to
operate with a Tracker occupancy of at least 1qi8%&limit of the FTeFrameMaker).
It therefore seems that the FED is a suitable cateifor the TOTEM project; these
results have been submitted to the group developid§EM and are currently being

used in the planning of their readout system.
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8.4 Post Production Acceptance Testing

The procedures developed to verify the fundameshgaign and performance of the
FED may also be used for the routine post prodoatxreptance testing of all boards
received from the assembly plant, complementing Ititeustrial Acceptance Test
described in Chapter 5. Each test is highly auteth@nd generates comprehensive
records of system settings and results, with aeseaf LabVIEW applications
enabling the display of any required graphical autfphe plots in Section 8.3 have
been re-formatted using WaveMetrics Igor Pro [1f8] clarity). Two routines in
particular have been written for general purposectionality tests, and provide a
minimum requirement for post-production acceptance.
8.4.1 Optical Ramp Test
The primary (necessary) shortcoming of the Indak#cceptance Test system is that
it cannot supply the FED with an optical signal aaddoes not therefore verify the
functionality of the photodiodes in the Opto RX qwinents. This is readily checked
in the Laboratory by a simple optical ramp test.

An FTE is used to drive the FED with APV frames wh@edestals consist of
a ramp from digital low to digital high. One evestriggered and read out in each of
the operating modes of the FED; Scope, Virgin R&ngcessed Raw and Zero
Suppressed. As a result, the test provides aniaglitbasic verification of the FED
firmware in all these modes. A LabVIEW applicatitakes the output events and
calculates the gradient and noise of each rampmpbaresults from an imperfect
FED are shown in Figures 8.18 to 8.21.

The APV frames sampled by one FE Unit of the FECSaope Mode are
displayed in Figure 8.18. A scope length of 51Zkloycles, twice the length of a

frame, is used to guarantee that the entire rarajwviays captured.
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Figure 8.18: APV ‘ramp’ frames sampled from alld#annels of one FED FE Unit, with
the FED operating in Scope mode (scope length 3.502e picture is taken from the first
panel of the LabVIEW-based optical ramp test rasuikwer.

Figure 8.19 shows the event data obtained fromrking FED channel in all

four operating modes. In each case the ramp signaccurately reproduced,

indicating that the Opto RX is functioning corrgc¢thote that the Zero Suppressed

ramp is truncated, due to Common Mode subtractiwhthe reduction of the ADC

data width from 10 to 8 bits (see Chapter 9).
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Figure 8.19: APV ‘ramp’ frames sampled from one Fé&tiannel in all four FED
operating modes (white = Scope, red = Virgin Raglloyv = Processed Raw, blue =
Zero Suppressed). The picture is taken from thengkpanel of the LabVIEW-based

optical ramp test results viewer.

The gradients of the ramps for all FED channekspldyed in Figure 8.20, are

found by performing straight line fits to the limgaincreasing regions of each frame.

An effective noise value for each event is thereeined by calculating the mean of
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the residuals of the line fit, with results showrFigure 8.21. Potential ‘bad’ channels
are identified by outliers in the gradient plot aexicessively high effective noise

values (above 2-3 ADC counts).
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Figure 8.20: The gradients of the linearly increagiregions of the ramp frames received
by all 96 FED channels in all four FED operating d&s (white = Scope, red = Virgin
Raw, yellow = Processed Raw, blue = Zero Suppr§sgepdroblem on channel 86 is
identified by a low gradient value. The picturédken from the third panel of the
LabVIEW-based optical ramp test results viewer.
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Figure 8.21: The effective noise of the linearlgrgmsing regions of the ramp frames
received by all 96 FED channels in all four FED ogting modes (white = Scope, red =
Virgin Raw, yellow = Processed Raw, blue = Zero@epsed). Problems on channels 9

and 86 are identified by high noise values. Théupécis taken from the fourth panel of
the LabVIEW-based optical ramp test results viewer.

Ramps from two of the problematic channels highégdhby Figure 8.21 are
given in Figure 8.22. In this example, the noisgktede for channel 9 of the FED is

approximately twice that of a normally functionirpannel, equivalent to ~0.05
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MIPs. Channel 86 has a large effective noise dutheéofact that the corresponding
Opto RX photodiode exhibits a non-linear respomsenfgh intensity optical signals.
An experienced electrical engineer may examineetltbsnnels and attempt a repair
if any faults are discovered or, in the worst casplace the offending Opto RX

modules.
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Figure 8.22: Example ‘ramp’ frames sampled from pwoblematic FED channels
identified by the gradient and noise plots in Figei8.20 and 8.21. Results are shown for
all FED operating modes (white = Scope, red = Mirgtaw, yellow = Processed Raw,
blue = Zero Suppressed). The frames in (a) exhiritanusually high noise level while
those in (b) demonstrate a non-linear responsé@BRED Opto RX to high intensity
optical signals.
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8.4.2 The Universal FED Readout Test

A ‘universal’ readout test provides comprehensiemagal verification of the FED
functionality under arbitrary operating conditiorSupporting all possible system
configuration parameters, it enables the FED talte&n with a specific number of
frames at a user-definable Tracker occupancy anttijder rate, with a controllable
readout rate through S-Link or VME, two levels aftput event structural integrity
checks and optional real-time display of the FERUs.

By default, the index and length of each event m#dluring a universal FED
test are inspected, and an S-Link CRC error chegerformed if S-Link readout is
specified. These simple analysis steps require lithy CPU time and enable the
output from the FED to be processed at up to theman S-Link data rate. At the
expense of a reduction in readout rate, a moreaigoexamination of the events may
be carried out; the raw data from the FED are wgembnstruct a Fed9UEvent object
(part of the Fed9Usoftware framework), the congtwuof which extracts the
formatting information of an event and throws aoeption if any structural errors are
found. A second CRC check is then conducted by#u®USoftware, for comparison
with the S-Link hardware generated result.

Enhanced error detection typically reduces the aeadate to a level that is
compatible with 1 kHz L1 triggers. Driving the FEDder these conditions with 100
kHz triggers provides good verification of the FEDottling system. Counters keep
track of the number of events that exhibit eachetyd error and the results are
presented in a report at the end of the experirhemta together with dumps of the

raw data from any problematic events. An exampbentefile is shown in Figure 8.23.
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dkkkkkkk ko kkk ok k ok
* General Settings *

LT T T
*** Current FED settings:

FED - Read Route
FED - DAQ Mode

FEDYU ROUTE SLINK64
FED QU_MODE_ZE RO_SUPPRESSED

FED - Scope Length 6
FED - Test Register = NORMAL
FED - Strip Pedestal =0
FED - Strip High Threshold = 50
FED - Strip Low Threshold 50
FED - Crate Number ]
FED - Slot Number 16

FED - Clock Source
FED - Trigger Source

FED9U_CLOCK_TTC
FED9U_TRIG_TTC

*** Current FTE settings:

FTE - Trigger State = RANDOM
FTE - L1A Period = 400

FTE - L1A Low Rate Period = 40000
FTE - L1A Random Rate = 164

FTE - Minimum Trigger Spacing = 3

FTE - TCS Source = LOCAL SRC
FTE - TCS Status Input Enable = ON

*** Current FTE FM settings:

FTE FM - Cluster Definition
FTE FM - Cluster Widths File

MULTI_STRIP
FTeFrameMakerFiles/FTeﬁCluHidthDistrisimulation Ext

FTE FM - Digital High Level 3600
FTE FM - Digital Low Level = 400
FTE FM - Pedestal Level = 1200
FTE FM - Maximum Hit Level = 2050
FTE FM - Minimum Hit Level = 1950
FTE FM - Gaussian Noise Level = 0

A A A A A B A 80 S A A A B A B4 4 80 00 A 8 A A
Test 1:

Initial settings:

Number of triggers to send = 100000
Maximum readout rate (MB/s) = 400
Tracker occupancy percentage = 2

Fed9UEvent error checking enabled
System status checking enabled

Results For Test 1:

100000
100000
30.54
5.94505
0.98921

Number of triggers sent

Number of events received

Time taken

Data rate (MB/sec)

Fraction of samples for which throttle was enabled

Errors:

Number of events with WC errors

Number of events with Event Number errors
Number of events with Event Length errors
Number of events with Slink CRC errors
Number of events with Fed9U CRC errors
Number of events with Fed9UEvent construction errors =

cooooo

Test 2:
Initial settings:

Number of triggers to send = 10000000
Maximum readout rate (MB/s) = 400
Tracker occupancy percentage = 2
Fed9UEvent error checking disabled
System status checking disabled

Results For Test 2:

10000000
10000000
100.21
181.318

Number of triggers sent
Number of events received
Time taken

Data rate (MB/sec)

Errors:

Number of events with WC errors

Number of events with Event Number errors
Number of events with Event Length errors
Number of events with slink CRC errors

[
cocoo

Figure 8.23: An example report generated by theversal’ FED readout test. The
results from two tests are shown; in Test 1, 1006i@gered FED events were analysed
with full error checking and in Test 2, 10,000,@f8gered events were subjected to the

less rigorous fast error checking. In both casesproblems were found.
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The universal readout test does not check the la&RM channel data content
of the received events, but verifies all other astpeof the readout hardware
functionality. It has been used extensively thraughthe development of the FED
firmware to identify and diagnose potential probdenThese included a buffer
indexing flaw which occasionally caused data frontcessive events to become
merged when the FED applied a throttle signal acdrrect readout clock delays that
lead to erroneous data sampling points and CRGseimoa small fraction of events.
Since the firmware issues have been resolved, eetiex 16" and 1 x 1& FED
events have been analysed from over 30 differemtdsowithout receiving errors.
8.4.3 The Post Production Test Procedure
A FED that has passed the Industrial Acceptancd irest be subjected to the
following Laboratory test procedure before it issded to be acceptable for use at
CMS. The FED is placed in the full system test emwnent and the optical ramp test
of Section 8.4.1 is performed, following a calilwatrun. Both the ramp test output
and the calibration results, specifically the tiolarks obtained form the timing
calibration (see Section 8.2.2.4), are checkearamalies.

Two passes of the universal readout test are tbaeducted, using 100 kHz
randomly distributed L1 triggers, a simulated Texc&ccupancy of 6% and full error
checking; the first analyses 100,000 triggered epackets read out through VME
(taking ~10 minutes) and the second verifies 1@00 triggered events read out via
S-Link (requiring ~1 hour). It should be possibte domplete the post production
acceptance test for a single FED within ~90 minukess than two months should

therefore be required for the testing of all of #5® FEDs that will be used at CMS.
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8.5 Full Crate Tests

In addition to characterising the performance afividual FEDs it is important to
verify that they function correctly when multipl@drds are operated simultaneously
within a single VME crate. At CMS, the rack laydts been organised such that each
crate will hold up to 16 FEDs [110]; while the bddras been designed to avoid any
access conflicts, with power requirements that avihin the LHC crate
specifications, functionality cannot be completglyaranteed until a full crate of
FEDs has been tested under realistic CMS conditions

This procedure essentially involves the simulatwinthe entire Tracker
readout system. Multiple FEDs must be driven byoaptinputs from multiple FTEsS,
with independent event handling and synchronisafiana single TCS system. The
complexity of the testing setup is thus increasgdrorder of magnitude.

It is possible to manage the system by splittinghidb a number of almost
independent sub-units, where each unit consista BED combined with its own
individual set of driving and readout hardware.altie each FED should be provided
with optical inputs from a four-FED-Tester FTE;practice, only 9 FT boards exist
and so it is necessary to either split them intalean Ensembles and partially
populate FEDs, or run a number of FEDs in Scopeemwiih no optical signals.
Similarly, all FEDs should be read out via S-Litkit the limited availability of FED
Kits means that a mixture of S-Link and VME readoull be used for the initial
Laboratory tests.

One sub-unit is equivalent to the standard sing®Full system test
apparatus, with two principal exceptions; the numiifehardware elements in each
unit is variable and a single ‘Master Unit’" will quide the TCS source for all the

others. A Master Unit must therefore consist ofFdiE, a TT®&i and a TT@x and
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may optionally contain a FED and a FED Kit. Otheb-sinits should contain at least
a FED, with an additional FTE and/or a FED Kit degieg upon hardware
availability. The TT@x distributes optical clock, trigger and controlreads to the
FED in each unit, whilst the FT Masters in each FFE& daisy chained together (as
described in Chapter 6) in order to achieve synubation with the FTE in the
Master Unit. A block diagram showing an examplehaf hardware configuration for
a system containing five base units with a mixtfrf€ED input and readout options is

given in Figure 8.24.

KEY:
VME Control Signals .
Electrical TTC Signals ~ ======+ | |:|
Optical TTC Signals D ™
Optical Frame Data ~  =s=ss >
PC
S-Link/VME Readout Data s ’J—I—‘
Master Unit O Unit 1 Unit 2 Unit 3 Unit 4
FTE B -] - - B i FTE Bl -] - - - B . FTE
FED FED FED FED FED
Optical Input No Input Optical Input No Input Optical Input
S-Link Readout VME Readout S-Link Readout S-Link Readout VME Readout
FED Kit FED Kit FED Kit
\ 4 \ 4 \ 4 \ 4 \ 4

Figure 8.24: A block diagram of an example ‘muliplED test’ setup. This system
contains five FEDSs; three are supplied with opticgduts from an FTE, while the others
are operated in Scope mode with no input. A mixtdirfs-Link and VME readout is used.
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The UniversalFedToolbox described in Section 8.idtsnded for the control
and read out of a complete test system utilisingirgle FED. However, it was
designed for maximum flexibility and reusabilitycaas such is able to ‘intelligently’
configure itself depending upon the Descriptioedilthat are passed to the internal
UniversalConfigurator object. If a system does comtain a TT®i, FTE, FED or
FED Kit then it is sufficient to simply omit the mesponding Description files and
the UniversalFedToolbox will automatically construnly the required hardware
access and helper objects (for example, if thereoi=TE or FED then it is not
necessary to implement an FTeFrameMaker).

It is therefore possible to represent each undrafe test hardware as a single
UniversalFedToolbox object. Applying a similar teajue to that used with the FED
Tester software, the entire crate test system &n tambodied by a top level
UniversalFedToolboxEnsemble  class, which  containsn aarray  of
UniversalFedToolbox’s combined with mapping infotima about which unit is the
Master (TCS source). As the final FMM hardware (€&apter 3) used to merge the
throttle signals from a number of FEDs is not yedikble, it is also necessary to
define a ‘Throttle Master’; this corresponds to timit whose FED throttle signals are
output to the Master TCS and, to prevent bufferribow, is read out last at each L1
trigger.

The UniversalFedToolboxEnsemble is a powerful aoiestwhich supports
any permutation of crate test hardware, with thenesaease of configuration,
calibration and readout (tuned to the items coethiwithin each unit) that is found
with the UniversalFedToolbox. It is limited only lbige number of PCI slots that the

host computer contains; the current PC has sis,sbatch of which may accept a FED
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Kit receiver or a PClI VME Bus Adapter card (whichturn enables access to the 20
slots of a VME crate).

A ‘multiple FED test’ has been written using the
UniversalFedToolboxEnsemble framework. This hasix#he same functionality as
the universal readout test described in Section28.But includes simple error
checking between the events that are read out é&ach FED in order to verify board
synchronisation. The event number and LHC buncksing numbers are compared,
as too are the lengths of any events that are saadth Scope mode with the same
scope length; if any mismatches are found, thedata from each event are dumped
to the automatically generated report file.

The potential of the multiple FED test software hast yet been fully
exploited, as the test station situated at RAL (tmdy institute in the UK with
sufficient boards to populate an entire cratehisanstant use for the post production
acceptance testing of new FEDs. However, simples iesolving 2 FEDs driven in
Zero Suppressed mode by 2 FTEs with mixed S-Link\AME readout, and 8 FEDs
all read out in Scope mode via VME, have been cotedliand no event errors or
synchronisation problems have been observed.

For a crate containing 8 FEDs, events may be readrd checked for errors
at a maximum rate of ~19 Hz. This is very low, algrimarily by the bandwidth
limitations of the VME readout path, but is adegufiir basic commissioning. It is
perhaps interesting to note that the initial ctast using the final CMS DAQ to read
out 10 FEDs in Scope mode through VME achievedta dde of only ~7 events per
second without any error checking (although thi#f improve immeasurably when
the event filter farm is in place). An example repile generated by the multiple

FED test is shown in Figure 8.25.
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KKK XX XRRXRKARERRER

* General Settings *
22y iy

——————————————————————————— 8ystem summary: --------——----———————-——--——--—

Number of UniversalFedToolboxEnsembles:

FTE TCS Master index

FED

ok

L2 2]

Throttle Master index

UniversalFedToolbox 0 contains:

FTE 0

FED 0

FTE Frame Maker 0
Universal FED Event 0
FED Status Reader 0

UniversalFedToolbox 1 contains:

FED 1
Universal FED Event
FED Status Reader 1

[

UniversalFedToolbox 2 contains:

FED 2
Universal FED Event 2
FED Status Reader 2

UniversalFedToolbox 3 contains:

FED 3
Universal FED Event 3
FED Status Reader 3

UniversalFedToolbox 4 contains:

FED 4
Universal FED Event
FED Status Reader 4

=

UniversalFedToolbox 5 contains:

FED b
Universal FED Event 5
FED Status Reader 5

UniversalFedToolbox 6 contains:

FED 6
Universal FED Event 6
FED Status Reader 6

UniversalFedToolbox 7 contains:

FED 7
Universal FED Event 7
FED Status Reader 7

-- Configurator settings for

Current FED settings:

FED - Read Route

FED - DAQ Mode

FED - Scope Length

FED - Test Register

FED - Strip Pedestal

FED - Strip High Threshold
FED - Strip Low Threshold
FED - Crate Number

FED - Slot Number

FED - Clock Source

FED - Trigger Source

Current FTE settings:

FTE - Trigger State

FTE - L1A Period

FTE - L1A Low Rate Period

FTE - L1A Random Rate

FTE - Minimum Trigger Spacing
FTE - TCS Source

FTE - TCS Status Input Enable

Current FTE FM settings:

FTE FM - Cluster Definition
FTE FM - Cluster Widths File
FTE FM - Digital High Level
FTE FM - Digital Low Level
FTE FM - Pedestal Level

FTE FM - Maximum Hit Level
FTE FM - Minimum Hit Level
FTE FM - Gaussian Noise Level

UniversalFedToolbox OERESSS

8
0
1

FED9U_ROUTE VME
FEDSU MODE SCOPE
p MED SN
NORMAL

0

50

50

1

12
FED9U_CLOCK TTC
FED9U_TRIG TTC

REPETITIVE
40000
40000

164

40

LOCAL SRC
oN

MULTI_STRIP

ConfigFiles/FTeFrameMakerFiles/FTe CluWidthDistr Simulation.txt

3600
400
1200
2050
1950
0

Figure 8.25(a): An example ‘multi FED test’ reperPage 1.
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—————————— Confiqurator settings

**% Current FED settings:

FED - Read Route
FED - DAQ Mode

FED - Scope Length
FED - Test Register
FED - Strip Pedestal

for

FED - Strip High Threshold

FED - Strip Low Threshold
FED - Crate Number

FED - Slot Number

FED - Clock Source

FED - Trigger Source

—————————— Configurator settings

#*% Current FED settings:

FED - Read Route
FED - DAQ Mode

FED - Scope Length
FED - Test Register
FED - Strip Pedestal

for

FED - Strip High Threshold

FED - Strip Low Threshold
FED - Crate Number

FED - Slot Number

FED - Clock Source

FED - Trigger Source

7777777777 Configurator settings

*%*% Current FED settings:

FED - Read Route
FED - DAQ Mode

FED - Scope Length
FED - Test Register
FED - Strip Pedestal

for

FED - Strip High Threshold

FED - Strip Low Threshold
FED - Crate Number

FED - Slot Number

FED - Clock Source

FED - Trigger Source

—————————— Configurator settings

**% Current FED settings:

FED - Read Route
FED - DAQ Mode

FED - Scope Length
FED - Test Register
FED - Strip Pedestal

for

FED - Strip High Threshold

FED - Strip Low Threshold
FED - Crate Number

FED - Slot Number

FED - Clock Source

FED - Trigger Source

—————————— Confiqurator settings

**% Current FED settings:

FED - Read Route
FED - DAQ Mode

FED - Scope Length
FED - Test Register
FED - Strip Pedestal

FED - Strip High Threshold

FED - Strip Low Threshold
FED - Crate Number

FED - Slot Number

FED - Clock Source

FED - Trigger Source

for

UniversalFedToolbox

= FED9U_ROUTE VME
= FED9U_MODE_SCOPE
=6

= NORMAL

=0

= 50

= 50

=1

S5

= FED9U_CLOCK_TTC
= FED9U_TRIG TTC

UniversalFedToolbox

= FED9U ROUTE VME
= FED9U_MODE_SCOPE
=6
= NORMAL
0
= 50
=50
=1
=9
= FED9U_CLOCK_TTC
= FEDSU_TRIG TTC

UniversalFedToolbox

= FED9U_ROUTE VME
= FED9U MODE SCOPE
=86

= NORMAL

0

= 50

= 50

=1

=10

= FED9U_CLOCK_TTC
= FED9U_TRIG_TTC

UniversalFedToolbox

= FED9U_ROUTE VME
= FED9U_MODE_SCOPE
-6

= NORMAL

=0

= 50

= 50

=0

=16

= FED9U_CLOCK TTC
= FED9U TRIG TTC

UniversalFedToolbox

= FED9U_ROUTE VME
= FED9U_MODE_SCOPE
= 86

= NORMAL

=0

= 50

= 50

=1

=13

= FED9U_CLOCK_TTC
= FED9U_TRIG TTC

Figure 8.25(b): An example ‘multi FED test’ reperPage 2.
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7777777777 Configurator settings for UniversalFedToolbox G

*** Current FED settings:

FED - Read Route = FEDSU ROUTE VME

FED - DAQ Mode & FEDBU_MODE_SCOPE

FED - Scope Length =6

FED - Test Register = NORMAL

FED - Strip Pedestal =0

FED - Strip High Threshold = 50

FED - Strip Low Threshold = 50

FED - Crate Number =al

FED - Slot Number =19

FED - Clock Source = FED9U CLOCK TTC

FED - Trigger Source = FEDYU_TRIG TTC
—————————— Configurator settings for UniversalFedTocolbox B

#%% Current FED settings:

FED - Read Route 5 FEDBU_ROUTE_VME
FED - DAQ Mode = FED9U MODE SCOPE
FED - Scope Length =86

FED - Test Register = NORMAL

FED - Strip Pedestal =0

FED - Strip High Threshold = 50

FED - Strip Low Threshold = 50

FED - Crate Number Cohal

FED - Slot Number = 20

FED - Clock Source = FED9U CLOCK TTC
FED - Trigger Source = FEDSU_TRIG TTC

S R R R
it A A T S S S I G T A T A S S T

Test 1:
Initial settings:
Number of triggers to send from FTE TCS Master = 1000
FED event comparison enabled
System status checking enabled
- UniversalFedToolbox 0:
Maximum readout rate (MB/s) = 400
Tracker occupancy percentage = 5
Fed9UEvent error checking enabled

- UniversalFedToolbox 1LE

Maximum readout rate (MB/s) = 400
Fed9UEvent error checking enabled

- UniversalFedToolbox 2:

Maximum readout rate (MB/s) = 400
Fed9UEvent error checking enabled

— UniversalFedToolbox 3:

Maximum readout rate (MB/s) = 400
Fed9UEvent error checking enabled

— UniversalFedToolbox a:

Maximum readout rate (MB/s) = 400
Fed9UEvent error checking enabled

- UniversalFedToolbox 5:

Maximum readout rate (MB/s) = 400
Fed9UEvent error checking enabled

- UniversalFedToolbox 6:

Maximum readout rate (MB/s) = 400
Fed9UEvent error checking enabled

- UniversalFedToolbox 7:

Maximum readout rate (MB/s) = 400
Fed9UEvent error checking enabled

Figure 8.25(c): An example ‘multi FED test’ reperPage 3.
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***%* Results For Test 1: ***x

Number of triggers sent = 1000
Time taken = 53.42
- FED 0:
Number of events received = 1000
Data rate (MB/sec) = 0.0289923
Fraction of samples for which throttle was enabled =0
Errors:
Number of events with Event Number errors =0
Number of events with Event Length errors =0
Number of events with Fed9U CRC errors =0
Number of events with Fed9UEvent construction errors = 0
- FED 1:
Number of events received = 1000
Data rate (MB/sec) = 0.0289923
Fraction of samples for which throttle was enabled =0
Errors:
Number of events with Event Number errors =0
Number of events with Event Length errors 0
Number of events with Fed9U CRC errors 0
Number of events with Fed9UEvent construction errors = 0
- FED 2:
Number of events received = 1000
Data rate (MB/sec) = 0.0289923
Fraction of samples for which throttle was enabled =0
Errors:
Number of events with Event Number errors =0
Number of events with Event Length errors =0
Number of events with Fed9U CRC errors =0
Number of events with Fed9UEvent construction errors = 0
- FED 3:
Number of events received = 1000
Data rate (MB/sec) = 0.0289923
Fraction of samples for which throttle was enabled =0
Errors:
Number of events with Event Number errors =0
Number of events with Event Length errors =0
Number of events with Fed9U CRC errors =0
Number of events with Fed9UEvent construction errors = 0
- FED 4:
Number of events received = 1000
Data rate (MB/sec) = 0.0289923
Fraction of samples for which throttle was enabled =0
Errors:
Number of events with Event Number errors =0
Number of events with Event Length errors =0
Number of events with Fed9U CRC errors =0
Number of events with Fed9UEvent construction errors = 0
- FED 5:
Number of events received = 1000
Data rate (MB/sec) = 0.0289923
Fraction of samples for which throttle was enabled =0
Errors:
Number of events with Event Number errors =0
Number of events with Event Length errors 0
Number of events with Fed9U CRC errors 0
Number of events with Fed9UEvent construction errors = 0
- FED 6:
Number of events received = 1000
Data rate (MB/sec) = 0.0289923
Fraction of samples for which throttle was enabled =0
Errors:
Number of events with Event Number errors =0
Number of events with Event Length errors =0
Number of events with Fed9U CRC errors =0
Number of events with Fed9UEvent construction errors = 0
- FED 7:
Number of events received = 1000
Data rate (MB/sec) = 0.0289923
Fraction of samples for which throttle was enabled =0
Errors:
Number of events with Event Number errors =0
Number of events with Event Length errors =0
Number of events with Fed9U CRC errors =0
Number of events with Fed9UEvent construction errors = 0
Event comparison errors:
Number of Event Number mismatches =0
Number of Bx Number mismatches =0
Number of Event Length mismatches =0

Figure 8.25(d): An example ‘multi FED test’ reperPage 4.
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~ Chapter 9 ~

The FED Front End Firmware

9.1 The FED Front End Firmware Functionality

Most of the data processing performed by the FEDaisied out within the 8 FE
Units on each board. As described in Chapter 4 dJRit reads the optical output
from 12 multiplexed APV pairs, amplifying, digitrej and de-skewing the signals
before passing them to a FE FPGA for analysis.|lajpeut of the FE FPGA firmware
iIs summarised in Figure 9.1. It was originally deped in Verilog by W. Gannon
[61], but has since been converted to VHDL by Orh&ousing Mentor Graphics

FPGA Advantage [97].
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Figure 9.1: A block diagram showing the layoutted FED FE FPGA firmware. (Figure
taken from Reference [61])
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9.1.1 Housekeeping

Data initially enter a ‘Housekeeping’ block, whicbnducts the routine tasks of event
detection and APV fault monitoring. A ‘ticker’ blk@xamines the input from each of
the 12 FE channels, comparing every ADC value vdtlprogrammable digital
threshold. In the absence of L1 triggers, the sifnoan a multiplexed pair of APVs
should consist of a two-clock-cycle wide logic higtk mark which repeats with a 70
clock cycle period. The ‘ticker’ block is able kock to this mark, ensuring that it
remains in synchronisation with the APVs.

Frame headers, signalling the start of an eveatjdantified by an additional
four logic high values immediately after a tick mawWhen these are detected, the
‘ticker’ block collects the interleaved 8bit pipsdi addresses and error bits from the
multiplexed APV headers and generates a start poliselicate that the following 256
ADC samples represent physics data.

A ‘tick master’ block monitors the start pulsesmuttby each of the ‘tickers’.
If the 12 FE channels are correctly synchronisedsgs from all ‘tickers’ will be
generated at the same time. To account for synidation loss, the start of an APV
event is in fact defined by the ‘tick master’ tothe clock cycle in which more than
half of the enabled ‘tickers’ detect a frame. Taissures that the readout of all 12
channels remains in phase; ‘tickers’ that do neeagvith the majority are marked
with appropriate status bits.

The ‘tick master’ additionally reads the APV pipeiaddresses output by the
‘tickers’, and calculates the majority (the mostnetoon value for each of the 8 bits).
Pipeline addresses for all APVs should be the samégss a ‘ticker becomes
unsynchronised or an APV develops a fault. Provitlet more than half of the

‘tickers’ are in synchronisation, the majority pipe should give the correct value.
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Whenever an event occurs, the ‘tick master’ sendtad event pulse to the
‘data path’ region of the FPGA, while the majontipeline address and a number of
status bits are transmitted to the BE FPGA forusidn in the final event packet. The
status bits enable the DAQ to determine which chBnare unsynchronised, which
pipeline addresses do not agree with the majontyvahich APVs have error flags. If
a large number of channels lose synchronisatisaset command may be sent to the
Tracker.

9.1.2 Data Path

Most of the FE FPGA resources are applied to thk td processing the APV strip
data, extracting the required hit information andféring it prior to readout. This is
accomplished by the ‘data path’ block. To maxinesgciency the 12 input channels
are processed in parallel, using the same logigesexg. Functionally, the firmware is
divided into 6 identical sections; a number of ared memory are shared between
pairs of inputs, to minimise logic requirements.

The first procedure carried out on data input tthezhannel of the ‘data path’
block is pedestal subtraction. Pedestals are coemsrof the strip signals that should
be invariant with time (over the timescale of a Clk&erimental run), but may be
different for every strip. Relative pedestal magdés can be estimated by taking the
average of the strip heights in the absence of &itd are loaded into a look up table

Theoretically, pedestal subtracted data shouldisboghit and random noise
signals, superposed with a ‘DC’ Common Mode (CM}elf that may vary between
events but is constant for each APV. The secondestd the ‘data path’ block
calculates and subtracts this CM, a process destrib detail in Section 9.2.

Additionally, the APV strip data are reordered tatan the physical strip layout (the
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128 channels of an APV are arranged in a non-palysequence when multiplexed at
the output of the chip). While the CM is calculgté&PV values are read into a
Reordering RAM; they are read out in the corredeoras the Common Mode offset
IS subtracted.

The ‘data path’ block then conducts the processhibffinding, or Zero
Suppression (see Chapter 4). This is achieved plyiag a two-layered threshold cut
to the data. If multiple adjacent strips have anaignagnitude greater than threshold
A, they are treated as hits and output. Any isolategs with a magnitude greater
than threshold are also regarded as hits; thresiBld larger than threshold, as a
single high value is more likely to be caused bis@dhan two or more neighbouring
ones. Data from all other strips are discarded.

In Zero Suppressed mode, hits are grouped intdeckisThe starting address
and length of each cluster is output, followed bg torresponding strip values. As
one data word is transmitted each clock cycle, fi@e clock cycles are required for
the cluster address and length before each setsoflh order to meet these timing
constraints, it is necessary to join any clustbet fare separated by less than two

strips (spanning the value in between).

Input Value Output Value
1023 255
254 — 1022 254
0-253 0-253
<0 0

Table 9.1: Rules for reducing Zero Suppressed dadéh from 10bit to 8bit.

Whilst hit finding, the data width of the strip uals is additionally clipped
from the 10bit range of the input ADC down to &itording to the scheme in Table
9.1, reducing the overall data volume output frone tFED. This should not

significantly affect the performance of the Trackes most normal physics data
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should fit within the smaller digital range and piosal information is the most
important factor when reconstructing tracks; a L8IRIC is initially used primarily to
allow for large scale offsets in the data causegddnestals and CM.

The reduced width cluster data are finally combingdh event status
information and stored in the FE memory buffer. Witadl the words of the event
packet have been written, its size is transmittethe BE FPGA,; the data lengths
from all FE FPGAs are transmitted simultaneously] ghe BE FPGA determines
whether there is currently enough space withinBBEememory buffer to hold all of
the information. If so, the BE FPGA sends a reaguuse to all of the FE FPGAs.
Data from the 12 channels of each Front End arel mat sequentially and
multiplexed down from 8bit words at 80 MHz to 4hibrds at 160 MHz, in order to

reduce the number of required data line connectiotise BE FPGA.
9.2 Common Mode Subtraction

The CM is that component of the signal offset whglkommon to all channels of an
APV. If an event contains no hit information them@od approximation of the CM
for an APV can be calculated by taking the averafdhe strip values (minus
pedestals). In practice, events processed by tiie Wl contain hits, superimposed
onto the Common Mode offset, which must be excluttedh the calculation. A

simple mean algorithm is therefore insufficient tbe determination of CM values
during the acquisition of normal physics data. Tdwerent FED CM subtraction
algorithm and a potential alternative are discussede following sections.

9.2.1 The Median Method

Currently, hit information is effectively discardetlring the CM calculation by
taking the median of the APV channel values. Theiareis the central value when

the strip data are sorted in numerical order, andueh is relatively unaffected by
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outliers (i.e. hits). It should therefore providg@od estimate of the true mean offset
(within statistical noise fluctuations) providedathess than half of the APV channels
contain hits.

In a non-resource-critical environment, the medéma set of values may be
found through the simple process of ordering thgnsibe and selecting the value in
the middle. However, it is difficult to implement &fficient sorting algorithm in the
limited space of the FE FPGA. Typically, sortinged ofn data values requires at best
n log(n) iterations, with each iteration involving somerfoof loop through all the
values, and at wors¥ iterations. If a single data operation were carget every
clock cycle in the FPGA, it would therefore takepagximately 36,000 clocks to
guarantee the correct reordering of 128 strip \sal@dternatively, the strip data could
be processed in parallel at each iteration, reduthe time requirements to ~270
clock cycles but necessitating simultaneous acteeske 128 elements of an array
containing all of the strip values at every cloichplementing such an array inside the
FE FPGA uses of the order of 15% of the chip logi.12 Channels of data must be
processed in parallel, this is clearly impractical.

In order to make best use of the FPGA resources, Median Method
algorithm (developed by M. French and W. Gannomysgis of a two stage histogram
approach. At the first pass, a histogram is forwieithe highest 5 bits of the 128 10bit
values from each APV. By sequentially summing tbetents of each histogram bin
until the total is greater than or equal to 64ipossible to find the bin in which the
median value lies. This gives the first 5 bits lodé imedian which are then used as a
mask to filter out potential medians during a secpass through the data, where the
lowest 5 bits of the APV values are histogrammeegfju@ntially summing the bin

contents of the second histogram again enablesdhtral 5bit value to be found.
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Combining the highest and lowest 5bit values framtivo histogram passes provides
the median of the 128 APV channels.

9.2.2 Median Method Timing

A diagram showing the flow of the Median Methodalthm is given in Figure 9.2.
The median logic blocks are clocked at twice theCLiuinch crossing rate of 40 MHz
in order to reduce the time required for the calttah; consequently, all timings are

given in 80 MHz clock cycles (at 12.5 ns intervals)
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Figure 9.2: Median Method CM calculation timing dram. All times (values in brackets)
are given in 80 MHz clock periods. (Figure takemnfrReference [61])

Strip data from each multiplexed pair of APVs sitankously enter the
Reordering RAM and the first median calculationddl@t 40 MHz. Storing the data
for one complete event and building the first-paissogram of the median algorithm
therefore requires 512 clocks. Scanning through tistogram takes a further 32
clocks, after which the first stage median blockrée to begin processing data from
the next event (which may arrive within as litte X6 clocks).

Once the highest 5 bits of the median value haen lieund, the Reordering
RAM is triggered to begin outputting de-multiplexedordered APV strip data at 80
MHz. These are read into the second median cailgcanlatock, which is implemented
using a single RAM in order to reduce logic constiarp It must therefore operate
sequentially on the data from each APV; each sepaisd histogram takes 128 clocks
to build, followed by another 32 clocks for scarmgthrough the result. Readout of the

CM subtracted data can begin as soon as the Rewyde@AM is free, after both
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second-pass histograms have been completed. T&iis agcurs sequentially for each
APV and requires a total of 256 clocks. To allow donsecutive input events with a
minimum spacing of 16 clocks, the second histogramgnstage of the median
algorithm and the final CM subtracted readout nactur within 560 clocks; these
processes currently require 544 clocks and thwedit within the time limit.

9.2.3 Motivation for a New Common Mode SubtractiorAlgorithm

The Median Method for CM calculation has been testeensively in simulation and
hardware (for example, in Reference [106] and enEED hit-finding verification of
Chapter 8). While it has proved to be extremelyabd¢ for analysis of all typical
proton-proton collision event data, it has two msertcomings.

Firstly, the median algorithm will fail catastrophlly if more than half of the
channels of an APV contain hits. In this case ta&iue will be incorrectly identified
as the median. Subtracting this false median wiifoduce an unknown negative
offset to the highest 64 hit-strip values and resuthe loss of hit information on any
other strips.

Events with greater than 50% occupancy are moalylito occur during heavy
ion collisions and so under these conditions ihisnded that the FED will either run
in Processed Raw mode, or that the Zero Supprédkkdalue will be shifted from
the median of the APV channel data to somewheredsst the lowest and the 63
lowest values (effectively taking the median of ubset of the smallest channel
values). However, neither of these solutions aealidrunning in Processed Raw
mode will unnecessarily increase the overall FEfa date, leading to a reduced event
trigger rate, and adjusting the level of the medmmleal with particular occupancy

ranges results in an algorithm that does not fonctvell under general conditions.
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Ultimately, it is desirable to run always in Zeroafpressed mode, but with a CM
calculation that is able to deal with events whielve arbitrary occupancy.

Secondly, preliminary Test-beam data from Trackerte® Barrel detector
modules has revealed the phenomenon of non-unifokiin a small number of
APVs (an example can be found in Reference [114¢, shown in Figure 9.8). These
APVs typically demonstrate a splitting of the baselinto two distinct levels,
superposed with non-linear continuous noise fluatna. The effects are generally
small, of the order of 10 FED input ADC counts otlez entire range of a frame, but
they can cause the Median Method algorithm to faia baseline is split over two
levels then the median for each will be differeitjs therefore inappropriate to
calculate and subtract just one median value.

Indeed, non-uniform baseline effects cannot be ectir described as
Common Mode offsets since they are not common kiwehannels, and so any
standard CM algorithm will fail. However, as demwated by S. Paoletti [111], it is
possible to minimise the impact of global APV basefeatures by dividing the frame
into subsections and calculating the CM locally dach. This deals effectively with
baseline splitting (the individual levels are calesed separately) and limits the
impact of other non-uniform noise fluctuations e section in which they occur (i.e.
a noise feature in one section will not affect @i calculation for another).

Unfortunately, applying a CM algorithm to specifiegions of a frame
requires the APV channels to be in order. The fatsige of the current Median
Method is carried out while the APV data are beiegd into the Reordering RAM.
Analysing reordered data would require fitting bsetages of the median algorithm in
the time period currently occupied by the seconstogramming pass. This is

impractical to achieve in the limited space of HieFPGA.
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It would be beneficial to the performance of the €Nlracker if the inherent
limitations of the Median Method could be addresd®d an alternative CM
subtraction algorithm. The discovery of non-unifo@W during the prototyping of
detector modules also highlights the fact thattthe nature of CM effects will not be
known until late in the Tracker assembly procesExpected issues can and do arise
when different items of hardware are used togdthrethe first time. Consequently, it
is important to investigate and develop a varietyC® subtraction techniques as
early as possible, before CMS is fully operatioAddjorithms capable of dealing with
‘known’ effects (such as non-uniform CM) must begared in advance, so that a fast
response can be made if these phenomena are abgethe final Tracker system.

Even if these algorithms are never used (ultimatebn-uniform CM may be
found only in the prototype systems), the impleragah of original routines for the
programmable logic devices on the FED encourageslalgers to exploit the full
potential of the board. A good understanding of wha FED FPGAs are capable of
will be an essential aid when attempting to solag future problems that may be
caused by as yet unobserved CM effects.

9.2.4 The Mean Method
The Mean Method algorithm is a feature-rich altéxgato the Median Method. It has
been designed to cope with events that have anpistap occupancy (up to ~98%)
and enables APV frames to be processed in subsedtio greater compatibility with
non-uniform CM effects.

Ideally, the CM for an APV (or section thereof) altbalways be found by
taking the mean of all channels that do not contats; reliably distinguishing
between strips that do and do not contain hit méttion is the only challenging

aspect of this procedure. Whereas the original ambdased algorithm automatically
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‘discards’ hits (provided that there are less tbdi the Mean Method requires an
additional stage of analysis. The simplest techmilgu filtering out hits is to establish
a signal level (or ‘noise cap’) for each event,\abwhich only hits should be present;
the mean of all channel values below that level ttem be determined. In previous
mean algorithm studies (conducted by |. Tomalin6]L0this noise cap has been
found by initially calculating the mean from all XRehannels. Given an event with a
small fraction of hit strips, the mean of all threduwes (CM and hits) will indeed be less
than any one of the hits, but under other circunta this method can prove
inadequate.

If an event contains no or very few hits then th#ial noise cap will be
approximately equal to the CM itself. Averaging @lllthe values below the CM will
result in a final CM estimate that has an artifici@egative offset; subtracting an offset
that is too small from a strip that contains ontyse will lead to an artificially high
final signal level, which could potentially be naken for a hit. Alternatively, if an
event were to contain many hits over a wide rangewels then the overall mean
could lie above the signal height of the smalldrJalues. This would lead to an
artificially high final CM offset, resulting in annknown negative shift to the CM
subtracted hits.

To increase the reliability of the algorithm andabkle the support of high
occupancy events, the Mean Method adopts a lessentianal approach. During an
initial pass though the strip data from each AF\g third lowest value is found; a
predefined noise threshold (equal to some mulpltne APV channel noise) is then
added to this to give the noise cap for the medculzion pass. Starting from the
effective minimum of the CM values and adding a&dixoise range ensures that the

data region used in the mean calculation is redbtiunaffected by the number of hits
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an event contains. As a result, the algorithm rematffective even when events have
a strip occupancy greater than 50%.

It may appear to be more sensible to use the lostegt value as a starting
point for the noise cap calculation, but this cdelald to erroneous final CM values in
the case of APV strip failure. If one of the 128csin microstrips connected to an
APV (or the APV readout channel itself) fails, tnaput frames will contain one strip
value that is set to zero. Consequently, a noipedeaived from the lowest strip value
would be equal to the noise threshold. As the glpiEM level will be of the order of
one hundred ADC counts and the APV channel noiserder of magnitude lower,
this noise cap would almost certainly be less thay of the values received from
functioning strips; the mean of the values belogribise cap would therefore be zero
and no CM would be subtracted. Selecting the tloweest value instead of the lowest
minimises the impact of up to two APV strips fagiduring an experimental run.

9.2.5 Mean Method Timing

The implementation of the Mean Method is conceptusimpler than the Median
Method and fewer clock cycles are required to pgeaach event. A diagram of the
timings for the main stages of the algorithm isvehaon Figure 9.3; values are again
given in 80 MHz clock cycles.

As with the Median Method, strip data from a pdirA®Vs are initially read
into the Reordering RAM, taking 512 clocks. The Riening RAM is then triggered
to output de-multiplexed, reordered data from ih& APV and then the second. For
each APV the noise cap is calculated, requiring d28ks to find the third lowest
value and an additional clock to add the noisestiwkl. Simultaneously, the strip data
are stored in a 128 deep buffer, which is readmiotthe mean calculation blocks as

soon as the noise cap is found. It takes 128 claxksld all of the strip values below
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the noise cap and then a further 12 to perforrmarpidivision and obtain the mean,
at which point the Reordering RAM is triggered forfinal readout and the CM is

subtracted. To minimise logic usage, the same Black used (sequentially) for each

APV.
Noise Cap APV 0 Noise Cap APV 1
(128 + 1) (128 +1)
> Sum APV 0 Sum APV 1
(128) (128)
Div. Div.
APV 0 APV 1
12) ’ (12)
Readout APV 0 Readout APV 1
(128) (128)

397 clocks

Figure 9.3: Mean Method CM calculation timing diagn. All times (values in brackets)
are given in 80 MHz clock periods. ‘Div.’ refersddinary division process.

The CM calculation and subtraction process requ3®3 clock cycles,
significantly less than the 560 clock post-reondgiimit established in Section 9.2.2.
It is this feature of the algorithm that enables #malysis of subsections of reordered
APV frames, for the removal of non-uniform CM eti®cA frame may be considered
as a whole, or split into halves or quarters; tloésen cap and summation blocks
simply output a result after each set of 128, 682strips, with extra binary divisions
inserted as necessary.

9.2.6 Mean Method Logic Usage

Tables 9.2 and 9.3 show the logic requirementaoh &M algorithm for a pair of FE
channels. The implementation of the Mean Method agproximately two and a half
times the amount of logic required by the Mediarti\é. This is primarily due to the
constraint of having to run both passes of the Mdathod (finding the noise cap and

calculating the mean) after the strip data have beerdered. It is therefore necessary
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to buffer the reordered strip values as they asael @ut from the Reordering RAM
during the first pass, so that they remain avadlaior the second. No additional
buffering is required for the Median Method sinte first histogramming pass can

operate on unordered data as they are initiallgt nei@ the Reordering RAM.

Resource: Used: Utilisation:
Function Generators 1151 5.35%
CLB Slices 576 5.36%
Dffs or Latches 750 3.28%

Table 9.2: Mean Method logic usage for a pair of gfEannels.

Resource: Used: Utilisation:
Function Generators 448 2.08%
CLB Slices 224 2.08%
Dffs or Latches 338 1.48%

Table 9.3: Median Method logic usage for a paiF&f channels.

The task of finding the third lowest value in an\ARrame also has high
resource demands, as each strip read from the &awgydRAM must be compared
simultaneously with the current three lowest valeeery clock cycle. However,
despite the increased requirements of the Mean ddetthe algorithm fits easily

within the FE FPGA; the logic usage for the complEE design is shown in Table

9.4.
Resource: Used: Utilisation:
Function Generators 16060 74.68%
CLB Slices 8030 74.68%
Dffs or Latches 10576 46.24%
Block RAMs 24 42.86%

Table 9.4: Logic usage for entire FE FPGA desigicjuding the Mean Method CM
subtraction algorithm.

9.2.7 Experimental Evaluation of the Mean Method
Before any CM subtraction algorithm can be usedCMtS, its functionality and

reliability must be rigorously verified. Typicallythis is done through computer
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modelling; if the algorithm is implemented withirhet ORCA [112] event
reconstruction framework then its performance candsted with large quantities of
simulated Tracker events and a quantitative evalaif hit finding efficiency and
data quality may be obtained (for example, a recmtount of the simulated
performance of the Median Method with heavy ionlisns, which highlights the
need for an algorithm with improved high occuparsypport, can be found in
Reference [113]).

A version of the Mean Method that is compatible WiDRCA has been
written, but thus far time constraints have preetlié full simulation (this will be
accomplished in the near future). However, usirg FED Tester it is possible to
supply a FED with APV frame data that imitates hagtupancy Tracker output or
contains non-uniform CM effects. Via this technigae experimental evaluation of at
least the basic functionality of the new algorithas been performed.

The hardware setup for assessing CM subtractiatergtical to that of the full
FED system tests, described in Chapter 8, althaingh Mean Method requires
additional FED configuration parameters. Each APVMsimbe assigned a noise
threshold (NT) and a ‘Common Mode Type’ (CMT) sadti the latter of which
determines how many subsections each frame witliieed into (1, 2 or 4) during
the CM calculation. Communication with the new stgis is not supported by the
current Fed9USoftware library and so an independ&adan Method register access
class is used, enabling the noise thresholds amdntm Mode Types to be loaded
from a configuration file. This is combined withetHJniversalFedToolbox class
(described in Chapter 8) to produce a standardsfigtem test, in which any custom
APV frames may be input to the FED and compared whie Mean or Median

Method processed output.
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The basic functionality of the Mean Method is ebsdied by driving the FED
with APV frames that contain a linearly increasmagp. Plots of the input to the FED
and the output after CM subtraction are shown gufé 9.4. Each plot contains data

from one of the pair of APVs that are read out bgrmel O of the FED.
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Figure 9.4: Plots showing a linearly increasing ARAmp frame input to the FED
compared with the CM subtracted results when tharidethod algorithm is used. NT is
the noise threshold in FED ADC counts, while CMihis ‘Common Mode Type’ setting
(0 = frame processed in one section, 1 = frameddidiinto halves, 2 = frame divided into
quarters). (a) demonstrates the performance oMean Method in all three CMT modes
and (b) shows the effect of varying the noise tiolek It should be noted that frames w

acquired from the FED in Zero suppressed mode;tduke 10bit to 8bit data width
reduction, all output signals ‘artificially’ satuta above 254 FED ADC counts.



193

Figure 9.4(a) clearly demonstrates the splittinghef APV baseline into 1, 2
or 4 sections for the three modes of operatiorhefNlean Method algorithm. For a
ramp signal, the calculated CM offset should beapproximately the midpoint
between the minimum data value in the sample aednthise threshold. This is
confirmed by studying the-axis intercept and gradient of ramps output fromEED
over a range of noise thresholds, such as thosegure 9.4(b); as expected, it is
found that the relative shift in the CM offset betm noise threshold steps is

approximately half the absolute noise thresholdeal
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Figure 9.5: Randomly generated frames from thekited) pair of APVs read out by
channel 0 of the FED. Each input frame contains antdicially disabled strips, and the
CM subtracted results are shown for all of the Cividdes of the Mean Method
algorithm. (a) corresponds to APV 0 and (b) to ABWhere the same legend applies to
both. Data from a pair of APVs are read out frora #ED in a continuous block of 256
strips; hence the frame from APV1 starts at st@g.1

The ability of the Mean Method to cope with strgréiware failures is verified
by the plots in Figure 9.5, where two strips atdi@n locations in each of the pair of
simulated APVs are artificially disabled. If thegatithm selected the lowest data
sample as the minimum of the data range used bsndan calculation, the CM value
for any noise threshold less than the APV pedestaild be incorrectly found to be
zero. Choosing the third lowest value means tha& @M offset is merely

underestimated by typically 0.8% of the APV pedegiar dead strip; this is
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comparable with the channel noise, and representacaeptable loss of accuracy

given that a critical hardware error has occurred.
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Figure 9.6: Simulated high (a) and low (b) occupa®dV frames processed within a

single event by the Mean Method algorithm (theréga (b) applies to both plots). CM
subtracted results are shown for all 3 CMT modes.

Figure 9.6 demonstrates the high occupancy evardling capability of the
Mean Method. For this test, simulated multiplexedirp of APV frames are
transmitted to the FED, where the output from APWd&s a strip occupancy of
~62.5% while that from APV 1 has an occupancy o6% Both the high and low

occupancy frames are processed in exactly the saaye by the Mean Method
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algorithm. In each case (regardless of whetherfrdmaes are divided into 1, 2 or 4

sections), all of the input hits are correctly itied.
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Figure 9.7: A comparison between CM subtractedltegienerated by the Median and
Mean Method algorithms for a frame with a strip opancy of ~62.5%.

Mean Method results for the high occupancy frameeampared with those
produced by the Median Method in Figure 9.7. It banseen that the median-based
algorithm fails catastrophically, with ~30% of thmgut hits lost and an average level
reduction of ~70% for the hits that remain. Thef@enance of the Median Method
degrades further as Tracker occupancy increaseseaf the Mean Method preserves
all hits provided that at least three strips inheAPV subsection are unoccupied.

An example of the phenomenon of non-uniform CM ikeg in Figure 9.8.
This shows test beam results taken from one pradtienAPV on a TOB sensor
module [111]; the raw frame data have been prodessaoftware (hence the one
negative value that would have been clipped to msme the FED), and the CM
level calculated using the Median Method is showmaadashed red line. Counting
from O (the strip number axis in Figure 9.8 statsl), strips 38 and 39 exhibit

unusually high noise, but the main feature of thengis that the baseline is split into
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two distinct levels. The average background legelstrips 0 to 63 is ~4 ADC counts

higher than that for strips 64 to 127.
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Figure 9.8: TOB test beam data for one problemAf/, demonstrating the phenomenon
of non-uniform CM. The dashed red line shows thdideMethod estimate of the CM
offset. (Figure taken from Reference [111])

Using the computer program DataThief [114], then¢éwvaata in Figure 9.8
were extracted and converted into an APV frame Wleich was loaded into the FED
Testers and transmitted to the FED. CM subtracésdlts obtained using both the
Mean and Median Method algorithms are presentédguare 9.9; to reduce statistical
fluctuations and increase clarity, each data s#tasaverage of the values read from
all 96 FED channels.

When the APV frame is processed in one 128-strgtica® using either the
Mean or the Median Method, the calculated CM offiie$s at approximately the
midpoint of the two baseline levels. Consequerithg offset is underestimated for

channels 0 to 63 and overestimated for channel® @27. The first half of the CM
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subtracted event is therefore artificially shiftapol, which could potentially raise the
noise fluctuations above the threshold for hit diéde, while the second half is
artificially shifted down. In Figure 9.9, a largeoportion of the values from strips 64

and above are subtracted completely, which in exreases could lead to the loss of

hit information.

\I\/Iean & Median: Baseline Split (Averages From All FED Channels, APV O)\
10
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Strip Number

Figure 9.9: A comparison between CM subtracted ltesabtained when the
Median and Mean Method algorithms are applied toAd&V frame exhibiting non-
uniform CM. The data sets (with the exception efitiput FED Tester data) are
the averages from all 96 FED channels. A noisesioéd of 10 ADC counts is
used for the Mean Method, and results for all CMides are shown.

However, if the APV baseline is processed in twlvds (or four quarters), the
calculated CM offsets correctly represent the ayeiignal levels across all strips; in
Figure 9.9, the CM subtracted results for the Melathod with a CMT setting of 1 or
2 are approximately uniform, maintaining randomsediuctuations of approximately

the same amplitude as those in the original data. ability of the Mean Method to
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divide APV frames into subsections should thereforake it a more adaptable

solution for dealing with non-uniform CM effects.
9.3 Cluster Finding

In the current FE firmware, clusters of hits withhPV frames are found using a
simple threshold comparison on reordered pedestdl @M subtracted data. The
threshold testing method of cluster finding regsiitiee baseline of each APV frame to
be approximately uniform. APV splitting and relaiy small-scale CM irregularities
can be dealt with by performing the CM calculatemsubsections of each frame, but
the current algorithms will fail if the APV basedinexhibits extremely large-scale
non-uniform behaviour.

Such behaviour has not yet been observed duringriuinardware tests but, as
stated in Section 9.2.3, it is important to predareas many eventualities as possible.
If, for example, interference between hardware ntexlin the final Tracker system
led to significant distortion of APV baselines (beg the handing capability of the
Mean Method algorithm), the FED would be unableoperate correctly in Zero
Suppressed mode. All events would have to be reddnoProcessed Raw mode,
reducing the maximum Level 1 trigger rate to 10 kéizd the Tracker online software
would require the addition of pattern recognitidggosithms to enable the subtraction
of the non-uniform background.

9.3.1 A New Baseline Correction Algorithm

In an attempt to make cluster finding in the FEDnpatible with APV frames that
have non-uniform backgrounds, a baseline correaigorithm was developed that
could be run in the FE FPGAs themselves. There naa@y accepted baseline
correction techniques (Reference [115] provideseaoellent summary) but they

generally require numerically intensive procedutesd run far more effectively off-
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line on high performance computers than in reaktim the limited resources of an
FPGA. Each FE FPGA must be able to perform simattas baseline subtraction on
events from 12 APVs at a time, in addition to maimnhg all of the standard
housekeeping, frame recognition, pedestal subtractand data reordering
functionality. Consequently, only a few hundreditogates are available for each
instance of the baseline correction algorithm. Amirely new, highly efficient
approach to the baseline subtraction problem weretbre devised.

An APV frame may be thought of as an electromagngpectrum, and the
principles of applied spectroscopy can be usedsimmalysis. Like any spectrum, it
may be considered to consist of signals of intefesthis case hits) superimposed
onto a structured background, with random noiseeddd the result. The background
can usually be assumed to be a low frequency sigilalany amplitude, whereas the
random noise is normally of high frequency and lamplitude. The ‘interesting’
signals are expected to comprise of higher freguespectral components than the
background, with greater amplitudes than the nolsking this into account, the
baseline of the spectrum or frame may be thoughisd slowly varying signal with
local fluctuations that are within the random no@maplitude; that is, the baseline
should be continuous relative to the hit signalssdine correction therefore becomes
a problem of identifying discontinuities in therma and subtracting data that are not
‘interestingly’ bound by discontinuities.

The baseline correction algorithm operates in tiwing manner. It takes
reordered frame data and initially finds and suligdahe lowest value from all 128
channels. A ‘discontinuity threshold’ is then defilh this represents a difference
between adjacent channels greater than would bectegh were the data to consist

purely of background and noise (in practice, itaisnultiple of the APV channel
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noise). It is therefore the limit on the disconttpubetween adjacent strips above
which only hits will be found. An iterative proca@sg of the frame data begins. At
each step, the discontinuity threshold is subtchftem all of the APV channels that
are ‘unlocked’; if a channel value is less than discontinuity threshold, it is set to
zero. All channels that are set to zero after thbtraction are considered to be
‘locked’. A three phase process then examines dhkeld statuses from the current
and previous iterations in order to identify théaddiscontinuities.

The first phase compares the locked statuses bafaefter the subtraction.
Important regions of the ‘strip locked’ profile andherever a locked strip is adjacent
to an unlocked one; at each of these points, tbleebb strip represents baseline that
has been subtracted away, and the unlocked strgither the continuation of the
baseline or a data discontinuity (hit). If one dfese locked/unlocked pairs is
examined before and after the discontinuity thré&shsubtraction then either the
unlocked channel will become locked, signifyingttitawas part of the continuous
baseline, or it will remain unlocked, indicatingatht is a true discontinuity. When a
hit is found in this way, the corresponding charisedutomatically locked to ensure
that nothing is subtracted from the hit informatairthe next iteration.

The subsequent two phases are used to identifylusters that are bound by
discontinuities. If both ends of a continuous blawk unlocked channels become
locked between the start and the end of the fliasp of discontinuity finding, then it
signifies that either end of the block is a hit.tAe channels between the two hits are
further from the baseline than the discontinuityesinold, they must also be hits;
consequently, they are also automatically lockdue Uipdated ‘locked status’ profile
is then input to the next iteration of discontigutireshold subtraction and the process

is repeated, until all of the APV channels haveobse locked and only the hit
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information remains. A more detailed description tbé underlying logic of the
algorithm is given in the following section.

9.3.2 Baseline Correction Algorithm Implementationand Logic Utilisation

A prototype of the new baseline correction alganitthhas been implemented in
VHDL. Figure 9.10 demonstrates the flow of datanfra single APV through the

baseline subtraction logic path; timings are orgaragiven in 80 MHz clock cycles.

128 clk delay 1 clk delay ” 1 clk delay 130 clk delay “ 1 clk delay
=——J» Buffer =P Subtract Subtract F—»| Buffer Add =

Minimum o] Discontinuity Discontinuity
7y A 7| Threshold Threshold
128 clk delay ! 1 .
Find || [
=P Mininum . : 1 clk delay
! , ......... > Locked
I : Pass 1
KEY: . iRy
Strip Data: = I : 1 clk delay
. . ........ >
Minimum Value: — > | : N L;;gseg
Previous Strip Locked:——» 1 I
Current Strip Locked: «sseesee > I 130 9.'!,(. delay 128 clkdelay 4 o gejay
Pass 1 Strip Locked: ==sssas- > 1 : L ——» Locked
o e p| Pass3
Block High Value: = — =» 1 I
Pass 3 Strip Locked: = * =b» O -

Figure 9.10: A diagram showing the flow of datadihgh the main functional logic blocks
of the baseline correction algorithm. Timing valedative delays introduced by logic
processes or buffers) are given in 80MHz clockesycl

Initially the minimum strip value is found whilshe data are read into a
buffer, which would correspond to a Reordering RAiMthe FE FPGA. Once the
buffer is full, strip values are read out one &itree; the minimum is subtracted and a
1bit ‘strip locked’ signal is generated (a striplasked if it has a value of zero after
subtraction, represented by a locked signal of ‘0’)

Each shifted value and locked bit are fed into finst iteration of the

discontinuity threshold subtraction loop. If a gti$ unlocked then the discontinuity
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threshold is subtracted (with any negative valdgged to zero) and a new locked
status bit is assigned. Whilst the strip data @assed into a second buffer, ready for
the next iteration of the loop or final readout tturrent strip locked status signals are
analysed. This represents the core of the procetgre the actual baseline
identification is performed. Due to the simplicity the underlying algorithm, it has
been possible to implement each of the three lgckiasses with almost trivially
simple logic operations. These are described irid@ving sections.

9.3.2.1 Locked Pass 1

pass_1 locke(k) =curr_locked(x) AND (prev_lockedx — 1)AND prev_lockedx + 1))

Previous lteration Current lteration
Discontinuity
1 Threshold 1
R . — Current
Previous e 0 o O T = ‘Zero’ Level
‘Zero’ Level W T |*_|*
23 32 23 32

Strip Number: 231241251261 2712812930311 32
prev_locked ojlo0o|lO0| 11|11 f212f|1]|1
curr_locked ofojof1j1(0[O0]O0|O0]1
pass_1 locked 0O|l0|J]O0O)J]O0O]j]21]0[O0Of|O0OfO0]|1

Figure 9.11: A diagram showing the logic operatmerformed by the ‘Locked Pass 1’
block of the baseline subtraction algorithm. pasdoéked, curr_locked and prev_locked
are the ‘Pass 1’, current and previous locked stagignals, shown in Figure 9.10, and ‘X’

refers to strip number. As an example, the logapiglied to a small section of an

artificial APV frame after baseline subtraction hascurred; strip 26 corresponds to a

hit, and becomes locked. Strip 27 is also a hitl would become locked at the next
iteration.

In order to find discontinuities that have becon@paent between successive
discontinuity threshold subtractions, the ‘Lockeas® 1’ block compares the current
strip locked signal with the result from the prexwgoloop iteration. At each clock

cycle, it merely performs a logical AND between therent locked signal for strip
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and the previous locked signals for strips-(1) and X + 1). This generates an output
signal that is automatically set to ‘0’ when a striext to a locked one remains
unlocked between iterations of the loop. Pass itiaddlly generates a done signal if
every strip during the current iteration is lockedich triggers the loop to stop. A
diagram illustrating an example of a ‘Locked Pasdofjic operation is given in
Figure 9.11.

9.3.2.2 Locked Pass 2

IF ((cluster_started == falsé)\D (pass_1 locke(tk) ==1))

block_high_valudindex] =NOT curr_locked(x - 1)
cluster_started = true

ELSE IF ((cluster_started == trué)ND (pass_1_locke(k) == 0) )
block_high_valudindex] =block _high_valudindex] OR (NOT curr_locked(x) )

cluster_started = false
index++AT NEXT ITERATION

Previous lteration Current Iteration
Discontinuity
| L Threshold 1| L
_ Current
Previous ||| || ‘Zero’ Level
e O T U
43 52 43 52

Strip Number: 43144145 46 47} 481 49 1 50! 51} 52
curr_locked 0 0 0 1 1 1 1 0] O 0
pass_1_locked 0 0 0 0 1 1 0 0 0 0
cluster_started F F F F|T ]| T F F F F
block_high_value | U U U U 0 0 0 Ul u U
index 3 3 3 3 3 3 3 4 4 4

Figure 9.12: A diagram showing the logic operatjgerformed by the ‘Locked Pass 2’
block of the baseline subtraction algorithm. pasdogked and block_high_value are the
‘Pass 1’ locked status and ‘Block High Value’ sitmshown in Figure 9.10, and ‘X’ refe

to strip number. block_high_value is a 64 deep wrmith each element referenced by
‘index’. As an example, the logic is applied tonaadl section of an artificial APV frame;

the cluster from strip 46 to strip 49 is assigneblack _high_value of 0 (‘U means
unassigned), since it is bound on either side bygadtitinuities.
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‘Locked Pass 2’ identifies each cluster of unlock#étps within a frame and assigns
them ‘block high’ values of ‘O’ or ‘1’ depending ap whether or not they are
bounded on either side by discontinuities. Thet stha cluster is found by checking
the locked signal from Pass 1 for a transition leetwa ‘0’ and a ‘1. If such a
transition is found at strig then the ‘block high’ value for that cluster istially set
to the inverse of the current locked signal foipstx — 1); it is therefore equal to zero
if a discontinuity was found at strig £ 1) during the current iteration. Pass 1 locked
signals are then checked until the next strip witB’ is found, signifying the end of
the group; the ‘block high’ value is set to theit@ OR between itself and the
inverse of the current locked signal for that stilipis is a (logically) simple method
for ensuring that the ‘block high’ associated vatkluster is equal to ‘0’ if and only if
the strips at both ends of the cluster were presholocked as discontinuities. The
‘block high’ value for thenth cluster is stored at addressn a 1bit wide, 64 deep
memory array. An example of a ‘Locked Pass 2’ lagperation is shown in Figure
9.12.
9.3.2.3 Locked Pass 3
Once Pass 2 is complete, the next iteration ofdabe begins. ‘Locked Pass 3’ simply
performs the logical AND between the (buffered)$hsocked signals and the ‘block
high’ value for each set of unlocked strips; annepke is shown in Figure 9.13. This
automatically locks any strips that are boundedlisgontinuities, and provides the
previous strip locked values for the current itierat

After all of the strips have been locked, stripues stored in the second APV
data buffer are diverted away from the baselindragtion loop. It is a characteristic

of the algorithm that the discontinuity threshadsubtracted from the non-zero strips
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once too often, and so a final logic block re-atheisthreshold as required before the

data are finally read out.

IF (pass_1 locke(k) == 1)

pass_3 locke(k) =pass_1 locke(k) AND block high_valudindex]
cluster_started = true

ELSE
pass_3 locke(k) =pass_1 lockefk)
IF (cluster_started == true)

cluster_started = false
index++

Current Iteration

— Current

|_|_r _|_|7 —‘ ‘Zero’ Level

60 74

Strip Number: 60 616263646566 67!68!69!70! 717273} 74
curr_locked

pass_1_locked
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index
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o|lnnjo|m|o|o
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olom|o(m|o|r
o|lan|jo|d|lr |+
o|lnnj|jo|d|r | r
o|lo|r|(T|o|r
o|lo|r|[TM|o|O
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Figure 9.13: A diagram showing the logic operatjgerformed by the ‘Locked Pass 3’
block of the baseline subtraction algorithm. cuacked, pass_1_locked, pass_3_locked
and block_high_value are the current, ‘Pass 1’,sB&’ locked status and ‘Block High
Value’ signals shown in Figure 9.10 (‘x’ refersgmip number). block _high_value is a 64
deep array, with each element referenced by ‘indég’an example, the logic is applied
to a small section of an artificial APV frame; thiest cluster becomes locked, whereas the
second does not since it is bound by a discontiraritonly one side. Note that
pass_3_locked is equivalent to the previous losketlis signal for the next loop iteration.

9.3.3 Baseline Correction Algorithm Logic Utilisaton
The logic utilisation for the baseline subtractialyorithm, operating on a single

APV, is shown in Table 9.5. As the algorithm effeely replaces Common Mode
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subtraction, which frees approximately 30% of tleFPGA resources in the case of
the Median Method, it would be quite feasible toluide this hit finding technique in

the FED firmware.

Resource: Used: Utilisation:
Function Generators 431 2.00%
CLB Slices 216 2.01%
Dffs or Latches 284 1.24%

Table 9.5: Baseline correction algorithm logic usagr one APV.

9.3.4 Simulated Performance of the Baseline Corrdoin Algorithm

The new baseline subtraction algorithm has nothegn implemented in the FE
FPGA, as this would require significant changesh way in which the BE FPGA
handles data and throttle signals (denoting théfEer status) from the 8 FE Units.
With the current cluster finding algorithm, a cardt number of clock cycles is
required to process the data from each APV; eaclhiter therefore has the same
occupancy and event data from each FE FPGA are/ readead out at the same
time. In the case of the baseline subtraction #lyor processing each APV frame
may require a different number of iterations. Causatly, the BE FPGA would have
to independently monitor the throttle signals frathFE Units and take measures to
ensure that the data arriving at different timesmfreach FE FPGA are correctly
ordered in the final output event packet. SufficiERGA resources are available for
these additional tasks, but it was not feasiblentudify the firmware in the time
available.

Instead, a test bench for the stand alone singl¢ Afplementation of the
algorithm has been developed, which enables thie togbe simulated with Mentor
Graphics ModelSim [97]. Using the simulation it pssible to run the baseline
subtraction on arbitrary APV frame data, examplésvbich are shown in Figure

9.14.



207

(a) (b)
APV Frame Before and After Baseline Subtraction APV Frame Before and After Baseline Subtraction
Discontinuity Threshold : 16 ADC counts Discontinuity Threshold : 16 ADC counts
Number of Iterations :3 Number of Iterations : 35
500 700
400+ 600 —
8 o]
c € 500
3 300 3
8 —— Raw Data 8 400
a) —— Baseline Subtracted Data a) — Raw Data
<DE 2004 <Df 300 —— Baseline Subtracted Datal
w w
w L 200+
1004
100+ ﬂ
0 T T T T 1 T 0 T T T T T T
0 20 40 60 80 100 120 0 20 40 60 80 100 120
Strip Number Strip Number
(c) (d)
APV Frame Before and After Baseline Subtraction APV Frame Before and After Baseline Subtraction
Discontinuity Threshold : 16 ADC counts Discontinuity Threshold : 16 ADC counts
Number of Iterations 123 Number of Iterations 122
- 800
700 —— Raw Data — Raw Data
600 — —— Baseline Subtracted Datal —— Baseline Subtracted Data
L 600
£ 500 g
=} >
I} <]
8 400 8
a 8 400+
< 300+ ‘-.._._ﬂ“w <
m m
L 200 % 2004
mjl HL N M |
0 T T T T T 0 T T T T T
0 20 40 60 80 100 120 0 20 40 60 80 100 120
Strip Number Strip Number

Figure 9.14: Example APV frames, before and afterapplication of the baseline
subtraction algorithm.

All of the plots in Figure 9.14 are generated vatkiscontinuity threshold of
16 ADC counts. The raw data in Figure 9.14(a)feom a randomly generated APV
frame sent to the FED by the FED Tester and reachddirgin Raw mode. When the
background is flat, with a random noise amplitu@ssl than the discontinuity
threshold, the algorithm requires approximatelp@l iterations to subtract the entire
baseline. More challenging artificial frames withtieely non-uniform baselines are
shown in Figures 9.14(b) to 9.14(c). In each caise,background is successfully

removed and the hits are easily identified.
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Although the baseline subtraction algorithm funesiacorrectly, the current
implementation is in prototype form and a numberssties remain. Currently, there
is little support for disabled strips (or strip taare failures during experimental
runs), and large scale baseline splitting may c#usalgorithm to fail. However, it is
fairly straightforward to add checks for these atads to the firmware and deal with
them as special cases.

Of greater importance is the number of clock cyeksguired to process an
APV frame. If the FED is to operate with 100 kHz ttihgers, a maximum average of
six baseline subtraction iterations are allowed @e&nt. The number of iterations
required for a frame is proportional to the ranfi¢he APV baseline divided by the
discontinuity threshold. For the grossly distorteimes in Figures 9.14(b) to 9.14(d),
over 20 discontinuity threshold subtraction loops @ecessary. At CMS, it is unlikely
that APV baselines will ever exhibit such extreneddviour and most normal events
should be processed within the 6 iteration limitthey are not, the algorithm can
easily be modified to cease after a fixed numbdobops (asserting a status bit if the
baseline subtraction is incomplete); however, iy ia acceptable to run at a reduced
trigger rate if baseline distortion were ever todmae a significant problem at CMS.

Nevertheless, this new baseline subtraction algoriprovides an effective
means for identifying hits in the worst cases ofVABaseline distortion, which could
easily be adapted for use in any circumstancesevaarontinuous background must

be quickly and efficiently removed from a signal.
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Conclusions

The Large Hadron Collider is a particle acceleratesigned for the study of new
physics at the TeV energy scale. As one of two ggmairpose detectors at the LHC,
the Compact Muon Solenoid is designed to ideniiéacly the signatures of a diverse
range of new physics processes, but is optimisethéodiscovery of the Higgs boson.

A vital element of CMS is the Silicon Tracker, whiprovides the information
necessary for the measurement of particle momermndicharge, and enables the
reconstruction of the physical layout of collisi@vents. The LHC represents a
challenging experimental environment, requiringighhperformance Tracker with
very fine granularity and a fast response. It mastvive a hostile radiation
environment for the 10 year lifetime of the expasithand the Tracker readout system
has to cope with unprecedented output data rate$.4fTB/s.

This thesis presents work related to the testimjosavelopment of the Tracker
front end readout electronics and in particular Bvent End Driver, an essential
component which interfaces the detector to the (M$a Acquisition system and

reduces the enormous volume of data from the Traoka manageable level.
The APV25 Readout Chip

The APV25 provides the initial on-detector analegdout stage of the CMS Tracker
silicon microstrips. Chosen primarily for its higttrinsic radiation tolerance, the chip
is implemented using a deep sub-micron ComplemgiMatal-Oxide-Semiconductor
process. Each APV samples, amplifies and shapesigmals from 128 detector
channels, internally buffering data samples to asonodate the CMS Level 1 trigger

latency and readout delays.
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To ensure a Tracker of the highest quality anctieificy, all APVs must be
rigorously verified before they are integrated ittte final system. An APV25 wafer
probing station enables the efficient screeningalbf360 chip dies on each wafer
received from the manufacturer, with a comprehensange of functionality and
performance tests. After investigating and idemdyan initial flaw in the APV
manufacturing process, an excellent productiondyighs been achieved. 131,745
chips have selected for use at CMS, meeting theréguirement of the Tracker.
Results obtained from the wafer probing tests destnate a high level of APV

performance and uniformity.
The APV Emulator

Data can be read out from an APV25 at a maximum ahbne collision event every
7 us. L1 triggers, prompting readout, occur at a maximaverage frequency of 100
kHz, but random fluctuations can lead to triggepasations of less than [Is. To
accommodate these fluctuations, event data areredffwithin each APV. However,
if an increased trigger rate persists for an ex@dnderiod, the APV buffers will
overflow. Due to the transmission time betweendbgector and the Trigger Control
System in the CMS counting room, it is impossiloleronitor the pipeline occupancy
of APVs in the Tracker itself with a fast enougbpense.

An APV Emulator has been developed to preciselyukite the buffer of an
APV and determine its status in less than 50 ngillitbe placed in the CMS counting
room such that the transmission time for statusadggwill be negligible. A “golden”
pipeline address for each L1 trigger is also preslidoy the APVE, enabling
synchronisation checks between all of the APV&ienTracker.

The APVE is implemented as a 6U VME card and therdbdogic is contained

within a Field Programmable Gate Array. Either alrAPV25 chip or an FPGA-
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based simulation of the APV pipeline may be usedmianitor the APV buffer
occupancy; the simulation provides greater bufféciency, as the internal status of
the APV can be accessed directly. A ‘virtual’ TQ®ldast Merging Module are also
included in the APVE firmware, enabling the funaotdity of the board and the
magnitude of the APVE-TCS control loop to be eveddawithout additional
hardware requirements.

The real APV25 chip on the APVE is vulnerable tandge from physical
contact, static discharge and moisture in theitais, therefore necessary to protect it
via encapsulation. Glob top was chosen as the moost effective solution.
Investigations revealed that potentially harmful wacancies are introduced to the
glob top when it is initially mixed. Degassing tepoxy resin in a vacuum sealing
device prior to application was found to removevatancies in the vicinity of the
APV chip. A temperature cycling test proved that émcapsulated APV is tolerant of
thermal fluctuations.

A software package has been written to drive th& BPusing the Hardware
Access Library for VME access. The APVE softwarevtes complete control of the
board, with full logging and graceful exception dlmg. It will soon be integrated
into the XDAQ framework for use in the final systatnCMS.

Measurements of the fraction of L1 triggers vetasda function of the buffer
occupancy threshold at which ‘Busy’ is assertednlmined with a C code model of
the APV pipeline logic, revealed that the Trackeadtime introduced by the APVE
during normal operation at CMS will be of the ordér0.06%. This should have no

significant effect on the overall Tracker deadtime.
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The Front End Driver

During normal operation, the Tracker generates data rate of ~1.4 TB/s. This is
greatly in excess of the processing speed of th&s @AQ. The Front End Driver
reduces the volume of data read out from the Traicka level that is compatible with
the DAQ through the process of Zero Suppressiantitying strips that contain hit
information and discarding the remainder. It alsowerts analog optical signals from
the APVs into the digital electronic format requiréor the subsequent processing
stages.

Each FED accepts ~3 GB/s and outputs ~50 MB/s petept of Tracker
occupancy. Although the average Tracker occupas@xpected to be low, random
increases can lead to an output data rate frorkrEi2 which exceeds the capacity of
the subsequent readout hardware. To absorb occouphuatuations, the processed
event data are buffered at the Front End and Baxk & the FED. However, if the
Tracker occupancy remains high for an extendedogeof time, the buffers will
become full and events will be lost.

Simulations have shown that the FE buffers shoelcable to cope with an
occupancy of 9% before L1 triggers are vetoed, evthie occupancy supported by the
BE buffer is heavily dependent upon the FED readatg. At the nominal maximum
sustained readout rate of 200 MB/s, the simulapedicts that the FED should be
able to cope with an occupancy of 4% before evargdost. This is in excess of the
highest occupancy predictions for the Tracker amdt should not be necessary for
the FED to veto L1 triggers during normal operatithie occupancy limits of real

FED hardware are established during the FED pedooma tests.
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FED Industry Testing

The FED is a complex device; manufacturing a boafdhis complexity is a
technically difficult task, and there is great putal for assembly errors. To reduce
any possible delay to the FED production schediilas important to identify
production faults as early as possible.

A custom Acceptance Test has been designed toyveai¢h manufactured
board before it leaves the assembly plant. The ptacee Test software provides a
framework for entering the results of any manuabcpdures and assesses the
performance of the FED through a comprehensiveesasf automated digital and
analog functionality checks. All test results aretomatically entered into an
XML/HTML database. To enable relatively inexperiedcplant operatives to test
boards effectively, the interface to the Acceptanest software is as user-friendly as
possible; it has simple push-button controls amdear pass/fail approach to testing,
with detailed diagnostics available on demand.

Over 100 FEDs have undergone the Acceptance Testegure without
encountering a single software problem. The Acceg@al est has proved to be highly
effective at screening out faulty boards and wallused for the remainder of the FED

production cycle.
The FED Tester

It is essential to verify the performance of theDFEnder realistic CMS operating
conditions before it is used for data taking infinal system. A FED Tester has been
designed which can precisely simulate the shapetiandg of optical signals from

the Tracker, and also provide the FED with triggad control signals identical to

those from the final TCS. It can be loaded with &BN frame data or test patterns
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and is therefore able to test all data processspe@s of the FED hardware and
firmware. 4 FTs are required to drive all 96 chdsié a FED.

The FT makes use of CMS Tracker Outer Barrel An&@pgohybrids for the
generation of optical signals. As the semicondudéser diodes in an AOH are
temperature sensitive, thermal fluctuations in ldigoratory lead to a variation in
output optical intensity. Testing the FED requiesl-defined optical inputs and so it
Is necessary to employ an AOH temperature conysiesn. The AOH temperature is
stabilised by using a Proportional-Integral-Diffietial feedback algorithm to apply a
controlled heating level to the device in ordermiaintain it at a set point a few
degrees above room temperature. A prototype systas used to quantify the
thermal sensitivity of an AOH; it was found thaethate of change of optical output
with temperature is -0.68 0.02 MIP/°C (quoted error: standard deviation)e Timal
temperature control system implemented on the Flntaintain temperature stability
to £0.18 °C (maximum deviation) over a range of 20 bGwe room temperature.

A complete software package for controlling the IS been written. This
enables 1-5 FTs to be used transparently as aeskiglIEnsemble when driving the
FED, and provides a well-structured ‘descriptiordjext system to organise the
multiple FTE configuration parameters.

S-Link Testing

S-Link is a standardised specification for commahan between a front end module
and the next stage of its readout system. The FE@sk prototype of the S-Link64
connection that will be used to readout the FEDMS.

An experimental setup was developed to enable B-tlata integrity checks
using real FED hardware under (approximately) séialiCMS operating conditions. 1

TB of test pattern data were transmitted throughSam S-Link connection without
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receiving errors, corresponding to a probability-8f4 x 10* @ 95% CL that an S-
Link word will be transmitted incorrectly. With theurrent setup, a data verification
test lasting ~5 months would be required to guaeanto more than one S-Link
transmission error per week of normal CMS operafiassuming no errors were
observed). This time could be reduced by operatiatiiple FEDs in parallel, perhaps
using the final CMS DAQ.

A new S-Link Transition Card has also been desigitegrovides a buffered
interface between the FED and S-Link Transmitted @utes FED throttle signals to
a standard Ethernet connector for transmissiohad~MM/TCS. The Transition Card
has been used extensively, for all of the FED perémce tests, and no data integrity

problems have ever been observed.
FED Performance Testing

A complete hardware and software environment fdrF&D system tests has been
developed. To enable efficient control of the systa unified software architecture
has been adopted. All device drivers and utilitjeots are arranged in a well-
organised nested class structure; system configaratalibration and initialisation
can be achieved with a single function call from tniversalFedToolbox class.

A number of FED performance tests have been impiésde using the
UniversalFedToolbox control and access framewofie Tmnean FED channel noise
was measured at 0.70 ADC counts (an equivalenerabiarge of ~220 electrons) and,
for an isolated hit (or cluster) received by a BrigED channel, the induced crosstalk
on the nearest neighbouring channels was foundve hn amplitude equal to ~1% of
the hit magnitude. FED noise and crosstalk shdwddefore have no significant effect

on the performance of the Tracker.
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The ability of FED to correctly identify all inpuits has been verified and its
performance at high data rates has been assesgbdh@/current firmware, the FED
can cope with a sustained Tracker occupancy of ZaBéltemporary fluctuations up
to 7%. However, once the Zero Suppressed Lite noddeperation is in place, the
output data rate from the FED at an occupancy®#foshould decrease from 217.8 to
~139 MB/s. Consequently, the FED should be ableatudle Tracker occupancies in
excess of the predicted maximum average levelsM$ ¢~3%). It has also been
demonstrated that the FED is a viable option fer idadout of the TOTEM tracker,
where the average occupancy will be ~16%, provitted the TOTEM DAQ can
support a sustained data rate of 400 MB/s and 92eAPVs normally read out by a
single FED are instead distributed among four baard

The procedures developed to verify the fundameagalgn and performance
of the FED are also used for the routine post prtdn acceptance testing of all
boards received from the manufacturer. An optiaadp test verifies the photodiodes
in the FED Opto RX components, and a universalaegtst checks the functionality
of the S-Link connection and the FED throttle; witle latter, between 1 x ¥0and 1
x 10 FED events have been analysed from over 30 diffetmards without
receiving errors.

Finally, the UniversalFedToolbox has been expangsuh to enable full crate
tests, effectively simulating the entire Trackeadeut system. An extension of the
universal readout test, supporting an arbitrary lmemmof FEDs, has been written.
Although this has yet to be exploited to its fuitgntial, simple tests involving 2
FEDs driven in Zero Suppressed mode by 2 FTEs witked S-Link and VME
readout, and 8 FEDs all read out in Scope mod&/M&, have been conducted and

no event errors or synchronisation problems haea lobserved.
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The FED Front End Firmware

In Zero Suppressed mode, the FED Front End firmyarérms APV frame finding,
pedestal subtraction, strip reordering, Common Maidtraction, data width
reduction and cluster (hit) finding.

The CM is that component of the signal offset whishcommon to all
channels of an APV. It is currently estimated using Median Method, where the
CM is simply the median of the 128 APV strip valudewever, the Median Method
algorithm fails when the strip occupancy is gre#ttan 50% and it has no support for
the recently discovered phenomenon of non-unifoivh C

An alternative Mean Method has been developed, lwluan cope with
arbitrary strip occupancies up to ~98%. It alsobéem the CM calculation to be
performed on subsections of an APV frame, effettidealing with baseline splitting
and small-scale non-uniform CM effects. The perfamge of the Mean Method has
been verified in hardware, and a full ORCA simuatis forthcoming.

In anticipation of potential large-scale non-unifo€M effects, an extremely
efficient baseline correction algorithm has beevettged. It is capable of subtracting
any continuous background from an APV frame andotopype system has proved to
be highly effective in simulation. A potential doside is that the algorithm relies
upon an iterative process, and if more than 6 titera were required for baseline
subtraction then it would reduce the maximum Lgger rate supported by the FED
to below 100 kHz; however, this may be acceptableaseline distortion were to
become a significant issue at CMS. The baselineection algorithm can easily be
adapted for use in any circumstances where a eani;ibackground must be quickly

and efficiently removed from a signal.
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Acronyms

ACE Advanced Configuration Environment
ADC Analogue-to-Digital Converter

ALICE A Large lon Collider Experiment

AOH Analog Optohybrid

AOI Automated Optical Inspection

APSP Analogue Pulse Shape Processor

APV Analogue Pipeline (Voltage Mode)
APV25 APV in 0.25um silicon CMOS technology
APVE APV Emulator

APVMUX__ APV Multiplexer

ATLAS A Toroidal LHC Apparatus

BE Back End

BGA Ball Grid Array

CCuU Communication Control Unit

CDF Common Data Format

CERN The European Laboratory for Particle Physics Reskar
CF Compact Flash

CL Confidence Limit

CLB Configurable Logic Block

CM Common Mode

CMOS Complementary Metal-Oxide-Semiconductor
CMS Compact Muon Solenoid

CMT Common Mode Type

CP Charge-Parity

CPU Central Processing Unit

CRC Cyclic Redundancy Check

CR-RC Capacitor-Resistor Resistor-Capacitor
CTE Coefficient of Thermal Expansion

DAC Digital-to-Analogue Converter

DAQ Data Acquisition (System)

DC Direct Current (constant level)

Dff Differential Flip Flop

ECAL Electromagnetic Calorimeter

EM Electromagnetic

EPROM Erasable Programmable Read Only Memory
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FE Front End

FEC Front End Controller

FED Front End Driver

FEH Front End Hybrid

FEM Front End Module

FEMB Front-end Motherboard

FIFO First In First Out

FMM Fast Merging Module

FPGA Field Programmable Gate Array
FT Fed Tester

FTE Fed Tester Ensemble

GEM Gas Electron Multiplier

GllI Generic Il

GTCS Global TCS

HAL Hardware Access Library

HCAL Hadronic Calorimeter

HEP High Energy Physics

HLT High Level Triggers

HTML Hypertext Markup Language

IC Integrated Circuitor Imperial College
1°C Inter-IC

ILD Inter-Level Dielectric

JTAG Joint Test Action Group

L1 Level 1

LDC Link Destination Card

LED Light Emitting Diode

LEP Large Electron-Positron Collider
LHC Large Hadron Collider

LHCDb LHC Beauty Experiment

LSC Link Source Card

LTCS Local TCS

LVCMOS___ Low Voltage CMOS

LVDS Low Voltage Differential Signalling
MIP Minimum lonising Particle

MUX Multiplexer

NT Noise Threshold

ORCA Object-orientated Reconstruction for CMS Analysis
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PC Personal Computer

PCB Printed Circuit Board

PCI Peripheral Component Interconnect
PCI-X PCI Extended

PID Proportional-Integral-Differential
QGP Quark Gluon Plasma

RAL Rutherford Appleton Laboratory
RAM Random Access Memory

RJ-45 Registered Jack-45

ROMB Read-out Motherboard

RUWG Readout Unit Working Group

RX Receiver

SEQSI Sequencer for use in Silicon Readout Investigation
S-Link Simple Link

S-Link64 ___ Simple Link — 64bit extension

SM Standard Model

SUSY Supersymmetry

TAP Test Access Port

TCS Trigger Control System

TDI Test Data In

TDO Test Data Out

TEC Tracker End Cap

TIB Tracker Inner Barrel

TID Tracker Inner Disks

TOB Tracker Outer Barrel

TOTEM Total and Elastic Measurement
TTC Trigger, Timing and Control

TTCcli TTC Common Interface

TTCex TTC Laser Encoder/Transmitter
TTCrx TTC Receiver

TTCtx TTC Laser Transmitter

TTCvi TTC VME Bus Interface

USB Universal Serial Bus

UTP5 Unshielded Twisted Pair 5

VHDL VHSIC Hardware Description Language
VHSIC Very High Speed Integrated Circuit
Vi Virtual Instrument

VME Versa Module Europa
VMEG64X___ Versa Module Europa — 64bit extension
XDAQ Cross Platform DAQ Framework
XML Extensible Markup Language

XSL Extensible Stylesheet Language
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