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Abstract

The Higgs boson is a particle that's predicted to exist by spontaneous electroweak symmetry
breaking. Electroweak symmetry breaking is an essential part of the Standard Model of
particle physics, as it generates masses for the electroweak gauge bosons. Finding the Higgs
boson is integral to our understandings of the fundamental particles and their interactions.

Searches for the Higgs boson are conducted by the ATLAS experiment using proton-proton
collisions at the Large Hadron Collider. One of these searches is performed using the H — Tt
decays, which has a clean detection signature and, with H — bB, is one of the only two viable
fermonic search channels. Using collision the 4.7 fb™! of data collected at \/S= 7 TeV, the
H — tT analysis excludes the Higgs boson at approximately 3 times the expected cross
section for 100 < my < 120 GeV and 5 to 12 times the expected cross section for 130 < my
< 150 GeV. The H — 11 search results are combined with those from the other channels to
achieve better sensitivities.

The combined results have excluded most Higgs masses between 110 and 500 GeV. The
only region that is not excluded is at my = 126 GeV, where an excess above the background
expectations is observed in multiple bosonic channels. This excess has a combined local
significance of 5.9 0. ATLAS claims this observed excess as a discovery of a new bosonic
particle, whose properties have thus far been measured to be consistent with that of the
Higgs boson.
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Preface

The ATLAS collaboration consists of approximately 3000 scientists from 164 institutions
worldwide. The experimental work is manpower intensive and as such, analyses are usually
performed in groups. The standard practice is for individuals to join analysis groups, where
they are are assigned specific roles that contribute to the group’s overall research goals.
The collaborative nature of this setup also allows results to be cross checked.

The work in chapter 5 was performed by the author with the data-driven cross checks
provided by the other collaborators of the Z — Tt — || + 4v sub-group. The cross section
measurements presented in chapter 6 was performed by the author in collaboration with the
same group. The author had direct contributions to all the work presented, except for the
data-driven estimates of the W — |v and tt cross sections and the estimation of the ep
multijet background, which were performed by the other group members.

The H — 1T — Il +4v analysis, presented in chapter 8, was performed by the author in
collaboration with the H — 1T — Il + 4v sub-group. All work presented had direct
contributions from the author, with exception to the Z — 1T and y* /Z — ee P background
estimates, which were developed and performed by the other members of the group. The
combined H — TT search results, presented in chapter 9, includes results from the hadronic
H — 1T sub-channels. These analyses were performed by the collaborators of the hadronic
H — 1T sub-groups. Finally, the results from the non-H — 1T search channels, presented in
chapter 10, were performed by the collaborators of the other Higgs analysis groups.
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Introduction

The Higgs boson is a particle that's hypothesised to exist as a consequence of the
spontaneous electroweak symmetry breaking. Electroweak symmetry breaking was first
proposed as a way of generating masses for the electroweak gauge bosons. Ever since its
prediction, many experiments have searched for this particle.

At the time at which the analyses in this thesis were performed, the ATLAS experiment
searched for the Higgs using proton-proton collisions at the Large Hadron Collider (LHC).
ATLAS is general purpose detector that's designed to measure and search for a wide range
of phenomena, which includes searching for the Higgs boson. The main analyses presented
in this thesis used collision data collected at a centre-of-mass energy of \/S=7 TeV.

Precision electroweak measurements have so far preferred a low mass Higgs boson (< 140
GeV/c?). For these masses, H — 11, H — bb, H — W, H—-WWand H— ZZ are all
viable search channels. Analyses are performed in each of these channels by the ATLAS
experiment and their results are combined to achieve the best statistical significance.
Observations of the Higgs boson in multiple decay modes is also required to confirm any
discovery.  This thesis will focus on the H — Tt analyses and in particular the
H — 11 — Il 4+ 4v sub-channel. The H — 1T search channel is important because it has a
high branching ratio, a clean signature and provides an essential test for the Yukawa Higgs
couplings to the fermions.

For Higgs masses below 130 GeV, the most dominant background to the H — TT analyses
comes from the Z — TT process. This background is irreducible, due to the similar topology
and kinematics of its final state particles. To ensure that this background is well modelled,
the Z — 1T production cross section is measured usingthe Z - 1t — |l +4vand Z — 11 —
Ith + 3v decay modes. This thesis will focus on the Z — 1T — |l + 4v analysis, where the
cross section is measured using the epland P sub-channels. The eechannel is not used for
this measurement because the signal to background ratio is too low.

Multijet processes are significant backgrounds for both the H — 1T — Il +4v and Z —
1T — Il 4+ 4v analyses, due to its high production cross section. The contributions from
this background are measured using data-driven methods in both analyses, where some
assumptions are made about the composition and efficiencies of these events. To validate

XXili



these assumptions, the composition of the multijet background is measured using simulated
multijet samples.

Chapter 1 describes the theoretical motivations behind existence of the Higgs and Chapter
2 describes the expected production mechanisms of the Higgs and its backgrounds at the
LHC. This is followed by descriptions of the LHC accelerator complex and the ATLAS detector
in Chapter 3. The simulated and data samples used in this thesis along with any applied
corrections are described in Chapter 4. Following this, Chapter 5 details the study of the
multijet composition. The Z — 1T — |l 4 4v analysis is detailed in Chapter 6 and Chapter 7
briefly describes the Z — 11 — |1, 4+ 3v analyses and the combined Z — TT cross section
measurement. The H — 1T — Il 4+ 4v analysis is detailed in Chapter 8 and the combined
results of all the H — TT search channels are presented in Chapter 9. Finally, the combined

results from all search channels in ATLAS are presented in Chapter 10.
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Theoretical motivation

Particle physics is a study of fundamental particles and their interactions. Particle
interactions are described by quantum field theory (QFT), where particles are represented
by quantised fields and their interactions are mediated by the exchange of spin-1 gauge
fields. The Standard Model (SM) of particle physics is the best current theory for describing
fundamental particles and their interactions, excluding gravity. This chapter provides an
overview of the SM and will introduce the Higgs mechanism as a way of generating the

masses for the weak gauge bosons.

1.1 Standard Model

The SM is a local gauge invariant QFT that combines the strong, electromagnetic and weak
interactions into a single framework that's invariant under SU(3)c ® SU(2). @ U(1)y. The
SU(3)c group describes the strong interaction and the SU(2),. ® U (1)y group describes the
electroweak interactions. The properties of the gauge bosons are given in Table 1.1.

Gauge boson| Interaction Electric charge Mass
g Strong 0 0
% Electromagnetic 0 0
W+ Weak +1 80.385+ 0.015 GeV
z Weak 0 91.188+ 0.002 GeV

Table 1.1: The properties of the SM gauge bosons [1].



Matter particles consists of twelve spin-% fermions, which are uniquely distinguished by an
internal quantum number, flavour. There are main two types of fermions and they are
qguarks, which interact with all the SM gauge fields, and leptons, which only interact with the
electroweak fields. There are six flavours of quarks and leptons, which are each arranged
into three sets of doublets or generations. These generations are arranged in ascending
order based on the fermion masses. The basic properties of the quarks and leptons are

given in Table 1.2.

Leptons Quarks
Flavour Electric Charge Mass | Flavour Electric Charge Mass
e -1 0.511MeV| u +2/3 23701 MeV
Ve 0 <0.3eV d -1/3 48707 MeV
U -1 106 MeV c +2/3 1.28+ 0.03 GeV
vy 0 <0.3eV S -1/3 0.95+ 0.05 GeV
T -1 1.78 GeV t +2/3 174+ 1 GeV
Vp 0 <0.3eV b -1/3 4.18+ 0.03 GeV

Table 1.2: The properties of the SM quarks and leptons [1]cdthinties on the charged
lepton masses are greatly smaller than the quoted valuesrambt shown.

1.1.1 The electromagnetic interaction

Quantum Electrodynamics (QED) is a local gauge invariant QFT that describes electromag-
netic interactions. QED is invariant under U (1)q and has the following Lagrangian:

_ . 1
LQED = qu('V“@QED,p_mq)qu_ZFuVFW, (1.2)

where Yg and LIIq are the fermion and anti-fermion fields, respectively, with electric charge q

and mass my. Fy is the electromagnetic field tensor, which is given by:

F|J~V - auA\; - a\)Au, (12)

where Ay is the photon gauge field introduced to maintain local U(1) gauge invariance.

The covariant derivative of QED that describes the fermion interactions with the photon me-
diator and is given by:

wQED,u = ap + IQA“ (13)
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1.1.2 The electroweak interaction

In the SM, the electromagnetic and weak interactions are simultaneously described by the
electroweak interaction. The electroweak interaction is invariant under SU(2), @ U(1)y
gauge transformations and has the following Lagrangian:

_ . 1 1
LEw = ZwﬂyquW,quf — ZWS\,WéN - —BwB"Y, (1.4)

4
where Y+ represents the fermion fields. The fermion fields of the electroweak interaction are
given by:

n VE n n UE n 4n
o= en » ERs QL = an » UR, dRJ (15)
L L

where ¢ denotes the lepton fields with e and v representing the charged lepton and neutrino
fields, respectively, with generation n and chirality L or R. Similarly, Q represents the quark
fields with u denoting the up-type quarks and d denoting the down-type quarks. Equation 1.5
contains no right-chiral neutrinos terms, VR, because right-chiral neutrinos have never been
observed.

For the theory to remain invariant under SU(2). ® U (1)y gauge transformations, the covari-
ant derivative DE\,\“1 requires the introduction of the By, and W& gauge fields:

Dewy = 0u+ ig;Bqu ig’%wg, (1.6)
where g and g’ are the weak coupling constants, Y is the weak hypercharge and Ti_ are the
generators of SU(2). The weak hypercharge is defined to be Y = 2(Q— I3), where Q denotes
the electric charge and I3 is the third component of weak isospin. For the fermion fields that
are doublets in SU(2)L, the v[ and u' components have |3 = +1/2 and €] and d[' have I3 =
-1/2. For the remaining right-chiral fermion fields, which are singlets in SU(2)|, I3 = 0. The

third component of weak isospin is a conserved quantity in all SM interactions.

The Wlil and By, fields are not the gauge boson fields of the electroweak interaction. Instead,

the electroweak gauge boson fields, WE, Z, and A, are linear combinations of B, and Wﬂl:

1 .
W = 72<wulq:|w§), (1.7)
Zy = cogBw)WS —sin(6w)By, (1.8)
Ay = sin(Bw)W; + cosBw)By, (1.9)
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where By = Cot(%) is the Weinberg angle which has been experimentally been measured
to be cog6,y) = 0.88173+ 0.00032at Q = 91.2 GeV[1].

1.1.3 Higgs mechanism

The Lagrangian of the electroweak interaction describes interactions for massless gauge
bosons. The weak gauge bosons are known to have mass so a complete theory must reflect
this. The Higgs mechanism offers a way of generating mass terms for the weak gauge bosons
in a way that preserves unitarity and renormalisation [2]. This is achieved by introducing a
complex scalar field into the Lagrangian:

Lniggs= (3,®)T(3") — LP¢'0— A (¢'9)?, (1.10)

where @is a SU(2) doublet:

_ 1 [ ¢t
cp—\fz<(p3+i(p4>. (1.11)

The last two terms of equation 1.10 is the potential of the Higgs field and is denoted by V.
For V to be minimised requires

v B
90~ A +A¢?) =0. (1.12)

Equation 1.12 has two sets of solutions, which depends on uz. If we consider uz < 0, this has
the solution

V2, (1.13)

(p2 — __“2
A
where V is defined to be the value of @ at which the potential is minimised.

Equation 1.11 contains 4 real fields @1, @, @3 and @4. The simplest choice is to assign 3 =V
and @1 = @ = @ = 0, which gives the vacuum, ¢, a non-zero expectation value

1 /(0
(pozﬁ<v). (1.14)

To obtain Higgs interaction terms, one must consider expanding around the minimum poten-
tial as follows:



1 0
Q(x) = ﬁ ( VEHX ) , (1.15)

where H(X) is the Higgs field, which can also be interpreted as excitations of the vacuum.
By choosing @3 = Vv, the symmetry of the potential is broken. This mechanism is known
as spontaneous symmetry breaking and its consequences are described by the Goldstone
theorem [3]. For any Lagrangian with global or local symmetries, spontaneous symmetry
breaking will generate terms for a scalar particle with mass

2v2
This massive scalar is the Higgs boson and its existence is a prediction of spontaneous
symmetry breaking.

Spontaneous symmetry breaking can be applied to the Lagrangian of the electroweak
interaction by replacing 9y in equation 1.10 with wEV\Lu and @ with @(X). The
SU(2). ® U (1)y symmetries of the electroweak interaction contains three local symmetries.
For Lagrangians with local symmetries, spontaneous symmetry breaking generates one
gauge boson mass term for each broken local symmetry. Therefore, three mass terms are
generated through the electroweak symmetry breaking, which are required for the three
weak gauge bosons. The mass terms of the weak gauge bosons can be written as a
function of v and the weak coupling constants g and g':

1 \Y;
My: =5V, Mz = v/ 9’ +g~. (1.17)

The scalar field @ contains four degrees of freedom. After symmetry breaking, three of those
degrees of freedom became mass terms for the weak gauge bosons and the last remaining
degree of freedom became the Higgs boson. From equation 1.16, the mass of the Higgs
boson depends on v and A, which are free parameters that can only be experimentally
measured. Therefore to find the Higgs boson, one must search for it across a wide range of
possible masses.

After symmetry breaking SU(2). and U(1)y are broken symmetries. However by
construction, the U (1)g symmetry is preserved and the photon remains massless. For this
reason, the electromagnetic interaction can still be accurately described by QED. The Higgs
couplings to the weak gauge fields are given by:
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LHB = gzW+W HH + gzW+W MH2 4 iZ“Z“H + g—ZZHZ“H2
4 4coBy 8coL0y ’
2 2
= gmaW W rH + Swwe 2 Iz gy 9 7 g2
£He gmw iy T + 2co6y M + 8co6y " ’
(1.18)

where the first and third terms describe the three-point interactions between the weak gauge
bosons and the Higgs field and the second and fourth terms describe the four-point interac-
tions.

For the fermions to attain mass terms that are invariant under SU(2) transformations, the
following Yukawa couplings are added to the Lagrangian:

Lyukawa= —geJL{ecpeR gd‘QchdR g'u‘QchuR+ Hermitian conjugate (1.19)

where i and | are the generation indices of the fermions and geud are 3 x 3 matrices
containing the fermion coupling constants. Since no mass mixing has ever been observed in
the charged lepton and quark sectors, gey g are diagonal matrices.

The right-chiral neutrino does not exist in the SM Lagrangian and therefore neutrinos do not
attain mass via Yukawa couplings to the Higgs field. In the SM, neutrinos are modelled as
massless particles, since their masses are known to be small and are negligible in most
calculations. The most recent experiments place an upper limit on the combined masses of
the three neutrino flavours to be less than 0.3 eV [4].

By replacing @ equation 1.19 with @(X), the following fermion terms are generated:

3 gy — g -
Lyykawa = Zg%q_ eq_dRH7
+ igﬂ _‘u+g”uuH
—Z=U Ur+—=U UR
2

- Z dde+Z 9% ddeH + Hermitian conjugate (1.20)

The first term of each line in equation 1.20 are the fermion masses and the second terms
are the fermion couplings to the Higgs field. Equation 1.20 can be rewritten in terms of the
fermion masses, ms, to become:



I m —_
Lyykawa = Z m¢ f frR+ Tf fLfrH,
Lyykawa = Z mg fL fr+ gm fL frH.

(1.21)

(1.22)

Equation 1.22 shows a linear relationship between the fermions’ masses and their coupling

strengths to the Higgs field. Therefore more massive fermions will have proportionally

stronger couplings to the Higgs field. The coupling strengths of the Higgs directly affects its

branching ratio, which is described in the next section.

1.2 Hig

gs decay modes

The branching ratios of the Higgs boson decays will depend on its mass and its relative

coupling strengths to other particles. The coupling strengths of the Higgs are shown in

equation 1.18 for the gauge bosons and in equation 1.22 for the fermions. A plot of the

Higgs branching ratios as a function of its mass, my, is shown in Figure 1.1. Although the

Higgs boson does not couple directly to gluons or photons, the H — ggand H — yy decay

modes can occur through higher order loop diagrams.
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Figure 1.1: Branching ratios for the Higgs boson as a funationy [5].



1.3 Direct searches and best fit masses

Before the analyses that are presented in this thesis were conducted, there was no
experimental evidence for the Higgs boson. Prior to the LHC, the experiments at LEP and
Tevatron searched for the Higgs over a range of possible masses. These searches have
provided limits on the Higgs masses, which are shown in Figure 1.2. This plot shows the
masses that are excluded at 95% confidence [6] [7].

Precision electroweak measurements have favoured a Higgs with my < 140 GeV. Combining
the precision measurements with direct searches from LEP and Tevatron, the most likely
Higgs mass is found to be 120f%2 GeV, which is also shown in Figure 1.2. In this mass
region, H — 1T, H — bE, H—yw H—WWandH — ZZ are all viable search channels.
However, H — Tt and H — bb are the only fermionic search channels. Measurements of
the fermionic decay modes are essential for testing the Higgs’ Yukawa couplings in order to

confirm any observed resonance as the Higgs boson.

The H — 11 search channel has some advantages over H — bb. The H — bb channel is
dominated by the bb background. The H — TT channel has a cleaner signature and less

backgrounds, so a better signal to noise ratio can be achieved.
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Figure 1.2: Indirect determination of the Higgs mass shgwlreAx? of the fit as a function
of my [8]. Excluded masses are represented by the hatched gy, are



1.4 H — 11 decay modes

Tauons are the heaviest charged leptons and can decay hadronically or leptonically.
Leptonically decaying tauons will produce a tau-neutrino and either an electron with an
anti-electron-neutrino or a muon with an anti-muon-neutrino. The branching fractions the

tauon’s leptonic decay modes are given Table 1.3.

For reasons already discussed, this thesis will focus on searching for the Higgs boson in the
H — 11 channel and more specifically, the sub-channels where both the tauons decay
leptonically. Leptonically decaying tauons have cleaner signatures than their hadronic
counterparts. So despite having lower branching ratios, the sensitivities of the di-leptonic

sub-channels are comparable to the sub-channels with hadronically decaying tauons.

There are three distinct H — Tt — |l 4 4v final states and these are referred to as the ee

epand ppchannels. All three channels are used for the H — 1T — |l +4v analysis.

Decay mode Branching ratio (%)
T — &VeVr 17.854+ 0.05
T — Ve 17.36+ 0.05
T — ThVr 63.86+ 0.15

Table 1.3: The leptonic decay modestdéptons and their branching ratios [1].

1.5 Summary

This chapter has described the importance of the Higgs boson to electroweak symmetry
breaking as part of the SM. The theoretical interactions of the Higgs boson with other SM
particles has also been described with particular focus on the H — Tt decay modes. Chapter
2 will use the Lagrangians introduced in this chapter to describe the expected production

mechanisms of the Higgs boson and its backgrounds at the LHC.
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Higgs production and backgrounds

This chapter will describe Higgs boson production mechanisms at the LHC and the topology
of the H — TT events. Backgrounds to the H — TT events are also described with particular
focus on the irreducible Z — 1T background.

2.1 Higgs production at the LHC

There are several different ways of producing the Higgs boson. This section will focus on the
production mechanisms that are most relevant for proton-proton collisions at the LHC. (The
proton structure function is further discussed in appendix A.)

At the LHC, there are three main Higgs production mechanisms: gluon-gluon fusion (ggH);
vector boson fusion (VBF); and Higgsstrahlung (VH). Feynman diagrams for each of these
processes are shown in figures 2.1, 2.2 and 2.3, respectively. The ggH production has the
highest cross section followed by the VBF and the VH. The expected production cross
sections are shown in Figure 2.4, which are calculated using the PDF4LHC prescriptions [9].

Figure 2.1: Feynman diagram of the gluon-gluon fusion Higg&luction. Any fermion can
be placed in the triangle loop, however leading contrimgioome from the heavier top and
bottom quarks.
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Figure 2.2: Leading order Feynman diagrams for the Higgdyseton via VBF. q denotes
any quark or antiquark and stands for W and Z boson.

Figure 2.3: Leading order Feynman diagrams for the VH preees
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Figure 2.4: Expected production cross sections of the Higgon [9]. The gluon-gluon
fusion process is shown in blue, the VBF is shown in red and\th&(ZH) Higgsstrahlung
is shown in green (grey).
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2.2 H — 11— Il +4v search topology

The H — 1T — Il +4v events are characterised by two oppositely charged leptons with
E?“issfrom the four neutrinos. The large mass difference between the Higgs and the tauon
provides the daughter tauons with significant boosts. The charged leptons and neutrinos
from the tauon decays are focused by this boost. If the Higgs is produced at rest in the
transverse plane, then the tauons are mostly back-to-back in the @-direction and the ETmissis
soft. However, if the Higgs is produced with some radial momenta, then the tauons will be
focused along this direction, producing higher pr leptons and stronger E?“SS.

Higgs bosons produced via the VBF mechanism are further characterised by the presence
of two additional jets formed by the two spectator quarks. Since these quarks do not take
part in the hard scattering process, they are likely to retain most of their initial longitudinal
momenta. Jets formed by these quarks travel close to the beam line and are referred to as
"forward" jets.

The VH production mechanisms creates a W or Z boson in conjunction with a Higgs. VH
events with hadronically decaying bosons are additionally characterised by the presence of
two jets with an invariant mass approximately equal to the masses of the vector bosons.

The gluon-gluon fusion Higgs production mechanism does not have any additional features
that further distinguishes it from background processes. As such, the ggH events are
expected to have a lot of background.

2.3 Z — 11 background

The topology of the Z — 1T — Il + 4v events is extremely similar to that of the H — 1T —
Il +4v process. For my < 140 GeV, this background is irreducible. For VBF and VH events,
the presence of forward jets and jets from a vector boson decay are strong discriminants
against this background. However, for the ggH production, only a slight difference in the
kinematics of the leptons and the amount of E{”isscan be used as discriminants.

The main production mechanism for Z bosons at the LHC is via quark anti-quark annihilation.
A Feynman diagram of this process is shown in Figure 2.5. Since the final state particles of
the Z — 1t — Il +4v and H — 1T — Il +4v events are the identical, this background affects

all dilepton channels equally.
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Figure 2.5: A feynman diagram of tte— tt lepton decay modes [10].

2.4 Other backgrounds

All SM processes that can produce two oppositely charged leptons can be considered as
backgrounds to the H — 1T — Il 4 4v analysis. When measuring the cross section of the
Z — 11 — Il +4v process, these processes are also backgrounds to that analysis. The
expected production cross sections of the signal and the main backgrounds are shown in
Figure 2.6. This plot highlights the orders of magnitude differences in the production rates
of the signal and various background processes. Brief descriptions for each of the major
backgrounds are given below:

e Multijets: Multijets refer to physical processes that produce quarks and gluons via
the strong interaction. These processes can produce real leptons from heavy
flavoured quark decays or charged hadrons that fake leptons. Both mechanisms will
produce events with two oppositely charged leptons. Lepton candidates from multijets
are expected to have low selection efficiencies. However, the large production cross
section of this background allows it to have significant contributions in all dilepton
channels.

e V/Z — eepp+ jets: The leptonic decay modes of y*/Z processes produce two
oppositely charged leptons of the same flavour. This process is expected to be the
dominant background in the eeand P channels. Although the ep channel is less
affected, contributions from this background can occur if one of the leptons is not

detected and additional jets fake a lepton.

e W — eve, vy, + jets: Leptonically decaying W bosons that are produced with
additional jets can mimic the signal if any of the additional jets fake a lepton. Since

14



jets are more likely to fake electrons than muons, contributions from this background

are more prominent in the eeand eplchannels.

e W — TV{ + jets: Tauons produced from W boson decays can decay either leptonically
or hadronically. Hadronically decaying tauons produce mainly charged kaons or pions,
which can fake electrons or muons. Leptonically decaying tauons directly produce an
electron or muon. For two oppositely charged leptons to be present, additional jets
are required to produce a second lepton. Jets are more likely to fake electrons than
muons, so this background is expected to affect the eeand eplchannels more so than
the ppLchannel. This background will also produce more EMMSSthan the W — eve and
W — pv, backgrounds.

o tt: Top anti-top pairs decays can produce either zero, one or two leptons. The two
lepton decay modes affects all three dilepton channels. Contributions from the zero
and one lepton decay modes are more likely to affect the eeand efpichannels.

e Dibosons (WW, Wz, ZZ): WHW ™ pairs where both bosons decay leptonically produce
two leptons of opposite charge. For the WZ and ZZ processes, there are various
combinations of decay modes that produce two or more charged leptons. For the decay
modes that produce more than two charged leptons, the signal can be mimicked if the
additional leptons escape detection.

e Single top: Two oppositely charged leptons can be produced from single top events if
the top quark decays leptonically and additional jets fake a lepton. Contributions from
this background are found to be negligible for the Z — TT analysis. For the H — 1T
analysis, contributions from the single top t-channel, s-channel and Wt production
mechanisms are considered.

2.5 Summary

This chapter has described the main production mechanisms and topologies of the H — TT
process and its backgrounds. These will be become important later in this thesis when

discussing the event selections of the H — 1T — Il +4v and Z — 1T — |l + 4v analyses.
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The ATLAS Experiment

The ATLAS experiment is one of four major experiments on the Large Hadron Collider (LHC)
ring. It is operated by a collaboration of approximately 3000 scientists from 164 institutions
and 38 countries. The LHC is located at CERN, Switzerland. The main goal of the LHC
experiments is to search for the Higgs boson and find new physics beyond the SM. This
chapter will provide an overview of the LHC accelerator, the ATLAS detector and the software
used by the ATLAS collaboration for particle reconstruction.

3.1 The Large Hadron Collider

The LHC is currently the world’s most energetic particle collider. It is designed to accelerate
two separate beams of protons to energies of up to 7 TeV per beam. In 2010 and 2011, the
LHC operated at 3.5 TeV per beam with a peak luminosity of 3.9 x 1033cm2s~1 [12] [13].
In 2012, the operating energies were higher at 4.0 TeV per beam with a peak luminosity of
7.7 x10%cm s L.

There are four interaction points along the LHC ring where collisions can occur. At each of
these points there is a detector that utilises these collisions for physics studies, as shown in
Figure 3.1. These four main LHC experiments are:

e ATLAS and CMS, which are general purpose detectors [14] [15],
e ALICE, which is designed to study the physics of heavy ion collisions [16] and

e LHCb, which is designed for studying heavy flavour physics through precision
measurements of CP violation and rare decays [17].
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Oerall view of the LHC experiments.

<l

Figure 3.1: Layout of the four main experiments on the LH@ fib3].

The LHC uses a multistage acceleration process to boost protons to the desired collision
energies. The process begins by ionizing hydrogen atoms to produce protons and
accelerating them to a momentum of 50 MeV using a linear accelerator, LINAC2. They are
then passed into the Proton Synchrotron Booster where they are accelerated to a
momentum of 1.4 GeV. Following this, they are then accelerated through the Proton
Synchrotron where they leave with a momentum of 25 GeV and go into the Super Proton
Synchrotron where they are combined into bunches and accelerated to 450 GeV. The
protons enter the main LHC ring from the SPS via one of the two 2.5 km injection tunnels,
depending on the desired fill direction. Once there, the protons are accelerated to their final
desired collision energies using the main LHC magnets. A detailed schematic of the LHC
acceleration processes is shown in Figure 3.2.

There are 1232 superconducting dipole magnets along the LHC ring for bending and
accelerating the beam. The coils of these magnets are made of niobium-titanium (NbTi),
which is superconducting at a temperature of 1.9 K. The dipole magnets are "twin bore" in
design, which allows them to accelerate two separate beams in opposite directions. For the
twin bore magnet system, the energies of the two beams will always be entwined. In
addition to the dipole magnets, the LHC ring also contains 392 quadrupole magnets for
focusing and correcting the beam as well as many sextupole, octupole, decapole and
dodecapole magnets for higher-order beam corrections.

A key aspect of the LHC is the ability to deliver a high luminosity for physics studies. The
luminosity of a collider is the measure of the number of interactions it can provide per unit
time. It is related to the number of generated events as follows:
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Figure 3.2: The LHC ring complex showing the chain of paetiatcelerators used to boost
the particles to the required energies [19].

Nevent= LOevent (3.1)

where Ogyent is the cross section of the given process measured in units of area and L is
the machine luminosity measured in units of inverse area and inverse time. For a Gaussian
beam the luminosity can be approximately be given by:

B NS Np frevyr

g (3.2)

where Ny is the number of particles per bunch, ny is the number of bunches, frev is the
revolution frequency of the particles around the ring, V; is the relativistic gamma factor, €, is
the normalized transverse beam emittance, * is the beta function at the collision point and F
is the geometric luminosity reduction factor due to the crossing angle at the interaction point

(IP):

6.0 2 -1/2
_ cOz
Fo 1+<20*) , (3.3)

where O is the full crossing angle at the IP, 03 is the RMS of the bunch length and ¢* is the
transverse RMS of the beam size at the IP.

19



At design, a maximum of 2808 bunches circulates the main ring with collisions occurring
every 25 ns. Each bunch contains approximately 1.15 x 10 protons, which gives an
expected number of 19 interactions per bunch crossing. The majority of these interactions
are proton-proton scatterings that don't create particles with high pr. These soft
interactions, although uninteresting, do affect detector responses. Interactions that occur
within the bunch collisions on top of the hard scattering process is known as the underlying
event. Detector responses are also affected by previous bunch crossings since most
detector elements have readout latencies that are higher than 25 ns. The combination of
multiple interactions and readout latencies is referred to as pileup. The effects of pileup are
significant on physics analyses and must be correctly accounted for to accurately describe
the observed interactions. A summary of the LHC design specifications is shown in Table
3.1.

LHC machine parameters
Circumference 26.7 km
Dipole magnetic field 8.33T
Dipole magnet temperature 19K
Quadrupole magnetic field 6.85T
Quadrupole magnet temperature 19K
Number of main dipole magnets 1232
Number of main quadrupole magnets 392
Number of other magnets 7970
Proton beam parameters
Proton energy 7 TeV
Number of protons per bunch 1.15x 10t
Number of bunches 2808
Time between bunch crossings 25ns
Circulating beam current 0.582 A
Stored energy per beam 362 MJ
Peak luminosity parameters
RMS bunch lengthd;) 7.55cm
RMS bunch sizeq*) 16.7um
Beta function 3*) 0.55m
Relativistic gamma factory) 7461
Normalized transverse emittange 3.75um
Full crossing angleq;) 285prad
Geometric luminosity reduction factor (F) 0.836
Peak luminosity 10%%cm 2571
Interaction parameters
Inelastic cross section 60 mb
Total cross section 100 mb
Average interactions per bunch crossing  19.02

Table 3.1: Summary of the main LHC specifications for prgpooton collisions running at
design energy and luminosity at the ATLAS and CMS IPs [12]
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3.2 The ATLAS detector

ATLAS is a general purpose detector designed to accommodate a broad scope of physics
studies using collisions provided by the LHC. To accomplish this task, ATLAS was designed
to have the following features [14]:

e High pseudorapidity and full azimuthal coverage. The physics processes of interest
have low production cross sections so a large detector acceptance maximises the
number of reconstructed events. A full azimuthal coverage is also essential for
measuring missing transverse energy, which is a key component in many SM and
beyond the SM analyses.

e Detector elements must have fast readouts and be radiation-hard to cope with the high
collision rates of the LHC. A high detector granularity is also required to handle the

high particle fluxes and to reduce the effects of pileup.

e An inner detector tracking system with good momentum resolution and reconstruction
efficiency. Tracking elements must also be present close the interaction point to
reconstruct secondary vertices from T-leptons and b-jets.

e Good electromagnetic calorimetry for electron and photon identification and energy
measurements. Electron and photon channels have clean signatures and are expected
to play key roles in SM analyses and searches for new physics.

e Good hadronic calorimetry for accurate reconstructions of jet and missing transverse
energy. Jets are ever-present in the LHC collision environment and must be well

reconstructed for any physics analysis.

e Good muon identification, charge determination and momentum resolution over a wide
range of momenta. Muons have the cleanest signatures amongst all the common final
state particles and are crucial components in physics analyses.

e An efficient triggering on low pt objects with high background rejection rates to retain

the maximum number of interesting physics events.

The key performance aspects of the ATLAS detector are quantified and summarised in Table
3.2 and a layout of the detector is shown in Figure 3.3. This chapter provides a brief overview
on the main sub-systems of the ATLAS detector, which have been designed to fulfil the
described performance requirements. A more comprehensive description of the detector can
be found in references [14] and [20] and the expected performance of the detector can be
found in reference [21].
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Detector component Required resolution ] coverage.
Measurement Trigger
Tracking op; /Pr = 0.05%% 1% + 25 -
EM calorimetry og/E =10% /VE $0.7% +3.2 +25
Hadronic calorimetry
barrel and endcap | og/E =50 % /\/E ® 3% +3.2 +3.2
forward og/E=100% /VE®10% | 3.1<|n|<4.9|3.1<|n|<4.9
Muon spectrometer| op, /Pr = 10 % atpr =1 TeV + 2.7 +24

Table 3.2: The general performance goals of the ATLAS dete€tor highpr muons, the
muon spectrometer performance is independent of the trgaistem.

25m

Tile calorimeters
i LAr hadronic end-cap and
forward calorimeters
| Pixel detector
Toroid magnets LAr electromagnetic calorimeters
Mucn chambers Solenoid mqgnef Transition radiation tracker
Semiconductor fracker

Figure 3.3: A cut away view of the ATLAS detector.

3.2.1 Coordinate system

The ATLAS collaboration uses a standard right-handed Cartesian coordinate system to
describe the detector and the particles created during collisions. The z-axis points along the
beam line with the positive direction anti-clockwise along the LHC ring when viewed from
above. The X and y axes are perpendicular to the beam line with the positive y-direction
pointing upwards and the positive X-direction pointing towards the centre of the main ring.
The ATLAS detector is divided into two sides, which is split directly down the middle of the
detector across the z-axis. The side with z > 0 is called Side A and the side with z< 0 is
called Side C.
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It is convenient to describe the ATLAS detector in terms of a cylindrical coordinate system
(R @2, where R is the transverse distance from the beam line and @ € [0,2m) is the
azimuthal angle with O starting at the X-axis. Spherical coordinates (R, ®,0) can also be
used with 8 € [0, TT) being the polar angle with O starting at the beam line.

At hadron colliders, particle vectors are often described by the parameters (pr,®,n), where
pr is the momentum in the transverse direction and N is the pseudorapidity defined by N =
—In[tan(B8/2)]. Pseudorapidity is often used in collider experiments because the cross sec-

tions of physical processes are approximately constant in . It is related to rapidity, which is
given by y = %In[(E +pz)/(E—p2)].

Figure 3.4: The Cartesian coordinate system used by the ATdoN8boration.

3.2.2 Magnet system

The ATLAS detector uses a superconducting magnet system that consists of a standard
central solenoid surrounded by a three air-core toroidal system. Two toroids are in the
end-caps and one is in the barrel. The magnetic field of the inner detector is supplied by the
central solenoid, while the toroid system provides the magnetic field for the muon
spectrometer. The layout of the magnet system is depicted in Figure 3.5.

The central solenoid is positioned just in front of the electromagnetic calorimeter and provides
a 2 T magnetic field. The toroid magnets have peak magnetic fields of 3.9 and 4.1 T for the
barrel and end-cap toroids respectively. Each toroid consists of eight coils placed radially

symmetric around the beam line.

The superconducting magnets of the ATLAS detector are made of NbTi. To achieve
superconductivity, the magnets need to be cooled to a temperature of 4.5 K. The main
cooling is provided by flowing 4.5 K helium gas through tubes welded onto the casings of
the coil windings. To provide additional cooling, the central solenoid magnet is also coupled
to a refrigerator while the toroid magnets have extra helium pumps.
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Figure 3.5: Geometry of the toroid magnets shown in red smdng the central solenoid
shown in blue. The coloured layers represent the caloriners that enclose the central
solenoid [14].

3.2.3 Inner detector

The inner detector is the closest system to the interaction point and provides momentum,
direction, vertex and charge measurements for particles within the pseudorapidity range |n|
< 2.5. It is contained within a cylinder of length 5.5 m and radius 1.15 m and is immersed
in an almost homogeneous 2 T magnetic field that points parallel to the beam line. During
LHC operations, approximately 1000 particles will emerge from the interaction point within
the coverage of the inner detector per proton-proton collision. To handle such high particle
densities and to meet the performance goals of ATLAS, the inner detector has been designed
to be radiation-hard and attain high-resolution measurements with fine detector granularity.
There are three sub-detector systems for the inner detector and they are: the pixel detectors,
the Silicon Microstrip (SCT) detectors and the Transition Radiation Tracker (TRT). A diagram

of the inner detector is shown in Figure 3.6.

The pixel detectors are located closest to the interaction point and use semiconducting silicon
detectors. Each module provides a 2-dimensional read out tangential to the plane of the
module. There are 1744 identical pixel modules in the inner detector providing an overall
coverage of up to |N| < 2.5. Track density is higher for the pixel detectors than for any other
system and as such, they have been designed to be the most intrinsically accurate system
with a resolution of 10umin the azimuthal direction and 115umin the z-direction.

The SCT detectors lie between the pixel detectors and the TRT and use silicon strips similar
to the pixel detectors. The 15912 SCT modules of the inner detector spread across the
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barrel and endcaps provides tracking coverage in the range |n| < 2.5. Unlike the pixel
modules, each SCT wafer can only provide a 1-dimensional position read out. To achieve a
2-dimensional position measurement two wafers are glued back-to-back at a relative angle
of 40 mrad. The SCT modules have an intrinsic accuracy of 17umin the azimuthal direction
and 58Qumin the z direction.

The TRT is the furthest inner detector sub-system from the interaction point and is positioned
in front of the calorimetry system. It covers the range |n| < 2.2 and uses drift (straw) tube
technology to detect charged particles. Each straw is 4 mm in diameter and is filled with a
gas mixture of 70% Xe, 27% CO» and 3% O,. At the centre of each straw there is a 31um
diameter tungsten wire coated with gold, which acts as the anode. The straw walls are coated
with a thin layer of Al, which acts as the cathode. Charged particles traversing through the
TRT straws will ionize the gas contained within them and these ions will drift towards the
central wire. The TRT can achieve an accuracy of 30 um. One of the main purposes of this
technology is to provide discrimination between electrons and pions. Transition radiation is
emitted by charged particles when they cross the boundaries between media with different
dielectric constants. Transition radiation photons produced from highly relativistic particles
have frequencies in the X-ray bands. These photons further ionises the TRT gas mixture,
which are measured as high threshold hits. The intensity of the transition radiation is directly
proportional to the particle’s Lorentz factor, so electrons produce more high threshold hits
than pions.

1106 mm

617 mm
560 mm | | i l .

275 mm
149.6 mm
0.6 mm

R=0 mm

2720.2 2505
2710 21152 17714

13991.7 10815 g34 848
SCT end.ca g 853.8
TRT end-cap .

580
400.5
650 495

Pixel
end-cap Pixel barrel

z=0 mm

Figure 3.6: An illustration of the ATLAS Inner detector [14]
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3.2.4 Calorimetry

The ATLAS calorimetry system surrounds the inner detector and provides energy
measurements for electromagnetic and hadronic particles. The calorimeters consist of a
number of sampling layers with full ¢ coverage around the beam axis and a pseudorapidity
coverage of up to |n| < 4.9. There are three cryostats that house the calorimeters, one for
the barrel and two for the end-caps. The barrel cryostat contains the electromagnetic barrel
calorimeter while the end-cap cryostats contain the electromagnetic end-cap calorimeters,
the hadronic end-cap calorimeters and the forward calorimeters. These calorimeters all use
liquid argon (LAr) as the active detector medium and thus require cryostats for active
cooling. The hadronic calorimetry is provided in the barrel and extended barrel regions by
the Tile calorimeter, which uses polystyrene scintillator tiles that operate at room

temperature. A cut-away view of the ATLAS calorimetry system is shown in Figure 3.7.

Tile barrel Tile extended barrel

LAr hadronic e
end-cap (HEC) o ’
u .J,
LAr electromagnetic

end-cap (EMECQ)

3
3

LAr electromagnetic '-: ' A =t oy

barrel
LAr forward (FCal)

Figure 3.7: A cut-away view of the ATLAS calorimetry systeid].

The electromagnetic calorimeter uses lead in combination with liquid argon (LAr) to maximise
electromagnetic showering. The barrel section covers the range |n| < 1.475 and is divided
into two identical half-barrels separated by a small gap of 4 mm at z = 0. The end-cap
sections are mechanically divided into two coaxial wheels with the outer wheels covering
1.375 < |n| < 2.5 and the inner wheel covering 2.5 < |n| < 3.2. The detector pieces are
arranged in an accordion geometry to ensure complete azimuthal coverage. The thickness
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of the lead plates varies as a function of N and has been designed for optimal performance
in energy resolution. The EM calorimeter is segmented into multiple layers, three for the
region |n| < 2.5 and two for the higher-n regions, 2.5 < |n| < 3.2. In the region |n| < 1.8,
an additional presampler detector is placed in front of the first EM calorimetry layer, which is
used to correct for energy losses caused by material interactions. The presampler provides
an extra sampling and consists of an active LAr layer of thickness 1.1 cm in the barrel and
0.5 cm thickness in the endcaps. The total depth of the EM calorimeter is approximately 22
to 30 radiation lengths (Xg) in the barrel and 24 to 33 Xg in the endcaps, which is sufficient to
contain the majority of EM showers at ATLAS.

The hadronic calorimetry system consists of three different detector types: the Tile
calorimeter, the LAr hadronic endcap calorimeter and the LAr forward calorimeter. The Tile
calorimeter is placed directly behind the barrel LAr calorimeter and covers the
pseudorapidity rangess |n| < 1.7. The LAr hadronic endcap calorimeter is positioned
directly behind the EM endcap calorimeter and covers the pseudorapidity range 1.5 < |n| <
3.2. The higher-n regions, 3.1 < |n| < 4.9, are covered by the LAr forward calorimeter, which
surround the beam pipe starting from approximately 4.7 m away the interaction point. The
LAr hadronic endcap calorimeter slightly overlaps with both the Tile and forward

calorimeters to ensure minimal leakage in the transition regions.

The Tile calorimeter uses steel as the absorber material and is divided azimuthally into 64
modules. They are segmented into three layers with approximately 1.5, 4.1 and 1.8
interaction lengths (A) for the barrel and 1.5, 2.6 and 3.3 A for the extended barrel. The total
thickness of the entire detector at the outer edge of the tile calorimetry system is
approximately 9.7 A atn = 0.

The LAr hadronic endcap calorimeter consists of two independent wheels per endcap, each
assembled from 32 identical wedge-shaped modules. Each wheel is segmented into two
layers with the first layer containing 24 parallel copper plates, each 25 mm thick, and the
second layer containing 16 copper plates, each 50 mm thick. The total thickness of the LAr

hadronic endcap calorimeter is approximately 14 to 18 A.

The LAr forward calorimeter consists of three 45 cm thick modules. The first module is used
to measure electromagnetic particles and mainly uses copper as the absorber material. The
second and third modules are used to measure hadronic particles and mainly uses tungsten
as the absorber material. The interaction lengths of each module in order from the first to the
third are 2.66 A, 3.68 A and 3.60 A.
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3.2.5 Muon spectrometer

The muon spectrometer is the furthest sub-detector from the interaction point and
encompasses the calorimetry system. Muons interact weakly with matter and can pass
through the detector systems with minimal energy losses. The muon spectrometer provides
measurements of muon tracks, which is used to determine their charge and momentum.
There are four main complementary sub-detectors that comprise the muon spectrometer:
the Monitored Drift Tubes (MDTSs), the Cathode Strip Chambers (CSCs), the Resistive Plate
Chambers (RPCs) and the Thin Gap Chambers (TGCs). A cut-away diagram of the ATLAS
muon spectrometer system is shown in Figure 3.8.

The MDTs provide precision tracking measurements with coverages of up to |n| < 2.0 for
the inner most layer and |n| < 2.7 for the remaining layers. This sub-detector uses drift tube
technology, which consists of bundles of pressurised tubes filled with a gas mixture of 93%
Ar and 7% CO» at a pressure of 3 bar. Each tube is 29.970 mm in diameter and contains a
central tungsten-rhenium wire with a width of 50 pm. The tubes are made of aluminium which
acts as the cathode while the central wire acts as the anode with a wire potential of 3080 V.
The maximal drift time from the wall to the wire is about 700 ns. The MDTSs are aligned along
the @ direction and have an intrinsic resolution of approximately 35 pm in the z-direction.

The RPCs’ primary function is to provide triggering for the barrel regions within |n| < 1.05.
It also provides the azimuthal coordinate measurement for tracks within its coverage. The
RPC detectors consist of three layers. The first two layers, placed relatively close together,
are designed to provide triggering for tracks with pr between 6 and 9 GeV. The third layer

Thin-gap chambers (T&C)

Cathode strip chambers (CSC)

Barrel toroid

Resistive-plate
chambers (RPC)

End-cap toroid
Monitored drift tubes (MDT)

Figure 3.8: A cut away view of the ATLAS muon spectrometer][14
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is placed much further away and provides triggering for tracks with pr greater than 9 GeV.
The RPC uses gaseous parallel electrode-plate detectors that consist of two resistive plates
made of phenolic-melaminic plastic laminate, which are separated by 2 mm using insulating
spacers. The gas mixture in between the plates consists of 94.7% CoHyF4, 5.0% Iso-C4H1g
and 0.3% SF. The chosen composition allows an operating voltage of around 4.9 kV/mm
between the plates. The signal is read out through metallic strips placed on the outer faces of
the plates. Each strip is approximately 25-35 mm wide and is separated from neighbouring
strips by 2 mm with a 0.3 mm ground strip in the centre for improved readout decoupling. To
provide measurements in @ and N, each RPC layer consists of two perpendicularly aligned
RPC detectors. The RPC has a resolution of approximately 10 mm in the zand @ directions.

The CSCs provide precision tracking for the end cap regions within the range 2.0 < |n| <
2.7. They are multi-wire chamber detectors with their anode wires orientated in the radial
direction. The two cathodes either side of the wires are both segmented into strips. One set
of strips is orientated perpendicular to the wires and the other parallel to them. This provides
2-dimensional measurements in @ and . There are two disks of CSC detectors, one in
each endcap. These disks are segmented equally into eight large chambers overlapped with
eight small chambers. Each chamber contains four layers of CSC detectors resulting in four
independent measurements of N and @along each track. The CSC has an intrinsic resolution
of approximately 40 pm in Rand 5 mm in @.

The TGCs provide triggering and azimuthal coordinate measurements in the regions 1.05 <
In| < 2.4. They are multi-wire chamber detectors that have a wire-to-cathode distance of 1.4
mm and a wire-to-wire distance of 1.8 mm. A gas mixture of CO, and n-CsH12 (n-pentance)
is used for these detectors with a wire potential of approximately 2.9 kV. The cathodes of the
TGC modules are made of graphite with one side grounded and the other side connected
to readout strips for measurements in . The anode wires provide the measurements in 1.
The high voltage and small wire-to-wire distances have been chosen to achieve quick time
resolutions, which are essential for triggering purposes. The TGC has an intrinsic resolution
of approximately 2-6 mm in R and 3-7 mm in @. A summary of the muon spectrometer
sub-detector parameters is given in Table 3.3.

Chamber resolution (RMS) | Measurements/track Number of
Type | Function zIR (0} time | barrel end-cap | chambers channels
MDT | tracking | 35um (2 - - 20 20 1150 354k
CSC | tracking | 40um (R) 5mm | 7ns - 4 32 30.7k
RPC | trigger | 10mm¢ | 10mm | 1.5ns| 6 - 606 373k
TGC | trigger | 2-6mm@ER) | 3-7mm| 4ns - 9 3588 318k

Table 3.3: Parameters of the four sub-systems of the muarirepgeter [14]. Resolutions
do not include chamber-alignment uncertainties.
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3.3 Particle reconstruction and identification

The subsystems of the ATLAS detector each play key roles in reconstructing and identifying
the particles created by the LHC collisions. The ATLAS detector is capable of reconstructing
and identifying electrons, photons, muons, hadronically decaying tauons and jets, which
originate from hadrons, gluons and quarks. For particles with no detectable signatures, their
presence can be inferred through the calculation of missing transverse energy. This section
briefly describes the methods used to reconstruct and identify the particles that are relevant
for the analyses in this thesis.

Track reconstruction

Tracks in the inner detector are groups of sequential detector hits left by traversing charged
particles. The track reconstruction process begins by taking adjacent hits found on pixel
and SCT detectors and grouping them into clusters [22]. Clusters are then used to form 3-
dimensional space points. For the pixel detectors, a 3-dimensional space point is determined
by the centre of a cluster, while for the SCT detectors, two clusters from each side of the
modules are combined to form a space point. For the TRT, the recorded drift times are
converted into drift distances.

Once the space points are reconstructed, a pattern recognition algorithm begins searching
for possible track candidates from the space points closest to the IP and extending radially
outwards. This is referred to as the "inside-out" algorithm. Track candidates are seeded
from three consecutive space points and are used to guide the search for more space points.
Once the last silicon space points have been identified, a more sophisticated fit is performed,
which also removes any overlapping track candidates. The silicon track is used to define the
direction for a possible TRT extension. If a TRT extension is found, then the track is refitted
including the TRT drift distances. The inside-out procedure can reconstruct track candidates
with pt > 100 MeV.

Following the inside-out sequence, an "outside-in" algorithm is performed on the space
points and drift circles that have not yet been associated to any track. The outside-in
procedure begins at the TRT and extrapolates towards the interaction point. The purpose of
this algorithm is to pick up any tracks that may have originated away from the interaction
point, such as photon conversions and long-lived hadron decays. The outside-in procedure
can reconstruct track candidates with pr > 300 MeV.

The status of a track at any point in the inner detector can be fully described using five
independent track parameters. The five parameters used commonly in ATLAS tracking
system are (do, Zo, @, 6, /p), where dg and zp are the radian and longitudinal impact
parameters, respectively. The impact parameter is the track’s closest distance of approach
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to the interaction point. The two angles, @ and 0, describe the direction of the track. The
charge and momentum of the track is denoted by  and p, respectively, which in
combination describes the track curvature.

Energy reconstruction

Hadrons, electrons and photons produce a cascade of secondary particles when they interact
with the calorimeters. Energy deposits are produced in groups of neighbouring calorimeter
cells, which are known as clusters. Cluster reconstruction algorithms aim to include as much
of the released energy as possible by maximising the signal to noise ratio. ATLAS uses
two main clustering algorithms: the sliding window algorithm and the topological clustering
algorithm [23].

The sliding window algorithm is best used for particles with well defined energy deposition
patterns, such as electrons and photons. This algorithm searches for clusters by
incrementally scanning across the electromagnetic calorimeter using a fixed sized window.
A search window of 5 x 5 calorimeter towers is used, where a calorimeter tower is a line of
cells that begins at the inner most calorimeter layer and ends at the outer most layer.
Regions with a local Et maximum greater than 3 GeV are used as precluster seeds. If two
precluster seeds are found within 2 x 2 towers of each other, then the precluster with the
higher Et is kept. The precluster seed defines the centre of a cluster where the energies of
the neighbouring cells, in a predefined cluster size, are summed. For electrons, a cluster
size of An x A@= 0.075x 0.175is used for the barrel region and An x Ag= 0.125x 0.125

is used for the endcaps.

The topological clustering algorithm bases clustering on the significance of energy contents
within neighbouring cells, which results in variable cluster sizes. This type of clustering is
more suitable for hadronic showers where the energy response is more varied. Topological
clusters are seeded by cells with a signal to noise ratio greater than 4. Neighbouring cells
with a signal to ratio greater than 2 are iteratively added to the cluster. The thresholds are
optimised to minimise noise and to maximise the efficiency. To prevent energy deposits from
close particles being amalgamated into a single cluster, clusters are split between any local
maxima measurements.

3.3.1 Electron reconstruction and identification

Electrons will leave tracks in the inner detector and deposit energy in the electromagnetic
calorimeter. The tracks are required to have silicon hits with a TRT extension and the
clusters are reconstructed using the sliding window algorithm. The electron reconstruction
algorithm [24] begins by searching for a cluster in the electromagnetic calorimeter, which is
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then matched to an inner detector track. The matching is based on the closeness of the
track’s extrapolated position to the cluster barycenter. For clusters with multiple track
candidates, the track with the closest AR = \/An?2 -+ A@? match is chosen.

Electrons used in the analyses described in this thesis are required be within the
pseudorapidity range of |n| < 2.47 but outside the range 1.37 < |n| < 1.52. The first
requirement ensures all electrons are within the tracking acceptance of the detector and the
second ensures them to be outside the transition region between the barrel and endcap
calorimeters, where the efficiency and resolution of the instruments are poor. Furthermore,
electrons are removed if they fall within regions of the calorimeter with known
instrumentation issues, such as readout problems, dead electronics or noisy cells. The
energies of electrons are measured from their clusters and their directions are measured
from their tracks.

In the Z — 1T — |l +4v and multijet analyses, electron candidates are required to pass the
"medium" identification requirement. This requires the candidates to have cluster shapes that
are consistent with electron showers, a track with at least seven silicon hits and a basic track
to cluster matching. For the H — 1T — |l + 4v analysis, the electrons are required to pass
the "tight" identification requirement. This requirement is more stringent on all the criteria
used by the "medium" identification and in addition, uses the number of high threshold TRT
hits as a discriminant. A tighter selection is used for the H — 1T — Il 4+ 4v analysis because
a stronger background suppression is required.

Electron isolation Tracking and calorimeter activities around reconstructed electrons are
measured using the prcone and Ercone algorithms. The prcone algorithm sums the pr
of all reconstructed tracks in a predefined cone size around the electron, while the Ercone
algorithm similarly sums the Et of all energy deposits. Each algorithm operates using one
of three standard cone sizes defined by the angular separation AR = 0.2, 0.3 and 0.4, which
are labeled as "20", "30" and "40", respectively. For example, prcone40 uses a cone size of
AR = 0.4 and Etcone30 uses a cone size of AR=0.3.

3.3.2 Muon reconstruction and identification

Muons will usually leave a track in the inner detector, small energy deposits in the
calorimeters and a track in the muon spectrometer. Muon reconstruction begins by
reconstructing a track in the muon spectrometer. For muons described in this thesis, this
reconstruction is performed using the STACO algorithm [25].

Track reconstruction in the muon spectrometer is a multi-stage process. The first stage is to
identify regions where at least one TGC or RPC hit has occurred in both the n and @
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coordinates. For the tracking stations within these regions, straight track segments are
reconstructed locally within each station with a loose interaction point constraint. The track
segments from neighbouring stations are connected to provide a rough momentum
estimation. Starting with this estimation and adding slight variations, the segments from
each station are extrapolated to all other stations to provide initial track candidates. A global
fit is then performed on the track hits that belonged to the best candidate. At this stage, all
the hits are classified as good or bad and only the good hits are kept. Finally, the track is

refitted again with material effects incorporated for a more precise measurement.

Muons can also be reconstructed using the inner detector. The inner detector and muon
spectrometer tracks can be connected to form combined muon tracks. The matching
procedure is performed using a )(2 minimisation. Muon candidates described this thesis are
required to be combined muons and within the muon spectrometer coverage of |n| < 2.4.
The difference between the z-positions of the muon track extrapolated to the beam line and
the primary vertex is required to be less than 10 mm to remove atmospheric muons. To
ensure the muon track is well reconstructed and to reduce the fakes from hadrons, the inner
detector segment is required to have: at least two pixel hits; at least six SCT hits; and at
least 90% of the TRT hits to lie within 10 of the best fit track.

Muon isolation The same prcone and Ercone algorithms used to measure electron
isolation are similarly available for muons. The expected muon energy losses in the

calorimeters are subtracted from the Eycone calculations.

3.3.3 Jetreconstruction

Jet reconstruction aims to recover the original four-momentum of fragmenting partons by
summing up the energies of their daughter particles. All jets described in this thesis are
reconstructed using the Anti-kt algorithm.

Anti-kT is a sequential recombination algorithm that groups particles into jets based on their
energies and angular separations [26]. All clusters with a matching track are considered as

protojets. Each protojet is assigned an ordering parameter as follows:

d = Ef), (3.4)

where Et is the transverse energy of the ith protojet. All combinations of protojet pairs are
also added to the same list and their ordering parameter is given by:

dij = min(EX, EZ)[(ni —n;j)+ (@ — ;)2 /AR, (3.5)
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where AR is the distance scale (AR = \/m) and k is the relative power of the
momentum and distance scales. The Anti-kt algorithm uses a particular setting of k = —1
[27]. After calculating d for all protojets and protojet combinations, the list is put in a
descending order. If the smallest item in the list is a djj object, then the protojets i and j are
combined to form a new protojet and the list is updated. If the smallest item on the list is a di
object, then the protojet i is removed from the protojet list and added to the list of jets.
These steps are repeated until there are no more objects in the protojet list. The jets in this
thesis are all reconstructed using a distance scale of AR = 0.4 and are required to be within
the calorimeter pseudorapidity coverage of |n| < 4.5.

In the H — 1T — Il + 4v analysis, the jet vertex fraction (JVF) is used as an additional
requirement on jet selection. This requirement ensures that the jets are produced by the
hard scattering interaction and not from the underlying event. The JVF is defined as follows:

NPVﬁtracks .
> pri(jet)
JVF = Nflk , (3.6)
_Zl pr.j(jet)
=

where Npytracks is the number of jet tracks that are associated with the primary vertex and
Ntracks is the number of jet tracks associated to any vertex.

3.3.4 Flavour tagging

The identification of jets that originate from b-flavoured quark decays is an important
discriminant for many processes, such as tt events. When b quarks are produced,
hadronisation quickly occurs to form b-hadrons. The lifetimes of b-hadrons are relatively
long and, if significantly boosted, will decay at measurable distances away from the primary
vertex. Such displacements can be used to discriminate b-flavoured jets from other jets.
There are many different flavour tagging algorithms, however this section will only describe
two of these: the IP3D and JetFitter algorithms [28], which are relevant to this thesis.

The IP3D algorithm uses the radial and longitudinal impact parameter significances, do/crdO
and Zy/ 0z, to provide a likelihood measurement of a jet being b-flavoured, where Og, and
0z, denote the uncertainties on the radial and longitudinal impact parameters, respectively.
The distributions for each jet type are obtained from MC with corrections applied to account
for discrepancies with the observed data [29].

The JetFitter algorithm reconstructs the intermediate decay chains within a jet to identify b-
jets. The tracks of the jet are used to find a common flight path, where the b-hadron decay
and its subsequent c-hadron decays are assumed to lie [30]. With this approach, several
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secondary vertices may be reconstructed for a single jet, forming a rough decay chain. This
decay chain is used to discriminate between different flavoured jets based on:

e the number of vertices with at least two tracks,

the total number of tracks at these vertices,

the number of additional single track vertices on the flight axis,

the invariant mass of all particles attached to the chain,

the fraction of the jet’s total energy that exists as part of the decay chain,

the displacement significance, d/0dq4, where the position is a weighted average of all
the secondary vertices.

In this thesis, b-jets are identified using a combination of the IP3D and JetFitter likelihoods.
This combination is based on an Artificial Neural Network technique [31].

3.3.5 Missing transverse energy reconstruction

The reconstruction of missing energy is important for inferring the presence of particles which
cannot be directly detected, such as neutrinos. For a hadron collider, the initial momentum
of the system is unknown in the zdirection, as the colliding partons each carry a varied
fraction of the proton’s total momentum. However, in the transverse direction, the momenta
of the partons are negligible and assumed to be zero. Therefore the missing energy can
be measured in the radial direction by applying this initial condition and the conservation of
energy and momentum [32].

In the Z — 1T — Il + 4v analysis, the missing transverse energy (E?“issj is calculated by
combining the energy deposits in the calorimeters with the momenta of the muon tracks. The
missing transverse energy terms are given by:

i Neell
eSS — ZEca'OS|ne.cosg+ z p — ER°%, (3.7)
i Neell |
ESS = ZlEica'osmﬁ.SIrer Z i~ (3.8)
i=
Emiss _ \/ Eiss12 4 (E[Mis9)2, (3.9)
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where E€@° is the energy of measured in the calorimeter cells, p is the momentum of the
muon tracks and E*!9SSis a correction term that accounts for the muon energy losses within
the calorimeters.

In the H — TT — Il 4 4v analysis, the ET'SSis calculated using a more precise algorithm,
which was not available at the time when the Z — tt — |l + 4v analysis was performed.
This algorithm calculates the ETmiss by combining the contributions from all reconstructed
electrons, photons, muons, hadronic tauons, jets and energy deposits that are not associated
with any reconstructed particles. The X and y components of the E{"issare given by:

miss _ Mmisse missy missT missjets misssoftjets misscalop misscellout
By =By TEy TEy TRy thy 0 TRy TRy
(3.10)

where

e EMiSS€ contains the contributions from reconstructed electrons,

e EMISSY contains the contributions from reconstructed photons,

e EMISST contains the contributions from hadronically decaying tauons,

e EMISSIEIS contains the contributions from jets,

o EMissSOfiets contains the contributions from low pr jets,

e EMisscalall contains the energy losses of muons crossing the calorimeters and

e EMisscellout contains the contributions that are not associated with any of the terms

mentioned above.

3.4 Trigger and data acquisition system

At the LHC design luminosity, the rate of proton-proton collisions (40 MHz) far exceeds the
rate at which data can be recorded (200 Hz). However, most collisions produce only inelastic
proton scatterings, which are uninteresting for physics studies. To select only the events
that are relevant for the desired analyses, ATLAS uses a specialised three-level trigger and
data acquisition system (TDAQ). Further details of the level one (L1) and Higher-level trigger
systems (HLT) can be found in references [33] and [34], respectively.

The first level trigger, L1, searches events for high pt muons; electrons and photons; jets;
and hadronically decaying tauons, as well as high amounts of missing transverse energy.
Only the detector systems with fast response times are used by the L1 trigger. Muon pr

36



is calculated using only the dedicated RPC and TGC trigger systems, while for the other
particles, only the calorimeter clusters are used to measure their E. The L1 trigger assesses
an event within 2.5 PS reducing the event rate to a maximum of 75 kHz.

The L1 trigger also identifies areas of the detector where significant activity has occurred,
known as Region of Interests (ROIs). To increase the processing speed, the level two trigger
(L2) only applies its assessments on the ROIs. The L2 trigger reduces the event rate to
around 3 kHz and has an average processing time of 40 ms. For muons, this reduction
mainly comes from the refinement of muon’s pt using additional tracking information from
the inner detector and the precision muon chambers. For electrons and tauons, a high pr
matching track is required, which reduces the number of possible candidates. In the case
of photons, jets and the missing transverse energy, the rejection power at the L2 trigger is
limited, since the tracking systems do not provide further discrimination. A dedicated system
of programmable processors are used to process the L2 reconstructions within the desired

time frame.

The final stage of the trigger system is performed by the Event Filter (EF). Here, offline
algorithms and methods adapted for the online environment are used to reconstruct the
particle candidates. The most recent calibrations, alignments and magnetic field maps are
also incorporated by the EF. The more stringent selections reduce the event rate to the
targeted 200 Hz, with each event having an average processing time of about 4s. To
complete the reconstruction within the required time frame, a large farm of CPUs is
dedicated to the EF. Events that satisfy the EF triggers are moved to permanent storage by
the TDAQ system. At capacity, an output data rate of approximately 100 MB/s is recorded.

Interaction rate
~1 GHz CALO MUON TRACKING
Bunch crossing
rate 40 MHz
Pipeline
1'_—}5\{5%-'5]'-? memories

< 75 (100) kHz

Derandomizers

Regions of Interest | | || | | (R;ggg;n drivers
LEVEL 2 Readout buffers
TRIGGER (ROBs)
~1kHz

[ Event builder |

EVENT FILTER FuII-eventdbuffers
an

~ 100 Hz processor sub-farms

Data recording

Figure 3.9: Schematic view of the ATLAS TDAQ system [20].
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Simulation and data samples

This chapter will describe the data and simulated samples used for the multijet composition,
Z— 11— |l +4v and H — 1T — Il +4v analyses. All collision data used in the analyses
described in this thesis were collected at 1/S= 7 TeV during LHC operations in 2010 and 2011
and all simulated samples are generated at 1/S= 7 TeV to match the data. The corrections
applied to the simulated samples and the methods used to derive them are also described in
this chapter.

4.1 Simulation

4.1.1 Event generation

Monte Carlo (MC) simulations of collision events are used extensively throughout the analy-
ses described in this thesis. Event simulation is a multistep process that begins with gener-
ating the initial state partons. The Q2 transfer of the hard-scattering parton interaction varies
from collision to collision and for the simulations used by the analyses described in this the-
sis, this variation is modelled by either CTEQ [35] or MRST [36].

The next step of the simulation involves generating the final state partons. Final state
partons are created from hard-scattering interactions and spectator quarks. The application
of this step varies from generator to generator. In the analyses described in this thesis, a
number of different generators are used, which include PYTHIA [37],
HERWIG[38]/JIMMY[39], ALPGEN [40], POWHEG [41] [42], AcerMC [43] and MC@NLO
[44]. All these programs use leading order matrix elements, except for MC@NLO and
POWHEG, which use next-to-leading order matrix elements.

Once the final state partons have been generated, parton radiation and showering effects
are simulated. This process consists of adding initial and final state radiation partons onto
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existing partons. The generation of parton showers are determined probabilistically and
continues until the energies of all partons are below a predetermined threshold.

After showering, all final state partons will undergo hadronisation. ALPGEN and MC@NLO
use HERWIG/JIMMY to simulate this process, while AcerMC and POWHEG use PYTHIA.
HERWIG is used in conjunction with JIMMY in order simulate the effects of multiple
hard-scattering interactions. For all simulated samples, T-lepton decays are additionally
simulated using the TAUOLA package [45] and all generators are interfaced with PHOTOS
[46] to simulate final state QED radiation.

Pileup effects from multiple proton collisions per bunch crossing are also considered at the
generator level. This is modelled by overlaying simulated underlying events over the original
hard-scattering process.

4.1.2 Detector simulation

To simulate detector responses and material effects, all events are passed through the
ATLAS detector simulation [47], which is based on GEANT4 [48]. Relevant records of
material interactions, such as charge and energy depositions, are converted into simulated
detector responses. These responses are tuned to mimic the real detector as closely as
possible using results gathered from laboratory tests, test beam data and cosmic ray runs.
The detector simulation is also updated with the latest detector conditions, which are
provided by on-going data studies.

All simulated datasets contain two types of event information: truth and reconstructed. Truth
data refers to the information that describes events at the generator level. The exact
kinematics, interactions and decay chains of all generated particles are recorded in truth
data. Reconstructed data refers to events that are reconstructed from simulated detector
responses. Only measurements that can be made with the real detector can be observed in
reconstructed data.

4.2 Z— 1t — Il +4v and multijet analysis samples

The simulated samples used in the Z — 1T — Il 4+ 4v analysis are all generated using
PYTHIA, except for the tt sample, which used MC@NLO and the diboson samples, which
used HERWIG/JIMMY. All simulated samples are generated with a varied number of
collision interactions to simulate different pileup conditions [10].

The cross sections of the W and Z production are calculated at NNLO using FEWZ [49].
For the Drell-Yan production, additional scale corrections are taken from reference [50] to
obtain the NNLO cross section. The cross sections of the tt and diboson processes are
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both calculated using MC@NLO with additional scale corrections applied to the tt sample to
match the NNLO order predictions given in references [51] and [52].

Simulated samples of multijet processes are used to estimate the composition of the multijet
background (see chapter 5) and for comparison purposes in the Z — Tt — |l 4 4v analysis.
The multijet samples, Mulitjet(l), are filtered at the truth level to contain at least one prompt
muon with pr > 8 GeV and |n| < 3. These samples are sliced into mutually exclusive sub-
samples that cover different pt ranges of the leading jet. The filtered samples offer an
increase in the MC statistics but have the drawback of omitting contributions where both
leptons are fake. The electron filtered Multijet(€) samples are similarly available and are
filtered and sliced in the same way.

The main results of the multijet composition study are measured using a simulated sample of
Minimum Bias events that's filtered on the presence of at least one 6 GeV final state particle.
This sample contains 40 million events of all known QCD processes combined in the best
known proportions. The advantage of using this dataset is that it is unbiased against events
with fake leptons. A summary of the simulated samples used the Z — 1T analyses and the
multijet composition study is shown in Table 4.1.

Process Generator | ox BR xe&g [nb]
Z — ee(m; > 60GeV) PYTHIA 990
Z — up(my > 60GeV) PYTIHA 990
Z — 11 (my > 60GeV) PYTHIA 990
W —ev PYTHIA 1046
W — pv PYTHIA 1046
W — v PYTHIA 1046
tt MC@NLO 91.50
Y*/Z — ee(15GeV < m; < 60GeV) | PYTHIA 146.2
Y*/Z — pu(15GeV < my < 60GeV) | PYTHIA 146.2
Y'/Z — 11 (10GeV < m; < 60GeV) | PYTHIA 396.7
WwW HERWIG 11.3
Wz HERWIG 3.5
zZ HERWIG 1.0
Multijet(u) 8-17 GeV PYTHIA 8.48x 10°
Multijet(u) 17-35 GeV PYTHIA 8.14x 10°
Multijet(u) 35-70 GeV PYTHIA 2.21x10°
Multijet(u) 70-140 GeV PYTHIA 2.85x 10°
Multijet(e) 17-35 GeV PYTHIA 9.11x 10°
Multijet(e) 35-70 GeV PYTHIA 2.50x 10°
Multijet(e) 70-140 GeV PYTHIA 3.57x10°
Minimum Bias 6 GeV PYTHIA 2.54x 10’

Table 4.1: Summary of the MC samples used indhe 1t — Il +4v analysis. The generator
of each sample is shown along with the expected theoretioassections multiplied by the
branching ratio (BR) and filter efficiencies:().
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4.3 H — 1t — Il +4v simulated samples

The H — 11 — |l 4 4v analysis was performed after the Z — 1t — |l + 4v analysis where

more accurate simulations were available.

The ggH, VBF and VH signal samples are generated using POWHEG. For the y*/Z — |l
(I = e, 1, 1) simulated samples, the ALPGEN generator is used because it provides a better
The MC@NLO

generator is used for all the top related samples and HERWIG is used to generate the

description of the associated jet production than the other generators.
diboson samples. The pileup setup of the H — 1T — Il + 4v simulated samples have
smaller bunch crossing spacings to match the increased luminosities of the 2011 data.

The cross sections used for the Higgs processes was described earlier in Section 2.1. For
the background processes, the cross sections are calculated using the same methods as the
Z — 1T — |l +4v analysis. A summary of the MC samples used for the H — Tt — Il +4v

analysis is shown in Table 4.2.

Process Generator | ox BR [pb]

gg— H — 11, my =120 GeV | POWHEG 1.18
VBF - H — 11, my =120 GeV | POWHEG | 9.0x 1072
WH—H — 11, my =120 GeV | POWHEG | 4.7 x 102
ZH —-H — 11, my =120 GeV | POWHEG | 2.6x 1072
Yy /Z — (my >10 GeV|| =e,u,1) | ALPGEN | 315x10°
tt MC@NLO | 150x 103

Single-top t-channel MC@NLO 64.6

Single-top s-channel MC@NLO 4.6

Single-top Wt MC@NLO 157

ww HERWIG 44.9

wz HERWIG 180

Y4 HERWIG 5.6

Table 4.2: Summary of the MC samples used in the~ 1t — Il 4+ 4v analysis. The
generator of each sample is shown along with the expecteatetieal cross sections

multiplied by the branching ratio (BR) and filter efficiencieg )

4.4 Data samples

Data collected during LHC operations are required to satisfy basic quality requirements.
These requirements include the functionality of all ATLAS sub-detector systems relevant for
the analyses presented in this thesis [53].
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The Z — 1T — Il 4+ 4v analysis is performed on most of the data collected during the 2010
LHC runs, which was almost all the data that was available at the time. The data has an
integrated luminosity of 35.5 pb‘1 with an uncertainty of 3.4%. The specific data periods
used in the analysis and their corresponding integrated luminosities are shown in Table 4.3.

2010 data period| Integrated luminosity (pb™1)
E 0.514
F 1.743
G 5.531
H 6.984
I 20.735
Total 35.507

Table 4.3: The data periods used for the» 11 — Il 4 4v analysis [54].

The H — 11 — Il 4+ 4v analysis is performed on the data collected in 2011. This data has
an integrated luminosity of 4.7 fb*1[55] with an uncertainty of 3.9%. The data collected in
2010 is not used because they were collected under different pileup conditions, which are not
replicated in the simulations used by this analysis. The data periods used for this analysis

shown in Table 4.4.

2011 data period| Integrated luminosity (pb™1)
11.7
161.9
48.8
136.1
537.6
259.5
324.8
226.4
561.7

1387.7
1005.1

4661.3

SErXoa—IOMMmMOwW

Total

Table 4.4: The data periods used for the— 1t — |l 4 4v analysis [56].

4.4.1 Primary vertex selection

Primary vertices in the Z — 1T — |l +4v and H — 1T — |l +4v analyses are required to
have a minimum of three associated tracks. This ensures the vertices come from collisions
rather than from background sources such as cosmics. All events are required to have at
least one primary vertex. Vertices used for pileup corrections and other selections must also
satisfy these conditions.
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4.4.2 Jet quality

Events that are identified to have poorly reconstructed jets or jets arising from non-collision
effects are rejected to maintain a high quality of E%"iss reconstruction. Jets that pass their
analyses’ selections are required to satisfy an additional set of quality selections based on
the distribution of calorimeter energy deposits, cluster shapes and jet timings.

In the Z — 1T — Il 4+ 4v analysis, the quality selections are further described in references
[10] and [57]. For the H — 1T — |l 4+ 4v analysis, these are further described in references
[58] and [59].

4.5 Monte Carlo corrections

In order for the simulations to better describe the observed collisions, corrections are applied
to the relevant distributions of the simulations to account for any observed differences it has
with the data.

Inthe Z — 1t — Il +4v and H — 1T — Il +4v analyses, corrections are applied to the trigger,
particle identification and isolation efficiencies. In addition, extra resolution smearing and
scaling corrections on are applied to the pt or Et of reconstructed muons, electrons and jets.
In each case, either control regions or separate studies are used to obtain the corrections.
Corrections are also applied to the pileup conditions of the simulations to replicate those of
the data.

45.1 Z— 11— Il +4v corrections
Pileup reweighting

The collision data used in this analysis was collected during periods where the number of
interactions per event varied. The number of reconstructed primary vertices is used to
estimate the number of interactions per event. Simulated events are reweighted by matching
the primary vertex distribution of the signal sample to that of the data [10].

The pileup weights are calculated after the data quality, trigger, vertex and jet quality
selections and are shown in Table 4.5. Since all simulated samples are generated with the
same pileup conditions, these weights are applied to all the samples. The vertex
multiplicities of the data and the signal MC before and after the reweighting procedure are
shown in Figures 4.1(a) and 4.1(b) for the epland P channels, respectively.

The systematic uncertainty of the pileup reweighting procedure is estimated by varying the
reweighting factors given in Table 4.5 coherently up and down by one standard error. These
variations change the estimated signal and background yields by approximately 0.6%.
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Table 4.5: The MC vertex weights used for #ggeandpypchannels.

N (vertices)

epchannel

Hpchannel

©OooO~NOUThWNPE

>10

1.891+0.013
1.2344+0.006
0.861+0.004
0.654+0.004
0.5394+0.004
0.46540.006
0.415+0.010
0.448+0.021
0.407+0.038
0.582+0.106

2.149+4+0.060
1.211+0.022
0.840+0.015
0.654+0.016
0.530+0.025
0.500+0.039
0.459+0.069
0.447+0.069
0.282+0.069
0.573+0.143

(b) yuchannel
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Figure 4.1: Vertex multiplicities for thepandupchannels between the data and signal MC
before and after the pileup reweighting [10].
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Trigger efficiencies

The efficiency of the 15 GeV "medium" electron trigger is measured using a tag-and-probe
method [10]. Tag-and-probe is a method that uses resonant decays with strong detection
signatures to measure the efficiencies of one of its daughter particles, which in this case are
the leptons. Stringent selections are used to obtain a pure sample of the signature events,
which is referred to as "tagging.” The daughter particle, whose efficiency is then measured,
is referred to as the "probe." To minimize selection biases, the "tag" selections usually does
not use any kinematic information from the "probe."

For electrons with 16 < pt < 20 GeV, the efficiencies are derived from W — ev events and
for electrons with pt > 20 GeV, Z — eeevents are used. Discrepancies between the data
and MC are corrected for by rescaling the simulated efficiencies, which are given in Table 4.6
[10].

The trigger efficiency corrections for the 15 GeV "medium" electron trigger has an uncertainty
ranging from 2.5% for py(e) < 20 GeV to 0.5% for pr(€) > 20 GeV. For the ppitriggers, the
uncertainties on the scale factors vary between 1-3% for the 13 GeV and 13 GeV "tight"
muon triggers; and between 2-7% for the 10 GeV muon trigger. The tight muon trigger differs
from the other triggers because it is seeded by a 10 GeV L1 trigger. The non-tight muon
triggers require only two trigger hits and hence, has no pr requirement. The 10 GeV muon
trigger collected less data than the other two triggers and therefore has a larger statistical
uncertainty.

The statistical and systematic uncertainties on the trigger efficiency corrections are combined
in quadrature and the total uncertainty is varied up and down by +0 to measure the trigger
systematic uncertainties.

pr range Correction factor
16 <Er <18 GeV| 1.004+ 0.025
18 <Ey <20 GeV| 0.987+ 0.023
Er > 20 GeV 0.995+ 0.005

Table 4.6: Correction factors applied to the MC for the 15 Ge\édiam" electron trigger.

The efficiency corrections for the single muon triggers, described in Section 6.1, is measured
using a tag-and-probe method on Z — [ events [54]. The derived corrections vary mostly
between £ 5%. In the ppchannel, the single muon triggers can be fired by either one of the
two muons, so the overall efficiency of the triggers is given by:

£=1— (1—e(h))(1—£(ko)), (4.2)
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where (1) and £(Lp) are the efficiencies of the two muons passing the triggers individually.
For events with two muons, the overall corrections to the trigger efficiencies is found to vary
mostly between £ 1%.

Lepton energy scale and resolution

The pr (or ET) scale and resolution of leptons in MC are corrected to match the observations

in data using Z — eeevents for electrons; and Z — Jpland W — v events for muons.

The energy resolution of simulated electrons is 1% narrower in the barrel and 2 - 4% narrower
in the endcaps. Additional resolution smearing is applied to simulated electrons as a function
of n across 50 bins [60].

The momentum resolution of muons in data and MC are studied individually for the inner
detector and muon spectrometer track segments [61]. The resolutions in simulations is 1 -
3% narrower for the inner detector tracks and 4 - 9% narrower for the muon spectrometer
tracks. Corrections to the resolutions are applied separately for the two track segments and
then combined for the full track.

The corrections to the muons’ inner detector and muon spectrometer momentum
resolutions; and the corrections to the electrons’ energy resolutions have statistical and
systematic uncertainties. The four components of uncertainties for the muons are combined
in quadrature and the total is varied by +=0. Similarly for the electrons, the two components
are comined in quadrature and the total is varied. The variations are propagated through the
analysis to measure its systematic effects. The variations on the pr of the leptons are also

propagated into the calculation of the E%“issfor each event.

Lepton efficiencies

Lepton identification and isolation efficiencies are measured for electrons and muons using
tag-and-probe methods. For muons, Z — Ul events are used to measure the identification
and isolation efficiencies. For electrons, a combined study using Z — eeand W — ev events
are used to measure the identification efficiency, while the isolation efficiency is measured
using only Z — eeevents.

The efficiency of the muon identification is measured to be up to 2% lower in data than in
MC and a set of N dependent corrections are applied to account for this discrepancy [62]
[63]. The isolation efficiencies of muons are mostly consistent between data and MC with the
largest discrepancy of 2% observed for muons with pt < 25 GeV [54]. Correction factors are
applied for the muon isolation efficiencies as a function of pr.

Electron identification efficiency is slightly lower in data than MC, with the largest discrepancy
of about 5% observed for electrons with pt < 25 GeV. Corrections are applied to simulated
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electrons over eight bins of n and seven bins of pr [64]. The isolation efficiencies of electrons
are consistent within the uncertainties between the data and MC and as such, no corrections
are applied.

The uncertainties on the scale factors to correct lepton identification, reconstruction and
isolation efficiencies are considered as sources of systematic uncertainty. For electrons, an
uncertainty of 1.5% on the reconstruction efficiency is used. This uncertainty along with the
uncertainties of the identification and isolation efficiencies are combined in quadrature to
give an overall uncertainty. Similarly for muons, the uncertainties on the identification and
isolation are combined in quadrature. For both lepton flavours, the combined uncertainties
are varied by +=0 and propagated through the analysis.

45.2 H — 11 — Il +4v corrections

Pileup corrections

The collision data used in the H — 1T — Il 4+ 4v analysis have higher pileup conditions than
the data used in the Z — 1T — Il 4+ 4v analysis. As such, a more accurate reweighting of the
simulated pileup conditions is required. In this analysis, the average number of interactions
per bunch crossing is reweighted instead of the primary vertex multiplicity. In this way, any
discrepancies in the vertex reconstruction efficiencies are mitigated. However, since this
efficiency is expected to be similar between data and MC, the distributions of the vertex
multiplicities are compared after the reweighting procedure as a check. This comparison
is shown in Figure 4.2, where a rough agreement is observed between the data and the
corrected MC.

The systematic uncertainties associated with the simulated pileup conditions are considered
by smearing the jet energy as a function of N and pr. The extra smearing is performed to

mimic the effects of calorimeter noise from the underlying event.

Trigger efficiencies

The efficiencies of the triggers used in the H — 1T — Il + 4v analysis are measured from
data using Z — eeand Z — [ events. For the triggers that require both an electron and a
muon, the efficiencies of the two leptons are assumed to be independent and are measured
separately. The corrections for these triggers are also applied to the electron and muon

separately.

For the single electron triggers, the efficiencies between the data and MC mostly agree
within 2% with the largest differences measured to be around 5% [58]. For the 12 GeV
di-electron trigger, the efficiencies agree within the uncertainties between the data and MC
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Figure 4.2: Comparison between the number of primary vertinedata and MC after
applying pileup corrections [58].

and no corrections are applied. For the single muon triggers, corrections of up to 5% are
applied for the muons in the barrel and up to 2% for the muons in the endcaps.

Systematic uncertainties of the trigger efficiency corrections are measured similarly to the
Z — 1T — |l +4v analysis.

Lepton scale and resolution

The corrections for the lepton energy scale and resolution are derived using the same tag-
and-probe methods, as described for the Z — 1T — |l 4+ 4v analysis. Corrections for the
inner detector and muon spectrometer track segments are applied separately for muons.
Due to the higher pileup conditions, the corrections to the electron energy scale additionally
considers the number of interactions, as the underlying event affects the responses of the
calorimeters [58].

The corrections for muon inner detector and muon spectrometer track segments have
statistical and systematic uncertainties. These components are combined in quadrature and
varied by = o independently for the two track segments. The two uncertainties derived from
each track segment are then combined in quadrature. For electrons, the statistical and
systematic uncertainties of the corrections are combined in quadrature and varied by + O.
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Lepton efficiencies

The corrections on the lepton identification, reconstruction and isolation efficiencies are
derived similarly to the Z — 1T — Il + 4v corrections. However, the electron isolation
corrections additionally take into account the effects of pileup by factoring in the number of
reconstructed vertices [58]. Corrections are applied to all these efficiencies, except for the
muon isolation efficiency, which is found to be consistent between the data and simulation.

The lepton trigger, reconstruction and identification scale factors have statistical and
systematic uncertainties. These uncertainties are combined in quadrature and varied by =0
separately for each correction. Each variation is propagated separately through the analysis

to calculate their systematic effects.

4.6 Summary

This chapter has described the data and simulated samples used by the multijet composition,
Z— 1T — Il +4v and H — 11 — Il 4+ 4v analyses, which will be described later in chapters
5, 6 and 8, respectively. The important efficiencies and distributions of the simulations are
checked against the data for consistency and any observed differences are corrected for.
The H — 11 — Il 4 4v analysis was performed after the other two analyses and thus uses
some simulated samples and corrections that are more accurate. Therefore the systematic
uncertainties associated with the simulations are smaller in the H — 1T — Il +4v analysis.
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Multijet composition

Multijet processes are significant backgrounds for boththe Z — 1T — [l +4vand H — 11 —
Il +4v analyses. This background consists of a variety of different QCD processes and
this chapter describes a method that measures their relative contributions to the dilepton
analyses. Detailed knowledge of the multijet composition is essential for understanding the
underlying assumptions that are used when estimating this background using data-driven

methods.

5.1 Lepton selection

Reconstructed leptons are required to satisfy the requirements described in sections 3.3.1
and 3.3.2. Electrons are required to have pr > 15 GeV and muons are required to have pr
> 10 GeV. In addition, the muon inner detector and muon spectrometer track segments must
be matched with a )(2 < 150; and the momentum of the muon spectrometer segment must
be greater than 60% of the inner detector segment. The first requirement ensures the two
track segments are well matched and the second ensures the track segments come from the
same muon, which is expected to lose some of its energy whilst traversing the calorimeters.

Isolation selection Isolation requirements in the form of prcone40/pt and Etcone30/pt
are strong discriminants against multijet lepton candidates. This study uses the following
isolation selections:

e Electrons: prconed0/pt < 0.06 and Etcone30/pT < 0.10,

e Muons: prconed0/pr < 0.06 and Ercone40/pt < 0.06.
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The selections of this study were chosen before both the Z — 1T — Il +4vand H — 1T —
Il + 4v analyses were conducted with the intention of determining the multijet composition
for these analyses. The lepton selections were therefore chosen to be as close as possible
to those expected to be used. As such, the described selections are similar but not identical
to those used in the two dilepton analyses. However, the results achieved by this study are

expected to be similar enough to the composition of the two dilepton analyses to be useful.

5.2 Monte Carlo multijet study

The production of multijet events at the LHC is so large that generating the sufficient number
of MC events is not feasible. To overcome this problem, a "factorisation" method is used to
calculate the selection efficiencies of this background.

5.2.1 Estimating the number of two lepton events

The simulated Minimum Bias sample used for this study (see Table 4.1) contains very few
events with two or more reconstructed leptons. As such, the expected number of two lepton
events is estimated using factorisation. This method assumes the reconstruction efficiencies
of the two leptons are independent. This assumption is tested later in the systematic
uncertainties section (Section 5.3). The efficiency of the two lepton selection is given by:

€012 = €01 X &2, (5.1)

where €y is the reconstruction efficiency of lepton ¢, /1 is the leading lepton and /> is the
sub-leading lepton. €y is measured separately for different multijet processes and is uniquely
defined by the lepton flavour (e or [); whether its real or fake; and the quark flavour of its
mother particle (b, ¢ or light flavoured). Real leptons here only refer to prompt leptons that
are produced by the heaviest flavoured hadrons in each event. All non-prompt or secondary
leptons are considered as fakes. These definitions provide the best two category grouping
for leptons with similar selection efficiencies. €, is calculated using the following equation:

Ny
® = 2XBr(q— ¢ x N(q@) (5.2)

where

e (s the flavour of the multijet event,
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e /s the type of lepton,

e N, is the number of events with at least one reconstructed lepton originating from a
g — ¢ process,

e N(qq) is the total number of qq events in the simulated sample, and

e Br(q— /) is the branching fraction of q — ¢. For this study the branching fraction for
b quarks to electrons (or muons) is assumed to be 11% (11%) and c quarks to
electrons (or muon) is assumed to be 10% (10%).

All fake leptons are assumed to come from jets. The probability of producing a fake lepton
is expected to be uncorrelated with the decay modes of the heavy flavoured quarks and so
a branching fraction of 1 is assumed for fake leptons. The measured lepton reconstruction
efficiencies are shown in Table 5.1.

Lepton type | bb (1073) | cc (107%) | qq (1073)

Real electron  5.33 0.26 -

Fake electron  0.69 0.47 0.36
Real muon 12.80 1.09 -
Fake muon 0.51 0.10 0.07

Table 5.1: Lepton reconstruction efficiencies by, cC and light-flavoured multijet events
[65].

A total of nine channels considered for this study are they are listed in Table 5.2. Heavy
flavoured quarks (b and ) produce both real and fake leptons and as such, all four dilepton
permutations are considered. Light flavoured multijet events are dominated by fakes (> 99%)

and to simplify the study, all leptons produced by these events are assumed to be fake.

Quark flavour Lepton 1 | Lepton 2
bb real real
bb real fake
bb fake real
bb fake fake
cc real real
cc real fake
cc fake real
cc fake fake

qq (light flavoured)| fake fake

Table 5.2: A list of the considered multijet channels.
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For all channels, the efficiency of the two lepton selection is calculated using the following

equation:

€20 = €¢1,02 X €05 X Acomb (5.3)

where Acombis the number of combinatorial permutations, which can either be 1 or 2, and
€osis the efficiency of the opposite sign requirement.

The efficiency of the opposite sign requirement is measured using the Multijet(e, ) 17-35
GeV filtered sample, as the Minimum Bias sample doesn’t contain enough two lepton events.
Since the filtering of the Multijet samples are performed at the truth level, Eos can only be
measured in the channels with at least one real lepton. The measured values are presented
in Table 5.3.

_ QCD channel \ OS events| SS events €0s
bb - Real electron, real muopn 366 127 0.74+0.10
bb - Fake electron, real muon 206 219 0.49+ 0.06
cc - Real electron, real muo 12 2 0.86+ 0.48
cc - Fake electron, real muon 84 80 0.51+0.10
bb - Real muon, real muon 495 136 0.78+ 0.10
bb - Real muon, fake muon 66 97 0.40+ 0.08
cc - Real muon, real muon 55 7 0.89+0.23
cc - Real muon, fake muon 11 17 0.39+0.19

Table 5.3: The number of OS and SS events amglfor events where both leptons have
pt > 10 GeV. The electropt requirement is relaxed from 15 GeV because some channels
have insufficient statistics [65].

In the bb channels with two real leptons, €os slightly deviates away from unity. In the cC
channels with two real leptons, €psis still consistent with unity at 10. For all channels with
one fake lepton, €psis close to 50%, which indicates that the charge of the fake lepton is
mostly uncorrelated with the charge of the real lepton. For the multijet channels with two fake
leptons, £ps cannot be directly measured and is assumed to be 50% following the results
of the channels with one fake lepton. To simplify the observed measurements, the multijet

channels are assigned the following €pgvalues:
e bb - Real, real: egs= 0.75,
e cC - Real, real: epg=1,
o All other channels: egs= 0.5.

Using the measured efficiencies and equation 5.3, the number of two lepton events for each
channel is calculated and shown in Table 5.4. The results are calculated for an integrated
luminosity of 1.549 x 102 pb‘l, which is the approximate size of the Minimum Bias sample.
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Multijet channel Expected eventst-Osys+ Ostat

_ ee ey HH

bb - real real | 0.045+ 0.0044+ 0.004| 0.62+ 0.06+ 0.04 2.10+£0.21+0.07
bb - real fake | 0.079+ 0.008+ 0.007| 0.154+0.02+0.01 1.01+ 0.10+ 0.03
bb - fake real - 0.54+ 0.05+ 0.04 -

bb - fake fake | 0.052+ 0.0054 0.005| 0.19+ 0.02+0.02 0.184+0.024+0.01
cc - real real 0.0014- 0.001+ 0.001| 0.019+ 0.0024- 0.002 | 0.1044 0.010+ 0.005
cc - real fake | 0.0164- 0.002+ 0.002 | 0.0094- 0.0014 0.001 | 0.096+ 0.0104- 0.005
cc - fake real - 0.18+ 0.02+ 0.01 -

cc - fake fake 0.15+0.02+ 0.01 0.164+0.024+ 0.01 | 0.045+ 0.005+ 0.003
qq - fake fake 0.28+0.03+0.01 0.274+0.034+0.01 0.064 0.001+ 0.003

Table 5.4: Expected two lepton events for all dilepton cledsfor an integrated luminosity
of 1.524E-2pb~1 [65].

Two lepton estimate cross check

The estimates shown in Table 5.4 can be tested in the channels with at least one real muon
by comparing the factorised results to the number of events directly measured in the
Multijet(l) 17-35 GeV sample. The Multijet() 17-35 GeV sample is chosen to perform this
cross check because it covers a pr spectrum that’s similar to the Minimum Bias sample,
where a comparison is shown in Figure B.1. This cross check is only performed in the
channels with a sufficient number of two lepton events. When directly measuring the
number of two lepton events, one must ensure that the two leptons are not produced by the
same jet. Inthe Z — 1T — Il +4v and H — 1T — |l + 4v analyses, the invariant mass of
the two leptons is required to be above 25 GeV and above 30 GeV, respectively. As the
number of multijet events drops off quickly with increasing pr, only lepton pairs that are
relatively back-to-back will pass these selections. To ensure that the two leptons are
relatively back-to-back, a AR > 2.0 requirement is applied when measuring the number of
two lepton events in the Multijet(L) sample.

The Multijet() 17-35 GeV sample has an integrated luminosity of 2.21 pb‘l, which is
approximately 137 times the size of the Minimum Bias sample. The factorised estimates are
scaled up to match the integrated luminosity of the Multijet(l) sample and the results are
shown in Table 5.5, where only the channels with a sufficient number of two lepton events
are shown.

The factorised estimates agree with the direct measurements within the given uncertainties.

This suggests that the factorisation methodology is generally valid for the tested channels
and is assumed to be equally as valid for the channels that could not be tested.
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_Multijet channel Factorised estimate {0stat+ 0Osy9 | Observed inJ1(p)
bb - Real electron, real muon 84+5+8 86
bb - Fake electron, real muon 74+54+7 73
cc - Real electron, real muo 25+0.3+0.3 2
cc - Fake electron, real muon 24+ 142 26

Table 5.5: Comparison table for the factorised estimatet®MinBias6é sample and the
direct measurement of thi. (1) sample [65].

5.2.2 Isolation efficiency

Once the number of two lepton events is calculated, the isolation selections efficiencies are
similarly calculated for each lepton type and then factorised. To keep the results of this study
as general as possible, the efficiencies of additional selections are not calculated. The results
of this study are therefore most valid after the dilepton and isolation requirements, but can be

used as an upper bound estimate when considering further selections.

The isolation efficiencies are measured for each type of multijet lepton. These are
calculated from events with at least one reconstructed lepton. For events with more than
one reconstructed lepton, each lepton contributes independently to its own type. The

measured isolation efficiencies are given in Table 5.6.

Lepton type bb cc qq
Real electron 0.048+ 0.009| 0.094+ 0.024 -
Fake electron 0.1054+ 0.017| 0.099+ 0.008| 0.128+ 0.006
Real muon | 0.038+ 0.004| 0.044+ 0.005 -
Fake muon | 0.028+ 0.006| 0.0654 0.009| 0.119+ 0.007

Table 5.6: Lepton isolation efficiencies [65].

5.2.3 Estimated multijet events

Assuming the lepton reconstruction efficiencies are independent of the isolation efficiencies,
the expected number of multijet events with two isolated leptons is given by:

Nmultijeti = Scale x Ny j X €isolation1 X Eisolation2 (5.4)

where Nmuttijet is the expected multijet background for a given channel i, Scale is the
luminosity scale, N j is the expected number of two lepton events and €jsplation iS the lepton
isolation efficiency. For the integrated luminosity of the Z — 1T — Il + 4v analysis (35.5
pb‘l), the number of expected events in each channel is given Table 5.7, neglecting any
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preselection efficiencies such as vertex or trigger requirements. The relative contributions of

the multijet events are presented in Table 5.8.

Multijet channel Nmuitijet(£0stat = Osys)

ee

e

T

bb - real real
bb - real fake
bb - fake real
bb - fake fake
cc - real real
cc - real fake
cc - fake real
cc - fake fake
qq - fake fake

0.24+0.09+ 0.02
0.91+0.21+0.09

1.29+ 0.38+ 0.13
0.017+ 0.008+ 0.002
0.35+ 0.09+ 0.04
3.37+£ 0.50+ 0.34
10.79+ 0.98+ 1.08

2.60+0.11+ 0.26
0.45+ 0.03+ 0.05
4.95+ 0.30+ 0.50
1.294+ 0.08+ 0.13
0.174+0.01+ 0.02
0.12+ 0.01+ 0.01
1.74+0.07+0.17
240+ 0.10+0.24
9.46+ 0.24+ 0.95

7.11+1.13+0.71
2.48+ 0.58+ 0.25

0.32+0.14+ 0.03
0.45+ 0.10+ 0.05
0.93+ 0.15+ 0.09

0.42+0.11+ 0.04
2.08+0.25+0.21

Total

16.97+2.27+ 1.70

23.20+ 0.96+ 2.32

13.80+2.47+ 1.38

Table 5.7: Expected multijet events with two isolated lestéor 35.5pb1 [65].

Multijet channel

Percentage of the totadOstat+ Osys)

ee

e

pp

bb - real real
bb - real fake
bb - fake real
bb - fake fake
cc - real real
cc - real fake
cc - fake real
cc - fake fake

1.43%+0.53%+0.14%
5.35%+1.25%+0.53%

7.61%+2.26%+0.76%
0.10%+0.05%+0.01%
2.08%+0.53%+0.21%

19.85%+2.97%+1.98%
63.59%t5.76%+£6.36%

11.22%t+0.48%+1.12%
1.96%+0.13%+0.20%
21.35%t1.30%t£2.13%
5.57%+0.35%+0.56%
0.74%+0.04%+0.07%
0.52%+0.04%+0.05%
7.52%+0.30%+0.75%
10.35%t0.43%+1.03%
40.78%t1.04%+4.08%

51.54%+t8.19%+5.15%
17.98%t4.42%+1.80%

2.34%+1.02%+0.23%
3.29%+0.73%+0.33%
6.73%+1.10%+0.67%

3.07%+0.80%+0.31%
15.06%t+1.83%+1.51%

qq - fake fake

Table 5.8: Contributions from each multijet channel givenaagercentage of the total
background [65].

Cross section scale corrections

This

discrepancy is attributed to a mismodelling of the multijet cross sections, which is corrected

The predicted number of multijet events exceeds the amount observed in data.

by rescaling the MC to match the data. The kinematic distributions of the processes are
assumed to be well modelled, which is supported by studies of multijet events that produce
electrons and muons [66] [67]. Comparisons of the lepton pr and N distributions are shown
in Figure 5.1, where the MC distribution is generated using the same Minimum Bias sample
as the one used for this study and the MC scale is adjusted to match the number of

observed events in data.
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Figure 5.1: The electron and mu@a (Et) andn distribution comparisons [66] [67].

The multijet cross section correction factor, K, is calculated after the two lepton requirement

using:
MC Data
k= I\Imultijet/NmuItijev (5.5)
where NP2, and NYIG,;. are the number of mulitiet events observed in data and MC,
respectively. For NPData the expected contamination from non-mulitjet processes is

multi jet’

estimated using simulations and subtracted. For NMC

multijet’
using the sum of the Multijet(lt) samples. The K factor is calculated only from the g channel

the number of events is estimated

where the contributions from two fake leptons is the smallest. A scale factor of
k = 0.6644 0.0574+ 0.100is found [65], where a 15% systematic uncertainty assigned for
the expected contributions from light-flavoured fake events, which are not included in the
filtered samples.
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Mulitjet estimate cross check

The factorised multijet estimate in the e channel is cross checked against a data-driven
estimate to validate the methodologies described in this chapter. The data-driven estimate
uses the same lepton selections as the factorised estimate and the method is described in
Section 6.4.1. The 10 GeV electron and 6 GeV muon dilepton trigger was used to collect
the data. For a fair comparison, the factorised estimate is scaled by efficiency of this trigger,
which is measured to be &riggerep = 0.81840.023 (stat) [65]. The factorised estimate in
the epichannel is:

multijet
NMc,ep = KX €triggerep < Nep, (5.6)

= 1260+ 1.47 (stat) £ 3.06(sys). (5.7)

The equivalent data-driven method estimates the mulitjet contributions to be [65]:

"
Niataa, = 1637857 (stat). (5.8)

Systematic uncertainties are not estimated for the data-driven cross check. The two results
are consistent within the given uncertainties, which gives great confidence to the factorisation
methods used in this chapter.

5.3 Systematic uncertainties

The correlation between the reconstruction efficiencies of the two leptons is considered as a
systematic uncertainty. The extent of the correlation is tested in heavy flavoured quark events
by plotting the pr of one quark against the probability that its anti-quark has a pr > 10 GeV
(or pt > 15 GeV), which is shown in Figure 5.2. The correlation tests are conducted on the
mother particles instead of the leptons because there are not enough two lepton events in
the Minimum Bias sample. The pt of prompt leptons is strongly associated with the pr of its
mother particle and therefore the correlation between the mother particles is a good estimate

of the lepton correlation.

The pr of the bb and cC quark pairs are noticeably correlated. If the py of the first quark is
above 10 or 15 GeV, then the probability of its partner having a pr> 10 GeV increases by
about 0.1 for both flavours. If the pt correlation between the quarks is 100%, then the plot
in Figure 5.2 should be step-function that rises at pr = 10 GeV. If there is no pr correlation
between the quarks, then the plot should have zero gradient. Figure 5.2 shows a slight
gradient , which suggests that the pr of the quark pairs are closer to being uncorrelated than
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Figure 5.2: The probability of the opposite quark havingra> 10 GeV as a function of
the first quark’spr. The red line represents the global average, the greendpresents the
average for events with the first quarlds > 10 GeV and the blue line for events with the
first quark’'spt > 15 GeV [65].

fully correlated. The correlation is estimated to be 10% since the blue and green lines are
about 10% of the distance above the red line tending towards unity. Assuming the quarks’
momentum is correlation is directly proportional to the lepton reconstruction efficiencies, a

systematic uncertainty of 10% is assigned for the predicted yields in the bb and cC channels.

The pt correlations between light-flavoured quarks are not studied because their mother
particles are not distinct. Leptons produced in light quark events are generally non-prompt,
so the pr correlation is expected to be less than that of the heavy flavoured quarks.
Conservatively, a systematic uncertainty of 10% is also assigned for the estimates in the

light-flavoured channels.

5.4 Summary

The results of this study show that the three dilepton channels are affected differently by the
various multijet processes. Overall, these studies have shown that multijet processes are

most likely to produce real muons and fake electrons.

In the following chapters, the Z — 11 — |l +4v analysis uses data-driven methods to estimate
the multijet background contribution (see 6.4). In the elchannel, the method assumes that
the charges of the two multijet leptons are independent. The results of this study supports
this assumption, where approximately 88% of the e multijet events have at least one fake
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lepton. In the ppchannel, the same assumption cannot be made, as over 50% of the multijet
events come from real bb events. As such, the control regions in the Ypchannel are defined

using muons that fail the isolation selection instead.

In the H — 1T — Il + 4v analysis, the 'fake’ background is estimated by modelling the fake
distribution in a control region and fitting that shape in the signal region (see Section 8.4.4).
This method requires the fake composition to be approximately the same in the signal and
control regions and assumes the two leptons’ charges are independent. To ensure similar
fake compositions, only one lepton is allowed to fail the isolation requirement to minimize
the composition bias towards heavy-flavoured quark decays. This selection is motivated by
the results of this study, which shows heavy-flavoured quark decays fail the isolation
requirements more so than fake leptons. The assumption on the two leptons’ charge in
dependence is supported by this study in the eeand e channels, but less so in the gl
channel. Inthe H — 1T — |l + 4v fake estimation, a larger discrepancy is observed in the
KM channel, which can be explained by the results presented.
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Z — 1T — |l +4v cross section

The measurement of the Z — TT production cross section is an important test for electroweak
predictions at the LHC and for the H — TT analyses, where Z — TT events are an irreducible
background. This chapter will describe the methods used to measure the Z — TT cross
section using the Z — 1T — ep+4v and Z — 1T — U+ 4v decay modes.

6.1 Trigger selection

The 15 GeV "medium" quality single electron trigger was used to collect the data for the ep
channel because it has the lowest pt threshold of the unprescaled electron triggers.

The PM channel uses a combination of 10 GeV, 13 GeV and 13 GeV "tight" single muon
triggers, where the lowest threshold unprescaled trigger for each period of data taking was
chosen. The integrated luminosities and the fraction of the collected data from each trigger
are given in Table 6.1. In MC, events are selected with these triggers such that the fractions
between the triggers matches those of the data.

Trigger Lumi (pb™Y) | Lumi (%)
W pr > 10 GeV 3.02 8.2
W pr > 13 GeV 15.3 42.9
W pr > 13 GeV "tight"|  17.3 48.8
Total L=355pb!

Table 6.1: Triggers used in thgranalysis with the corresponding luminosities and fraction
of total luminosity [10].
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6.2 Particle selection

Selecting Z — 1T — |l +4v events requires well reconstructed electrons, muons and missing
transverse energy. These particles must be within the detector acceptance and are required

to satisfy basic quality criteria.

Electron candidates are required to have an Et > 16 GeV to ensure the candidate electrons
are above the trigger threshold. The electron energy scale for data events is calibrated using
Z — eeevents. The calibrations are dependent on the calorimeter region with adjustments
ranging between 4 5%. [60].

In the Yypichannel, the leading muon is required to have pt > 15 GeV to be above the trigger
thresholds. The pr threshold of the sub-leading muon is 10 GeV to maintain a high signal

efficiency. For the eplchannel, a muon with pt > 10 GeV is required for the same reason.

Jets are required to have E1 > 20 GeV. Descriptions of the calibrations used to obtain the jet

energies are given in reference [68].

6.3 Event selection

This section describes the selections used for the Z — 1T — Il 4 4v analysis.

6.3.1 Z — 1T — e+ 4v selection

Z — 1T — ep+ 4v candidate events are selected by requiring exactly one electron and one
muon of opposite charge. Since the flavours of the two leptons are different, the contributions
from y*/Z — eeand y*/Z — pp events are greatly reduced. However, contributions from
multijet, W — |v and tt events are still significant.

Lepton isolation

After the el selection, there are approximately 20 times more multijet events than the Z —
TT — el+4v events. Leptons produced from multijet events tend to be not isolated. The
measured tracking and calorimeter activities in a cone around the lepton candidates are
effective discriminants against those produced from multijets. The following lepton isolation
requirements are applied [10] and the distributions are shown in Figure 6.1:

e Muons: prcone40/pr < 0.06 and Eycone40/prt < 0.06,

e Electrons: prconed0/prt < 0.06 and Etcone30/pt < 0.10.
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W + jets suppression

The angular separations between the two final state leptons and the E%"iss direction are
good discriminants against W — ev and W — v events. Figure 6.2 shows the typical
topologies of a Z — TT — ep+ 4v event compared to a W — |v event. In the case of the
signal events, the two tauons produced from the Z decay are significantly boosted, which
focuses the directions of the tauon’s daughter particles. The E?“ssof the signal is dominated
by the transverse momenta of the four neutrinos and as such, the direction of the E%”iss
should lie mostly between the opening angles of the two leptons or at worst be roughly
parallel with one of them. For the W — |v events, the second lepton is usually produced
from additional jets. The transverse momenta of the jets, the charged lepton and the
neutrino should roughly balance in the transverse plane. Since the neutrino dominates the
EMiSSfor W — v events, the EIMSSdirection usually lies outside the opening angle of the two
charged leptons.

The difference in topology between the signal and W — |v events is exploited by using the
variable

3 corp= cogp(e) — HET™)) +cog (k) — GET™)). (6.1)
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Signal events have Y cosA@ values that peak at zero with a tail in the positive direction.
Positive values of ) cosA@ are produced by events where the Z boson is boosted in the
transverse direction. However, the majority of Z bosons are created almost at rest in the
transverse direction, in which case the tauons and its decay products are nearly back-to-
back. For these events, S CO\@is almost zero. For the W — |V events, S cos\@ is usually
negative because the average ( separation between the E?“issand the two leptons is > T1/2
(coA@<0). Events are required to have Y cosA@> -0.15, which selects the majority of signal
events whether at rest or boosted and rejects most of the W — |v background.

v Jet “a

E’Ilpiss V/J“ W

Z e . B L
14 " E%liss
v,
* v 1
(@ Z—> 17— pvv evy (b) W — v

Figure 6.2: Topologies of 2 — 11 — ep+4v event and &V — |v event [10].

Top suppression

tt events are characterised by the presence of a large number of high pr jets, two leptons
and large ETmiSS‘. The total energy in tt events are on average higher than Z — 1 — ep+ 4v
events. To reject this background the following variable is defined:

zET—f—E%niss: ET(e)+ET(u)+E(jets)+E¥"s‘°‘, (6.2)

where the Er summation includes all reconstructed muons, electrons and jets. Events are
selected if they have S Et + EMSS< 150 GeV. This selection rejects over 98% of tt events

while retaining over 90% of the signal [10].

Invariant Mass

The invariant mass of the electron and muon is required to be within 25 GeV < mg, < 80
GeV. This selection is chosen to include the majority of the signal events, while rejecting any
events outside the signal spectrum.
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The Y cosAQ after the eptand isolation selections and the S Et + EIMSS distributions after
the Y cos\@ selection are shown in Figure 6.3. The ellinvariant mass distribution after the
5 Et + EMSSselection is shown in Figure 6.4.
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6.3.2 Z — 1T — YU+ 4v selection

The Z — 1T — Y+ 4V candidate events are required to have exactly two muons of opposite
charge.

67



Lepton isolation

The two selected muons are required to pass the following isolation requirements to reduce
background contributions from multijet processes:

e Ercone40/pr <0.20,

e prcone40/pr < 0.15.

The isolation requirements are lower than the epL.channel because the multijet contributions
are smaller in this channel. A rejection factor of approximately 100 is achieved against multijet
events. The distributions of the isolation variables are shown in Figure C.3 (Appendix C) for
events with exactly two muons of opposite charge.

Invariant mass selection

After the isolation criteria, the di-muon spectrum is dominated by y*/Z — ppand Y — pp
events. To reduce these backgrounds, an invariant mass requirement of 25 < m,, < 65 GeV
is applied. The upper and lower bounds are chosen to be away from the Z and Y resonances.
The invariant mass distribution of [l events after isolation is shown in Figure 6.5.

Y*/Z — ppsuppression

After applying the invariant mass requirement, there are still approximately 200 times more
Y*/Z — ppevents than Z — 1T — U4V events. Muons from y*/Z — pLevents have similar
kinematics to those produced by the signal, making this background particularly challenging
to remove. Two independent methods are used to reduce this background. The first uses
a series of standard selections optimised to discriminate the signal from y*/Z — ppevents.
This technique, although robust, does not achieve the best possible signal to noise ratio. To
improve this, the second method uses a multivariate technique, in the form of a Boosted
Decision Tree (BDT), to distinguish between the two processes.

Standard selection method

In the standard method, the y*/Z — pp background is suppressed using the following
requirements after the invariant mass selection:

o AQ(pa,H2) > 2.7, to ensure the two muons are back-to-back in the transverse plane.
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o AQ(,MET) > 2.7 or AQ(H1, MET) < 0.3. The A@ separation between the leading
lepton and the direction of the ET'SSis a good discriminant against y*/Z — Upevents.
Neutrinos from signal events travel approximately collinearly with the muons, so the
E%"issdirection is most likely to be either aligned or anti-aligned with the leading muon.
For y*/Z — UM events, the EMSSis mostly fake and is expected to be orientated
randomly with respect to the direction of the leading muon.

e pr(H1) — pr(l2) > 5 GeV. After the two previous selections, only y*/Z — [ events
with little or no boost in the transverse direction are left. For these events, the pr of
the two muons are similar. This differs from the signal events where the 3-body decay

of the tauons allow the muons to have a larger pr spread.

e |do(M1)| + |do(H2)| > 0.04 mm, where dy denotes the radial impact parameter of a
muon with respect to the primary vertex. dg is larger for the signal muons because
of the long tauon lifetime. The sum of the two muons’ impact parameters provides a
better discrimination against the background than either one alone.
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Distributions of the y*/Z — pU suppression variables are shown in Figure 6.6. The
AQ(Hg, H2) and |do(pa)| + |do(pe)| distributions for the signal and y*/Z — pp events are
shown specifically in Figure C.1 and the correlations of A@(py,H2) with respect to the
AQ(W, EMSS) and Pr () — Pr () variables are shown in Figure C.2.

Boosted decision trees

Boosted Decision Trees (BDTs) are a multivariate analysis technique that uses a number of
given discriminating variables to optimally separate signal and background processes [31].
Training events are separated into two sub-samples or nodes by applying a selection on the
variable with the most discriminating power. This selection is optimised over 20 iterations. At
each subsequent node, the same process occurs, creating more sub-nodes. A depiction of
this process is shown in Figure 6.7, where a tree-like structure is formed. Node splitting
continues until either the maximum number of levels has been reached; or there are
insufficient number of events to create more nodes. In this analysis, nodes must contain at
least 50 events and the trees have a maximum depth level of 3.
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Figure 6.7: An illustration of a decision tree [31].

The nodes at the end of the trees which are referred to as "leaf nodes" and are used to
classify events. The classification value is known as the "BDT output" or the "BDT response”
and has a range [-1,1], where -1 indicates a purely background-like event and 1 a purely
signal-like event. The classifications are determined by the number of signal and background
events found within the leaf nodes during training.

Signal and background events from the training sample that are misclassified are given
larger weights to help correctly classify them. The reweighted events are used to develop a
new decision tree. This process is known as boosting and is typically applied several
hundred times creating a "forest" of trees. In this analysis, 400 trees are used. Boosting is a
key feature of BDTs that improves the signal and background separation and prevents bias
classifications caused by statistical fluctuations. The Boosting for the tree used in this
analysis is performed using the Adaptive Boost algorithm, which derives its boost weight

using:

1—err
a=

v (6.3)

where err is the misclassification rate of the previous tree. After applying the boost weights,
the weights of the entire sample are renormalised such that the sum of the weights remains
constant. Applying the Boost weights across all trees, the overall BDT classification of an
event is given by:

Ntrees

Nooos. > In(ai)-hi(x), (6.4)

YBoostX) =
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where X denotes the vector of input variables, h(X) is the result of an individual classifier and

Nireesis the number of trees in the BDT.

Multivariate selection method

In the multivariate analysis method, a BDT is trained after the invariant mass selection to
distinguish Z — 1T — pp+ 4v events from y*/Z — ppevents.

Training uses the Z — TT simulations as the signal and the y*/Z — pu simulations as the
backgrounds. During the training and testing procedures, the isolation requirement is
removed to increase statistics. Other background samples are not used in the training, as
their inclusion dilutes the discriminating power of the BDT against y*/Z — ppevents. The
same four variables that are used in the standard method, along with the pr of the leading

muon are used to train the BDT:

A(p(u:b HZ),

A@(p1, MET),

e pr(a)—pr(ke),

|do(ka)[ + [do(b2)],

* pr(k).

About 50% of the signal and 30% of the background events are used in the training. This is
about 4000 events for the signal and 10000 events for the backgrounds. The remainder of
the MC events are used for testing the consistency of the BDT responses against the training
sample. This check is conducted to ensure the BDT has not been over-trained. Figure 6.9
shows an overlay of the training and test samples for the signal and background, where a
consistency between the training and test samples is observed. This is a strong indication
that the BDT has not over-trained.

The purities and efficiencies of signal and background are shown in Figure 6.8 for the trained
BDT. The S/\/S—i— B ratio is also shown as a function of the BDT output, where a maximum is
observed at approximately 0.07. Events with a BDT output below this threshold are rejected.
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6.4 Estimating multijet contributions

The multijet background contribution in the ep and MU channels is estimated using
data-driven methods. In both cases, three exclusive control regions with enriched multijet
purities are defined to estimate the contributions in the signal region. The multijet purity can
be enriched by choosing events with same signed leptons or leptons that fail the isolation
selections. Leptons fitting the latter description are referred to as being "anti-isolated". The
three control regions "B","C" and "D" are used to estimate the multijet contribution region
"A". This technique is colloquially known as the "ABCD" method. A diagram of these

regions is shown in Figure 6.10 for the epland ppLchannels.

The contamination of electroweak and tt events in each control region is estimated using MC
and then subtracted from the sample. The remaining events are assumed to be all multijet

events.

N' = N(IJIata_ NIZ—>I| - Ntlt__ I\l\IN—>Iv - N(IJIiboson (6.5)

where | = e, T.

>

SS B D

M, anti-isolated
o

©
3
S0
0s A C 2 A C
-
Isolated Anti-isolated M, isolated  p, anti-isolated
(a) epregions (b) puregions

Figure 6.10: The four regions used to estimate the multgekground for the (a@pand (b)
ppchannels [10].
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6.4.1 ABCD method for Z— 1t — eu+4v

For the epchannel, the four regions are defined after the dilepton selection using the following
definitions:

e Region A is the region that contains events with an isolated electron and an isolated
muon with opposite charges.

e Region B is the control region containing events with an isolated electron and an
isolated muon with the same charges.

e Region C is the control region containing events with an anti-isolated electron and an
anti-isolated muon with opposite charges.

e Region D is the control region containing events with an anti-isolated electron and an

anti-isolated muon with the same charges.

A diagram of the four regions for the eplchannel is shown in Figure 6.10(a). The multijet
isolation efficiencies are estimated using the ratio of events between region "D" and region
"B". This efficiency is applied to region "C" to estimate the number of events in region "A". The
selection efficiencies are assumed to be the same for same-sign and opposite-sign events.
The estimated number of events is given by:

NC
NA = NE‘m = NPRog/ss (6.6)
where Ros/ssis the ratio of opposite sign and same sign events, which is measured to be
1.55 4 0.04.

NA is an estimate of the contributions after the epand isolation selections. Due to the limited
statistics in region "B", the multijet contribution after the full selection is estimated by applying
an efficiency factor to NA. This efficiency is derived by passing events in region "D" through
the analysis selections of the epl.channel. Assuming the events in region "A" and "D" have
the same selection efficiencies, the number of multijet events in the signal region is estimated

by:

Nmultijet _ NA % ED (6.7)

signal signal’

The validity of this assumption is checked by comparing the distributions of the selection
variables in the two regions. However, the number of events in region "A" is statistically
limited, so this assumption cannot be checked directly. Instead two additional regions are
defined where only one of the two leptons are required to be isolated. These intermediate
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Region C: Anti-isolated O$ RegionD: Anti-Isolated S$
Y'/Z(ee 0.25+0.10 y*/Z(ee) 0.08+ 0.03
Y /Z(uy) 0.28+ 0.04 Y/Z(uy) 0.26+ 0.04
W (ev) 1.72+ 0.33 W(ev)  0.40+0.15
W(w)  4.07+0.43 W(wv)  3.48+0.39
W(tv)  0.75+0.37 W(tv) 0.72+0.36
tt 4574+ 0.15 tt 3.15+ 0.12
Diboson 0.11+ 0.01 Disboson 0.05+ 0.01
y*/Z(tt) 0.61+ 0.09 y*/Z(tt) 0.51+0.14
Sum MC 12.36+ 0.69 Sum MC 8.65+ 0.58
Data 3771 Data 2432
Multijet 3758.64 Multijet 2423.35
Region A: Isolated OS Region B: Isolated SS
Y*/Z(ee 0.06+ 0.02 y*/Z(ee) 0.05+ 0.03
Y /Z(uw 5.47+0.21 Y /Z(uyw 2.81+0.15
W(ev) 0.22+0.11 W(ev)  0.11+0.07
W(w)  9.16+ 0.64 W(w)  9.55+ 0.66
W(tv) 0.98+0.44 W(tv) 0.52+0.26
tt 48.67+ 0.50 tt 0.38+ 0.04
Diboson 9.114+0.13 Diboson  0.55+ 0.02
y'/Z(tt) 86.93+1.17 y'/Z(tt) 1.44+0.17
Sum MC 160.60t 1.54 SumMC 15414+ 0.75
Data 190 Data 22
Multijet 29.4 Multijet 6.59

Table 6.2: The number of data and MC events for the four regidthe multijet background
estimation after thepselection [10].

regions have higher statistics, so the independence of the isolation and charge with respect
to the other selection variables can be tested.

The distributions of the event selection variables for the intermediate regions and the control
regions "C" and "D" are shown in Figure 6.11. The shapes of these distributions are roughly
consistent across the four shown regions, given the uncertainties. This indicates that the
selections of the e channel are approximately independent of the charge and isolation.
Thus, the selection efficiencies derived from region "D" can be used estimate the multijet
contributions in the signal region. Any observed shape differences between the control
regions are accounted for with systematic uncertainties and is discussed in Section 6.7.4.

Region "D" is also used to model the shapes of the multijet distributions in all plots.
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The number of events in each region is given in Table 6.2. The estimated number of multijet
events after the efland isolation selections is

NA = 10.24 7.4(stat ) + 2.5(syst). (6.8)

The efficiency of the remaining selections is measured to be

NP
eDgnal = —o — 056+ 0.01(stat ) + 0.01(syst). (6.9)
? I\Idilepton

Thus, the expected number of multijet events in the e[isignal region is estimated to be

N&gna = 5.7 £ 4.1(stat ) +-0.9(syst). (6.10)
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6.4.2 ABCD method for Z— 1t — pp+4v

The ABCD method is used in the ppichannel at two different points of the event selections: the
first after the dilepton and isolation criteria; and the second after the full selection. The first
estimate is used to check the normalisation of the y*/Z — ppbackground (Section 6.5) and
the second is used to estimate the multijet contributions in the signal region. The four regions
for the Yy channel is defined after the dilepton selection using the following definitions:

Region A is the region that contains events where both muons are isolated.

Region B is the control region where the leading muon is isolated and the sub-leading
muon is anti-isolated.

Region C is the control region where the leading muon is anti-isolated and the sub-
leading muon is isolated.

Region D is the control region where both muons are anti-isolated.

A diagram of the ABCD regions for the P channel is shown in Figure 6.10(b). For the
estimate after the full selections, regions "A" and "C" are modified to additionally include the
full event selections.

Regions "B" and "D" are used to measure the isolation efficiency of the leading muon, which
is applied to region "C" to estimate the number of multijet events in region "A". Any
correlations found between the control regions are accounted for using a K factor. Thus, the
number of multijet events in region "A" is given by:

NB

NA = NC (W) x k. (6.11)
At the first multijet estimate, k corrects for the correlation between the two muon’s isolation
efficiencies. The Ercone40/pt and prconed0/pr efficiencies are measured for both muons
for when the other is isolated and anti-isolated. These results are shown in Table C.1 and
their distributions are shown in Figure C.4. The four measured K values are averaged to
obtain a single k factor. The systematic uncertainty on k is taken as the largest difference
between any of the measured k values.

The k factors are similarly calculated for the multijet estimation in the L signal region for the
standard and multivariate analysis methods. = The Erconed40/pr and prconed0/pr
efficiencies of the leading muon are measured for events that pass the full event selections.
The two k values measured for the signal region are averaged to obtain to a single K factor
with a systematic uncertainty that's equal to the difference between the two. The measured
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values are shown in Table 6.3 and the Eycone40/pt and prcone40/pr distributions for

these events are shown in Figure 6.12.

The estimated multijet contributions in signal regions are given in Table 6.4 for the standard
and multivariate analysis methods. The number of events in each of the four ABCD regions
after the P selection are shown in Table 6.5 and their distributions are shown in Figure C.5.
For the multijet estimate in the signal regions, the number of events in the modified region
"C" is presented in Table 6.6.

Isolation Variable | Pass standard selections and isou | 2 not isolated|  k factor
e(y) ErCone40pr 0.279+ 0.072 0.180+ 0.006 | 1.55+ 0.41
€(H1) prConed0pr 0.200+ 0.060 0.136+ 0.004| 1.47+ 0.45
Average k factor = 1.5% 0.61 (stat}+ 0.08 (sys)

Isolation Variable | Pass BDT selections and1isop | pp notisolated,  k factor
€(H1) ErConed0pr 0.167+ 0.021 0.180+ 0.006| 0.93+ 0.15
€(H1) prConed0pr 0.127+ 0.019 0.136+ 0.004| 0.93+ 0.16

Average k factor = 0.93 0.22 (stat}t 0.01 (sys)

Table 6.3: The isolation selection efficiencies for the legdnuon for events that pass all
otherppevent selections for the standard (top) and multivariadétdn) analysis methods.
The ratio of these efficiencies are givenkdactors [10].

After selection | Multijet estimate {0stat =0sy9

Invariant massn,, 69.3+ 11.7+ 10.7
Standard selection 1.8+ 0.8+ 0.1
BDT selection 10.2+ 254+ 0.7

Table 6.4: Estimated number of multijet events in tlpechannel after the selection on the
invariant mass selection and after the full event selestfonthe standard and multivariate
analysis methods [10].
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Region B: 1 not isolatedyy, isolated| Region D: o not isolatedp; not isolated
Data 766 Data 6550
Z—11 9.2+04+04 Z—T1T 04+0.1+0.0
W — v 439+ 1.5+ 3.0 W — v 23+0.4+0.3
tt 227+ 0.6+ 1.8 tt 43+024+04

Y/Z — pp 231.44+ 3.3+ 15.0 Y/Z — pp 9.5+ 0.8+ 0.7

W — 1v 2.7+£0.7+0.1 W — 1v 1.2+ 054+0.1
Y'/Z— ee 0.0 Y'/Z— ee 0.2+ 0.1+0.0

W —ev 0.0 W —ev 0.0

Multijet 456.1+21.7+ 15.4 Multijet 6532.1+ 80.8+ 0.9
Region A: M & W isolated Region C: Ly isolated,up not isolated

Data 2491 Data 366
Z— 1t 115.1+ 1.4+ 8.0 Z—T1t 3.24+0.2+0.2
W — v 1.5+ 0.3+0.2 W — v 40+04+0.8
tt 1244+ 0.4+ 1.1 tt 494+ 0.3+ 1.0

yx/Z —pu  2137.2+ 10.04+ 148.7 | y*x/Z — pu 49.0+ 1.7+ 6.3

W —1v 0.0 W —1v 0.2+£0.2+£0.0
yx/Z — ee 0.0 yx/Z — ee 0.0

W — ev 0.0 W — ev 0.0

Multijet 224.84+ 51.1+ 149.0 Multijet 304.7+17.5+ 6.4

Table 6.5: The number of events in each region fortpenultijet estimation method [10].

Region C: Standard selectiorRegion C: BDT selection
Data 18 108
Z—T11 05+0.1+0.0 1.1+0.1+0.2
W — v 0.1+ 0.1+ 0.1 0.3+0.1+0.2
tt 0.1+ 0.03+ 0.0 1.4+0.1+0.2
Y /Z — Pu 05+0.2+0.1 0.7+£0.2+0.2
W — 1tv 0.0 0.0
yx/Z — ee 0.0 0.0
W —ev 0.0 0.0
Multijet 16.8+4.1+0.2 156.5+ 125+ 0.4

Table 6.6: The number of events for tipgt channel in region "C" of the the multijet
estimation method, for events that pass the [fyllevent selections barring the isolation
of one muon [10].
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Figure 6.12: Distributions of th@qu multijet events in data for th&rCone40pr and
pr Cone40pr in the different ABCD regions after all selections in both tih@nslard and
multivariate analysis methods. The distributions havenbe®malised to unity for viewing
purposes [10].
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6.5 Estimation of electroweak backgrounds

The background contribution from W, y*/Z and tt events is estimated using simulations. The

production cross sections used for each sample is checked in control regions using data.

6.5.1 W normalisation

The expected cross section of W — pv and W — ev events are checked using control regions
defined by the following selections:

Exactly one muon and one electron of opposite charge,

The muon (W — v region) or the electron (W — ev region) satisfies the isolation

criteria,

Isolation requirements for the other lepton are not applied,

s Et + EMiSS< 150 GeV,

60 < Mt < 100 GeV,

where M is the transverse mass:

Mr = \/2pr i EPSYL - cosh(I, EJ's9). (6.12)

W — |v + jets events can fake the signal if one of the associated jets is misidentified as a
lepton. By removing the isolation requirements for one of the lepton candidates, the signal
contamination is reduced and the amount of W — lv events is increased. The y Er + EfMiss
requirement reduces the number of tt events within the control regions. The Mt distribution
of W — v events peaks around the mass of the W* bosons and by applying a selection on

M+ around this mass, the purity W — |v events is further increased.

Table 6.7 shows the number of events within the W — ev and W — pv control regions,
respectively. The number of multijet events within these regions is estimated using the ABCD
method. The distributions of the Mt and E?“issvariables for these regions are shown in Figure
6.13. The shapes of the distributions and the selection efficiencies of the multijet events are
taken from region "D". Within the uncertainties, the W — |v estimates from simulations are

consistent with the number of observed events in data.
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W — ev control region W — pv control region
Nror Ngo<Mr <100GeV Nrot Neo<Mr <100GeVv
Z—ee 2.394+0.16 0.32+-0.06 | 0.04+0.02 0.01+ 0.01
Z— Juu 2.75+0.14 0.104+ 0.02 6.75+ 0.22 0.59+ 0.06
W — ev 8.51+ 0.77 5.24+ 0.62 0.11+ 0.07 0.05+ 0.05
W — v 9.15+ 0.68 2.81+0.39 | 25.2841.19 10.69+0.78
W — 1v 1.254+ 0.53 0.40+ 0.32 2.234+0.64 0.624-0.35
tt 0.374+ 0.05 0.124+-0.03 | 0.06+ 0.02 0.02+ 0.01
yx —ee| 1.054+0.24 0.024+ 0.02 0.024+ 0.02 0.06:0.00
yx — Uu | 0.14+ 0.07 0.06:-0.00 0.81+0.21 0.00+ 0.00
Yk — TT 0.094 0.09 0.0G6- 0.00 0.324+0.17 0.0G6:= 0.00
Z—TT 2.124+0.20 0.184+0.06 | 4.63+0.30 0.114 0.05
Mulitjet | 167.404+ 14.03 17.32-1.45 | 48.55+9.79 5.17+1.04
Data 232 29 77 18
Total 195.24+ 14.08 26.1-1.66 | 88.78+9.89 17.28+1.35

Table 6.7: Number of events in thé — |v control regions for data and MC [10].
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Figure 6.13: Distributions d¥it andEMSSvariables for th&V — v control regions. Multijet
contributions are shown in green (QCD est) [10].
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6.5.2 Top normalisation

The expected tt cross section is checked with a control region defined as follows:

One electron and one muon of opposite charge,

Both leptons pass isolation,

Y COAQ< -0.15,

s Et + EMSS> 150 GeV.

The Y cosA@ requirement reduces the signal contamination in the control region. Since tt
events contain more energy than the signal and other backgrounds, the y Et + E%“iss> 150
GeV requirement is used to improve the tt purity. The multijet contribution in the tt control

region is estimated using the same methods as described previously.

The number of events in the tt control region is shown in Table 6.8 for data and MC. The
observed events agree with the MC estimates within the uncertainties.

Ntor

yx/Z— 1l (I=ep) | 0.19+ 0.04
W —ev 0.08+ 0.07
W — v 1.29+ 0.26
W —1v 0.33+ 0.25
tt 26.96+ 0.38
Yy /Z — 11 0.31+ 0.07
Multijet 2.30+ 2.75
Data 31

Sum MC 29.18+ 2.80

Table 6.8: Number of events in thiecontrol region for data and MC [10].

6.5.3 y*/Z normalisation

The expected y*/Z — ppproduction is checked using events that pass the |, isolation and
25 < my, < 65 GeV selections. In this region, over 90% of the events are expected to come

from the y*/Z — P process (see Figure 6.5), which makes it suitable for checking the scale
of this background.
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The multijet contribution in this region is estimated as described previously (Section 6.4).
Other electroweak and tt contributions are estimated from simulations. The number of events
measured in this region is shown in Table 6.9 for the data and MC. A slight excess of about 7%
is observed in the data. However, this excess is consistent within one standard deviation of
the statistical and systematic uncertainties of the y*/Z — ppestimate, which is approximately
9%.

Process Number of events-0Ogtat + Osys
Z—T1T 115.1+1.4+ 8.0
W — pv 1.5+£0.3+0.2
tt 124+ 04+ 1.1
Multijet 69.3+ 11.7+ 10.7
Data 2491
Y'/ZMC 2137.2+ 11.14+ 148.7
y*/Z data 2292.7+51.3+ 6.1
Ratio data/MC 1.07+ 0.024+ 0.08

Table 6.9: Comparison between data and predicted MC yieldg f@ — ppin the -
channel [10].

6.6 Cross section methodology

The measurement of the Z — TT — |l 4 4v cross section is made in both the fiducial and total

phase space for events satisfying 66 < my; < 116 GeV. The cross sections are calculated as
follows:

Nops— N
tot. __ Nobs bkg
fid. Nobs— Nok
0, /; X BRY'/Z —11) = %’ (6.14)

where

e Ngypsis the number of observed candidate events in data

e Npkgis the number of estimated background events
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e Az is the kinematic and geometric acceptance for the signal process. It is determined

using truth information from signal MC events and is defined as:

Ngen kin
dressed
Az = —gen iy (6.15)
Born
where Ngann““V is the number of truth events that are generated at the Born level with
an invariant mass, M, between 66 - 116 GeV. Ngreensggédenotes the number of Ngce)pnmhv

events that also fall within the defined fiducial regions (see below).

The impact of QED final state radiation on the acceptance of the T leptons is
investigated using a dedicated sample where the PHOTOS package was switched off.
The effect of QED final state radiation on the acceptance is measured to be -1.2% in
the epchannel and -1.3% in the ppchannel [10].

The central values for Az are measured from the default PYTHIA y*/Z — TT (Mg < 60
GeV and my; > 60 GeV) samples [10] and their values are shown in Table 6.10.

e Cz is the correction factor that accounts for the acceptance and reconstruction
efficiencies of the detector. It is defined as:

N reco pass

Cz= (6.16)

gen kin ’
Nd ressed

where N0 PaSSig the number of MC signal events that pass the event selections of
the analysis. Events that pass the selections but have an invariant mass g outside
the defined window are excluded.

e [ isthe integrated luminosity of the data used in the analysis.
For a fiducial cross section measurement, Az is set to unity because an extrapolation of the
full Z — TT phase space is not required. Fiducial cross sections are often used because they

are less affected by theoretical uncertainties, which are usually considered as systematic

uncertainties on Az.
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The fiducial regions for the epichannel are:

e Electron: Et > 16 GeV, |n| < 2.47, excluding 1.37 < |n| < 1.52,

e Muon: pt > 15 GeV, |n| < 2.4,
e Event:  cosA@ > —0.15,

o 25< Mg < 80GeV.

The fiducial regions are defined separately for the two analysis methods in the gL For the

standard analysis they are:

o pr() > 15GeV, |n| < 2.4,

pr(M2) > 10GeV, n| < 2.4,

25GeV < my, 1, < 65GeV,

A, M2) > 2.7,
AQ(p, MET) > 2.7,

* pr(ta) — pr(pe) > 5GeV.
For the multivariate analysis they are:
o pr(p1) > 15GeV, |n| < 2.4,

e pr(kz) > 10GeV, |n| < 2.4,

e 25GeV < my, 1, < 65GeV.

epchannel ppchannel (Standard)ppchannel (BDT)
Az 0.1139 0.0488 0.1557
Cz 0.2857 0.3607 0.2661

Table 6.10: Central values 8f andC; for theepandppchannels [10].

6.7 Systematic uncertainties

This section details the effects of systematic uncertainties on the measurement of the y*/Z —
1T — Il +4v cross section. The effects considered include the uncertainties of Az and C; for

the signal; and any theoretical or experimental uncertainties that may affect the estimation of

the backgrounds.
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6.7.1 Theoretical cross section uncertainties

The theoretical uncertainties on the W and y*/Z cross sections are estimated at NNLO by
varying the factorisation and renormalisation scale; the uncertainty eigenvector of the
parton distribution function; and the strong coupling constant [70]. An uncertainty of £ 5% is
assigned for the production cross sections of the W and y*/Z processes.

For the tt production cross section, a theoretical uncertainty of + 7% is assigned. This
uncertainty is a combination of the uncertainties in the tt cross section measurement [71];
the parton density function; and the strong coupling constant.

6.7.2 Uncertainty for electrons in the problematic calorimeter regions

During data taking periods, some regions of the calorimeter were identified to be
problematic. The map that determines whether or not clusters are in a problematic region of
the calorimeter only corresponds to approximately 52% of the data used in this analysis.
The systematic uncertainty related for using only one map for the whole dataset is
estimated to be 0.4% [10]. This only affects electrons and therefore is only considered in the
epchannel.

6.7.3 Muondy

The radial muon impact parameter, dg is used to discriminate the Z — TT — P+ 4V events
from y*/Z — pp events in the pp channel. The resolution of this variable is compared
between the data and MC using the leading muon from on-shell Z — Ul events. These
events are selected by requiring exactly two isolated muons of opposite charge with an
invariant mass between 75 and 105 GeV. The dg resolution is narrower in the MC and to
correct for this discrepancy, additional smearing is applied to the simulations to match data.

The muon dp distribution can be represented as a sum of two Gaussian functions in both
the data and MC. The fits for both distributions are shown in Figure 6.14. The measured
amplitudes, means and widths of these Gaussians are shown in Table 6.11. The narrower of
the two Gaussians is referred to as the "inner" Gaussian and the wider one is referred to as
the "outer" Gaussian.

The smearing technique applied to the MC events needs to preserve the double Gaussian
nature of the muon dp distributions. To achieve this, the inner and outer components of the
Gaussians are each assigned a smearing term, G(|, 0j) and G(|, Op), where G is a function
that returns a random number from a normal distribution with mean (L and width . For each
muon in the MC, the dg is smeared using the following equation:
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Figure 6.14: Double Gaussian fits for the data and MC eve@is [1

Gaussian Component Amplitude Mean Width x?/NDF
Data inner 827+1.6um| 0.4+0.1um | 6.83+0.2um 1.64
Data outer 137+ 1.6pm| 0.7+0.3um | 16.3+0.6um 1.64
MC inner 99.44+0.6um | 0.1+0.02um | 5.63+ 0.04um 12.4
MC outer 17.1+0.6um| 0.0+£0.07um | 13.6+0.1um 12.4

Table 6.11: The parameters for the double Gaussian fits ahetiaeand MQp distributions
[10].
dO(MC)neW: dO(MC)original + G(Ha 0)- (6-17)
The U term translates the mean value of the two MC Gaussians to match the mean of the
two data Gaussians. The [Lterm is calculated using a weighted average:
K= (Wi data X Hi data~ Wo,data X Ho,data) — (Wi,me X Hi,mc+ Wo,me X Homc) (6.18)

where W; and W is the weight given to each of the inner and outer Gaussians, respectively.
The weight of W; gata is calculated using

f(o)i,data
i,data+ f(o)o,data7

Wi data = f(0) (6.19)

where f(0) is the value of the Gaussians evaluated at zero. The values for Wo data, Wi,mc and
Wo,mc are calculated similarly.
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The o term changes the width of the original Gaussians into the smeared Gaussians and is

calculated using the following formula for the inner (or outer)Gaussians:

Gi(o) = \/ciz(o),data_ 0-i2(o),mc' (6.20)

The pLand o values required to achieve the desired smearing are shown in Table 6.12.

Gaussian ComponentDatac (um) | MC o (um) | G o (um)
Inner 6.84+0.19 | 5.63+0.14 | 3.88+0.26

Outer 16.3+0.7 | 136+4.7 | 8.89+0.95

Table 6.12: Measured parameters of the muons DO distrimifiar data and MC [10].

When smearing the original distribution, only one of the smearing factors, G(W, i) or
G(M,0p), is applied for each event. The term that is used is determined probabilistically and
is dependent on the value of dyg. The probability of using G(l, 0j) is given by:

f(do)i mc
= ] : 6.21
P f(dO)i,mC"' f(dO)o,mc ( )

where f(dp) is the value of the Gaussians evaluated at the given dp value. To determine
whether or not to use this value, a random number, Y, is generated from uniform distribution
between 0 to 1. If p >y, then G(l, G;) is used for the smearing, otherwise G(l, Op) is used.

The MC and data distributions before and after the smearing are shown in Figure 6.15.

Three systematic uncertainties are considered for the smearing of the muon dg and they
are: the uncertainties in the widths of the smearing functions, G(|, 0); the uncertainty in
using a double Gaussian smearing technique; and the uncertainty on the scale in the tails of
the dy distributions. These three systematic uncertainties are evaluated independently and

combined in quadrature.

Muon do width ~ The widths of the smearing Gaussians, G(|., 0), are varied up and down
by the uncertainties that are quoted in Table 6.12. The uncertainties on these Gaussians are
calculated with the equation d = OW, using the measured values from Table 6.11.
The inner and outer Gaussians are varied coherently and the measured deviations away from

the central values are given as the + 0 uncertainties.

Muon dy shape The robustness of using a double Gaussian smearing technique is
evaluated by comparing it to the results of a single Gaussian smearing technique. The
smearing is performed in the same way using equation 6.17, but only using one G(|,O)
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Figure 6.15: Distributions of muodp in data and MC with (right plot) and without (left
plot) thedy smearing applied. The yellow hatches indicate the MC errahsch includes
the systematics uncertainties of the muon correctionsexeeweighting andly smearing
[10].

term. The width of G(,0) calculated from a weighted average of the inner and outer

Gaussians given by:

0= \/Wi,mcoﬁmc—i_ WO,chg,mca (6.22)

where W is the weight of the inner and outer Gaussians with w; calculated by

_ f(d0)?
M= ¥ (o2 + f(do)2’ (6-23)
f(d0)2

f(d0)2 + f(d0)2’

(6.24)

O:

where f(dO) is the value of the Gaussians evaluated at dp. The systematic uncertainty of the
do smearing shape is taken as the difference between the values obtained when smearing
with a single Gaussian and the nominal value.

Muon dp scale The number of events with |dg| > 0.04 mm is checked for consistency
between the data and MC after applying the smearing. The P analysis channel selects
events with high |do| values, so agreement within these regions is important. The number of
events in data and MC with |dg| > 0.04 mm is shown in Table 6.13.
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The data and MC differ by 2% for events with |dp| > 0.04 mm. This discrepancy is assigned

as the systematic uncertainty for the muon dg scale.

Region | Data events MC events| Ratio: data/mc
All do 13756 13623 1.01
do| >0.04mm| 574 565 1.02

Table 6.13: Data and MC scale comparison for the selecte@ztgy10].

6.7.4 Multijet systematics

The multijet estimation in this analysis assumes that the variables used to define the ABCD
control regions are uncorrelated. In the el channel this refers to the correlation between
the charge distribution of the leptons (OS or SS) and the isolation variables (ptcone and
Ercone). For the pu channel, this refers to the correlation between the leading and sub-
leading muon'’s isolation efficiencies. Systematic uncertainties on these correlations and on

Emultijet are considered.

The correlations between the isolation selections in the P channel has already been
discussed in Section 6.4.2 using the k factors. The measured uncertainties on the K factors
are propagated through the ABCD method to obtain the systematic uncertainties on the

multijet estimate.

For the epichannel, Rog/ssis checked against the isolation variables for correlations using epl
events with no isolation requirements. The lack of isolation selections enriches the multijet
purity and the expected electroweak contamination is subtracted. For these events, ROS/SS
is plotted against Eycone30 and prcone40 for electrons; and Ercone40 and prcone40
for muons, which are shown in Figure 6.16. Linear fits are made to these distributions to
measure any deviation away from a zero gradient. The first bin is excluded from the fit
because it contains too much signal contamination and is shown only for visual purposes.

To calculate the systematic uncertainty, the fitted function is extrapolated to the centre of the
first bin and is denoted as Rey. The last three bins of each distribution are merged to increase
statistics and is denoted as R/OS/SS The results of the linear fits with their uncertainties are
given in Table 6.14. The relative systematic uncertainty on Ros/ssis given by

PRogss= \ROR;X 1) (6.25)
SS

The linear fits for the electrons measure gradients that are consistent with zero. However,

for the muons, the gradients are measured to deviate away from zero. As a conservative
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Figure 6.16:Rpg/ssplotted as a functiokr cone (left) andprcone (right) for electrons (top)
and muons (bottom). The blue lines representtfiestgt variations of the linear fit and
the red boxes denote tiiRy and RO&SS respectively [10].

a b Rx  Rogss ARsyst
Ercone30ET (electrons) 1.460.07 -0.01%0.16 - - 0%
prconed0pr (electrons) 1.560.08 0.1220.20 - - 0%

Ercone40Er (muons) 1.630.08 -0.3%#0.15 162 144 12.6%
prcone40pt (muons) 1.680.10 -0.220.18 1.67 1.47 13.7%

Table 6.14: Results of the linear jit= a+ b- x on Rpg/ss[10].

estimate, the muons’ uncertainty is used for both lepton flavours. The Rog/ssuncertainties
are averaged and an overall uncertainty of 13.1% is considered [10].

The systematic uncertainty on €myiijjet i calculated using a similar method. Again, ep
events are selected with no isolation requirement with the expected electroweak
contributions subtracted. The efficiency, €mnultijet. IS then measured as a function of the
prcone and Ercone for electrons and muons, shown in Figure 6.17. The results of the
linear fits are given in Table 6.15. The fits with deviations larger than 10 from zero are
averaged to obtain a systematic uncertainty on €mytijet, Which is measured to be 2.4%.
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and the red boxes denote g .;;e; andep, i respectively [10].
a b Emultijet  Emultijet  O€multijetsyst
Ercone30ET (electrons) 0.530.02 0.0470.044 0.534 0.564 3.0%
prcone40pr (electrons) 0.570.02 -0.0130.049 - - 0%
Ercone40Er (muons) 0.550.02 0.056:0.041 0.548 0.546 0.3%
prcone40pt (muons) 0.540.02 0.052-0.045 0.537 0.544 1.4%

Table 6.15: Results of the linear fit= a+b- X on €myitijet [10].
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6.7.5 Az uncertainty

There are three systematic effects that are considered for the acceptance factor Az. These
are: the uncertainties on the CTEQ6.6 NLO PDF set used for generating the signal MC; the

deviations between different PDF sets; and the uncertainty of the parton shower modelling.

The first effect is determined using the 22 PDF error eigenvectors of the CTEQ6.6 NLO PDF
set [72] by combining them in quadrature and varying the total up and down one standard
error. The second effect is measured by using the HERAPDF1.0 PDF set to measure Az
and taking the difference between that and the nominal value. Finally, the MC@NLO signal
sample is used to measure Az instead of the default PYTHIA sample to measure the
uncertainty in the parton showering modelling. Combining these uncertainties in
quadrature, the relative systematic uncertainty on Az is 2.9% for the epl.channel and 7% for
the Yypichannel, which is shown in Table 6.16.

Source of uncertainty 6Az /Az epn (%) | dAz/Az puStandard (%) 0Az/Az puBDT (%)
CTEQ 6.6 NLO PDF 1.3 1.3 1.2
Different PDF sets 1.8 2.6 2.0
Model dependence 1.8 1.2 6.5
Total uncertainty 2.9 3.1 6.9

Table 6.16: Relative sources of uncertainties ofAhg10].
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6.7.6 Cz uncertainty

The systematic uncertainties described previously in this section that affect the signal

acceptance are all considered systematic uncertainties on Cz.

The list of these

uncertainties and their relative contributions is given in Table 6.17 for the el channel and

Table 6.18 for the Py channel.

Source of Uncertainty

dCz/Cz(%)

Electron ID, reco, isolation, trigger efficienc

K 1D and isolation efficiency
Energy scale electron, jet and clusters

1 Energy scale and resolution

Electron resolution

Problematic regions in the calorimeter

Electron charge misidentification

Pileup re-weighting
Jet cleaning

Yy

6.1
2.6
1.7
0.1
0.1
0.4
0.3
0.6
0.4

Table 6.17: Relative systematic uncertaintiesGgiin theepchannel [10].

Systematic uncertainty

Standard®dCz/Cz(%) | BDT 8Cz/Cz(%)

Muon ID, reco, scale, trigger and isolation efficien

Muon energy scale
EMisSsmearing
Muon dg width
Muondg scale
Muondg shape
Pile-up re-weighting
Jet cleaning

cy

4.4
0.3
0.0
0.5
2.0
11
0.0
0.0

4.7
0.5
0.0
0.2
2.0
0.9
0.0
0.2

Table 6.18: Relative systematic uncertainties@gifor the ypuchannel for the standard and

BDT selections [10].
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6.7.7 Systematic uncertainty summary

The systematic uncertainties that affect the background estimations of the Z — TT cross
section measurement are provided in Table 6.20 for the epichannel and Table 6.19 for the P
channel. All uncertainties are combined in quadrature to obtain the total uncertainty.

Source Standard selection uncertainty (%)
Y/Z— eepu| W + jets tt | Multijet
Muon scale factot 4.4 0.0 0 1.8
Muon pt 0.2 0.0 0 0.7
Missing Et 0.0 0.0 0 0.0
Muon dg width 3.8 0.0 0 0.0
Muondg scale 2.0 2.0 0 0.0
Muondp shape 0.9 0.0 0 0.0
Vertex Weight 0.0 0.0 0 0.8
Cross Section 5.0 50| 6.0 2.3
Jet Cleaning 0.0 0.0 0 0.0
Luminosity 3.4 34| 34 3.6
Multijet - - - 8.2
Total Systematic 9.9 6.4 6.9 9.5
Source BDT selection uncertainty (%)
Y/Z—eepn| W + jets tt | Multijet
Muon scale factor 4.5 25| 6.3 0.3
Muon pt 0.8 0.0 6.3 0.1
MissingEt 0.1 0.0| 6.3 0.0
Muon dg width 5.1 0.0| 6.3 0.1
Muondg scale 2.0 20| 2.0 0.0
Muondg shape 0.6 0.0| 6.3 0.2
Vertex Weight 0.3 0.0] 0.0 0.1
Cross Section 5.0 50| 6.0 0.3
Jet Cleaning 0.3 0.0| 0.0 0.0
Luminosity 3.4 34| 34 3.4
Multijet - - - 6.2
Total Systematic 9.6 25.8| 15.7 7.1

Table 6.19: A summary of the systematic uncertainties fethiz — ee g, W + jets, tt
and multijet backgrounds in thgichannel [10].
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Source Uncertainty (%)
Y/Z— eepp | W + jets tt | Multijet
Muon pr 0.12 0.00| 0.42 0.05
Muon scale factor 1.23 1.82| 1.72 4.89
Electron scale factor 5.38 6.37| 5.92 4.66
Elecron/Cluster/Jet E 7.48 11.86| 9.27 2.59
Vertex Weight 0.55 0.55| 0.58 0.64
Luminosity 3.40 3.40| 3.40 3.79
Cross Section 5.00 5.00| 7.00 5.64
Problematic calorimeter regions 0.37 0.37| 0.40 0.30
Electron Charge 0.28 0.28| 0.28 0.31
Jet cleaning 2.10 0.79] 16.24 0.40
Multijet estimation — - — 13.00
Total Systematic 11.31 1491| 21.18| 16.38

Table 6.20: A summary of the uncertainties for fi¢Z — ee up, W + jets,tt and multijet
backgrounds in thepchannel [10].

6.8 Cross section measurement

The number of Z — 1T — |l + 4v candidates in data and the expected background contribu-

tions are shown in Table 6.21 along with their corresponding Az, Cz and integrated luminos-
ity.

epchannel upchannel standard Hpchannel BDT
Nobs 85 45 90
Nokg 8.94+4.12+ 0.84 244+ 1.3+ 2.0 475+ 9.9+ 35

Az | 0.1139+0.0004+0.0033| 0.0488+ 0.0004+ 0.0015| 0.156=+ 0.001+ 0.011
Cz 0.28874+0.005+0.020 | 0.3607+ 0.0127+ 0.0219| 0.266+ 0.006+ 0.0167
L 3551+£1.21

Table 6.21: A summary of the number of selected events, lvaakg contributionsfz, Cz
and integrated luminosity for theytand pp channels. The first error is statistical and the
second systematic [10].

6.8.1 Z — 1T — ep+4v cross section
The product of the fiducial cross section and the branching ratio is measured to be:
0}z X BR(Y*/Z — 1) = 7.50+ 1.00 (stat) + 0.50 (sys) + 0.26 (lumi.) pb.  (6.26)
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The total cross section is measured to be:

0\77(66 < Mer < 116GeV) = 10626+ 1423 (stat) £ 77.8 (sys) + 36.17 (lumi.) pb.
(6.27)

6.8.2 Z — 1T — Y+ 4v Ccross section

The product of the fiducial cross section and the branching ratio for the standard and multi-

variate selections are measured to be:

e Standard selection:

0{}9/'2 x BR(Z/yx — 11) = 1.64+ 0.54 (stat) = 0.21 (sys) + 0.06 (lumi.) pb.

e BDT selection:

0{}9/'2 x BR(Z/y* — t1) = 4.50+ 1.05 (stat) + 0.59 (sys) + 0.15 (lumi.) pb.

The total cross section for both methods are:

e Standard selection:

crty?t/'z(66< My < 116GeV) = 1113+ 365(stat) +-145(sys) 4 38 (lumi.) pb.

e BDT selection:

oty?t/-z(66 < My < 116GeV) = 959+ 225 (stat) +130(sys) + 33 (lumi.) pb.

The measured total cross sections in both channels are in agreement with each other and
the theoretical prediction of

ct;t/tzf'GOfy(aa < My < 116GeV) = 960+ 49,5 ph (6.28)

Assuming lepton universality, the measurements also agree with the combined cross section

measurement of the Z — eeand Z — [ processes, which is measured by ATLAS to be

0,77(66 < my < 116GeV) = 945+ 6 (stat) + 40 (syst) + 32 (lumi.) pb. (6.29)

6.9 Summary

This chapter has described the analysis used to measure the Z — TT cross section using its
leptonic decay modes. These results will be combined with the results obtained using the

Z — 1T — |1 + 3v decay modes to achieve the best possible precision.
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Z — 1T combined cross section

The cross section of the Z — TT process is also measured using its semi-leptonic decay
modes: Z — TT — MUTh+ 3V and Z — 1T — €T+ 3V. These decay channels are referred
to as the er, and pty, respectively and as the 1T, channels collectively. This chapter will
briefly summarise the measurements of the Z — TT cross sections in these channels; and
the combination of these measurements with the Z — TT — Il 4 4v results. A more detailed
description of the ety and Uty analyses channels can be found in references [54] and [69].

7.1 Z— 11— |1+ 3v selections

7.1.1 Trigger selection

Events in the ety channel are collected using the same trigger as the epichannel. For the prty,
channel, the triggers are the same as those used for the [l channel.

7.1.2 Particle selections

The I, channels require exactly one electron or muon with exactly one T, candidate of
opposite charge. The lepton selections and the definition of the E%nissare the same between
the Z — 1T — |Ith +3v and Z — 1T — |l +4v analyses, with the exception of the electron
identification requirement where a "tight" selection is applied instead. The tighter
identification requirement reduces the contributions from multijets, which is expected to be
larger background in the Ity channels. The same isolation requirements used in the ep
channel are applied for the electrons and muons in the | T, channels.

The Ty, reconstruction algorithms are optimised to distinguish between 1 and jets produced
from multijet processes [73]. The Ty identification selections uses three discriminating
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variables, which are based on the energy-weighted cluster width of the jet; the
momentum-weighted track width of the jet; and the fraction of the candidate’s pr carried by
the leading track. For Ty, jets, the widths of the jets are usually narrower than jets produced
from multijet processes and the pr fraction of the leading track is usually higher. The T
identification requirements used for the I Ty, channels have an efficiency of ~ 40% for T, jets

with one charged pion and ~ 30% for Ty, jets with three charged pions.

7.1.3 Event selections

The W — |v + jet process is a major electroweak background for the T, channels since
these events contain an isolated lepton from the W boson and the associated jet can fake a
Th candidate. To reduce this background, two selections are applied. The first requirement,
Y cos\@> -0.15, is the same as the one used for the epichannel and the second requires the
transverse mass to be below 50 GeV. Distributions of Y cosA@and the transverse mass, my,
are shown in Figure 7.1 and Figure 7.2, respectively.

U - aAAsaaassesaannsaasossusan sesnaunns: ST ————
S F ATLAS 5=7TeV 5%?£aﬁn = ATLAS 5 =7 Tev EI;'(D;E}E{H
=~ 120 Cappyt BMutiet § > 100 =36ppt  EMultiet
:UC; - ILdt 36 pb IR % Ldt = 36 pb S
g 10oF @yiz-1 § g 80 ByZ- 1
F Ot 1 Ot
80 E 60
. 40
= 20
0 o 0
2 15 -1 -05 0 05 1 15 2 2 15 -1 05 0 05 1 15 2
ZcosAcp ZCosAcp

(@) (b)

Figure 7.1: The3 cos\g distributions shown in thety (a) andur, (b) channels after
selecting one lepton arm of opposite charge.
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Figure 7.2: Themy distributions shown in thety, (a) ut, (b) channels after selecting one
lepton andry, of opposite charge.

The final selection in the | T, channels requires the invariant mass of the T, and the lepton to
be within the range 35 < m ¢, < 75 GeV. This selection window encompasses the majority of
the signal spectrum and rejects contributions from on-shell Z — |l events where one of the
leptons fakes a Tn. The m ¢, distributions after applying all other event selections are shown

in Figure 7.3.
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Figure 7.3: The distributions of th& ;, shown after th& cos\@ andmy selections in the
ety (a) anduty, (b) channels.

7.1.4 Candidates and acceptance

The number of Z — 1T — |1, + 3V candidates observed after all event selections are shown
in Table 7.1 along with the expected signal and background contributions. All background
contributions are estimated using simulation, except for the multijet background, which is
estimated from data. A variation of the ABCD method is used to estimate the multijet
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background, which is similar to the methods described in Section 6.4. A more detailed
description of the background estimations in the | T,, channels can be found in reference [54].

Channel eth MTh
Y /Z =1l (I =e ) 6.9+04 | 11.1+0.5
W —lv (I =e) 48+ 0.4 9.3+ 0.7
W — 1v 1.5+04 3.6+ 0.8
tt 1.024+0.08| 1.3+0.1
Diboson 0.18+ 0.01 | 0.28+ 0.02
Multijet 23t 6 24+ 6
Y /Z — 1t 98+1 186+ 2
Total expected events 135+ 6 235+ 6
Nobs 151 213

Table 7.1: TheZ — 1t — |14 + 3v candidates with the expected signal and background
contributions. Only the statistical uncertainties arevaino

The fiducial regions of the ety and Pty channels are defined as follows:

W pr > 15 GeV and |n| < 2.4 (uty only),

e pr > 16 GeV and 0 < |n| <1.37 or 1.52 < |n| < 2.47 (€t only),

Th PT >20Gevand 0< |n| <1.37 or1.52 < |n| < 2.47,

Y cosh@ > -0.15,

mr <50 GeV,

35 < My, < 75 GeV,

The correction factors Az and Cz of the It channels are defined similarly to those in the ep
and pp channels (see Section 6.6). These are estimated from the y*/Z — 1T MC samples.
The uncertainties on Az and Cz are also calculated using the methods described for the
el and P channels. Table 7.2 shows the measured values of Az and Cz; the observed
data candidates minus the estimated backgrounds (Nops— Npkg); the branching ratio of the
final states (BR); and the integrated luminosity (L) of the data used in the cross section
measurement.
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Channel eth UTh
Nobs— Nokg | 114+ 14+ 3 164+ 16+ 4
Az 0.1014+ 0.003 | 0.117+ 0.004
Cz 0.12+ 0.02 0.20+ 0.03
BR 0.23134+ 0.0009| 0.2250+ 0.0009
L 35,5+ 1.2pb ! | 355+ 1.2pbt

Table 7.2: The components used for the- 1t cross section calculations in tlee, and
Uty analysis channels. Fd¥ops— Nokg, the first uncertainty is the statistical component
and the second is the systematic. For all other values, tbeedquncertainties contains all
components combined in quadrature.

7.2 Combined cross section measurement

The Z — TT cross section is measured in the |1, channels using the same method as
described in Section 6.6. The fiducial and total cross sections measured in the four analysis
channels are presented in Table 7.3.

Channel| Fiducial cross section (pb) Total cross section ([66,116] GeV) (nb)
eth 27+3+5+1 1.14+ 0.14+ 0.20+ 0.04
MTh 23+2+3+1 0.86+ 0.08+ 0.12+ 0.03
e 75+1.0+£05+0.3 1.06+ 0.14+ 0.08+ 0.04
ML 45+11+06+0.2 0.96+ 0.22+ 0.12+ 0.03
Combined total Z — 11 cross section 0.97+ 0.07+ 0.06+ 0.03

Table 7.3: Summary of the fiducial and total cross sectiorike — 1T process measured
in the four analysis channels. The quoted uncertaintiegaothe statistical, systematic and
luminosity components, respectively [69].

The total cross section measurements are combined using the Best Linear Unbiased
Estimate (BLUE) method [74] [75]. The BLUE method provides an estimate of the Z — TT
total cross section by linearly combining the individual measurements and their
uncertainties. The correlations between the systematic uncertainties of each channel are
considered, which are assumed to be either fully correlated or fully uncorrelated. The
corrections to the particles’ reconstruction and isolation efficiencies are assumed to be fully
correlated for the same particle types, but fully uncorrelated between different particle types.
For the trigger systematics, the uncertainties are assumed to be correlated if the channels
used the same triggers, but otherwise they are assumed to be uncorrelated. For the
electron and tauon energy scale, their uncertainties are conservatively taken to be fully
correlated. The multijet background is estimated using similar methods in the ey, et and
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Uth channels and their uncertainties are conservatively assumed to be fully correlated.
Finally, the uncertainties of the luminosity; the normalisation of the electroweak and tt
backgrounds; and Az are considered to be fully correlated.

The measurements of the total Z — TT cross section agree with the theoretical predictions
individually and combined. Assuming lepton universality, the results also agree with the
measured total cross section of the Z — |l (I = e, 1) processes. A plot of these measurements
for each channel and their combination is shown in Figure 7.4. The combined result is also
consistent with the total cross section measured by the CMS experiment of th?t/'z(66< My <
116 GeV) = 1.00+ 0.04 (stat) + 0.08 (sys) +0.04 (lumi.) nb [76].

Z T | T T b. T d T T IE | T T T T T T | T T T
36pb
Z - eel :
HH H—oH
33-36pb*
T, T, b ———t
Te T, | : . : !
: — Stat
Te Ty [ PY i Syst [ Stat
— Syst O Stat O Lumi
T, — g — Theory (NNLO)
1 | 1 1 1 | 1 1 I; | 1 1 1 | 1 1 1 | 1 1 1
0.6 0.8 1 1.2 14 1.6

o(Z - Il 66<m_ <116 GeV) [nb]

Figure 7.4: The totaZ — 11 cross section measured in the four analysis channels. The
greyed area indicates the theoretically predicted valddtaruncertainties [69].
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H — 1t — |l +4v search

This chapter will detail the analysis used to search for the Higgs boson using the H — 1T —
Il +4v decay modes. The event selections are optimised for a Higgs mass of about 120 GeV,
but hypothesised Higgs masses between 100 - 150 GeV are also considered.

8.1 Trigger selection

The pr of the signal leptons are expected to be soft. To maintain a high signal yield, only the
unprescaled triggers with the lowest pr thresholds are used.

To maximise the efficiency and acceptance of signal events, multiple triggers are used in
conjunction to collect the data for the eflchannel. Events are selected if they pass any of the

following triggers:

e muon pr > 6 GeV and "medium" electron Et > 10 GeV,
e muon pt > 18 GeV,

e "medium" electron Et > 22 GeV (20 GeV for some data).

The di-muon and single muon triggers are similarly used in conjunction for the P channel.
For the di-muon trigger, the leading muon is required to have pr > 15 GeV and the sub-
leading muon is required to have pt > 10 GeV. A pr threshold of 18 GeV is required for the
single muon trigger.

Data for the ee channel was collected using the di-electron trigger. Both electrons are
required to have Et > 12 GeV and pass the "medium" identification criteria.
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8.2 Particle selection

The topology of H — 1T — |l 4 4v events requires well reconstructed electrons, muons, jets,

and missing transverse energy.

Electrons are required to have E1 > 15 GeV. If the single electron trigger is used, then the
electron is also required to be matched to that trigger. The matching electron is required to
have Er > 23 GeV to be above the trigger threshold where the efficiencies are well
understood.

To reduce the background contributions from multijets, the following isolation requirements
are applied to all electrons: Eycone20/Et < 0.08 and prcone40/pr < 0.06.

Muons are required to have pt > 10 GeV and if the single muon trigger is used, then a trigger
matching muon with pt > 17 GeV is required. The reason for this requirement is the same
as that for the electrons. Similarly, to reduce the multijet background, muons are required to
satisfy the following isolation selections: Ercone20/pr < 0.02 and prcone40/pr < 0.04.

All reconstructed jets must have an Et > 20 GeV and satisfy the quality selections described
earlier in this thesis.

8.3 Event selection

Events selected by this analysis are divided into four exclusive categories: the 2-jet vector
boson fusion (VBF) category; the 2-jet Higgsstrahlung (VH) category; the 1-jet category;
and the 0-jet category. The 2-jet categories focus on selecting events that are produced via
the VBF and VH production mechanisms. The 1-jet category is a generic search channel
that selects the VBF and VH events that don’t pass the stringent requirements of the 2-jet
categories. In addition, Higgs events produced via the gluon-gluon fusion mechanism with
associated jets may also be selected in the 1-jet category. Lastly, the O-jet category focuses
mainly on selecting events produced via the gluon-gluon fusion mechanism. This category is

mainly an inclusive search and has the highest background contributions.

The first selection for all categories requires exactly two leptons of opposite charge. All two
lepton flavour combinations are accepted, except in the O-jet channel where only the ep
channel is used to reduce the y*/Z — ee pp background. The distributions of the three
channels after applying the two lepton selection are shown in Figure 8.1. The fake
background contribution in all the plots and tables presented in this chapter is estimated
using a data-driven method, which is discussed later in Section 8.4.4. The y* /Z — Tt
background is also estimated from data and is described in Section 8.4.1. All other main
backgrounds are estimated using simulations and are either rescaled or cross checked
using data-driven methods.

108



> 107‘|...,...|.‘.|...|‘..‘...‘,“.).‘,. = R R R B RSN s A
> 71 feboson > E 71 frbcson
O oF ATLAS J-Ldt=4.7fb =‘Z ﬂ::wms G 104:_ ATLAS ILdt=4.7fb =lZ if:umm
N 10 | nte rna | B Zcrets N E interna | B Zsccets
- {27 fake leptons ~ F {27 fake leptons
2 10 — 10xHotool GG 2 sl — 10%HowI GG
g - m:x:_m_)wﬁp 5 10° g - 18}:_“:_)“2;;
10%H—to— HosTTs 3
Lﬁ 10* %24 MC statake uncer Lﬁ %24 MC statsfake uncert]
3 10° =
10 F
10° 10
10 1 B E
1 ! {| E = E
-1 all ; = =
10 A R i
2 18 2 1B :
S 14 “w S 14 : ¥
8 odk | 8 g —— =
o] -cEL i © I I i i
a 40 60 80 100 120 140 160 180 200 O 40 60 80 100 120 140 160 180 200
Mee [GEV] m,, [GeV]
(@) (b)

T
di-boson

10°xH-ste—sll VH
2% MC statsfake uncert

= ;
[ 7 .
o 10°E ATLAS f Ldt=47 ' EM©RY

. I Z—eepptjets
N 4ofE interna | B Z et
~ [ fake leptons
2] 5 — 102xH—tt3ll GG
% 10 =1 10" xHoste—sll VBF
>
w

Data/MC ratio
COCO a1 O

40 60 80 100 120 140 160 180 200
m,, [GeV]

(©)

Figure 8.1: Then, distributions for the three channels after the dileptoec@n [58].
0-jet category selections The 0-jet category has the following event selections:

e 30 GeV < Mg < 100 GeV. This invariant mass window selects the majority of the signal
events whilst rejecting any background contributions outside the signal spectrum. The
eMinvariant mass distribution is shown in Figure 8.1(b).

e A, > 2.5. Higgs bosons created via the gluon-gluon production mechanism usually
have minimal boost in the transverse direction. The final state leptons are therefore
back-to-back in the azimuthal plane. This selection has a high rejection against tt,
multijet and W+jet events. The distribution for this variable is shown Figure 8.2(a).

o HI®P= pr(e) + pr(u) + EMSS< 120 GeV. The centre-of-mass energy of tt events are
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usually higher than that of the signal. Therefore the sum of the lepton pr and E'SSis
higher for this background, which is rejected effectively by this criteria. This distribution
is shown in Figure 8.2(b).
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Figure 8.2: TheA@., and HTLep distributions shown after the invariant mass selection.[58

1-jet and 2-jet category common selections

e 30 GeV < Mgy < 75 GeV and 30 GeV < Mgy, < 100 GeV. For the eeand ppchannels
the invariant mass of the two leptons is chosen to reject background contributions from
Z — eeand Z — M events. Since this background is minimal in the epchannel, the
mass window is increased to maximise signal efficiency. These distributions are shown
in Figure 8.1.

e Njet > 1 with pr > 40 GeV (JVF > 0.75 if |n| < 2.4, section 3.3.3). The pr threshold of
the leading jet is chosen to be as high as possible with minimal signal losses from the
VBF and VH processes. The distributions for the jet multiplicities and jet pt are shown
in Figure 8.3.

e EMSS> 40 GeV for eeand up channels and EIMSS> 20 GeV for epichannel. This
selection has a high rejection against multijet events. In the same flavoured channels,
a higher requirement is used to further reject y*/Z — ee ppevents. The distributions
of the EMMSSafter applying the previous criteria are shown in Figure 8.4.
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e 0 < X1,X2 <1, where X3 and Xo are the fractions of the tauon’s momenta in the form of
neutrinos estimated by the collinear approximation [77]. The collinear approximation
is a common mass reconstruction method used for T-lepton decays. This method
assumes the daughter particles of the tauons all travel approximately in the same
direction. The transverse momentum of the charged leptons and missing transverse

energy can be written as:

- s 1T IoT
=2 2 miss _ 9 4
Tit+Tr=lit+ht+E= X + P (8.1)

where It denotes the transverse momentum of the charged leptons; and X1 and X
represent the fractions of neutrino momenta. Equation 8.1 can be rewritten in terms of
two coupled equations to solve for the unknowns, X1 and Xo:

EpisS= (5~ Vlxt (o = Dlax (8.2)
EMiss_ 1—1F 1—1F 8.3
y —(X1 )1,y+(X2 )2y (8.3)

The invariant mass of the tauon pair can be reconstructed using the collinear mass:

my
VX1 2

The 0 < X1,X2 < 1 selection ensures the two fractions give a real my; mass term.

Myr = (8.4)

For background processes, the assumptions of the collinear approximation may not
be valid and can often yield imaginary masses, which are unphysical. Therefore this
selection also provides rejection for events that don't have topologies similar to the
H — 11 — |l +4v events. The distributions of X1 and X, after the previous selections
are shown in Figure 8.5.

e 0.5 <A@ < 2.5. Higgs bosons created by the VBF and VH mechanisms generally
have some boost in the transverse direction from recoiling off their associated jets.
The boost focuses the angular separations of the leptons in the azimuthal plane. This
selection rejects background contributions from y*/Z — Il (I = e |, T) and tt events,
which are usually created with small transverse momenta. The upper bound also
ensures that the 1-jet and 2-jet categories are exclusive to the O-jet category. The
distribution for this variable is shown in Figure 8.6 after applying all previous

requirements.
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for events with at least one jet is shown in (c) and theof the sub-leading jet for events
which have at least 2 jets is shown in figure 8.3(d) [58].
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1-jet selections

e Excludes events that pass the 2-jet VBF or 2-jet VH selections.

e My > 225 GeV. The invariant mass of the two tauons and the leading jet must be
greater than 225 GeV, where myy is calculated using the collinear approximation. This
selection reduces background contributions from y*/Z — Il (I = e, T) processes. The
My j distributions are shown in Figure 8.7 for events in this category.

e b-jet veto. Jets identified by the combination of the IP3D and JetFitter flavour tagging
algorithms (section 3.3.4) are considered as b-jets. Events are rejected if they have
any identified b-jets. This selection provides great discrimination against the tt and
single-top backgrounds.

F O rEE T B e e
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Figure 8.7: Thamy; distributions for events in the 1-jet category [58].
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2-jet VBF selections

e Asecond jet with pt > 25 GeV (JVF > 0.75if |n| < 2.4)

e Anjj >3.0. The pseudorapidity difference between the two leading jets must be greater
than 3.0. This requirements favours the selection of forward jets produced by the VBF
production mechanism and rejects tt and Z — Il +jet (I = e, 4, T) events where the jets
are more central. The Anj; distributions are shown in Figure 8.8(a).

e m;jj > 350 GeV. The invariant mass of the two jets must be above 350 GeV. Jets
produced by the VBF mechanism are on average more energetic than those from tt
and Z — ll+jet (I = e, T) events and thus, this selection provides a good
discrimination against these backgrounds. The m;; distributions are shown in Figure
8.8(b).

e b-jet veto, as described in the 1-jet category.

e Central jet veto. No additional jets with pt > 25 GeV can be found within the
pseudorapidity of the two leading jets. This selection is mainly used to reject tt events.
The jet n distributions for the leading and sub-leading jets are shown in Figure 8.9. A
discrepancy is observed in the n distribution of the leading jet, which is attributed to a
mismodelling of the parton PDF in the Z — Il (I = (e,)) ALPGEN samples [78]. The
systematic uncertainties considered for the parton PDF and the cross section of the
Z — |l processes is expected to be sufficient to cover this discrepancy.

2-jet VH selections

e A second jet, as described in the VBF category.

e Anjj < 2.0. For the VH production mechanism, the vector boson is boosted
back-to-back in the transverse plane with respect to the Higgs. The jets produced by
vector boson decays are therefore focused in the direction of this boost. This
selection ensures the jets are within the same hemisphere, which favours the VH
production topology. The distribution of this variable is shown in Figure 8.8(a).

e 50 < mjj < 120 GeV. The invariant mass of the two jets is required to be around the
invariant masses of the W* and Z bosons. This requirement distinguishes jet pairs
originating from a vector boson decay from those produced by other processes, such
as tt events. The distribution of this variable is shown in Figure 8.8(b).

e b-jet veto, as described in the 1-jet category.
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After applying all selections, the distributions of the four Higgs categories are shown in Figure
8.10. The collinear mass is used for the signal mass reconstruction in the 2-jet and 1-jet
categories, while the effective mass is used for the 0-jet category. The effective mass is
defined as follows:

mc[anfective: \/(pe+ P+ EMS98(pe 4 py, + EMiS) (8.5)

117



where the four-momentum of the ESScomponent is defined to be:

The mass reconstruction techniques used for each category are chosen because they
provide different shapes for the signal and background processes. This increases the Higgs

(EPS9° = (|EP™3, " EJ"S2 0).

sensitivities when setting an exclusion limit, which is discussed in section 8.6.

The number of observed signal candidates and the estimated yields in the signal region are
shown in Table 8.1. The expected number of signal events for a range of possible Higgs

masses are shown in Table 8.2.

> 30F S : "“"""+"c§at'a"""'—_
& f [aarew = zienee
C xH—1t-Il VH 1
= 25— _— s ]
~ L y 1 i
2 C 2 o ]
' WW/WZ/Z2Z 1
g 20— (7] fake leptons 1
I : x4 Bkg. uncert. _’
15 3
E ATLAS 1
r internal ]
10— ; -
Lz i ]
5 -
2 18 :
2
& 14
0 1.2 =
= X | 1 =
8 %ﬁ B * : f
= 2 :
a

50 100 150 200 250 300 350 40
Collinear Mass m_, [GeV]

(a) 2-jet VBF

% :. .,‘...‘......‘|‘...|..‘_'._.D.aé.......j
& s00- [at-a7e’ = groeee
o = S0xH—1tolI VH
Y] r B Zotrjets ]
~ — - 4
) 250 7 . eouuiets ]
o [ WW/W2zZ/2Z 7
[ C (22 take leptons ]
Lﬁ 200 s Bk, uncert. ]
150 ATLAS .
F internal ]
100~ -
50 =
C o i
il 4§
=]
S 14 .
o 13 . o
oo i S b
= 8 ! |
E 84 T <
© L
[a]

0

I
50 100 150 200 250 300 350 400
Collinear Mass m_, [GeV]

(c) 1-jet

Events/ 40 GeV

Data/MC ratio

Events/ 15 GeV

Data/MC ratio

160

R BRI RN
—@— Data

1000
500

(. T |
B Ldt=4.7 5" 7T odomolea 1
140F I v
- B Z-roets ]
120F ot ]
- WWWZ/Z2Z i
L (55 fake leptons i
100 . £ BKg. uncert. ]
80 - ]
r ATLAS b
60 internal
40F =
20 s =
18 |
1.4 ;
1.2 o—-—
8- R T N
- 1 :
| SR I S B S
0 50 100 150 200 250 300 350 40
Collinear Mass m_, [GeV]
(b) 2-jet VH
4500F lfl o
o Ldt=4.7f 77 ggiH:ﬁ:H ver
4000 50xHoTToI VH
- B Z->tets 1
3500F s
E - WWWZ/Z2Z E
3000 B 1
2500 =
2000F- ATLAS 3
E internal 3
1500 =

|8
1.4
1.2 e - @ -l
g oo, ty
83 k
0 50 100 150 200 250 300

mEff [GeV]

(d) O-jet

Figure 8.10: The distributions of the fobkr — 11 — Il + 4v signal regions [58].

118

(8.6)



ee+ pu+ep
VBF category V H category 1-jet category 0-jet category
gg— H (my =120GeV) 0.26+£0.06:0.10  0.8:0.1+0.2 3.9:0.2+1.0 23+1+3
VBF (my =120GeV)  1.08+0.03+0.11 0.16:-0.01:+0.01 1.15-0.03+0.01 0.75:0.03+0.06
VH (my = 120GeV) 0.01+0.01+0.01 0.53-0.02£0.07 0.40:0.02+0.03 0.52-0.02+0.04

Y/Z— 1t 24+ 3+ 2 107+ 12+ 9 516+ 11+ 41 9676:50+-68
V' /Z —eepu 2+1+1 25+ 4+9 83+ 7+27 185+11+14
Top 7T+1+2 42+2+6 98+ 3+ 12 169+4+14
Di-boson 0.4+ 0.3+0.3 6+1+1.0 21+14+3 221+3+18
Fake backgrounds 180.8+ 0.6 13+2+5 30+4+ 12 1183+13+473
Total background 3%3+4 193+7 + 20 74814+ 52 1143453+478
Observed data 27 185 702 11420

Table 8.1: The number of signal and background events fdr eftbe four Higgs categories
after applying all selections. The quoted uncertaintigstiethe statistical and systematic
components, respectively [58].

Higgs boson (VBFY H+gg — H) and Background expectations
Sample my = 100GeV nmy =110GeV my =115GeV my = 120GeV

VBF category 1.5t 0.1 1.4+ 0.1 1.4+ 0.1 1.3+ 0.1
VH category 1.8£0.2 1.9+ 0.2 1.8+ 0.2 1.4+ 0.2
1-jet category 6t 1 7+1 6+1 5+1
0O-jet category 28 3 27+ 3 27+ 3 24+ 3
Sample my = 130GeV my =140GeV ny = 150GeV Bkgs
VBF category 1.6t 0.1 0.5+ 0.1 0.3+£0.1 35+ 5
VH category 1.0+ 0.2 0.6+ 0.2 0.3+£0.1 193+ 19
1-jet category 51 3+1 1.3+ 0.4 (7.5+ 0.4)10°
0-jet category 18 2 11+ 2 47+0.5 (1.14f 0.05)10%

Table 8.2: The expected number of signal events for a vakiggs mass hypotheses [58].
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8.4 Estimation of background contributions

The main backgrounds to this analysis are estimated either using data-driven methods or
simulations that have been cross checked with data-driven methods.

8.4.1 y*/Z — 1t background

The Z — TT process is the main background to this analysis because it has a topology that's
similar to the signal’s. Ideally, this background would be estimated from data but a pure
sample of Z — 1T events is difficult to obtain. Furthermore, any pure sample of Z — TT

events is likely to contain signal contamination.

To provide the best possible estimate of this background, a pure sample of Z — [events is
selected, from which the muons are replaced with simulated tauons [58]. The Z — UM
process is chosen for this task because it is easy to isolate and contains minimal signal
contamination. This method is known as "embedding" and has the advantage of fully
replicating the kinematics of real collision events. Assuming lepton universality, the
kinematics of Z — ppand Z — TT events are expected to be almost identical, with a slight
difference caused by muons and tauons having different masses. The resulting hybrid

dataset is referred to as the T-embedded Z — pULsample.

The Z — P events are selected from data using the following requirements:

Two oppositely charged muons with pt > 20 GeV,

Both muons have prcone20/pt <0.2,

Both muons have a common primary vertex,

Invariant mass my, > 55 GeV.

Once selected, all detector hits associated with the daughter muons are removed. The four-
vectors of these muons are then replaced by the four-vectors of the simulated tauons with the
mass term and 3-momentum slightly adjusted to account for the mass difference between
muons and tauons. The simulated tauons are processed by the TAUOLA and PHOTOS
packages before being passed through the full ATLAS detector simulation and reconstruction
algorithms.

The validation of the embedding method is performed by replacing the muons in the data
events with simulated muons instead of tauons. This makes it possible to check the
systematic effects of the method itself without any interference from the Z — 1T modelling.
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Figure 8.11: The comparisons between the data> pp events and thgrembedded
validation sample [58].

The key kinematic distributions of the Z — [l data events and the p-embedded sample are
shown in Figure 8.11, where a good agreement is observed.

The T-embedded Z — Usample is used in this analysis to model the shapes of all relevant
distributions and the selection efficiencies after the triggers. However, the scale of the
embedded sample cannot be easily obtained due to its biases with the trigger and dilepton
selections. Instead, the ALPGEN Z — TT sample is used to provide the scale of the
embedded sample after the trigger and dilepton selections. To ensure the kinematics of the
ALPGEN sample are similar enough to the embedded sample, a comparison is made using
the invariant mass and effective mass distributions of the two samples. The plots are shown
in Figure 8.12, where a rough agreement is observed. The peak values in the mass
This
discrepancy does not have a strong impact on the analysis since the ALPGEN sample is

distributions are slightly different between the embedded and ALPGEN samples.

only used to measure the trigger and dilepton selection efficiencies. The systematic
uncertainties considered for the production cross section of the Z boson is expected to be

enough to cover this discrepancy.
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sample and the-embedded — pusample after the dilepton selection for gygandee+ pp
channels [58].

8.4.2 y*/Z — eeppbackground

The shapes of the kinematic distributions and the selection efficiencies of the y*/Z — ee uu
backgrounds are derived using MC. However, the scale of these backgrounds are determined
using a data-driven method to reduce the uncertainties on the mismodelling of the E?“SS.

Two control regions are defined after the eeand P selections for events with an invariant
mass between 80 and 100 GeV. One of these regions requires events to have EMSS> 40
GeV and the other requires E%“i53< 40 GeV. The chosen invariant mass window ensures
a high purity of y*/Z — eepp events. An illustration of these regions is shown in Figure
8.13, where the control regions are labelled as "B" and "D". Region "C" is used to calculate
systematic uncertainties of this method.

Any discrepancies in the tails of the E?“SS distributions between the data and MC are
corrected for by rescaling the MC estimate. Assuming that the E?“iss is independent of the
my, the corrected estimate in the signal region, "A", is given by:
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Bdata  Bwmc +Dwmc (8.7)

corrected
AMC - AMC X
Bdata+ Ddata BMC

The event selections of the four categories are applied to regions "B" and "D" to measure the
rescaling factors. In all control regions, the expected contributions from other electroweak
processes are estimated using MC and subtracted from the data. The number of y*/Z —
ee Jpevents is estimated in Byc and Dyic using the ALPGEN y*/Z — ee ppsamples. This
method assumes the my; and E{“issdistributions are well modelled by the MC. This is checked
by comparing the ratio of events in regions "C" and "D" between data and MC. The measured
differences are considered as systematic uncertainties [58]. The measured rescaling factors
for each category and its systematic uncertainties are shown in Table 8.3.

Estimatedy*/Z+jets correction
Estimate Rescaling factor
eet0j 0.91+ 0.01(stat) + 0.04(sysh
MO 0.93+ 0.01(stat) + 0.02(sysb
eetl] 0.86-+ 0.02(stat) + 0.09(sysb
ML 0.98+ 0.02(stat) + 0.01(sysb
eeVBF | 0.87+0.05(stat) + 0.02(syst

(
(
(

)
HUVBF | 1.08+ 0.04(stat) + 0.15(sysb
eeVH | 0.95+0.04(stat) +0.07(syst
MLV H | 1.00+£ 0.03(stat) + 0.08(sysb

Table 8.3: The rescaling factors for thie/Z — ee ppprocesses [58].
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8.4.3 Top backgrounds

The selection efficiencies and the kinematic distributions of the top related backgrounds are

estimated using MC. The predicted cross sections are checked with data-driven estimates in

control regions where the purity of top events is enhanced. In the 2-jet and 1-jet categories,

the control regions use the same selections as the normal analysis except with the b-tag veto

selection inverted. This is the same in the 0-jet category except the H'T‘epselection is inverted

instead. The purity of top events is above 90% in the VBF and 1-jet categories and above

75% in the VH and 0-jet categories. The number of events in each top control region is shown

in Table 8.4 for the data and MC. The my, distributions for these regions are shown in Figures
8.14, 8.15, 8.16(a) and 8.16(b) for the VH, 1-jet, VBF and 0-jet categories, respectively.

The scale of the top backgrounds are determined using the following equation:

NCR . NCR
cale__ ' data Other Bkgs 3.8
RI%/IC - CR ’ ( . )
op Bkg

Top Backgrounds Other Backgrounds Data

VBF category
VH category

1-jet category
0-jet category

6+1 1.0+ 0.5 5
106+ 2 4+1 151
252+ 3 13+ 2 289
474+ 4 166+ 6 619

Table 8.4: The number of events in the top background conégibns. Only statistical

errors are shown [58].
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[58].
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Figure 8.16: Comparisons of ting, distributions for events in the VBF and 0-jet top control
regions [58].

where, Nggais the number of data events in the control region, Ngtﬁier BI(gsis the estimated
contribution from non-top related processes and I\I.[%E Bkg is the estimated contribution from
top related events. N(c):t'?ler Bkgsand Nt%r'? Bkg are estimated from simulations. The measured
scales are shown in Table 8.5. The systematic uncertainties are calculated by propagating
all considered effects through the MC estimates. All scaling factors are consistent with unity
within 20. These results validate the predicted cross sections of the top backgrounds and as

such, they are used for the estimation of top events in the signal region.
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Top MC estimate Scale
VBF category 6+1 0.82+ 0.46+ 0.13
VH category 41+ 1 1.39+ 0.12+ 0.12
1-jet category 105+ 2 1.09+ 0.07+ 0.10
0-jet category| 171+ 3 0.96+ 0.05+ 0.07

Table 8.5: Expected number of top background events in rekregions and the relative
scale factors. The first uncertainty is the statistical congmt and the second is the
systematic. For the top MC estimate, only the statisticarerare shown [58].

8.4.4 Fake background

The fake background includes all processes with at least one reconstructed lepton not
originating from a tauon or vector boson decay. This background mainly consists of multijet,
WH+jets and tt events. To avoid double counting, the zero and one lepton tt decays are
removed from the top simulated samples. The scale, shapes and selection efficiencies of
the fakes are estimated from data.

The shapes of the fake distributions are derived using control regions where the purity of
these events are enhanced. The selections used for these regions are the same as nominal
analysis but with the following changes:

e Exactly one of the leptons fails the prcone requirement,

e Leptons are required to have the same charge (No charge requirement for the ee
channel),

e Electron identification requirement reduced to "medium".

The requirements of the fake control regions are chosen to select fake distributions with
compositions that resemble those expected in the signal region. By requiring exactly one of
the leptons to fail the track isolation requirement, contributions from heavy-flavoured
multijets are reduced. Heavy-flavoured multijets are not expected to have significant
contributions because they are likely to fail the isolation requirements. The Etcone
selection is kept nominal in all channels to reduce contributions from real leptons that
undergo bremsstrahlung in the inner detector. For the W+jets and light-flavoured di-jet
events, the charge of the lepton candidates are expected to be uncorrelated and therefore
the same-sign requirement favour these events and reduces signal contamination. In the ee
channel, opposite-signed events are also used to increase statistics. All electroweak
contaminations are estimated from simulations and subtracted from these regions. The
purity of the fake control regions are shown in figure 8.17 for events that satisfy the dilepton
selections.
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Figure 8.17: Them, distributions of fake control regions after applying théegdton
selection [58].

Given the tight requirements of the lepton isolation and the EIMSS the fakes are expected to
have a small contributions in the signal region. Thus, the scale of this background is
calculated after the dilepton and invariant mass selections using the "template" method [79].
The template method takes a particular variable distribution in data and subtracts the
expected contributions from all non-fake processes. The remaining events are assumed to
be composed entirely of fakes and using these shapes, the scale which best fits the data

distribution is used.

In this analysis, the pr of the sub-leading lepton is used to determine the fake scale in all
channels. In addition, the e channel is split further into two sub-channels determined by
whether the leading lepton is a muon (U€ or an electron (ep). In this way, the fake
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background is more accurately described, since its composition may differ between peand
el events. The pr of the sub-leading lepton is chosen because its distribution shape is
different for fakes and other electroweak events. The distributions of the fake events are
compared between the control and signal regions, which is shown in Figure D.1 as a
function of the sub-leading lepton pr. The distributions agree within the uncertainties, which
indicates that the fake compositions are similar between the signal and control regions. The
expected fake contributions are shown in Figure 8.18 as a function of the sub-leading lepton
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Figure 8.18: Thept distributions of the sub-leading lepton including the fakatributions
estimated using the template method [58].

The selection efficiencies of the fake background are calculated by passing the events in the
control regions through the selections of the analysis. Assuming the scale is independent
of the selection efficiencies, the fake contribution at each selection stage is estimated by
multiplying the efficiencies with the template fitted scale.
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8.5 Systematic uncertainties

This section details the systematic uncertainties considered for this analysis. These include
the resolution and scale factors of reconstructed particles, the pileup conditions, the cross
section of the signal and backgrounds and the integrated luminosity.

8.5.1 Jet energy scale and resolution

The corrections for jet energy scale contain a number of different effects, which are consid-
ered as systematic uncertainties. These are detailed in references [80] and [81]. All uncer-
tainties associated with the jet energy scale are combined in quadrature to obtain an overall
uncertainty. The energy scale varies between 2-7% depending on the pt and n of the jets.
The +0 variations are propagated through this analysis to determine its effect on the signal
and background estimates.

The methods used to determine the uncertainties in the jet energy resolution are described
in reference [82]. The systematic uncertainty of the jet energy resolution is determined by
increasing the resolution width by 10 and propagating the variation through all simulated

estimates.

8.5.2 EMSSreconstruction

All systematic uncertainties pertaining to the scale and resolution of reconstructed particles
are also propagated to the E%“iss. Systematic uncertainties specific to the E%“issinclude the
uncertainties on the low prt jets and the energy deposits that are not associated with any
reconstructed particle. These effects are considered by coherently varying the soft jet and
cell out terms by =10% and propagating the variations through all simulated estimates.

8.5.3 Fake background estimation

The uncertainties of the fake background estimation are derived by varying the pr range of
the sub-leading lepton from which the template fit is performed. The maximal deviation from
the nominal value is taken as the systematic uncertainty, which is measured to be 40%.

8.5.4 SM cross sections

For the background samples, an uncertainty of 4% is considered for the cross section of
Y*/Z production. For y*/Z events with at least one additional jet, an additional uncertainty
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of 24% is considered. Different predictions between the ALPGEN and PYTHIA MC are also
considered and is measured to be about 2%. For tt and single-top events, an uncertainty of
8% is used [83] and an uncertainty of 4% is used for all diboson processes.

For the signal events, the uncertainties on their cross sections depend on my. Uncertainties
of 15 - 25% are used for the gluon-gluon fusion production and 2.5 - 3% is considered for the
VBF and VH productions [84].

8.5.5 y*/Z — 1t embedding

The systematic uncertainty of the embedding method is obtained by using a sample of
Y*/Z — pp events where the track isolation requirement is removed. The difference
between the nominal y*/Z — ppand alternate sample is taken as the uncertainty.

8.5.6 Parton distribution functions

The uncertainty of the proton PDF results is an additional source of uncertainty for the signal
and background cross sections. An uncertainty of 3% is used for all background processes.
For the signal, 7.8% is considered for the gluon-gluon fusion process and 2.3% is considered
for the VBF and VH processes [84].

The systematic uncertainties measured for this analysis are shown in Tables D.1, D.2, D.3
and D.4 for the VBF, VH, 1-jet and 0-jet categories, respectively.

8.6 Higgs limit setting

The exclusion limits on the production of the Higgs boson are determined as a function
of the Higgs mass. The procedure used to compute the limits is based on the modified
frequentist method known as CLs [85]. This method is used to determine the consistency of
the observed events with a background-only or a signal+background hypothesis. These are
measured in terms of likelihoods, which are calculated from the signal region distributions

shown in Figure 8.10.

The uncertainties on the background and signal+background estimates are assumed to have
Gaussian distributions. For both hypotheses, each source of uncertainty is randomly varied
about their central values, over thousands of iterations, to measure the average variance.
This is then used to measure the likelihoods of each hypothesis. For the uncertainties that
affects the shapes of the mass distributions, the variations are performed on a bin-by-bin
basis to achieve a more precise estimate. In this analysis, only the jet energy scale variations
are performed in this manner. For all other systematics, only the scale is varied.

130



Correlations between the systematic uncertainties are also taken into account in the CLs
method, where the uncertainties are assumed to be either fully correlated or fully
uncorrelated. For uncertainties that are fully correlated, their variations are performed
coherently. In this analysis, the uncertainties on the luminosity, energy scale and
acceptance are assumed to be fully correlated and all other uncertainties are assumed to

be uncorrelated.

The likelihood function used to determine the limits in the four signal categories, denoted by
J, is given by:

4
L(W,8) = I_LPoissorﬂ\lj]u(s?g_’H +5/5 +s/) + bj] [ Gaussia(B|0, 1) (8.9)
= 0

where s the signal strength, 0 are the sources of uncertainty, N is the number of observed
events, S is the number of expected signal events and b is the number of expected

background events.

The test statistic, g, measures how well each hypothesis fits the observed distributions by

comparing them to the best fit scenario. They are defined as follows:

Aob
Qo = —2InL<0’A—69 (background-only) (8.10)
L(R.6)
21 L ) (signal+back d) (8.11)
= —2In—t 2 (signal+backgroun :
q“ LR o

A

where L({1,0) denotes the maximum likelihood fit of the data points for the given ©
uncertainties with the constraint 0 < I < .. The lower bound on [1 ensures that the signal
yield is positive and the upper bound ensures that an excess of observed events is
described by the signal+background hypothesis. L(O, éng) and L(, éﬁbs) denote the
maximum likelihood fit of the data assuming a background-only or a signal+background

hypothesis, respectively.

The probability distribution functions of the two hypotheses are constructed from the test
statistics, go and ¢y, which are denoted by f(qy/p, éﬁbs) and f(qolO, égbs), respectively. The
probabilities of observing an excess above the given data points is determined by integrating
these functions from the measured q values to all possible higher g values (assuming different
values of H). The probabilities are measured in terms of p-values for the two hypotheses:
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Ppo = / f (00/0,68P9dap (background-only) (8.12)
do

Py = / f (o, 85”9 dq (signal+background) (8.13)
O
The confidence limit of the signal, CLS(l), is calculated as a ratio of the two p-values:

CLs(W) = %‘. (8.14)

For CLs= q, the inverse, (1 —a), is often quoted as the confidence level. The exclusion
limits are expressed relative to the SM Higgs production cross section. Figure 8.19 shows
the exclusion limits as a function of the Higgs mass. The most sensitive Higgs masses are
between 100 - 130 GeV, where an exclusion of 5-6 times the SM cross-section is observed.
For the higher mass range, the exclusion limit decreases to 7-15 times the SM predictions.
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Figure 8.19: Exclusion limits of thel — tT — Il +4v analysis. The expected and observed
95% confidence-level limits are shown as solid and dashed,liespectively [86].
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H — 1T combined limit

The search for the Higgs boson is also conducted inthe H — Tt — | +Th+3vandH — 11—
ThTh + 2V final states. This chapter briefly describes the analyses used for these searches
and the exclusion limits they achieve both individually and in combination with all the H — 1T
search channels.

9.1 Event selections

Triggers

For the I T, search channels, a single "medium" electron trigger with a pt > 20 GeV require-
ment is used for the €t channel and the a muon trigger with a pt > 18 GeV requirement is
used for the Ut channel.

For the ThTh search channel, a di-Th, trigger is used, which has pt thresholds of 29 GeV and
20 GeV for the leading and sub-leading hadronic tauons, respectively.

H — 1t — | + 11+ 3v selections

Events in this channel are required to have exactly one isolated electron (or muon) with one
hadronic tauon of opposite charge. The isolation requirements on the electron or muon are
the same as the ones used in H — Tt — Il +4v analysis. The electron or muon have pr >
25 GeV and pr > 20 GeV, respectively. For the Ty, candidate, pt > 20 GeV is required.

To reduce contributions from W + jets and tt processes, the transverse mass is required to be
above 30 GeV. Events that satisfy these selections are split into seven exclusive categories
based on their jet properties and their E?‘issvalue. Separating events into different categories
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achieves a better signal to noise ratio. This analysis has one H+2-jet VBF category, two H+1-
jet categories and four H+0-jet categories, which require events to have at least two jets, at

least one jet and exactly zero jets, respectively.

The H+2-jet VBF category requires events to have a E?“SS> 20 GeV and at least two jets
with pt > 25 GeV. The two leading jets are required to be in opposite hemispheres (Nj1-Nj2
< 0), have a Anjj > 3 and have an invariant mass (mj;) greater than 300 GeV. The lepton
and T candidate must also be within the pseudorapidity range of the two leading jets. The
€Ty and Pty events are combined in this category due to the limited number of events.

The two H+1-jet categories requires events to have E?“SS> 20 GeV and at least one jet with
pt > 25 GeV. Only the events that fail the VBF selections are included. The et and MTj
events are analysed separately.

The four H+0-jet categories includes all events that have no jets with pt > 25 GeV. The events
are categorised on whether they are ety or Uty final states and whether they have E?“SS> 20
GeV or EINsS< 20 GeV.

For each category, the mass of the TT pair is reconstructed using a method that exploits the
relative orientations of the neutrinos and leptons that are consistent with the kinematics of a
T-lepton decay. This method is referred to as the Missing Mass Calculator (MMC) and has a

reconstruction efficiency of 99% and 13 - 20% resolution on the mass [87].

H — 1T — ThTh + 2V selections

In the H — 1T — TxThH + 2V analysis, events are required to have exactly two oppositely
charged Tp candidates with pt > 35 GeV and pr > 25 GeV to be above the di-Ty, trigger
thresholds. Events are rejected if they contain any isolated leptons to reduce the background
contributions from electroweak processes.

Only a single H+1-jet category is considered in this search channel. The backgrounds in this
channel mainly come from multijets that fake T, candidates and Z — TT events where both
tauons decay hadronically. After the two T selection, a 0 < X1,X2 < 1 selection is applied,
where X3 and Xy are the collinear approximation momentum fractions (section 8.3). The
collinear approximation is used for the reconstruction of myy in this channel and this selection
ensures that the solutions are always real. The events are also required to have EP'SS> 20
GeV, at least one jet with pt > 40 GeV, an angular separation between the two T candidates
that satisfies AR(T,T) < 2.8 and the invariant mass of the TT pair with the leading jet (Mggj) to
be above 225 GeV.
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9.2 Background estimations

H — 1T — | + 14+ 3v estimation

The background contribution is estimated using a control region with the same event
selections as the signal but with the opposite charge (OS) requirement changed to a same
charge (SS) requirement. The number of background events (ngksg) can be expressed as:

bkg _ ..all W+ jets 71T other
Nos = Nss+ Nps “ss +Nos-sst Nos—ss (9.1)

where ng”s is the number of SS events observed in data control region and the remaining

terms are the differences between the number of OS and SS events for the considered
backgrounds. For the multijet background, ngu&"ggt = O is assumed, since the charge of the
fake T candidate is expected to be uncorrelated with the charge of the lepton. This
assumption is validated in a multijet enriched control sample where a value of
rgg}tsijgt = 1.10+ 0.01(stat) £ 0.09(syst) is observed [86]. The main advantage of using
this method is that the fake distributions from all processes are derived from data. This
reduces any uncertainties related to the mismodelling of fakes in the electroweak

backgrounds and provides a data-driven estimate of the multijet background.

The y*/Z — Tt contribution is estimated using the T-embedded Z — pp samples (8.4.1).
For the W+jets background, the shapes of the kinematic distributions are obtained from MC
and the scale is calculated from data using a W enriched control region. For the remaining
backgrounds, MC estimates are used.

The MMC is used to define the mass spectrum of this analysis, as it provides a better
discrimination between the signal and the non-y*/Z — TT backgrounds [87]. The MMC
distributions for data with the expected signal and background contributions are shown in
Figure 9.1.
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Figure 9.1: The MMC distributions in the signal regions foetH — 11 — | + 1,4+ 3v
analysis categories [86].
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H — 1T — 1T + 2v estimation

The y*/Z — 11 and multijet processes are the dominant backgrounds in this analysis and are
estimated using data-driven methods. All other backgrounds are estimated using simulations.

The kinematic distribution of the y*/Z — TT background is obtained using the embedded
sample. The scale of this background is calculated from a control region by fitting the track
multiplicity in a cone size of AR = 0.6 around the reconstructed T, candidates. The y*/Z — 11
shapes are modelled from the simulation and the multijet shapes are derived from data using
SS events. All other processes are modelled from simulations. The track multiplicity of
multijet events is expected to be larger than the y*/Z — 1T events. The two distributions
are expected to be separated well enough for a clean fit to be made. The scale of the
multijet background is estimated using the same fitting method as described for the y*/Z —
TT background using the track multiplicity. However, this fit is performed in the signal region
after all event selections.

The mass distribution of the signal events is shown in figure 9.2.
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Figure 9.2: The signal region of th — 1T — 14T+ 2V search channel [86].
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9.3 Systematic uncertainties

The systematic uncertainties on to the production cross sections, the integrated luminosity,
the jets, the lepton efficiencies and the ETmiss are evaluated using the same methods as the
H — 11 — Il +4v analysis. The only systematics that are unique to the hadronic H — TT
search channels are the uncertainties on the Ty, identification and energy scale.

The difference in the Ty identification efficiency between data and MC is calculated by
comparing the number of W — Tv and y*/Z — TT events in control regions where the purity
of these processes are enriched. The efficiency difference is found to be less than 4%.

The T energy scale is calibrated by comparing the single hadron responses in the calorime-
ters between the collision data and the 2004 test beam data [88]. The resulting calibrations
are then validated in an enriched data sample of y*/Z — TT events. The uncertainties in the

scale are found to be between 2 - 5%.

9.4 Exclusion limits

The combined exclusion limits are calculated from the twelve H — TT search categories.
Systematic uncertainties that are common between the different search channels are
considered to be fully correlated and all other systematic uncertainties are considered to be
uncorrelated. The limits set using the H — 1T analyses are shown in Figure 9.3, for the
three sub-channels individually and in combination.

The combined results are most sensitive in the mass region between 100 and 120 GeV,
where the observed limit is approximately 3 times the SM prediction. For the higher mass
regions, the exclusion power of these analyses decrease to approximately 6 times the SM
prediction at my = 140 GeV and 12 times at my = 150 GeV.
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ATLAS Higgs combination

The ATLAS experiment searches for the Higgs boson across many final state channels.
Besides the H — TT channel, which has already been described, searches have also been
conducted in the H — bb [89], H— vy [90], H — ZZ — 4l [91] and H — WW — Ivlv
[92][93] search channels.

10.1 7 TeV combination

The results fromthe H — 1T, H — bl:_), H—vyw H—WWandH — ZZ search channels are
combined to achieve results with greater statistical significance. The correlations between the
systematic uncertainties are taken into account and are assumed to be either fully correlated
or fully uncorrelated. The correlated uncertainties mainly include: the integrated luminosity;
the efficiency of the electron and photon trigger identification; the electron and photon energy
scales; the jet energy scale and E{“iss‘, and the theoretical cross sections of the signal and
background processes [94]. All other systematic uncertainties are considered to be fully
uncorrelated.

The exclusion limits achieved by each search channel and their combined limits are shown
in Figure 10.1. The majority of the mass points between 110 and 150 GeV are excluded at
95% confidence. A slight excess of events is observed above the background expectations
inthe H — yyand H — ZZ channels at a hypothesised Higgs mass of 126 GeV. These are
quantified in terms of local pp values, which are shown in Figure 10.2. The excess has a
combined significance of 2.9 O.
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Figure 10.1: The exclusion limits achieved by Higgs seatadnaels using the/s=7 TeV
dataset [95].
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Figure 10.2: The locgb values for the Higgs search channels using\flse- 7 TeV dataset
[95].
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10.2 7 TeV and 8 TeV combination

TheH —yy,H — ZZand H — WW analyses are also performed on the /S= 8 TeV dataset.
The combined limits of the \/s= 7 TeV and /S = 8 TeV datasets are shown in Figure 10.3,
where most mass points below 500 GeV are excluded at 95% confidence. The only region
that isn’t excluded is around my = 126 GeV, where an excess is observed in the H — vy,
H — ZZ and H — WW search channels. The Higgs mass at which the excess is observed
is consistent between the /s =7 TeV and /S = 8 TeV datasets. Figure 10.4 shows the
combined local pg values, where a significance of 5.9 0 is measured.
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Figure 10.3: The combined exclusion limits of the ATLAS Hsggearch channels.
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Figure 10.4: The combined locph values of the ATLAS Higgs search channels.
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The best fit signal strengths of the observed excess are shown in Figure 10.5 for the various
search channels and their combination. A signal strength of u= 1.4+ 0.3 is found to best fit

the data using a Higgs mass hypothesis of my = 126 GeV.
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Figure 10.5: The best fit signal strengths for the variousgsligearch channels and their
combination.

The local pg value measured at my = 126 GeV exceeds the 50 limit required to claim
discovery. ATLAS claims the discovery of a new particle with a best fit mass of 126 + 0.4
(stat.) £ 0.4 (sys.) GeV. This particle has been observed to decay into a pair of gauge
bosons, which means it must be a boson. The measured excess is also consistent with the
expected yields of the SM Higgs. Thus far, all measured properties of this new particle are
consistent within the uncertainties of a SM Higgs.
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Conclusions and outlook

This thesis began by introducing spontaneous electroweak symmetry breaking as way of
generating masses for the electroweak gauge bosons. This mechanism predicts the
existence of a massive scalar particle, the Higgs boson. The Higgs interaction terms are
obtained by expanding around the minimum potential and from these terms, the Higgs
decay modes and expected cross sections were calculated and shown.

To achieve the most from the H — 1T — |l 4-4v analysis, the multijet and Z — TT backgrounds
were studied in further detail to ensure these processes are well modelled. The multijet
composition study showed that the contributions in the eeand epichannels are dominated by
light-flavoured jets faking leptons, while in the (L channel, they're dominated by leptonically
decaying bb pairs. The production cross section of the Z — TT process was measured in
the epland P decay channels and combined with the measurements from the ety and My
channels for better precision. A combined total cross section of 0.97 + 0.07 (stat.) £ 0.06
(syst.) 4= 0.03 (lumi.) was measured, which is in agreement with the NNLO predictions and
the CMS measurements.

The H — 1T — Il +4v analysis excluded the Higgs at 5 - 7 times the SM cross section for 100
<My < 130 GeV and 7 - 15 times the SM cross section for 130 < my < 150 GeV. Combining
all the H — 1T search results, an exclusion of 3 - 5 times the SM cross section is achieved
for 100 < My < 130 GeV and 5 - 12 times the SM cross section is achieved for 130 < my <
150 GeV. These results are obtained only from the data collected by ATLAS in 2011 at /S=
7 TeV, which has an integrated luminosity of 4.7 b1,

A new boson was discovered with a significance of 5.9 ¢ inthe H — yy, H - WW — |vlv
and H — ZZ — 4l search channels using the 4.8 fb~1 of \/S= 7 TeV data collected in 2011
and the 5.9 fb—1 of \/s = 8 TeV data collected in 2012. This particle has a best fit mass
of 126 + 0.4 (stat) =+ 0.4 (syst.) and a best fit signal strength of u= 1.44+0.3. These
properties are consistent, within the uncertainties, to that of the SM Higgs boson.
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The newly discovered particle has so far only been observed to decay into gauge bosons. To
confirm this discovery as the Higgs, its fermionic decay modes must also be observed, which
can be achieved in the H — Tt and H — bb search channels with more data. The spin of this
particle also needs to be measured to test whether or not it is a scalar. This measurement
is most easily performed in the H — 1T channel, where the branching ratio is high and the
angular distribution of the final state particles are easy to measure. At the time at which this
thesis was written, the LHC continues to produce data at /S = 8 TeV, which can be used to
make the necessary measurements to confirm this discovery. Therefore the future goals of
the H — TT analyses are to firstly, observe the signal and secondly, to measure the spin of

this new particle if it does decay into tauons.
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Parton distribution function

Protons are composite particles that consists of quarks and gluons. They contain three
valence quarks that are two up quarks and one down quark to give protons a +1 net electric
charge (2 x u(+2/3)+d(—1/3) = +1). In the most simplistic view, the three valence quarks
are held together in a triplet by gluon interactions. However, high-energy experiments that
have probed the proton structure reveal a more complicated picture. One of these more
recent experiments has been conducted at the Hadron Electron Ring Anlage (HERA), located
at DESY in Hamburg, Germany. HERA is a proton-electron collider with two detectors that
measure the proton’s parton distribution function (PDF): H1 and ZEUS. A detailed description
of HERA and the H1 and ZEUS detectors can be found in references [96] and [97].

The most recent combined measurement of the proton PDF from H1 and ZEUS is presented
in Figure A.1. This plot shows the probabilities of valence quarks, sea quarks and gluons
carrying a fraction of the proton’s total momentum at centre-of-mass energy of Q% = 10000
Ge\V2. These results show that sea quarks and gluons dominate the proton PDF for low
values of X and the valence quarks peak at around the X = 101, The measurements of the
proton’s PDFs is important for calculating expected cross sections of physics processes at
hadron colliders.
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H1 and ZEUS HERA I+II PDF Fit
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Figure A.1: Combined measurement of the proton PDF by the H1Z&US experiments.
f is the probability of finding a parton with a fraction of theofon’s total momentumsx.
Xu, andxd, represent the up and down valence quarks respectivelx@addxg represent
the sea quarks and the gluons respectively. Both the sea godriluon distributions have
been down scaled by a factor of 20 for viewing purposes.
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Multijet composition plots
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[65] [65].
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Z — 11 — |l +4v plots and tables
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Isolation Variable W isolated | pp notisolated| k factor
€(H2) ErConed0Pr | 0.378+ 0.028| 0.110+ 0.004 | 3.44+ 0.28
€(M2) PrConed0OPr | 0.369+ 0.028| 0.107+ 0.004 | 3.45+ 0.29

Isolation Variable Lo isolated | Yo notisolated| k factor
€(M1) ETCone40pPy | 0.528+ 0.040| 0.180+ 0.006| 2.93+ 0.24
€(M1) PrConedOPr | 0.437+ 0.035| 0.136+ 0.004 | 3.21+ 0.27

Average k factor = 3.26- 0.55 (stati+ 0.50 (sys)

Table C.1: The isolation selection efficiencies of the swatieg muon are shown for when
the leading muon passes the isolation selections and wieestnot (top). Conversely, the
efficiencies of the leading muon are shown for when the satiitgy muon passes isolation
and when it does not (bottom). The ratio of these efficienaregyiven as factors [10].

154



%100:\\\\‘\\\\‘\\\\‘\\\\\\\\‘\\\\‘\\\\‘\\\\: %)50&\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\\\\\:
] I —e—Data2010 1] o F 1 E
— 90¢ I:l %7 .1t ILdt=35.5 pb 7 — 45 ILdt:35_5 pb —e— Data 2010 .
-~ C -:*/Zﬂuu 60 Gev ] ; C y#z -t ]
[%) r - M m  <60Ge 1 F . 1
- 80? e =7 \ - - 40j — y*Z - uu,mw<GOGeV —
s E @Y wem,>600ev \'s Ge ] S F s =7Gev =y*,Z i m >60GeV ]
& 70F =au 4 @ 35 L 3
n mhy ] n [ ™ ]
60~ S - 30° D - ]
F op pairs b r |:|Top pairs ]
50/~ [ piboson * { 25 [ piboson -
40- 3 20~ -
30~ 3 15- “ .H -
20/ 3 10 \ h &
0 ! 0
20 30 40 50 60 70 80 90 100 20 30 40 50 60 70 80 90 100
Invariant Mass [GeV] Invariant Mass [GeV]
(a) Region B (b) Region C

OOOJ\HHHHHHHHHHHHHHHHHH\L

> RERLN BRI AR [RRRRRRRRRY [RLRRNRRRRN RARRY

(D F —e— Data . ]

— 900 DVD*/IZ oo J'Ldtzss.s pblE

}L) r -y*/Z - UM, mw<60 GeV _ B

c 800E W - v > 50 GV \s =7 GeV ]

@ 700 EEw - ev 7

FElRwW- ]

600 [CJw-rtv -

C |:|Toppairs ]

500} [ piboson {

400~ 5

g ¢ .

300¢ iy E

[, $ “ ]

2004+ b 3

S A :

100; ‘.0 ¢ ‘V\ i

C O 7, ]

07\H‘\ﬁ‘\‘\\\\}_\\H‘HH‘HH‘H..MM

0 10 20 30 40 50 60 70 80 90 100

Invariant Mass [GeV]

(c) Region D

Figure C.5: Thaupinvariant mass distributions of the multijet control reggoB, C and D
for events passing the dilepton selection [10].
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Table D.1: Systematic uncertainties for the signal (top) Backgrounds (bottom) in the
2-jet VBF category [58].

] 2-jet VBF Category Relative Uncertainty (%) \

Uncertainty Source gg—H VBF VH
(my=120 GeV)| (my=120 GeV)| (my=120 GeV)

Reconstruction

Trigger scale factors (%) +0.5/-1.7 +0.5/-1.7 +0.5/-1.7
Electron scale factors (%) +1.8/-1.9 +1.8/-1.9 +1.8/-1.9
Electron energy scale (%) +0.3/-0.3 +0.3/-0.3 +0.3/-0.3
Electron energy resolution (%) +0.2/-0.5 +0.2/-0.5 +0.2/-0.5
Muon scale factors (%) +2.2/-2.2 +2.2/-2.2 +2.2/-2.2
Muon momentum scale (%) +0.3/-0.3 +0.3/-0.3 +0.3/-0.3
Muon momentum resolution (%)  +0.2/-0.5 +0.2/-0.5 +0.2/-0.5
Jet energy scale (%) +3.2/-4.9 +0.8/-7.5 +0.3/-0.1
Jet energy resolution (%) +2.7 +0.3 0.0
Pile-up (%) 0.0 +0.8 +18.0
EMsSreconstruction (%) 0.0 0.0 +0.1
b-tagging (%) +0.2 +0.1 0.0
Monte Carlo modelling
PDF @g) (%) +8.0 - -
PDF @Q) (%) - +4.0 +4.0
Process rate
0g— H (%) +25 - -
VBF/VH H (%) - +1.0 +1.0
Luminosity (%) +3.9 +3.9 +3.9
MC statistics (%) +25.9 +4.7 +30.0
[ Uncertainty Source | Z— 1t | Fakes| Other Backgrounds
Reconstruction
Trigger scale factors (%) +1.7/-3.9 - +1.7/-3.9
Electron scale factors (%) +0.5/-1.5 - +0.5/-1.5
Electron energy scale (%) +0.8/-0.8 - +0.8/-0.8
Electron energy resolution (%) +0.3/+2.4 - +0.3/+2.4
Muon scale factors (%) +0.5/-1.8 - +0.5/-1.8
Muon momentum scale (%) +0.8/-0.8 - +0.8/-0.8
Muon momentum resolution (%) | +0.3/-2.8 - +0.3/-2.8
Jet energy scale (%) - - +20.3/-16.7
Jet energy resolution (%) - - +3.3
Pile-up (%) - - +0.9
EMisSreconstruction (%) - - +0.8
b-tagging (%) - - +1.8
Monte Carlo modelling
PDF @g) (%) - - +4.4
PDF @q) (%) +4 - +1.8
Process rate
Fake background normalisation (%) - +40 -
Z — 11T embedding (%) +1 -
Cross-sectioZ +jets (%) +2.5 - +0.5
Cross-section di-boson (%) - - +0.5
Cross-sectiott (%) - - +3.3
Luminosity (%) +3.9 - +3.9
MC statistics (%) +11.1 | £35.1 +2.3
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Table D.2: Systematic uncertainties for the signal (top) Backgrounds (bottom) in the
2-jet VH category [58].

] 2-jetV H Category Relative Uncertainty (%) \

Uncertainty Source gg—H VBF VH
(my=120 GeV)| (my=120 GeV)| (my=120 GeV)

Reconstruction

Trigger scale factors (%) +0.5/-1.7 +0.5/-1.7 +0.5/-1.7
Electron scale factors (%) +1.8/-1.9 +1.8/-1.9 +1.8/-1.9
Electron energy scale (%) +0.3/-0.3 +0.3/-0.3 +0.3/-0.3
Electron energy resolution (%) +0.2/-0.5 +0.2/-0.5 +0.2/-0.5
Muon scale factors (%) +2.2/-2.2 +2.2/-2.2 +2.2/-2.2
Muon momentum scale (%) +0.3/-0.3 +0.3/-0.3 +0.3/-0.3
Muon momentum resolution (%)  +0.2/-0.5 +0.2/-0.5 +0.2/-0.5
Jet energy scale (%) +2.2/-17.0 +2.1/-9.8 +3.7/-8.9
Jet energy resolution (%) +0.1 +0.2 +1.3
Pile-up (%) +1.2 0.0 +0.2
EMsSreconstruction (%) +1.1 0.0 +0.3
b-tagging (%) +0.2 +0.1 +0.2
Monte Carlo modelling
PDF @g) (%) +8.0 - -
PDF @Q) (%) - +4.0 +4.0
Process rate
0g— H (%) +25 - -
VBF/VH H (%) - +1.0 +1.0
Luminosity (%) +3.9 +3.9 +3.9
MC statistics (%) +14.3 +12.5 +6.9
[ Uncertainty Source | Z— 11 | Fakes| Other Backgrounds
Reconstruction

Trigger scale factors (%) +1.7/-3.9 - +1.7/-3.9

Electron scale factors (%) +0.5/-1.5 - +0.5/-1.5

Electron energy scale (%) +0.8/-0.8 - +0.8/-0.8

Electron energy resolution (%) | +0.3/-2.4 - +0.3/-2.4

Muon scale factors (%) +0.5/-1.8 - +0.5/-1.8

Muon momentum scale (%) +0.8/-0.8 - +0.8/-0.8

Muon momentum resolution (%) +0.3/-2.8 - +0.3/-2.8

Jet energy scale (%) - - +18.5/-23.6

Jet energy resolution (%) - - +1.2

Pile-up (%) - - +0.3

EMsSreconstruction (%) - - +0.3

b-tagging (%) - - +1.5

Monte Carlo modelling
PDF @g) (%) - - +4.6
PDF @Q) (%) +4 - +1.7
Process rate

Fake leptons normalisation (%) - +40 -

Z — 1T embedding (%) +1 -

Cross-sectioZ +jets (%) +2.5 - +0.8

Cross-section di-boson (%) - - +0.5

Cross-sectiott (%) - - +3.4

Luminosity (%) +3.9 - +3.9

MC statistics (%) +5.0 +17.3 +6.5

159



Table D.3: Systematic uncertainties for signal (top) anckgeounds (bottom) in the 1-jet
category [58].

1-jet Category Relative Uncertainty (%)
Uncertainty Source gg— H VBF H VH
(my=120 GeV)| (my=120 GeV)| (my=120 GeV)

Reconstruction

Trigger scale factors (%) +0.5/-1.7 +0.5/-1.7 +0.5/-1.7
Electron scale factors (%) +1.8/-1.9 +1.8/-1.9 +1.8/-1.9
Electron energy scale (%) +0.3/-0.3 +0.3/-0.3 +0.3/-0.3
Electron energy resolution (%) +0.2/-0.5 +0.2/-0.5 +0.2/-0.5
Muon scale factors (%) +2.2 +2.2 +2.2
Muon momentum scale (%) +0.3/-0.3 +0.3/-0.3 +0.3/-0.3
Muon momentum resolution (%)  +0.2/-0.5 +0.2/-0.5 +0.2/-0.5
Jet energy scale (%) +0/-1.7 +0.9/-0.6 +0.3/-4.7
Jet energy resolution (%) +0.7 +1.9 +2.0
Pile-up (%) +0.7 0.0 +2.0
EMsSreconstruction (%) +0.3 +0.1 +0.2
b-tagging (%) +0.1 +0.1 +0.1
Monte Carlo modelling
PDF @©g) (%) +8.0 - -
PDF @Q) (%) - +4.0 +4.0
Process rate
gg— H (%) +20 - -
VBF/VH H (%) - +1.0 +1.0
Luminosity (%) +3.9 +3.9 +3.9
MC statistics (%) +6.5 +4.4 +5.0
[ Uncertainty Source | Z— 11 | Fakes| Other Backgrounds
Reconstruction

Trigger scale factors (%) +1.7/-3.9 - +1.7/-3.9

Electron scale factors (%) +0.5/-1.5 - +0.5/-1.5

Electron energy scale (%) +0.8/-0.8 - +0.8/-0.8

Electron energy resolution (%) | +0.3/+2.4 - +0.3/+2.4

Muon scale factors (%) +0.5/-1.8 - +0.5/-1.8

Muon momentum scale (%) +0.8/-0.8 - +0.8/-0.8

Muon momentum resolution (%) +0.3/-2.8 - +0.3/-2.8

Jet energy scale (%) - - +13.8/-11.8

Jet energy resolution (%) - - +0.2

Pile-up (%) - - +0.4

EMsSreconstruction (%) - - +0.1

b-tagging (%) - - +2.8

Monte Carlo modelling
PDF @g) (%) - - +3.8
PDF @q) (%) +4 - +2.1
Process rate

Fake leptons normalisation (%) - +40 -

Z — 1t embedding (%) +1 -

Cross-sectioZ +jets (%) +2.3 - +0.9

Cross-section di-boson (%) - - +0.5

Cross-sectiott (%) - - +2.8

Luminosity (%) +3.9 - +3.9

MC statistics (%) +2.3 +12.7 +4.0
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Table D.4: Systematic uncertainties for the signal (top) Backgrounds (bottom) in the
0O-jet category [58].

] 0-jet Category Relative Uncertainty (%) \

Uncertainty Source gg—H VBF H VH
(my=120 GeV)| (my=120 GeV)| (my=120 GeV)

Reconstruction

Trigger scale factors (%) +0.5/-1.7 +0.5/-1.7 +0.5/-1.7
Electron scale factors (%) +2.0/-2.1 +2.0/-2.1 +2.0/-2.1
Electron energy scale (%) +0.3/-0.3 +0.3/-0.3 +0.3/-0.3
Electron energy resolution (%) +0.2/-0.5 +0.2/-0.5 +0.2/-0.5
Muon scale factors (%) +2.0/-2.1 +2.0/-2.1 +2.0/-2.1
Muon momentum scale (%) +0.3/-0.3 +0.3/-0.3 +0.3/-0.3
Muon momentum resolution (%)  +0.2/-0.5 +0.2/-0.5 +0.2/-0.5
Jet energy scale (%) +0.2/-0.2 +1.9/-1.7 +2.4/-2.3
Jet energy resolution (%) 0.0 +0.7 +0.6

Pile-up (%) +0.1 0.3 +0.3

EMsSreconstruction (%) +0.2 +0.3 +0.4

b-tagging (%) - - -
Monte Carlo modelling

PDF @g) (%) +8.0 - -
PDF @Q) (%) - +4.0 +4.0
Process rate
0g— H (%) +12/-7.0 - -
VBF/VH H (%) - +1.0 +1.0
Luminosity (%) +3.9 +3.9 +3.9
MC statistics (%) +4.0 +5.6 +6.0
[ Uncertainty Source | Z— 1t | Fakes| Other Backgrounds
Reconstruction
Trigger scale factors (%) +1.7/-3.9 - +1.7/-3.9
Electron scale factors (%) +0.5/-1.6 - +0.5/-1.6
Electron energy scale (%) +0.8/-0.8 - +0.8/-0.8
Electron energy resolution (%) | +0.3/+2.6 - +0.3/+2.6
Muon scale factors (%) +0.5/-1.6 - +0.5/-1.6
Muon momentum scale (%) +0.8/-0.8 - +0.8/-0.8
Muon momentum resolution (%)) +0.3/-2.6 - +0.3/-2.6
Jet energy scale (%) - - +2.7/-2.6
Jet energy resolution (%) - - +0.1
Pile-up (%) - - +0.1
EMsSreconstruction (%) - - +0.1

b-tagging (%) - - -
Monte Carlo modelling

PDF @g) (%) - - +2.5

PDF @Q) (%) +4 - +2.7
Process rate

Fake leptons normalisation (%) - +40 -

Z — 1T embedding (%) +1 -

Cross-sectioZ +jets (%) +2.2 - +2.2

Cross-section di-boson (%) - - +2.1

Cross-sectiott (%) - - +0.7/-1.3

Luminosity (%) +3.9 - +3.9

MC statistics (%) +0.5 +1.1 +2.3

161



162



Bibliography

[1] Particle Data Group, K. Nakamura et al., “Review of particle physics,” J. Phys. G37
(2010) 075021.

[2] Ta-Pei Cheng and Ling-Fong Li, Gauge theory of elementary particle physics. Oxford
University Press, 1984.

[3] G. L. Kane, Modern Elementary Particle Physics. Westview Press, 1993.

[4] S. A. Thomas, F. B. Abdalla, and O. Lahav, “Upper Bound of 0.28 eV on Neutrino
Masses from the Largest Photometric Redshift Survey,” Phys. Rev. Lett. 105 (Jul, 2010)
031301. http://1ink.aps.org/ doi/10.1103/ PhysRevLett. 105. 031301.

[5] A. Denner, S. Heinemeyer, I. Puljak, D. Rebuzzi, and M. Spira, “Standard Model
Higgs-Boson Branching Ratios with Uncertainties,” Eur.Phys.J. C71 (2011) 1753,
ar Xi v: 1107. 5909 [ hep-ph].

[6] LEP, ALEPH, DELPHI, L3 and OPAL Collaborations , R. Barate et al., “Search for the
standard model Higgs boson at LEP,” ar Xi v: hep- ex/ 0306033 [ hep- ex] .

[7] CDF and D. Collaborations, “Standard Model Higgs Boson Combination at the
Tevatron,” ar Xi v: 1201. 5107 [ hep-ex].

[8] Baak, M. and Goebel, M. and Haller, J. and Hoecker, A. and Ludwig, D. and others,
“Updated Status of the Global Electroweak Fit and Constraints on New Physics,”
arXi v: 1107. 0975 [ hep- ph].

[9] LHC Higgs Cross Section Working Group, S. Dittmaier, C. Mariotti, G. Passarino, and
R. Tanaka (Eds.), “Handbook of LHC Higgs Cross Sections: 1. Inclusive Observables,”
CERN-2011-002 (CERN, Geneva, 2011) , ar Xi v: 1101. 0593 [ hep- ph].

[10] E. Barberio et al., “Measurement of the cross section 0 x BR(Z — T1) in the dilepton
channel with the ATLAS detector: Supporting Note,” Tech. Rep.
ATL-COM-PHYS-2011-418, CERN, Geneva, Apr, 2011.

163



[11] P. Jenni, M. Nessi, M. Nordberg, and K. Smith, ATLAS high-level trigger,
data-acquisition and controls: Technical Design Report. Technical Design Report
ATLAS. CERN, Geneva, 2003.

[12] M. Benedikt et al., “LHC Design Report,” CERN-2004-003 (2004) .
[13] L. Evans and P. Bryant, “LHC Machine,” JINST 3 (2008) S08001.

[14] ATLAS Collaboration , G. Aad et al., “The ATLAS Experiment at the CERN Large
Hadron Collider,” JINST 3 (2008) S08003.

[15] CMS Collaboration , S. Chatrchyan et al., “The CMS experiment at the CERN Large
Hadron Collider,” JINST 3 (2008) S08004.

[16] ALICE Collaboration , K. Aamodt et al., “The ALICE experiment at the CERN Large
Hadron Collider,” JINST 3 (2008) S08002.

[17] LHCDb Collaboration , A. Augusto Alves Jr et al., “The LHCDb Detector at the LHC,”
JINST 3 (2008) S08005.

[18] CERN AC Term, “The four main LHC experiments,” CERN-AC-9906026 (Jun, 1999) .

[19] C. Lefevre, “The CERN accelerator complex. Complexe des accélérateurs du CERN,’
CERN-DI-0812015 (Dec, 2008) .

[20] ATLAS Collaboration , A. Airapetian et al., “ATLAS Detector and Physics Performance
Technical design report,” CERN-LHCC-99-14 (1999) .

[21] ATLAS Collaboration , G. Aad et al., “Expected Performance of the ATLAS Experiment
- Detector, Trigger and Physics,” ar Xi v: 0901. 0512 [ hep-ex] .

[22] T. Cornelissen et al., “Concepts, Design and Implementation of the ATLAS New
Tracking (NEWT),” ATL-SOFT-PUB-2007-007. ATL-COM-SOFT-2007-002 (2007) .

[23] W. Lampl, S. Laplace, D. Lelas, P. Loch, H. Ma, S. Menke, S. Rajagopalan,
D. Rousseau, S. Snyder, and G. Unal, “Calorimeter Clustering Algorithms: Description
and Performance,” Tech. Rep. ATL-LARG-PUB-2008-002. ATL-COM-LARG-2008-003,
CERN, Geneva, Apr, 2008.

[24] V. Gallo, “Identification and reconstruction of electrons and photons with the ATLAS
detector at the LHC.,” Tech. Rep. ATL-PHYS-PROC-2012-044, CERN, Geneva, Feb,
2012.

[25] B. Resende, “Muon identification algorithms in ATLAS,” Tech. Rep.
ATL-PHYS-PROC-2009-113, CERN, Geneva, Sep, 2009.

164



[26] S. D. Ellis and D. E. Soper, “Successive combination jet algorithm for hadron collisions,”
Phys.Rev. D48 (1993) 3160-3166, ar Xi v: hep- ph/ 9305266 [ hep-ph] .

[27] M. Cacciari, G. P. Salam, and G. Soyez, “The Anti-k(t) jet clustering algorithm,” JHEP
0804 (2008) 063, ar Xi v: 0802. 1189 [ hep-ph].

[28] ATLAS Collaboration , G. Aad et al., “Commissioning of the ATLAS high-performance
b-tagging algorithms in the 7 TeV collision data,” Tech. Rep. ATLAS-CONF-2011-102,
CERN, Geneva, Jul, 2011.

[29] ATLAS Collaboration , G. Aad et al., “Performance of Impact Parameter-Based
b-tagging Algorithms with the ATLAS Detector using Proton-Proton Collisions at /S=7
TeV,” Tech. Rep. ATLAS-CONF-2010-091, CERN, Geneva, Oct, 2010.

[30] G. Piacquadio and C. Weiser, “A new inclusive secondary vertex algorithm for b-jet
tagging in ATLAS,” J.Phys.Conf.Ser. 119 (2008) 032032.

[31] A. Hocker et al., “TMVA: Toolkit for multivariate data analysis,” PoS ACAT (2007) 040,
ar Xi v: physi cs/ 0703039.

[32] ATLAS Collaboration, G. Aad et al., “Performance of Missing Transverse Momentum
Reconstruction in Proton-Proton Collisions at /S= 7 TeV with ATLAS,” Eur. Phys. J. C
72 no. arXiv:1108.5602. CERN-PH-EP-2011-114, (Sep, 2011) 1844. 33 p.

[33] ATLAS Collaboration , P. Bright-Thomas et al., “ATLAS First-Level Trigger Technical
Design Report,” CERN-LHCC-98-14 (1998) .

[34] ATLAS Collaboration , B. Caron et al., “ATLAS High-Level Trigger, Data Acquisition and
Controls Technical Design Report,” CERN-LHCC-2003-022 (2003) .

[35] W.-K. Tung, H. L. Lai, J. Pumplin, P. M. Nadolsky, and C. P. Yuan, “Global QCD
Analysis and Collider Phenomenology - CTEQ),” ar Xi v: 0707. 0275 [ hep- ph] .

[36] A. Sherstnev and R. Thorne, “Different PDF approximations useful for LO Monte Carlo
generators,” ar Xi v: 0807. 2132 [ hep-ph] .

[37] T. Sjostrand, S. Mrenna, and P. Z. Skands, “PYTHIA 6.4 Physics and Manual,” JHEP
0605 (2006) 026, ar Xi v: hep- ph/ 0603175 [ hep- ph].

[38] G. Corcella et al., “HERWIG 6.5: an event generator for Hadron Emission Reactions
With Interfering Gluons (including supersymmetric processes),” JHEP 01 (2001) 010,
ar Xi v: hep- ph/ 0011363.

[39] J. M. Butterworth, J. R. Forshaw, and M. H. Seymour, “Multiparton interactions in
photoproduction at HERA,” Z. Phys. C72 (1996) 637—646, ar Xi v: hep- ph/ 9601371.

165



[40] M. L. Mangano et al., “ALPGEN, a generator for hard multiparton processes in
hadronic collisions,” JHEP 07 (2003) 001, ar Xi v: hep- ph/ 0206293.

[41] P. Nason and C. Oleari, “NLO Higgs boson production via vector-boson fusion matched
with shower in POWHEG,” JHEP 02 (2010) 037, ar Xi v: 0911. 5299 [ hep- ph].

[42] S. Alioli, P. Nason, C. Oleari, and E. Re, “NLO Higgs boson production via gluon fusion
matched with shower in POWHEG,” JHEP 04 (2009) 002, ar Xi v: 0812. 0578

[ hep-ph].

[43] B. P. Kersevan and E. Richter-Was, “The Monte Carlo event generator AcerMC version
2.0 with interfaces to PYTHIA 6.2 and HERWIG 6.5,” ar Xi v: hep- ph/ 0405247.

[44] S. Frixione and B. R. Webber, “The MC@NLO 3.3 Event Generator,”’
ar Xi v: hep- ph/ 0612272 [ hep-ph] .

[45] S. Jadach, Z. Was, R. Decker, and J. Kiihn, “The T decay library TAUOLA, version 2.4,
Computer Physics Communications 76 no. 3, (1993) 361 — 380.
http://ww. sci encedirect.con science/article/pii/001046559390061G

[46] P. Golonka and Z. Was, “PHOTOS Monte Carlo: A Precision tool for QED corrections in
Z and W decays,” Eur.Phys.J. C45 (2006) 97-107, ar Xi v: hep- ph/ 0506026

[ hep-ph].

[47] ATLAS Collaboration , G. Aad et al., “The ATLAS Simulation Infrastructure,” Eur. Phys.
J. C 70 no. arXiv:1005.4568. CERN-PH-EP-2010-044, (May, 2010) 823—-874. 53 p.

[48] S. Agostinelli et al., “GEANT4: A Simulation toolkit,” Nucl. Instrum. Meth. A506 (2003)
250-303.

[49] C. Anastasiou, L. J. Dixon, K. Melnikov, and F. Petriello, “High precision QCD at hadron
colliders: Electroweak gauge boson rapidity distributions at NNLO,” Phys.Rev. D69
(2004) 094008, ar Xi v: hep- ph/ 0312266 [ hep- ph].

[50] S. Catani, L. Cieri, G. Ferrera, D. de Florian, and M. Grazzini, “Vector boson production
at hadron colliders: A Fully exclusive QCD calculation at NNLO,” Phys.Rev.Lett. 103
(2009) 082001, ar Xi v: 0903. 2120 [ hep-ph] .

[51] S. Moch and P. Uwer, “Theoretical status and prospects for top-quark pair production at
hadron colliders,” Phys. Rev. D78 (2008) 034003, ar Xi v: 0804. 1476 [ hep- ph] .

[52] U.Langenfeld, S. Moch, and P. Uwer, “New results for tt production at hadron
colliders,” ar Xi v: 0907. 2527 [ hep- ph].

166



[53] M. Baak et al., “Data Quality Status Flags and Good Run Lists for Physics Analysis in
ATLAS,” Tech. Rep. ATL-COM-GEN-2009-015, CERN, Geneva, Mar, 2009.

[54] C. Boddy et al., “Measurement of Z->tautau production cross-section in proton-proton
collisions at sgrts=7 TeV with the ATLAS detector - Support Note for lep-had channels,’
Tech. Rep. ATL-COM-PHYS-2011-416, CERN, Geneva, Apr, 2010.

[55] ATLAS Collaboration , G. Aad et al., “Updated Luminosity Determination in pp
Collisions at root(s)=7 TeV using the ATLAS Detector,” Tech. Rep.
ATLAS-CONF-2011-011, CERN, Geneva, Mar, 2011.

[56] C. Anders et al., “Search for SM H — 171~ — |1}, with the ATLAS Detector in 7 TeV
Proton-Proton Collisions,” Tech. Rep. ATL-COM-PHYS-2012-037, CERN, Geneva, Jan,
2012.

[57] T. A. J. performance group, “Recommandations from jet-MET group for jet cleaning in
2010 data,”. htt ps:
[/twi ki.cern.ch/tw ki/bin/viewauth/Atl|asProtected/ HowloC eanJets.

[58] E. Barberio et al., “Search for the Standard Model Higgs Boson in the Decay Mode H
— 171~ — Il + 4 Neutrinos in Proton-Proton Collisions at sqrt(s)=7 TeV with the
ATLAS Detector,” Tech. Rep. ATL-COM-PHYS-2011-1611, CERN, Geneva, Nov, 2011.

[59] T. A. J. performance group, “Recommandations from jet-MET group for jet cleaning in
2011 data,”. https://tw ki .cern. ch/tw ki/bi n/vi ewaut h/ At | asPr ot ect ed/
HowToC eanJet s2011.

[60] T. A. egamma performance group, “Egamma recommendation on energy scale and
energy resolution for release 16 data,".
https://tw ki.cern.ch/tw ki/bin/view Atl asProtected/
Ener gyScal eResol uti onReconmendat i ons#2010dat aRel easel6.

[61] F. Cerutti et al., “Muon Momentum Resolution in First Pass Reconstruction of pp
Collision Data Recorded by ATLAS in 2010,” Tech. Rep.
ATLAS-COM-CONF-2011-003, CERN, Geneva, Jan, 2011.

[62] ATLAS Collaboration , G. Aad et al., “Muon Reconstruction Performance,” Tech. Rep.
ATLAS-CONF-2010-064, CERN, Geneva, Jul, 2010.

[63] ATLAS Collaboration , G. Aad et al., “Determination of the muon reconstruction
efficiency in ATLAS at the Z resonance in proton-proton collisons at sqrt(s)=7 TeV,’
Tech. Rep. ATLAS-CONF-2011-008, CERN, Geneva, Feb, 2011.

167



[64]

[65]

[66]

[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

O. Arnaez and D. Froidevaux, “Recommendations for electron efficiencies,”.
https://tw ki.cern.ch/tw ki/bin/viewauth/AtlasProtected/
Ef fi ci encyMeasurenents.

E. Barberio et al., “First observation of the process Z ->tautau->emu + 4nu with the
ATLAS detector: Supporting Note,” Tech. Rep. ATL-COM-PHYS-2011-078, CERN,
Geneva, Jan, 2011.

ATLAS Collaboration , G. Aad et al., “Observation of prompt inclusive electrons in the
ATLAS experiment at sqrt(s) = 7 TeV.,” Tech. Rep. ATL-COM-PHYS-2010-280, CERN,
Geneva, May, 2010.

ATLAS Collaboration , G. Aad et al., “Muon Performance in Minimum Bias pp Collision
Data at 1/S= 7 TeV with ATLAS,”".

ATLAS Collaboration , G. Aad et al., “Jet energy scale and its systematic uncertainty
for jets produced in proton-proton collisions at sqrt(s) = 7 TeV and measured with the
ATLAS detector,” Tech. Rep. ATLAS-CONF-2010-056, CERN, Geneva, Jul, 2010.

ATLAS , G. Aad et al., “Measurement of the Z to tau tau Cross Section with the ATLAS
Detector,” Phys.Rev. D84 (2011) 112006, ar Xi v: 1108. 2016 [ hep-ex] .

ATLAS Collaboration , G. Aad et al., “A measurement of the total W* and Z/y* cross
sections in the e and L decay channels and of their ratios in pp collisions at 1/S=7 TeV
with the ATLAS detector,” Tech. Rep. ATLAS-CONF-2011-041, CERN, Geneva, Mar,
2011.

ATLAS Collaboration , G. Aad et al., “A combined measurement of the top quark pair
production cross-section using dilepton and single-lepton final states,” Tech. Rep.
ATLAS-CONF-2011-040, CERN, Geneva, Mar, 2011.

P. M. Nadolsky et al., “Implications of CTEQ global analysis for collider observables,”’
Phys.Rev. D78 (2008) 013004, ar Xi v: 0802. 0007 [ hep-ph].

ATLAS Collaboration , G. Aad et al., “Reconstruction, Energy Calibration, and
Identification of Hadronically Decaying Tau Leptons,” Tech. Rep.
ATLAS-CONF-2011-077, CERN, Geneva, May, 2011.

D. G. Louis Lyons and P. Clifford, “How to combine correlated estimates of a single
physical quantity,” Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment 270 no. 1, (1988)
110 -117.

http:// ww. sci encedirect.com science/article/pii/0168900288900186.

168



[75]

[76]

[77]

[78]

[79]

[80]

[81]

[82]

[83]

[84]

[85]

A. Valassi, “Combining correlated measurements of several different physical
guantities,” Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment 500 no. A, (2003)
391 - 405.

http://ww. sci encedirect.con science/article/pii/S0168900203003292.

CMS , S. Chatrchyan et al., “Measurement of the Inclusive Z Cross Section via Decays
to Tau Pairs in pp Collisions at \/§: 7 TeV,” JHEP 1108 (2011) 117,
arXiv: 1104. 1617 [ hep-ex].

R.K. Ellis, . Hinchliffe, M. Soldate and J.J. Van der Bij,, “Higgs Decay to T T7: A
Possible Signature of Intermediate Mass Higgs Bosons at the SSC,” Nucl. Phys. B297
(1988) 221.

K. Bierwagen, U. Blumenschein, J. F. Grivaz, T. Kanno, S. Meeham, M. Sandhoff,

J. Sauvan, and A. Quadt, “Measurement of the cross section for jets produced in
association with Z bosons,” Tech. Rep. ATL-COM-PHYS-2012-735, CERN, Geneva,
Jun, 2012.

ATLAS Collaboration , G. Aad et al., “Data-driven estimation of the background to
charged Higgs boson searches using hadronically-decaying tau final states in ATLAS,".

T. Barillari, “Jet energy scale uncertainties in ATLAS,” Tech. Rep.
ATL-COM-PHYS-2012-676, CERN, Geneva, May, 2012.

ATLAS , G. Aad et al., “Jet energy measurement with the ATLAS detector in
proton-proton collisions at sqrt(s) = 7 TeV,” ar Xi v: 1112. 6426 [ hep-ex] .

ATLAS Collaboration , G. Aad et al., “Jet energy resolution and selection efficiency
relative to track jets from in-situ techniques with the ATLAS Detector Using
Proton-Proton Collisions at a Center of Mass Energy /s= 7 TeV,” Tech. Rep.
ATLAS-CONF-2010-054, CERN, Geneva, Jul, 2010.

ATLAS Collaboration , G. Aad et al., “Measurement of the top quark pair production
cross-section based on a statistical combination of measurements of dilepton and
single-lepton final states at 1/S= 7 TeV with the ATLAS detector,” Tech. Rep.
ATLAS-CONF-2011-108, CERN, Geneva, Aug, 2011.

ATLAS Collaboration , G. Aad et al., “Combined Standard Model Higgs boson
searches with up to 2.3 fb~1of pp collisions at 1/S=7 TeV at the LHC,” Tech. Rep.
ATLAS-CONF-2011-157, CERN, Geneva, Nov, 2011.

A. L. Read, “Presentation of search results: the CLs technique,” J. Phys. G28 (2002)
2693.

169



[86]

[87]

[88]

[89]

[90]

[91]

[92]

[93]

[94]

[95]

[96]

ATLAS , G. Aad et al., “Search for the Standard Model Higgs boson in the H to tau+
tau- decay mode in sqrt(s) = 7 TeV pp collisions with ATLAS,” ar Xi v: 1206. 5971
[ hep-ex] .

A. Elagin, P. Murat, A. Pranko, and A. Safonov, “A New Mass Reconstruction
Technique for Resonances Decaying to di-tau,” Nucl.Instrum.Meth. A654 (2011)
481-489, ar Xi v: 1012. 4686 [ hep-ex] .

ATLAS Collaboration , E. Abat, “Response and Shower Topology of 2 to 180 GeV
Pions Measured with the ATLAS Barrel Calorimeter at the CERN Test-beam and
Comparison to Monte Carlo Simulations,” Tech. Rep. ATL-CAL-PUB-2010-001, CERN,
Geneva, May, 2010.

ATLAS , G. Aad et al., “Search for the Standard Model Higgs boson produced in
association with a vector boson and decaying to a b-quark pair with the ATLAS
detector,” ar Xi v: 1207. 0210 [ hep-ex] .

ATLAS Collaboration , G. Aad et al., “Observation of an excess of events in the search
for the Standard Model Higgs boson in the gamma-gamma channel with the ATLAS
detector,” Tech. Rep. ATLAS-CONF-2012-091, CERN, Geneva, Jul, 2012.

ATLAS Collaboration , G. Aad et al., “Observation of an excess of events in the search
for the Standard Model Higgs boson in the H — ZZ*) — 4¢ channel with the ATLAS
detector.,” Tech. Rep. ATLAS-CONF-2012-092, CERN, Geneva, Jul, 2012.

ATLAS Collaboration , G. Aad et al., “Observation of an Excess of Events in the Search
for the Standard Model Higgs Boson in the H — WW®*) — ¢v/v Channel with the
ATLAS Detector,” Tech. Rep. ATLAS-CONF-2012-098, CERN, Geneva, Jul, 2012.

ATLAS , G. Aad et al., “Search for the Standard Model Higgs boson in the H — WW(*)
— I'v I v decay mode with 4.7 fb~1 of ATLAS data at sqrt(s) = 7 TeV,”
ar Xi v: 1206. 0756 [ hep-ex].

ATLAS , G. Aad et al., “Observation of a new particle in the search for the Standard
Model Higgs boson with the ATLAS detector at the LHC,” Phys.Lett.B (2012) ,
arXiv: 1207. 7214 [ hep-ex] .

ATLAS Collaboration , G. Aad, , et al., “Combined search for the Standard Model Higgs
boson in pp collisions at \/s=7 TeV with the ATLAS detector,” Phys. Rev. D 86 (Aug,
2012) 032003. http://1ink. aps. org/ doi / 10. 1103/ PhysRevD. 86. 032003.

H1 collaboration , “The H1 detector at HERA,” DESY-H1-96-0 (1993) .

170



[97] ZEUS collaboration , “The ZEUS detector,”.
http://ww- zeus. desy. de/ bl uebook/ bl uebook. ht m .

171



University Library

o o A gateway to Melbourne's research publications

Minerva Access is the Institutional Repository of The University of Melbourne

Author/s:
Shao, Qi Tao

Title:
The search for the Higgs boson in tauon pairs at the ATLAS experiment

Date:
2013

Citation:
Shao, Q. T. (2013). The search for the Higgs boson in tauon pairs at the ATLAS experiment.
PhD thesis, School of Physics, Faculty of Science, The University of Melbourne.

Persistent Link:
http://hdl.handle.net/11343/38095

File Description:
The search for the Higgs boson in tauon pairs at the ATLAS experiment

Terms and Conditions:

Terms and Conditions: Copyright in works deposited in Minerva Access is retained by the
copyright owner. The work may not be altered without permission from the copyright owner.
Readers may only download, print and save electronic copies of whole works for their own
personal non-commercial use. Any use that exceeds these limits requires permission from
the copyright owner. Attribution is essential when quoting or paraphrasing from these works.



