Sommerfeld corrections in
neutralino dark matter pair-annihilations
and relic abundance in the general MSSM

Dissertation

vorgelegt von

Charlotte Hellmann

Betreuer: Prof. Dr. Martin Beneke

Lehrstuhl fir Theoretische Elementarteilchenphysik T31

Fakultat fiir Physik
der Technischen Universitat Munchen

& T







TECHNISCHE UNIVERSITAT MUNCHEN

Lehrstuhl fir Theoretische Elementarteilchenphysik T31

Sommerfeld corrections in neutralino dark matter

pair-annihilations and relic abundance in the general MSSM

Anna Charlotte Hellmann

Vollstandiger Abdruck der von der Fakultat fiir Physik
der Technischen Universitat Miinchen zur Erlangung des akademischen Grades eines

Doktors der Naturwissenschaften

genehmigten Dissertation.

Vorsitzender: Univ.-Prof. Dr. Lothar Oberauer

Univ.-Prof. Dr. Martin Beneke

2. Univ.-Prof. Dr. Alejandro Ibarra

3. Univ.-Prof. Dr. Michael Klasen,
Westféalische Wilhelms-Universitat Miinster
(nur schriftliche Beurteilung)

—_

Priifer der Dissertation:

Die Dissertation wurde am 03.12.2014 bei der Technischen Universitat Miinchen
eingereicht und durch die Fakultat fiir Physik
am 13.02.2015 angenommen.






Abstract

It is intriguing that the observed dark matter abundance in our Universe can be explained
rather naturally as thermal relic of a weakly interacting massive particle. Probably
the most popular such particle dark matter candidate is the lightest neutralino in the
Minimal Supersymmetric Standard Model (MSSM). In this thesis we study the impact
of Sommerfeld enhancements on the neutralino relic abundance calculation for heavy
neutralino dark matter in the general MSSM including co-annihilations of further nearly
mass-degenerate neutralino and chargino states. To this end we develop an effective field
theory that systematically resums the enhanced radiative corrections to pair-annihilation
rates of slowly moving neutralinos and charginos. The framework is applied to heavy
wino- and higgsino-like scenarios and models interpolating between these cases.
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Zusammenfassung

Die in unserem Universum beobachtete Dunkelmaterie kann in natiirlicher Weise als ther-
misches Relikt eines schwach wechselwirkenden massiven Teilchens erklart werden. Ein
solcher vielversprechender Dunkelmaterie-Teilchenkandidat ist das leichteste Neutralino
im Minimalen Supersymmetrischen Standardmodell (MSSM). In der vorliegenden Arbeit
wird der Einfluss der Sommerfeld-Verstarkung auf die Neutralino Reliktdichte fiir schwere
Neutralino Dunkelmaterie-Kandidaten im allgemeinen MSSM und unter Einbeziehung
von Co-Annihilationseffekten weiterer ndherungsweise massenentarteter Neutralino- und
Chargino-Spezies untersucht. Dazu wird eine effektive Theorie entwickelt, die iiberhohte
Strahlungskorrekturen in Paar-Annihilationen langsamer Neutralinos und Charginos re-
summiert. Der Formalismus wird auf Wino- und Higgsino-artige Szenarien angewandt,
sowie auf Modelle, die zwischen diesen Fillen extrapolieren.
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Chapter 1

Introduction

The existence of a cold dark matter (DM) component in our Universe is by now well
established by various observations and at all experimentally accessible scales, ranging
from the size of galaxies to galaxy clusters and large scale structures up to the largest
observable scales associated with the cosmic microwave background radiation (CMB) [1].
For instance, the fact that galactic rotation curves become approximately constant and
do not decrease with increasing distance from the galactic centre is explained by the
presence of halos of non-luminous and non-absorbing — hence dark — matter. Similar
observations and explanations in terms of dark matter exist for galaxy clusters. The
most accurate determination of the present cold dark matter density Q.amh? is related
to cosmological precision measurements and has reached percent level accuracy: from a
combination of PLANCK, WMAP, baryon acoustic oscillation (BAO) and high resolution
CMB data, a value of

Qeamh® = 0.1187 £ 0.0017 (1.1)

is obtained [2], where h denotes the Hubble constant in units of 100 km /(s Mpc).

In spite of evidence for its existence, the nature and origin of the cold dark mat-
ter component are still unknown. The Standard Model (SM) of particle physics that
has been tested extensively by experiments and that describes so far successfully the
microscopic interactions of the constituents associated with ordinary matter (quarks,
gluons, leptons, neutrinos, the photon, the electroweak gauge bosons and the SM Higgs
boson) [1],provides no particle dark matter candidate. This in turn is one of the few
empirical evidences that the SM cannot be the fundamental theory of nature. Assuming
that dark matter has particle nature, possible extensions of the SM should therefore in-
volve a particle dark matter candidate that is stable or at least sufficiently long lived on
cosmic timescales. Furthermore this particle candidate may not interact with photons
nor take part in strong interactions, otherwise dark matter would be visible or it would
have been found in rare isotopes [3,4].

It is intriguing that the origin of the observed cosmic cold dark matter abundance
can be explained rather naturally through thermal production and subsequent freeze-
out of a particle with weak interaction strength and a TeV scale mass, a so called



weakly interacting massive particle (WIMP) [3,4]. This might indicate that new physics
at the TeV scale, which is needed to addresses certain formal issues in the SM such
as the stability of the electroweak scale, is also associated with a cosmic dark matter
constituent, thereby connecting problems related to the smallest and largest observable
scales. The explanation of the cosmic cold dark matter abundance in terms of a cold
relic implies that the corresponding freeze-out process in the early Universe takes place at
temperatures when the DM particles become non-relativistic. An accurate determination
of the relic density considers also the presence and freeze-out of those further species in
the early Universe, that are close-in-mass and interact with the DM candidate. The
central ingredients in the relic abundance calculation are the pair-annihilation rates of
the DM and additional nearly mass-degenerate particles. Given that the DM particles
have typical non-relativistic velocities v ~ 0.2 ¢ around freeze-out, the corresponding
tree-level co-annihilation cross sections can be expanded according to

Oannlra = @ + bv2, + OV, (1.2)

rel rel

where v, = |} — U] is the relative velocity of the two annihilating particles in their
centre-of-mass frame. Referring to tree-level rates and keeping only the first two terms
in the expansion is often a good approximation in the relic abundance calculation.

In the simple freeze-out scenario DM pair-annihilation reactions eventually cease
when the DM number density is sufficiently diluted due to the expansion of the Universe.
However, pair-annihilation reactions can restart when DM eventually accumulates in the
present Universe due to gravitational interactions. Corresponding regions with a DM
over-density can be galactic centres, but also the sun potentially has a sufficient gravita-
tional potential to attract, capture and amass DM particles. The DM pair-annihilation
reactions occurring today in these regions are described by the same annihilation rates
(1.2) as in the early Universe. Since the typical velocities of the annihilating particles
today are however much smaller, v ~ 1073 ¢, it is often enough to consider the leading
order term a in the non-relativistic expansion of the corresponding annihilation cross
sections.

Certainly one of the most studied and probably best motivated DM candidates is
the lightest neutralino (x{) in the Minimal Supersymmetric Standard Model (MSSM)
[3,4], a sypersymmetric extension of the SM. There exist several codes that allow for
the calculation of the X! relic density in the general MSSM, currently relying on tree-
level annihilation rates and taking co-annihilation reactions with further supersymmetric
particles close in mass with the x{ into account [5,6]. The calculated relic density of a
viable xY dark matter candidate should at least not exceed the observed Q.4 h? value.
The latter allows for the possibility that the cosmic dark matter is constituted by several
particle species, each contributing a certain portion to the total dark matter abundance.
From the requirement that the y explains all observed cosmic dark matter in terms of a
thermal xY relic, stringent constraints on the MSSM parameter space can be derived [7,8].

The actual identification of a particle dark matter candidate with the cosmic con-
stituent relies on the complementarity of different experimental search strategies; for
corresponding investigations related to the x? DM candidate see for instance the recent
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publications [9,10]. The aforementioned pair-annihilation reactions in the galactic centre
or the sun would produce indirect signals of dark matter particles, revealing themselves
in cosmic or gamma ray signatures or neutrino fluxes, looked for with corresponding
space or ground-based telescopes. Direct detection experiments are searching for signals
from scattering reactions of DM particles off terrestrial detector materials. To assign
(future) signals from indirect and direct detection experiments to a certain candidate,
this particle should ideally be produced directly at a particle collider such as the Large
Hadron Collider (LHC) at CERN, which would allow to determine — or at least narrow
down — some of its properties as for instance its mass and spin. Let us mention here
that in the past several experimental collaborations working on direct and indirect DM
detection have reported the observation of signals, which they claimed could not be ex-
plained by known backgrounds or other astrophysical sources and which therefore could
be assigned to dark matter. However the explanation as dark matter signals in none
of these cases is definitely confirmed and former DM indications could later often be
attributed to underestimated background or detector effects.

In this thesis we focus on the neutralino relic abundance calculation and improve
its accuracy by systematically resuming a certain class of radiative corrections to the
relevant neutralino and chargino co-annihilation cross sections. Indeed, given the experi-
mental percent level accuracy on Qcqmh?, (1.1), it seems desirable to include radiative
corrections to the co-annihilation rates, which enter the relic abundance calculation
as a central ingredient and are currently afflicted with the largest uncertainties. Two
different approaches in refining the determination of the co-annihilation rates of the y!
and further close-in-mass MSSM states can be distinguished. On the one hand, next-
to-leading order corrections to the co-annihilation rates are calculated in fixed order
perturbation theory in the general MSSM. The determination of the complete next-
to-leading order SUSY QCD corrections in neutralino and chargino pair-annihilations,
including co-annihilations with possibly nearly mass-degenerate sfermion states has been
finalised recently [11-15]. Moreover, the first steps in the calculation of the full next-
to-leading order electroweak corrections have been carried out [16-18]. On the other
hand there exists a class of radiative corrections that can be enhanced in non-relativistic
neutralino co-annihilation reactions and eventually requires systematic resummation up
to all orders in perturbation theory. This situation generically arises in theories that allow
for light mediator exchange between heavy non-relativistic DM particles prior to their
annihilation. The light mediator exchanges give rise to long-range potential interactions
that distort the incoming DM particles’ wave-functions away from plane waves, such
that their annihilation probability becomes larger. In terms of Feynman diagrams, the
effect is associated with amplitudes that exhibit ladder-like exchanges of the mediators
between the co-annihilating non-relativistic DM particles before the latter actually pair-
annihilate. Each loop in the corresponding diagrams involves a contribution that scales
as g*mpy/mg, where g denotes the respective coupling, m, the mediator mass and mpy
refers to the DM mass scale. For sufficiently light mediator masses, my4 << mpwm, these
terms are unsuppressed and eventually lead, after systematic resummation, to the so-
called Sommerfeld enhancement of the corresponding annihilation rate. In the MSSM
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with y9 dark matter candidate the mutual exchange of electroweak gauge bosons, and to a
lesser extend light Higgs bosons, causes the Sommerfeld enhancement in heavy neutralino
pair-annihilations. Sommerfeld enhancements are associated with the non-relativistic
nature of the pair-annihilating particles. They are typically the stronger the smaller the
velocities of the particles. Consequently the relevance of the Sommerfeld enhancement
effect for 9 DM has first been pointed out in context of gamma ray signatures from x!?
pair-annihilations in the galactic centre today [19,20], where the authors considered the
simplified scenarios of pure wino and pure higgsino x! states. Although the enhancement
effect is much milder during x? freeze-out because of the larger mean velocities (v ~ 0.2 ¢)
it was found in [20] that its impact on the relic density can be significant for pure
wino x{ DM. Subsequently, the Sommerfeld enhancement effect in the MSSM has been
studied extensively both in application to indirect detection and the x? relic abundance
calculation [21-27], where these analyses mainly referred to the limiting scenarios of wino-
or higgsino-like X! or even pure wino and pure higgsino x{ models. In addition, in [2§]
Sommerfeld enhancements were investigated in context of “minimal dark matter” models
that resemble the MSSM in the limits of pure wino and pure higgsino DM. In addition
to MSSM related studies, there have been several investigations on the Sommerfeld
enhancement effect in generic dark matter models. In particular, the measurement of
an anomalous positron excess by the PAMELA experiment in 2008 has triggered several
investigations on Sommerfeld enhancements in generic dark matter models, where the
effect was considered as a means to boost the DM annihilation rates in the present
Universe while at the same time providing electroweak scale cross sections during freeze-
out due to much milder enhancement factors at larger velocities [29].

In this thesis we address Sommerfeld enhancement effects in co-annihilation reactions
of nearly mass-degenerate neutralinos and charginos in the general MSSM, extending
previous work on the subject in several important aspects. With the term “general
MSSM” we imply that our calculations allow an application to any generic R-parity
conserving MSSM scenario. In particular, the x? can be an arbitrary admixture of
the electroweak gaugino and higgsino gauge-eigenstates, away from the strict wino and
higgsino limits. Further important improvements or extensions to existing investigations
in the literature are the following:

e We use an effective theory framework to describe the pair-annihilation reactions of
non-relativistic and nearly mass-degenerate neutralino and chargino pairs, similar
to the NRQCD approach to heavy quarkonium annihilations in [30]. An impor-
tant difference to the latter QCD case is the fact that we deal with several nearly
mass-degenerate scattering states x.,Xe,- The exchange of electroweak gauge or
light Higgs bosons prior to the short-distance annihilation allows for potential
scattering transitions from an initially incoming pair x;x; to another such nearly
mass-degenerate two-particle state. In the effective theory we therefore encounter
diagonal as well as off-diagonal potential interactions. These are of Coulomb-type
for photon exchange (which corresponds to a purely diagonal potential scatter-
ing reaction) but are Yukawa-like in case of electroweak gauge boson and Higgs
exchange. We determine analytic expressions for all (off-) diagonal potential inter-
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actions at leading-order in the non-relativistic expansion.

e The effective field theory approach by construction provides a factorisation be-
tween the long-range and short-distance contributions to the co-annihilation rates.
The total pair-annihilation cross section of an incoming x;x; pair is related to
the absorptive part of the forward scattering amplitude x;x; — ... = Xei Xeos —
Y XaXB = XesXes — - XiXj» Where X4 Xp denotes a pair of SM or light Higgs
particles. Due to the presence of off-diagonal potential interactions xe, X, —
Xe.Xey, changing the nature of the incoming two-particle state prior to annihilation,
the short-distance annihilations encoded in reactions e, Xe, = > XaXB — Xea Xes
are generically associated with off-diagonal processes as well, where the y., xe, pair
is not necessarily identical to the xe,X., pair. Off-diagonal annihilation rates were
only known in the pure wino and higgsino limits and at leading order in the non-
relativistic expansion. They have not been considered previously in applications
to the generic MSSM. We derive purely analytical results for all (off-) diagonal
short-distance annihilation rates. In the effective theory they are encoded in the
absorptive parts of Wilson coefficients and are automatically partial-wave sepa-
rated. We determine not only the leading order S-wave contributions, but also
calculate P-wave and next-to-next-to-leading order S-wave terms associated with
the term b in (1.2).

e The determination of the Sommerfeld enhancement factors for an incoming x;x;
state in a certain partial-wave configuration requires the solution of a matrix
Schrodinger equation involving matrix-valued potentials that refer to correspond-
ing (off-) diagonal potential scattering reactions. As we allow the neutralino and
chargino states in the effective theory to exhibit small mass differences, there will
be potential transitions to kinematically closed two-particle channels. If the mass
splittings between the incoming and the closed channels become larger, numerical
instabilities arise in the solution of the Schrodinger equation. We discuss a novel
method based on an appropriate reformulation of the Schrodinger problem that
solves this issue.

e The Sommerfeld factors depend on the partial wave state of the annihilating pair.
Consequently, the consistent determination of the Sommerfeld-enhanced annihi-
lation rates requires a partial wave separation of the short-distance annihilation
rates. In particular the P- and next-to-next-to-leading order S-wave contributions
to the coefficient b in (1.2) have to be known separately. Within the effective theory
we obtain such partial wave separation by construction.

A number of limitation of our framework has to be mentioned. The formalism in its cur-
rent form does not allow to cover resonant s-channel annihilations in the short-distance
rates, as the process is no longer short-distance in this case. Moreover we cannot con-
sider MSSM scenarios where co-annihilations of sfermion states are relevant in the x{
relic abundance calculation, since this would require the determination of corresponding



potentials and short-distance annihilation rates in the effective theory. Although concep-
tually straightforward, this is beyond the scope of this thesis. Both the cases of resonant
s-channel annihilations and co-annihilations with nearly mass-degenerate sfermion states
require a certain degree of tuning between mass parameters in the MSSM spectrum. In
that sense such scenarios are less generic than models with mass degeneracies between
neutralino and chargino states, which naturally occur for heavy ! with a mass of several
hundred GeV up to some TeV, since in these cases the neutralino and chargino states
arrange in approximate electroweak multiplets. In addition to the above restrictions
we do neither include the effect of running couplings nor thermal effects throughout.
Concerning thermal effects in Sommerfeld-enhanced rates, the temperature dependence
of the gauge boson masses has been considered in [22,28]. Pair-annihilation processes
of non-relativistic neutralino and chargino states involve the two well-separated scales
associated with the particle masses on the one hand and with the non-relativistic kinetic
energies on the other hand. The running of couplings can therefore in principle be rele-
vant, but is not considered here.

The thesis is based on and in certain points extends the four publications [31-34]. Its
outline is as follows. As the rigorous analysis of Sommerfeld enhancements in x9 pair-
annihilation reactions in the general MSSM requires a large portion on formal prepara-
tions before an analysis of viable generic MSSM scenarios can be performed, we prepend
with Chap. 2 an introduction to the Sommerfeld enhancement by establishing an ad-
vanced guess formula for the corresponding enhancement factors and analysing enhance-
ment effects in several simplified toy models. This allows to familiarise with the Sommer-
feld effect and to estimate the order of magnitude of enhancements that can be expected
in the later application to the neutralino and chargino sector of the MSSM. A review on
the relic abundance calculation for generic particle dark matter is subsequently given in
Chap. 3. The discussion of problems in the SM and an introduction to the MSSM is the
content of Chap. 4, where we additionally discuss the neutralino and chargino sector of
the MSSM in view of its properties relevant for our further analyses. The main part of the
thesis is contained in Chaps. 5-8, where we discuss the construction of the effective field
theory designed to describe pair-annihilation reactions of non-relativistic nearly mass-
degenerate neutralino and chargino pairs. We start in Chap. 5 with the discussion of the
relevant terms in the effective theory Lagrangian. Chap. 6 then comprises the extensive
discussion of the analytic determination of the Wilson coefficients of four-fermion opera-
tors in the effective theory encoding the hard neutralino and chargino pair-annihilation
rates. In addition we describe the numerical and analytical comparison of our results
with data from numerical codes providing corresponding tree-level annihilation rates as
well as with known analytic expressions in the literature. The terms in the effective the-
ory Lagrangian associated with potential interactions between non-relativistic neutralino
and chargino states, eventually causing the Sommerfeld enhancements, are determined
in Chap. 7. With the prerequisites of the preceding chapters at hand we can finally
give in Chap. 8 the rigorous derivation of Sommerfeld enhancements in the effective
theory: we refine the advanced-guess Sommerfeld enhancement formula from Chap. 2
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and provide an expression for the non-relativistic expansion of neutralino and chargino
co-annihilation cross sections including Sommerfeld enhancements and taking P- and
next-to-next-to-leading order S-wave effects in the short-distance annihilation rates into
account. Further we present the novel method in the solution of matrix Schrédinger
equations that is free from numerical instabilities. In addition, we introduce a method
that allows to treat effects from very heavy neutralino and chargino states perturbatively
in the co-annihilation rates of the nearly mass-degenerate neutralinos and charginos. The
application of the developed formalism to the x{ relic abundance calculation in several
popular MSSM benchmark models is contained in Chap. 9. Here we analyse in detail
the underlying physics effects in each step of the corresponding calculations, illustrating
the general use of the developed effective field theory set-up. In Chap. 10 we summarise
and draw our conclusions. Appendices A, B and C, contain results or further details on
specific parts of the calculation.
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Chapter 2

Sommerfeld enhancements in a toy
scenario

This chapter contains a first introduction to the Sommerfeld enhancement effect. A
rigorous derivation of the enhancement within the non-relativistic effective field-theory
approach is postponed to Chapter 8, after the required formalism has been developed
and the ingredients for the study of non-relativistic neutralino (co-) annihilations in the
general MSSM within this framework have been calculated. As most of the preliminary
work needed for this study is rather technical, we decide to first consider here strongly
simplified but clear and intuitive toy scenarios. These scenarios allow to introduce the
effect and motivate the need for the involved calculations within the MSSM. To this
end the pair-annihilation reaction of non-relativistic fermions in the presence of gauge
interactions starting from relativistic perturbation theory is considered in Sec. 2.1, and
the situations requiring a resummation of so-called ladder diagrams up to all orders
are discussed. Based on heuristic arguments we can then give in Sec. 2.2 a generic
expression for the enhancement of annihilation rates in the presence of long-range po-
tentials, expressed in terms of two-particle scattering wave-functions and short-distance
annihilation rates, in a model with several nearly mass-degenerate two-particle states
in the presence of (off-) diagonal potential interactions.! This formula is then brought
into a simple form useful for further numeric studies. With this formula at hand we re-
cap the properties of the enhancement in toy scenarios with one two-particle state with
Coulomb- or Yukawa-potential interactions. Subsequently, the case of a two-state model
with small mass splitting between the states and off-diagonal (real-symmetric) potential
interactions is studied. The purpose of these toy-models is to emphasise the importance
of a precise knowledge of the mass splittings between the annihilating states and the
form of the potentials to a rigorous study of Sommerfeld enhancements. In addition it
provides us with an estimate on the order of magnitude, that we can expect from the
enhancements.

"'We will see in Chap. 8 that the correct Sommerfeld enhancement formula derived therein differs
slightly from the advanced-guess expression presented here, and that the latter provides correct results
for the enhancement only, if the potentials in the corresponding Schrodinger equations are symmetric.
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Figure 2.1: (a): Ladder diagram with an arbitrary number of mutual exchanges of a
very light or massless particle (wavy propagators) between the two heavy particles (solid
propagators) prior to their hard annihilation reaction (fat vertex). Similarly, such ladder
diagrams exist in the production reaction of the heavy particle pair. (b): One-loop
amplitude, that is part of the class of ladder diagrams in (a). We choose the centre-of-
mass system of the reaction and refer to the case of non-relativistic external momenta
p1,2 in the text. ’Canonical’ routing of the momenta in the loop is indicated, where k; or &
denotes a loop-momentum. p; = P/2=+p, with P* = (2M, + E,0)* and p* = (0, ) *.

2.1 The origin of the enhancement

The Sommerfeld enhancement effect is related to a threshold singularity in pair-annihila-
tion or pair-production reactions of heavy non-relativistic particles, that allow for mutual
exchange of massless or very light (as compared to the heavy particle mass scale) me-
diators. In the regime of small particle velocities, v < 1, usual relativistic perturbation
theory, relying on an expansion in the couplings « of the theory, breaks down, imply-
ing that a certain class of diagrams has to be resummed to all orders. The consistent
resummation of such contributions leads to an enhanced production- or annihilation-rate.

The set of diagrams which exhibit a singular behaviour at threshold (v — 0) is given
by the class of ladder diagrams shown in Fig. 2.1 (a).2 A full result for the corresponding
multi-loop integrals is in general not known. However, instead of a direct calculation
of each such diagram, the threshold expansion method [35] is conveniently used. The
latter is appropriate to separate contributions to a (multi-) loop-integral, that are asso-
ciated with different scaling of the loop-momenta, according to the given energy scales
of the problem. Relying on this method, the dominant contributions to each ladder
diagram can be identified and only those are subsequently taken into account in the
resummation. In such a way a rearrangement of the perturbative expansion, applicable
in the case a/v ~ 1, is possible, leading us to an effective field theory description of
the non-relativistic pair-annihilation reaction. The explicit construction of such an ef-
fective theory for non-relativistic neutralino dark matter pair-annihilation processes will

2Singular behaviour (a so called Coulomb singularity) is obtained for massless mediator exchange.
In case of a very light mediator, the ladder diagrams are strongly enhanced and require resummation,
but they are finite at threshold.
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be discussed in Chapters 5-7. Here we want to get a better insight into the origin of
the threshold singularity and gain a qualitative understanding how to deal with it by
applying the threshold expansion method.

Consider the annihilation reaction of a particle anti-particle pair xx of non-relativistic
Dirac-fermions with individual mass M, in its centre-of-mass frame. Following [35], de-
termine the large and small scales characterising the process: the non-relativistic kinetic
energy FE ~ M, v?, the non-relativistic momentum M, v and the mass scale M,, where
Mw?* < M,v < M,. The loop-momentum in a diagram contributing to the annihilation
amplitude can then be distinguished to be either

hard: ko ~ My, k~ M,
soft: ko ~ M, k ~ M ,
potential: kg ~ MXUQ, ko~ M ,

ultra-soft: ko ~ M2, ki~ M, v* | (2.1)

where this classification implies a certain 'canonical’ assignment of the routing of the
momenta in a given loop-diagram. For an explicit example, consider the 1-loop diagram
(b) in Fig. 2.1, where a (massless) gauge boson is exchanged between the x and X prior
to the annihilation (hence assuming, that the two particles y, X are oppositely charged
under an U(1) gauge group). As regards the proper annihilation, denoted with the fat
vertex, the details on the particular interaction and the number of produced final state
particles are not important here for the moment. (We will specify later the two-particle
final-states we are interested in, see Sec. 5. In any case the final-state masses are assumed
to be considerably lighter than M, .)

Subject to the specific ‘canonical’ assignment of the momentum flow in Fig. 2.1 (b),
the expression for the amplitude is of the form

1
(§+k)2—M§+i0><(§—k:)2—M§+z'O)(k—p)2 '

A~ g*M? / [dF] < (2.2)

On the right hand side, we have factored out the mass-dimension full factor Mi associated
with the amplitude’s numerator and then dropped the remaining dimensionless Dirac-
structure, which is unimportant to our qualitative discussion. In addition we kept the
factor ¢ in the numerator, where g denotes the gauge coupling of the ,Y states to the
gauge boson. For the external momenta p; o = P/2 £ p with P* = (2M, + E, 5)“, pt =
(0,p)* is used, where E ~ M,v? and |p| ~ M,v. Finally, [dk] denotes the integration
measure. In four space-time dimensions® it reads [dk] = d*k/(27)* = dk°d3k/(27)*. We
can now easily estimate the scaling of contributions to the threshold expansion of (2.2).

3The original amplitude obtained from Fig. 2.1 (b) is both UV- and IR-divergent, requiring regular-
isation of the 1-loop integral. Note that the right hand side of (2.2) is only UV-finite because we have
dropped the numerator structures of the original amplitude: the numerator of the full 1-loop ampli-
tude in Fig. 2.1 (b) contributes two powers of the loop-momentum in the UV, such that a logarithmic
UV-divergence results by power-counting. To properly treat the UV- and IR divergencies it is conve-
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For the region of hard loop-momenta, the integration measure scales as [dk| ~ M;, and
consequently, using (2.1),

Ahard ~ 92 ) (23)

This indicates, that the contribution from the hard region gives rise to an ordinary
radiative correction to the xx annihilation vertex. By direct calculation it can be shown
that the contributions to the threshold expansion of (2.2) from the soft and ultra-soft
region vanish. Therefore we do not explore the scaling of the different terms in (2.2)
in these regions here. For potential scaling of loop-momentum k we obtain [dk] ~
M;ﬁ v®. Further both the denominators of the heavy fermion propagators as well as the
denominator of the gauge boson propagator in (2.2) scale as M;yQ in the potential region,
see (2.5) and (2.6) below, such that

2

Apotential ~ i ) (24)
v

The behaviour proportional to 1/v implies, that the potential contribution to the thresh-
old expansion will dominate and gives rise to the (Coulomb) singularity for v — 0.

Being more explicit, the threshold expansion method prescribes, that in each region
the integrand of (2.2) is expanded in those parameters, which are small in that region,
and subsequently, that integration over the loop momentum is carried out (over the
entire loop integration domain?). In the potential region, this prescription implies at
first an expansion of the propagators in the small ky ~ M,v?, with the effect that the
denominators in (2.2) are replaced by

1 1
— - , (2.5)

((5r)?* = az+io) 2 My (E/24 ko — A +i0)
1 1
e 2.6

nient to use dimensional regularisation. In this case the integration measure is [dk] — ji**d?k/(27)¢
=1/(47)% e2d%%/(n)?/?, with d = 4 — 2¢. Here ji = \/e7= /(47 u with v = 0.577216 ... is used and
1 denotes the renormalisation scale. We are not interested in the exact calculation of the amplitude but
rather in the scaling behaviour of contributions from a certain region of the loop-momentum as specified
in (2.1). To this end we want to apply simple power counting arguments. This is however not easily done
in dimensional regularisation, as (2.1) distinguishes time and spatial components of the four-momentum
in four space-time dimensions, and the scaling of the measure [dk] referring to d-dimensional k is not
clear in this case. Focusing on the scaling behaviour of different contributions to the amplitude it is
sufficient to consider [dk] = d*k/(2m)* in the following and to assume that UV- and IR-divergencies are
appropriately regulated.

4The point, why this is possible is non-trivial and it requires the use of dimensional regularisation. A
rough, simple argument, why the integration of the loop momentum in each region can be extended to
the entire domain, reads as follows: After expansion in the small parameters according to the considered
region, the contributions to the integrand from other than that region give rise to scaleless integrals.
These vanish when dimensional regularisation is used.
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In the potential region, the gauge boson propagator hence gives rise to a non-local
in space but instantaneous interaction between the two heavy fermions: the Fourier-
transform of the right hand side of (2.6) leads to the familiar Coulomb potential V' (r) o
1/r. Here, the variable r refers to the relative distance of the two fermions in config-
uration space. Proceeding in the determination of the potential region contribution to
(2.2), using the right hand side expressions in (2.5), (2.6), the ko integration can now
be carried out easily, using contour integration methods. Note, that the two poles at
ko = :i:(E2/2MX — F'/2—10) from the heavy fermion propagators pinch the kg integration
contour in the region of potential E, consequently leading to the 1/v threshold singu-
larity as already anticipated in (2.4). The threshold singularity of the integral (2.2),
originating from the region of potential loop momenta, is therefore associated with the
two internal fermion propagators going simultaneously on-shell.

Moving now to a multi-loop ladder diagram as depicted in Fig. 2.1 (a), each sin-
gle loop integral is dominated by the 1/v proportional contribution from the respective
potential loop-momentum region. This eventually requires resummation of the 1/v™ pro-
portional potential region contributions to the n-ladder diagram up to all orders n in
perturbation theory. It is worth to mention, that no n-loop diagrams other than ladders
and from each loop-integral no region other than the potential loop-momentum region
will give rise to 1/v™ enhanced terms: as seen for the 1-loop case above, each 1/v singu-
larity is associated with two heavy fermion propagator poles pinching the respective kg
loop-momentum contour in the potential region, when the internal fermion propagators
go simultaneously on-shell. This can only happen for ladders and, for example is not
possible, if two ladder rungs are crossed.

Finally let us discuss the case of massive mediator exchange, by assigning a mass
me <K M, to the gauge boson exchanged between the heavy fermion propagators in
Fig. 2.1 (a) and (b).° This introduces an additional scale to the integrand of the 1-loop
amplitude in (2.2). As m,, is assumed to be sufficiently lighter than M, , our conclusions
on the contribution from the hard loop-momentum region, (2.3), are unchanged. For
small loop momenta however, the additional scale becomes relevant: the heavy fermion
propagators can still be expanded in the small quantity k2, leaving us with the same ex-
pression (2.5) as before. In the next step of calculating the contribution to the expansion
of the 1-loop amplitude we will perform the kq integration, picking the pole from one
heavy fermion propagator. This implies ko ~ k2/ M, <« |k |. Hence the expansion of the
gauge boson propagator becomes —1/ ((E —p)?+ m;) instead. The Fourier transform
of the latter gives rise to a Yukawa potential interaction V(r) oc exp(—mr)/r between
the two heavy fermions. Using the above expression as well as (2.5), we can now carry
out the kg integration using contour methods as before. Thereafter we are left with a
E—integration over an integrand, that contains not only the scale M, v, but my as well.
While in the my = 0 case, the only left-over scale in the /;—integration was M,v (as
anticipated in the potential scaling rule for lg, (2.1)), we can now distinguish the cases

®We are only interested in the case of m, < M,,. Otherwise, the gauge boson exchange between the
fermions would reduce to a contact interaction.
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mey <K M, mg > M,v and my ~ Myv. The k integral will be dominated by the
respective larger scale. For my < M, v the mediator mass mg becomes irrelevant, and
we expect to recover the previously obtained 1/v enhanced result for the contribution
to the 1-loop amplitude (2.4). If instead m, > M, v, the k-integration will be domi-
nated by the scale ko~ me. From simple power counting, we then obtain in this case
(k ~ mg < My) the following contribution to the threshold expansion of (2.2)

1
m¢/Mx .

Asmall ~ 92 (27)

Note that we do not refer to the contribution as ’potential’ but use the (a bit vague)
term ’'small’, as the E—integration is not dominated by potential ko~ M, v but ’small’
ki~ mg momenta here. Obviously, for a sufficiently light mediator, m, < M, the simple
estimate (2.7) predicts an enhanced contribution to the expansion of the amplitude as
well, which implies the need for resummation of the respective contributions to ladder
diagrams up to all orders. However, no threshold singularity is obtained for v — 0 as
in (2.4). Rather the ratio my/M, acts as an infrared cut-off, setting a maximal size
for a possible enhancement. We will see later, that our naive arguments leading to
(2.7) correctly predict a saturation of the enhancement of the (resummed) annihilation
amplitude in the v — 0 case if my > 0. There are however resonance effects, considerably
enhancing the 4™ contribution with respect to the naive expectation (2.7). These are
associated with particular values of the coupling strength g and the masses my4 and M,
and cannot be captured in our simple discussion here. Their effect will be discussed in
Sec. 2.3.2.

In both the cases of either a small or a vanishing mediator mass, we have seen that
certain contributions to the threshold expansion of ladder diagrams are enhanced and
require resummation of the dominant contributions to all orders. The contributions are
associated with the internal fermion propagators being (close to) on-shell states, while
the mutual gauge boson exchanges become instantaneous long-range interactions, de-
scribing potential scattering reactions of the fermion pair. The need for resummation
indicates that these potential interactions cannot be treated perturbatively any longer,
requiring a rearrangement of the perturbative expansion. We enter in the construction
of a corresponding effective field theory in later chapters. Now that we have qualitatively
discussed the origin of the enhancement in non-relativistic pair-annihilation reactions,
we will proceed with the derivation of an enhancement formula for a non-relativistic par-
ticles’ pair-annihilation rate, given potential interactions from light mediator exchange
prior to their actual annihilation.

2.2 An enhancement formula for a N-state model

Let us consider a set of N nearly mass-degenerate two-particle states (xx)r, I =1,..., N,
in their common centre-of-mass system. The pairs (xx); are built from a collection of
one-particle states y;, such that all (xx); states in the set share the same conserved
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charges. The relative velocities in each (xx); system are assumed to be non-relativistic
and (potential) scattering reactions shall allow for transitions (xx); — (xx)s. This
implies that the mass splittings 0M; = M; — M; between the lightest state (yx); and
the remaining (yx), in the set must not be too large; in case of larger mass splittings
dM; a heavier (xx), state cannot be created on-shell in (xx)1 — (xx)s scattering
given a non-relativistic initial state. In the reverse reaction, with a non-relativistic
on-shell initial state (xx)s, the final (xx); state would be characterised by velocities
outside the non-relativistic regime. Further we assume the presence of (“diagonal”)
long-range potential interactions between the two constituents y;, x; of each pair (xx)r,
accounting for (xx); — (xx)r scattering, as well as off-diagonal potential interactions
that cause scattering transitions (xx); — (xx)s with I # J. We restrict the discussion
to spherically symmetric potentials, where the latter only depend on the relative radial
coordinate in the (yx); systems. Arranging the N states (xx); in a vector, the potential
interactions can be encoded in a N x N potential matrix with in general non-vanishing
off-diagonals. The potential matrix has to be hermitian, but it is not necessarily real-
symmetric.%

In application to co-annihilation reactions of non-relativistic neutralinos and charg-
inos, sets of (xx); states are obtained in the following way: at first all possible two-
particle pairs yx are built from the individual x? and ch states. The resulting pairs are
then arranged according to the two-particle states’ electric charge. Hence there are five
different charge-sectors, characterised by neutral, single-positive, single-negative, double-
positive or double-negative electric charge. Out of each charge-sector the set of those
pairs is singled out, that have a sufficiently small mass splitting to the x{x{ pair. As
far as co-annihilation processes to non-relativistic xx! annihilations are concerned, the
such defined sets contain all those two-particle states, that have to be taken into account
in non-relativistic x°/x* co-annihilation reactions relevant within the determination of
the X9 relic abundance. The calculation of the potential matrices associated with the
different charge-sectors will be the subject of Chapter 7. For the time being we refer to
the generic case of N nearly mass-degenerate non-relativistic two-particle states (xx)r
and leave the application to neutralino and chargino pairs for later.

A diagrammatic picture for the (xx); annihilation reactions that we want to describe
is given in Fig. 2.2. In the schematic diagram for the annihilation amplitude (and its
complex conjugate) depicted in the first line of Fig. 2.2, the potential interactions, that
are active between the non-relativistic (yx); pairs’ constituents, are indicated by the
grey rectangle. The hard annihilation process is denoted by a point-like interaction.
This implicitly assumes factorisation between the long-range potential interactions, as-
sociated with the non-relativistic kinetic energies in the (xx); system, and the actual

6Subject of Chapters 5 and 7, the potentials in our effective field theory description of non-relativistic
neutralino and chargino co-annihilation reactions are derived from interactions in the underlying full
theory, the MSSM. As a consequence of the hermiticity of the MSSM’s interaction Lagrangian, the
potential matrix is hermitian as well. Due to complex coupling factors in the general MSSM, off-
diagonal potentials can then be associated with complex couplings as well, such that we have to account
for hermitian and not necessarily real-symmetric potential matrices in the general case.
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Figure 2.2: Diagrammatic picture of the annihilation reactions of a non-relativistic (xx);
pair into a two-particle X, Xp final state in the presence of long-range potential in-
teractions (wavy propagators contained in the grey boxes). Generically, the potential
scattering reactions allow for transitions (xx)r — (xx)s, to all accessible additional non-
relativistic states (xx)s. The proper hard annihilation process is depicted by a single
vertex.

short-distance annihilation reaction, which is characterised by the mass scale M of the
annihilating (xx); pair. The long-range potential interactions cannot be treated per-
turbatively. This implies that the well-known approach in relativistic quantum field
theory fails, where the individual incoming single-particle states, that subsequently take
part in perturbatively treated local interactions, are associated with asymptotically free
plane-wave functions. Instead, the non-perturbative nature of the potential interactions
requires the consideration of an incoming two-particle scattering wave-function corre-
sponding to the incoming (xx); pair, where this wave-function is a scattering solution to
a multi-state Schrodinger equation involving the N x N potential matrix. It is convenient
to use the optical theorem at the amplitude level to relate the annihilation cross section
to the imaginary part of the forward scattering amplitude, as done in the second line of
Fig. 2.2. The physical picture is then as follows: an incoming two-particle wave-function
associated with the incoming (xx); state gets distorted away from the free plane-wave
solution due to the presence of the potential interactions. In particular, off-diagonal
potential interactions cause transitions to any accessible nearly mass-degenerate state
(xx)s. This implies that the actual hard annihilation reaction, which is to very good
approximation described by a local interaction, can proceed from any of these (xx),s
states reached by prior (off-) diagonal potential scattering. Referring to the formulation
in terms of the imaginary part of the forward scattering amplitude, the hard annihilation
reaction is hence encoded in an annihilation matrix, that exhibits diagonal as well as
off-diagonal entries as a consequence of the off-diagonal potential interactions. Diagonal
annihilation matrix entries encode the absorptive part of the perturbative (xx); — (xX)J
reactions, while off-diagonals refer to the absorptive part of perturbative (xx); — (xX).J
scattering with J # J'.
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While a rigorous derivation of the relation among the annihilation amplitude and the
two-particle scattering wave function as well as a sound derivation of the quantity referred
to as annihilation matrix is postponed to later chapters, the above discussion allows
us to guess the expression for the Sommerfeld enhancement factor, that describes the
enhancement (suppression) of the annihilation cross section due to attractive (repulsive)
long-range potential interactions, which cannot be treated perturbatively:

g }I)*(r =0) Iy IP}I) (r=0) . 2.8)
57 (r = 0) Typ o)(r = 0)

We have introduced the matrix f, that encodes physics related to the hard perturbative
annihilation rates. The N-component vector wave-function () refers to a solution of
the Schrodinger equation

<_2a—m1 * V<r>> G0 = EGOF) (2.9)

where p; denotes the reduced mass associated with the incoming (xx); pair and E
indicates a certain available non-relativistic kinetic energy. IE((]I) gives the corresponding
solution for the free case, in absence of long-range potential interactions. The potential
matrix V' encodes (off-) diagonal potential interactions, that are assumed to depend on
the radial variable r only and to vanish for r — oo at least as 1/r. In addition, the
diagonal entries of V' also incorporate effects from the constant mass splittings dM; =
M; — M between the N two-particle states (xx); to a certain mass scale M. Because
the potential interactions vanish for » — oo, the potential matrix becomes diagonal in
this limit,

‘/}J(T — OO) — 5M[ 5[J . (210)

In particular, these entries are present in the equation for the free wave-function zﬁél).
The mass scale M in the definition of M; = M;— M can but does not need to be chosen
as the mass of the lightest state (yx); out of the N-state set. In any case, however, it has
to be chosen close to the lightest state’s mass to ensure the non-relativistic nature of the
set-up. Imagine for example the case of the single positive-charged sector in neutralino-
chargino co-annihilations. Here it could proof useful to choose M as 2m,o, the mass of
the lightest neutral state x?x? and not the (typically only slightly) larger mass Mo+, +
of the lightest state in the single-charged sector. In this case, the energy E in the single-
charged sector’s Schrodinger equations will refer to the kinetic energy available for the
X1x} state, = m,ov* with v the velocity of each x{ in the centre-of-mass of the two-
particle system. The non-vanishing mass splittings contained in the diagonals of the
single-charged sector’s potential matrices then correct to the actually available kinetic
energy for each single-charged (xx); channel. Using such a convention for all charge
sectors in x’/x* (co-) annihilation reactions, the same kinetic energy E = m,v* will
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appear in all Schrodinger equations of the different charge-sectors. We will adapt this
convention later and hence anticipate here the identification E = m,v? for the kinetic
energy in the Schrodinger equation (2.9). Keep in mind, that (2.9) applies to the relative
coordinate 7 in the (xx); system and we have used r = |r]. Let us first approximate
(2.9) by replacing the reduced mass p; of the given incoming pair (xx); by the reduced
mass [t = m, /2, typically referring to the lightest state (xx); out of the N state set. In
the application to neutralino and chargino co-annihilations, m, will denote the mass of
the lightest neutralino x{. After this replacement, we arrive at a Schrodinger equation
5 o )
~ T V) )OO = me? $O) (2.11)
X

This equation applies now to any of the possible N incoming states (xx);. The difference
of (2.11) with respect to (2.9) due to the replacement of the reduced mass is a higher
order effect, counting as a correction 6 M m,v? ~ (m,v?)?, as the mass splittings in the
N-state set are of order of the available non-relativistic kinetic energies.

According to the scattering reaction with incoming (yx); state, that we want to
describe, the vector-function 1/7(] ) (@E((]I)) has to be a scattering solution with the following
asymptotic behaviour

eikﬂ"

¢§I)(T_>OO) — e ™+ f51(0,9) mr (2.12)

describing an incoming plane wave propagating along the z-direction and an outgoing
scattered spherical wave.” The coefficients c;; should be identified with §;;, if a pure
incoming (yx); state is described, but for notational clarity, keeping track of different
contributions, it is convenient to consider the more general case with arbitrary c;; first
and restrict to c;; = dy; later. The coefficients f;;(6,¢) characterise the outgoing
scattered spherical wave and due to the off-diagonal potentials they are in general not
proportional to §;;. Recall, that the determination of the enhancement (or suppression)

" The asymptotic form (2.12) applies in case of radial potential interactions vanishing faster than
1/r in the limit » — oco. This holds for Yukawa potentials, arising from massive mediator exchange,
which is — besides Coulomb interactions from photon exchange — the relevant potential interaction in
application to x°/x* pair annihilations. For Coulomb potentials (2.12) does however not apply. In our
case Coulomb potentials can arise from photon exchange only, which implies that the 1/r potentials
exclusively arise on the diagonal of the potential matrix V' (r), when written in the two-particle mass-
eigenstate basis. For large values of r the matrix V'(r) will then always be diagonal, containing Coulomb
potential contributions as well as constant §M; terms only: Vij(r > 0) — (6M; + arr/r)dry, with
r chosen large enough, such that all contributions from the shorter-ranged (Yukawa) potentials are
negligible. Accounting for Coulomb potentials, the exp (ik;z) factor in (2.12) should be replaced by the
incoming wave-function in presence of the Coulomb potential in the J.J component of V(). In addition,
within the expression for the spherically outgoing scattered wave in (2.12) one has to replace exp (ikr)

by exp (z(kz Jr+ mgTaJ‘” In(2k Jr))). As the derivation taking Coulomb potentials on the diagonals of

V(r) into account is completely analogous to the short-rage potential case, and in particular leads to
the same result for the enhancement factor, we will for clarity refer to the asymptotic behaviour (2.12)
in the following.
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in presence of attractive (repulsive) potential interactions via (2.8) requires the knowledge
of the scattering solutions 1/7(1 ) and IE((]I) close to the origin r ~ 0, where the short-distance
annihilation takes place. Hence we describe next, how these scattering wave-functions
can be determined.

Following the standard procedure, J(I ), 1/7(()]) are obtained as linear combinations from
a set of basis solutions to (2.11), such that the asymptotic behaviour in (2.12) is matched.
The spherical symmetry of the individual potential interactions suggests to perform a
separation of variables and construct 1/7 from

D = 3" Pcos 0) B (r) A (2.13)
l

where él(‘]) (r) denotes a set of basis solutions to the radial Schrédinger equation for the
[th partial wave,

1 d [ ,dR(r) _ 1 B =

TR dr (7“ | VO R(r) + ——ll+ DR(r) = mo Ry (2.14)

X

The Al({,) denote the coefficients to the basis solutions R}‘D that give the specific scattering
solutions 1/7(1 ). A sum over the index J is implied. Finally P, denotes the [th Legendre
polynomial and we have hence already taken advantage of the azimuthal symmetry of the
scattering configurations of interest. The free scattering solutions @;él) can be built in a
similar way, replacing R}‘D by ﬁé{) as well as AZ(I) by A(()Il) in (2.13). The radial functions
ﬁé{) are then obtained as solutions to (2.14), with the potential matrix V(r) replaced
by the constant diagonal matrix V' (r — o0), (2.10), containing only the mass splittings.
There exist 2N linearly independent solutions to (2.14) out of which N are irregular at the
origin, hence restricting us to the set of N regular solutions. The asymptotic behaviour
of the Jth component of the regular linearly independent solutions RU ), I=1,...,N,
is given by

1 . I
Rz(? (r—o0) — - ()1 sin (kﬂ“ iy + (51)J1) , (2.15)

with constant coefficients (n;);; and scattering phases (&;) ;7.8 Further, we have defined

8 Taking Coulomb potentials on the diagonal of the potential matrix V (r) into account, the asymp-
totic behaviour of the basis solutions Ef” reads
1 < Ir myayy

R (r = 00) = = () g sin (kyr — — +
T

e 1n<2kﬂ>+<5l>ﬂ>,

with constant coefficients (n;);; and scattering phases (&;)sr as before. The r and k; dependent term
m;‘Ta"” In(2ksr), appearing as additional argument inside the sine, accounts for the presence of a long
range Coulomb potential —« ;7 /r in the J.J component of V(r). Note that the modifications on the

asymptotic behaviour of the scattering solutions 1/)5” (r — o0) in (2.12) when including Coulomb-
potentials consist in the introduction of the same type of additional contributions, namely factors

exp (:I:z(mgTo;” 1n(2k_]r))), modifying the (terms in the partial-wave expansion of the) incoming plane

wave exp (ik;z) as well as the outgoing scattered spherical wave o exp (ik;r)/r, see footnote 7.
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k; = \/mx (myv? +ie — Vyy(r = 00)) = \/mX (myv? +ie — M) . (2.16)

With the +ie prescription we implement our convention v/—1 = +i. For completeness
and due to the slightly increased complexity in case of the matrix-valued Schrédinger
equation with its vector solutions, we write here the well known procedure to determine
the scattering wave functions in terms of the basis of partial-wave solutions in (2.13).
This is done in close analogy to [36]. In particular we adopt a similar notation as used
in this reference.

On the one hand side, using the expansion of the plane wave e
waves, (2.12) can be rewritten as

%7% in terms of spherical

P = 00) — o (Cﬂ > 21+ 1)P(cost) + fJ1(9,<b)>

r 2’Lk’J ]
efik:Jr cr l
- %L > (=1)'(20 + 1) Py(cos ) . (2.17)

l

On the other hand, starting from (2.13)

ik gr 1 A
Pr—oo0) > 5 ( Z(—i)lPl(cose)eﬂéz)mﬂ(nl)”A}{},)

T 21
l

e*l’kL]T

1 .
(z > it Pi(cos 0)e %15 (ny) A??,) S (218)
l

r

It is convenient to establish a matrix-notation here, introducing N x N matrices ¢ and
R, that contain the scattering and regular (I/th partial-wave) radial solutions in their
columns, respectively:

Yyr(r) = SI)(T), Ry ji(r) = Rl({,)(r) (2.19)

Similarly, a constant coefficient matrix A; is built, with components A4; ;; = A;{,) Even-
tually, introducing the matrix M; with components

(MZ)JJ/ = (nl)JJ/ e_i(él)‘”' , (220)

we derive from the comparison of the respective second lines in (2.17) and (2.18) the
expression for the coefficient matrix

Cj'r

ky

Aygr = Q2L+ 1) (M) (2.21)

M l_l encodes normalisations and scattering phases of the basis solutions, while the nor-
malisation of the scattering solutions for » — oo is assured by the dependence on the
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coefficients ¢ ;7. It is worth to note, that (2.21) as well as all following steps in our deriva-
tion hold in exactly the same form for the case including Coulomb potential interactions
on the diagonal of the potential matrix V' (r), where in this case the normalisations and
scattering phases encoded in Ml_1 have to be extracted from the asymptotic behaviour

of the corresponding basis solutions Rl(? (r — o0) as given in footnote 8.

The scattering wave-functions at the origin that appear in our guessed form (2.8) of
the Sommerfeld enhancement factor are now obtained from the columns of the matrix
1 in the appropriate limit

Pr—0) = ¢yl —0) = Y Fcost) Ryyp(r —0) Apr . (2.22)
l

Consequently the next step is the determination of R;(r — 0). From the Ith partial-wave
radial Schrodinger equation (2.14), the behaviour R;(r — 0) oc 7! is inferred, supposing,
that the long-range potentials in V' grow less strongly than 1/72 for r — 0. As we will
consider Coulomb and Yukawa potential interactions, this condition is fulfilled in our
case. The usual ansatz R;(r) = x;(r)/r allows to rewrite the radial Schrodinger equation
for the matrix-valued function x;(r)

j—:g xi(r) = <l(l; 1) + My (V(T) - mxv2 1)) xi(r) (2.23)

and the leading terms in the expansion of matrix R;(r) around r = 0 can be expressed
in terms of the (I + 1)th derivative of y;,

(1+1)
x; (r=0) I+1

R(r—0)=r2_~ __~ (@) : 2.24
Analytic solutions to (2.23) can be found for the free case (where V(r) is given by the
constant diagonal-matrix V(r — o0), (2.10)) as well as for a 1-state model with long-
range Coulomb potential interactions. Already for the case of a Yukawa potential in
a l-state model, the equation has to be solved numerically. In the free case, relevant
for the determination of the denominator expression in the Sommerfeld enhancement

formula (2.8), the radial Schrodinger equation (2.23) can be rewritten to

, d 272

() Xotr(r) + 77kyXoryr(r) — U+ 1) xor(r) = 0. (2.25)

There is no summation over the index J in (2.25), such that a system of N decoupled
equations is obtained. The free vector basis-solutions in the radial coordinate, encoded
in the columns of matrix yo;, can hence be chosen as )Zéf) J = Xoisr = 6jrXo1, where
Xo: denotes an ordinary, one-dimensional and in general complex valued wave-function.
Using the ansatz Yo; = /7 Jo; in (2.25), a Bessel differential equation for the function

Jo; results,

2 ~ d ~ Lo\ 7
x%E%Jol(ﬂfJ) + ZUJE Joi(xs) + (1’3 _<l+§)2> Joi(zy) = 0, (2.26)
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with x; = k;r and no summation over J. A generic solution to (2.26) is found as linear
combination of Bessel functions of the first and second kind, Jj11/2(2) and Yy /2(2 ;).
As the scattering wave-function has to be regular at xz; = 0, though, only jol(az J) =
Jiy1/2(27) is considered. Hence the N basis solutions encoded in the matrix xo; can be
expressed in terms of

Xotgr(r) = 051 Sy Jipape(ksr) (2.27)

where ¢; is an arbitrarily chosen normalisation constant to the Ith basis solution. Obvi-
ously, the dependence on ¢; finally has to cancel out, when the free scattering solutions
are constructed. From the known asymptotic behaviour of the Bessel functions we obtain
for r — oo

Xo1 g7(r — 00)

Ry ji(r — o0) =

r
1 - 2 ) I 1
—_— ;5][6] 7T—]€J s1n<kj'r’—?> + O(W) s (228)
as well as in the limit r — 0
(K /2)l+1/2
R 0 5o, /2 2y 2.29
01 gr(r —=0) — d 1t ¢y T+ 3/2) + O (r'*?) (2.29)

Comparing to (2.15), the constant normalisation coefficients (n;),; hence read in the
free case (ng;)yr = 07 ¢y\/2/mky, and all scattering phases vanish, (do;);; = 0. Con-
sequently (using (My;') sy = 8551/ Cs+\/Tky/2) the free case’s coefficient matrix (2.21)

reads
Agigr = (@4 1) 22 TR e gy [T g5
CJ 2 k’J/ Qk’J Cjy

After simple algebraic manipulations, the free scattering solutions for » — 0 are finally
obtained from

Yo y1(r = 0) = Y Pcost) Royzp(r = 0) Ay
!
20+1
— Z Py(cos ) 7 4 LT !
1

—— kj cyr . 2.31
@+ (2:31)
Let us suppose that for the interacting case with a generic potential matrix V', including
(off-) diagonal long-range potential interactions, a matrix y; of solutions has been de-
termined numerically from (2.23), subject to certain initial conditions, and the (I + 1)th
derivative Xl(lﬂ) is known as well. Then the scattering solutions for r — 0 can be

generically expressed in terms of

20+ 1 _
Yyi(r = 0) Zacose ¢ T i =)y (M) Crp - (2.32)
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where we have introduced the matrix C', that encodes the initial conditions (2.12) for
the incoming plane-wave part of the scattering solutions, Cpy = cpr/kp.

Similar to the partial-wave decomposition (2.13) of the (free) scattering solutions con-
tained in 1 (r) and ¥y (r), also the short-distance annihilation process can be arranged in
a partial-wave expansion. In the formulation of the guessed enhancement factor in (2.8),
with the configuration-space scattering wave-functions to the left and right of the quan-
tity I', such a partial-wave expansion of the latter annihilation matrix expression involves
spatial derivatives acting on the wave-functions to its left and right. Written in radial
coordinates, the [th partial-wave contribution in particular involves the [th derivatives
with respect to the radial variable r, acting on ¢* and v in (2.8), respectively. This allows
us to refine the first guess of the formula for the Sommerfeld enhancement factor. The
enhancement of the [th partial-wave annihilation rate of the incoming scattering state
(described by an incoming plane wave c;yexp(ik;z), that gets subsequently distorted
by (off-) diagonal long-range potential interactions) with respect to the corresponding
perturbative [th partial-wave rate is given by

SII _ ¢§I(r — O) iJJ’ ¢J’I(T = 0) |l—wave
wSJI<T = O) FJJ' % J’[(T - O) |l7wave

(21 + D)1 H[Xl(lﬂ)“ = 0p CT e UXZ(HD(T = 1M, CH
_( ! ) (kY cs1]” Topp [k con]

IR ()

To describe the case of a pure incoming state (yx);, the identification ¢;; = 7, implying
Crp = 11 /ky for the matrix C' in the numerator above has to be made. (2.33) makes
use of the r — 0 behaviour of the (free) scattering solutions contained in vy and 1)
as given in (2.31) and (2.32). The quantity I'; denotes the constant coefficient matrix
encoding the hard (off-) diagonal [-wave annihilation process, that is obtained from the
corresponding appropriate partial-wave expansion of the perturbative (xx); — (xx)s
amplitudes’ absorptive part.

To make use of (2.33) as it stands the combination of normalisation coefficients (n;) s
and scattering phases (&;) ;7 encoded in the matrix M, (2.20), has to be known. They can
in principle be extracted from the asymptotic form of the numerically determined solu-
tions y;, but a separate precise determination, especially of the scattering phases, is very
hard. Fortunately, the product of matrices [Xl(lﬂ)('r’ = 0)]M; " is related to quantities,
that can be determined in an easier way. As a consequence, we will finally reformulate
(2.33) in an even simpler form. To this purpose, let us consider the matrix y;(r) intro-
duced earlier, containing the regular, linear independent solution vectors to the radial
Schrodinger equation (2.23) in its columns. Following (2.24) and (2.15), the asymptotic
behaviour, that we have assigned (in absence of Coulomb potential interactions) is

I+1 [Xl(Hl)(T = 0)]JI
I+ 1)

Xt gr(r = 00) — (n)r sin(kyr — %T + (&)1) - (2.35)

L (2.33)

Xt (r—0) — 7 + O@r'?) (2.34)
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The overall normalisation of the basis solution contained in y; is fixed by yet to define
initial conditions. A convenient choice in particular for numeric solutions is related to
conditions on y; in the » — 0 limit: by assigning appropriate values to Xl(l+1)(r =0)
the 7 — 0 behaviour of the regular solutions (2.34) is fixed. For the time being we can
leave the question of the initial condition for the regular solutions open and come back
to this point later. In addition to the matrix x; let 7;(r) be the matrix with the irregular
solutions to (2.23) with the asymptotic form

mgr(r —=0) — S, (2.36)
my(r—o00) — Ty etk (2.37)

such that the irregular solutions asymptotically correspond to purely incoming spherical
waves.” T, denotes a hermitian coefficient matrix with in general non-vanishing off-
diagonal entries. The normalisation of the basis solutions in 7); is fixed by the initial
condition that is implicit in (2.36). Due to the hermiticity of the potential matrix
Vi(r) = V(r), the Schrodinger equation is hermitian itself, such that the matrices x|
and an are solutions to the hermitian conjugate radial Schrodinger equation

2 10141
%Edzzd{li;l4mxwwq—mﬂﬂn], (2.38)

with & = x;,m. As a direct consequence it is easily seen that the generalisation of the

Wronskian,
d d
W, _ . _ T .

is constant in r, d/dr W(r) = 0.1 We can hence equate

20+1 (1+1)
Wi(r = 0),, = [ :0} , 2.40
1(7“ )JI (l+1)! X1 (7” ) i ( )
with
VV[(T — OO)J[ = il ETH’ /{71/ (Ml)[/[ . (241)
This allows to obtain the relation
141 _ g L+ 1)
=N = i S T (2.42)

9Coulomb potential interactions from photon exchange on the diagonal of the potential matrix V (r)
change the asymptotic behaviour for » — oo in (2.35) and (2.37). In both cases we have to replace kr
by kjr +myags/2ky In(2k;r) (also see footnotes 7 and 8).

10 Note that (2.39) is a generalisation of the expression W, considered in [36]. In this reference the
potential matrix was considered to be real-symmetric, such that the transpose of the matrix 7, n7,
appears in the corresponding expression W; defined therein, instead of the hermitian conjugate nt. Due
to the generic hermiticity property of the Schrodinger equation, the definition of W; with hermitian
conjugates, (2.39), looks more natural even in the case with real-symmetric potentials.
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Our final expression for the enhancement in the annihilation of the [th partial-wave
component, (2.33), subject to an incoming (xx); state, hence assumes the following
compact form

I 112 [TI'PZ.TJLI

S; o= ((21—-1) T, , (2.43)
where we use the double factorial (21 — 1)!l = Hij(Zz + 1). Note that kj is always
real, as it corresponds to the momentum of the particles in the incoming scattering state
(xx):r. Equation (2.43) is consistent with the corresponding result in [36], although 7*
appears in the reference’s formula instead of 7" as in (2.43). However, [36] considered
different irregular solutions, with asymptotically outgoing (instead of incoming, (2.37))
spherical wave behaviour, while the formulation of the corresponding generalisation of
the Wronskian W, referred to the transposed instead of the hermitian conjugate of the
irregular-solution matrix (see footnote 10). The definition of matrix 7" in (2.37) hence
agrees with 7™ in [36].

Thanks to the constant Wronskian W), the matrix 7j, related to the irregular /th
partial-wave solutions, can be calculated from the regular solutions contained in y; only.
Without making use of the asymptotic form of the regular solutions in (2.35), we obtain

4 d )
Wi(r — o00)yr — T) ,, " (_r Xe(r) = ikr J/I(r))

d r—00
— [Tf CUr — oo)} . (2.44)
where the matrix Uj(r) is defined by the first line above,!!
i) = e (Gxnt) = ik x) (2.45)

It is now convenient to choose the initial condition for the regular solutions such that
Y (e = 0)]0 = (14 1)1/(20 + 1) 8,4, which implies Wj(r = 0),; = d,;, the matrix 7}
in (2.43) is obtained from

T = U7 (r — o0) . (2.46)

As a check of (2.43) let us consider the free-case, where we should reproduce Sf = 1. We
could either directly determine the irregular solutions for the free case or calculate T;
from (2.46). Choosing the latter option, we consider the free regular solutions xo;;;(r)
in (2.27), with normalisation

2 1
g = \/; (20 — 1) TS (2.47)

J

HNote that the exponential factor exp(ik;r) in both (2.44) and (2.45) should be replaced by
exp (i(kyr + myayy/2kyIn(2k,r))), when Coulomb potential interactions from photon exchange on
the diagonal of potential matrix V(r) are taken into account (see footnotes 7 and 8).
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such that the correct r — 0 behaviour [Xl(l+1)(r =0)]yr = (I+1)!/(20+1) 0,4, is obtained.
Building U; j;(r) as in (2.45), we obtain

t 1 (=)' kY
TOIJ[ = UOl JI(T — OO) = 7(21 — 1)” 5J[ , (248)
such that
1 2
[Tm Iy Toﬂ o o115 Tigr To1150 = (m) k7' Tupr - (2.49)

Taken together with the prefactor and denominator in (2.43), we consistently recover
ST =1 for the free case.

In generic practical applications, where the Schrodinger equation (2.23) generally
has to be solved with numerical methods, the strategy in the determination of S is as
follows:

(1) Determine the matrix y;, containing in its columns the N regular basis solutions
to (2.23), subject to the initial conditions

R N J
Da(r =)y = 7 —QZ:IFII : (2.50)

7 has to be chosen close to zero, such that the solutions will obey [Xl(l+1) (r=0)], =
(l+1)!/(20 + 1) 0,47, which we imposed above in order to have W ;;(r) = ;.

(2) With the matrix x; known, build the matrix U(r), (2.45). To catch the asymp-
totic constant behaviour of U;(r), a large enough r. has to be chosen in order to
determine the constant matrix 7] from (2.46).

(3) Supposing the annihilation matrix I';, encoding the perturbative (off-) diagonal an-
nihilation rates of the [th partial-wave states is known, calculate the enhancement
factor S} for the incoming (xx); pair from (2.43).

There are numerical issues related to the solutions of the Schrodinger equation for a
multi-state system, that are delicate and require application of sophisticated methods.
We discuss the origin of the numerical problems and describe an improved method for the
numerical determination of the Sommerfeld enhancement factors, that solves the issue,
when applying the formalism developed here to multi-state systems of x°/x* pairs. The
technical details of this improved method are postponed to Chap. 8.4, although the data
tables for the plots presented throughout the thesis rely on the improved version. In
this chapter we will continue with simple one- and two-state toy models, in order to
illustrate the Sommerfeld effect and to make ourselves familiar with generic properties
of the enhancement in presence of Coulomb or Yukawa potentials.
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2.3 N =1 state models with Coulomb and Yukawa
potential interactions

Before we enter a brief discussion on the well known enhancement due to Coulomb
and Yukawa potential interactions in models with only one single xx state, let us first
deduce the general form of the N = 1 state enhancement factor S; from the generic
N-state system expressions (2.33) and (2.43). Starting from (2.33), the enhancement
factor for the single yy state case reduces to

o | D, 2 2 | RO — 2

@@\ =0/ o\ B (= 0)/m
=\ 242 - I k242 - (250
with Ry(r) = xu(r)/r as usual. x;(r) is now the solution to the single state radial

Schrodinger equation as obtained from (2.23) for N = 1. The asymptotic behaviour
of x; and R; follows from (2.35), (2.34) and (2.15), (2.24), respectively. n; denotes
the normalisation of the regular solution y;(r) in the r — oo limit. The linearity of
the Schrodinger equation allows us to deliberately rescale any solution x; — X; = ¢ xi,
with a constant factor ¢, implying n; — n; = ¢n;. The effect of such a rescaling will
in particular cancel in the enhancement formula (2.51).'2 The quantity k is given by
k = myv, with m, twice the reduced mass of the two-particle state, and v half the
(asymptotically free) incoming xx state’s relative velocity. If the yx state is built from
equal mass constituents, m, obviously agrees with the corresponding single particle mass
and v gives the modulus of the single particle velocity subject to the asymptotically free
incoming states. Just as the k; in the N-state case, k hence generically indicates the
modulus of each single particle’s momentum in the centre-of-mass of the (asymptotic)
incoming Yy system. It is interesting to note, that the dependence on the scattering
phases d; cancels in the N = 1 state Sommerfeld factor, (2.51), as opposed to the generic
N-state case, where each component y;;;(r) of the matrix encoding the regular radial
solutions can come with a different phase in its r — oo behaviour. In general, the matrix
product in (2.33) will imply no cancellation of scattering phases. Further note, that the
[-wave enhancement factor S; in the one-state case, (2.51), only relies on the potential
interaction and is independent of the hard annihilation rate. This no longer holds true in
the general multi-state case, where a generic annihilation matrix I';; with non-vanishing
off-diagonals encodes the short-distance annihilation part of the full process: while the
denominator of Sf, (2.33) or (2.43), is proportional to the perturbative hard [-wave
annihilation rate of the (xx)s state, encoded in I';;;, the numerator, to the contrary, will
generally contain terms involving the hard (off-) diagonal [-wave rates I';; 5 of any states
(xx)J, (xx)J accessible from the initial (yx); by potential scattering.

Imposing an asymptotic normalisation n; = y/2/m on the radial solution x;, we re-
cover in (2.51) the l-wave enhancement formula that can be inferred from the results

12Note that the same argument applies to a global rescaling of the matrices x; and R; in the N-state
case.
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presented in [37] (see Eq. (3.11) and (5.1) therein). The author of [38] independently
derived an equivalent result for the [-wave enhancement in a single state system (see Eq.
(21) therein), which we reproduce by selecting the regular solution x;(r) with normali-
sation n; = 1/k for r — oo.

Another equivalent form of the single yx state enhancement factor S; derives from

(2.43),

T 2
S = ((20 — 1)) |/{:—12|l (2.52)

where 7} denotes the normalisation of the irregular solution n,(r — oco) — T} exp (—ikr),
with 7;(r — 0) — r~L. T} can either be determined directly from solving for 7, or,
equivalently, from the » — oo behaviour of the regular solution y; (with x;(r — 0) —
1/(20 + 1) r'*1) as given by the relations (2.45) and (2.46).

Unless it happens to be suppressed, the perturbative leading order S-wave yx anni-
hilation-rate constitutes the dominant contribution to the total annihilation rate of non-
relativistic yy pairs. Consequently the leading order S-wave enhancement associated
with S;—¢ has been studied extensively in the recent literature, while higher partial
waves were in first approximation legitimately neglected as higher-order effect (with the
perturbative [-wave rate scaling with a factor v?, with v the non-relativistic velocity of
each incoming x particle). The authors of [29] discuss the case of [ = 0 wave enhancement
for a single yx state and give the corresponding S, factor subject to a regular solutions
with x;—o(r — 00) — sin(kr + ¢;), implying n;—9 = 1 in (2.51). The same expression
can be found in [39]. Sj—¢ written in terms of irregular solutions p—y with pi_o(r —
00) o exp(ikr) is given in [29] and [40]. The enhancement is said to be S;—¢g = |pj=o(r —
0)|?/|pi=o(r = 0)|>. This is in agreement with (2.52). First note, that our initial
condition on the irregular solution 7,¢(r), implies 7—o(r = 0) = 1. Hence (2.52) for
[ = 0 is equivalent to Sj—g = |n(r — o0)|?/|n(r = 0)|?. As it should be, any rescaling
of the irregular solution 7,—o(r) — ¢m—o(r) will hence leave the enhancement factor
unchanged. From the r» — oo behaviour, we obtain 1/ ,(r) o< pi—o(r), such that finally
the same [ = 0 enhancement factor expression as given in [29] and [40] results.

Let us conclude with the remark that recent literature on the Sommerfeld enhance-
ment for one-state yx dark-matter systems focused on Yukawa potential interactions,
which in particular applies to the references [29,39,40] above. This is of course related
to the fact that the dark matter candidate has to be both electric and colour neutral,
excluding Coulomb potential interactions from photon or gluon exchange. Assuming the
dark-matter candidate together with a mediator — which causes potential interactions
in the non-relativistic yx system — to be part of a dark sector, also here the most gen-
eral ansatz is to consider a massive mediator giving rise to a Yukawa potential. The
enhancement due to a Yukawa potential exhibits additional so called zero-energy reso-
nances, that can lead to even stronger enhancements compared to the Coulomb case.
In the next two subsections we will discuss the characteristics of the enhancement from
Coulomb and Yukawa potentials in the single yx-state case.
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2.3.1 One-state model with Coulomb potential

X scattering in a Coulomb potential is among the few cases that allow to derive an exact
analytic expression for the enhancement factors S;. Let us sketch the steps, familiar from
quantum mechanics, that lead to the determination of the regular partial-wave solutions
X:(7) to the corresponding radial Schrodinger equation,

< xi(r) = <l(l +2 b _ mxg - kQ) xi(r) (2.53)

dr? r r

which finally allow to determine the Coulomb [-wave enhancement factor. Positive (neg-
ative) a = ¢?/4m in (2.53), with g the coupling responsible for the Coulomb potential
interaction, refers to the case of an attractive (repulsive) potential. We will apply (2.52),
by extracting the constant factor 7; from the asymptotic » — oo behaviour of the regular
solutions y;(r) with x;(r — 0) — 1/(20 + 1)r'*1. In order to determine y;(r) we make
the well-known ansatz

xi(r) = ¢ Pl gtk wi(r) , (2.54)

with constant ¢ to be determined such that the above imposed y;(r — 0) behaviour is
matched. The function w;(r) interpolates between the r — 0 and r — oo behaviour of
the solution Y;(r), that is described by the r!*! term and the outgoing spherical wave
exp (ikr), respectively. The resulting differential equation for w;(r) can be written as
Kummer differential equation for w;(z),

2w + (2042 — 2)wi(z2) — (l +1—1 Tr;};a) w(z) = 0, (2.55)
with 2z = —2¢kr. The solutions regular at » = 0 are the confluent hyper-geometric

functions 1 Fy (I + 1 —imy«/2k, 21 4+ 2, —2ikr). Choosing the right » — 0 normalisation,
we find the regular solutions to (2.53) as

1 4
xi(r) ::2l+]7ﬂ+1ém1Fﬂl+]f—ﬂWﬁﬂ2h21+2,—%kﬂ. (2.56)

In order to extract I} we need the asymptotic » — oo behaviour of the confluent hyper-
geometric functions. The latter is found from
I'(b)

F b — m o \—a —in+z a—b 257
1 1(&, ,‘Z|—>OO) \F(a)\ (6 ( Z) + e z ) ) ( )

with 1 defined as T'(a) = €™ |T'(a)|. After some algebraic manipulations, this allows us
to obtain

2\ e—Tm a/dk
xi(r = o0) = @ e ) sin (k:r— Ir  mo

. — 4
R +1—

In(2k ) 2.
TR Wk £a) (259
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Hence, following (2.45) with the appropriate replacement of the factor exp(ik;r) by
exp [i(kr + mya/2k In(2kr))] for the Coulomb case,

Uy(r) = ef(krt5 n(2kn) (d (r) — ik Xl(r))

ar X
iLein (9])) —mmya/4k 1
_ fen@h)l e +0<—), (2.59)
QKT(I 41— ) r

such that for the one-state case we obtain from (2.52), with 77 = T* = U~ (r — o0),

o " 2 . 2
Sl — 22l ((ZZ(QD]")) T <l 41— mea> ’ eﬂmxa/Qk

2k
! 2
S T ) (2.60)

In the last step we have used I'(x + 1) = z['(z), the property I'(z*) = I'(z)* and the
relation I'(1 + i2)I'(1 — ix) = ma/sinh(7wz) for real x. Finally, k = m,v allowed us to
express the Coulomb [-wave enhancement factor in terms of the fraction a/v only.

In the limit v > |a| we have S; — 1 for both the attractive (o > 0) and repulsive
(v < 0) case, as expected. For the attractive case, for very low velocities v < «, the
enhancement factor scales as S; — w(a/v)**t1/(2211?). In the leading order S-wave
(I = 0) case we hence recover the familiar ma /v behaviour of the Coulomb enhancement
for v/a < 1. Since the perturbative I-wave annihilation rate oYv_, has a velocity depen-
dence proportional to v, the corresponding Sommerfeld enhanced rate ojv,q = S;0 v,
exhibits a 1/v velocity dependence for v/a — 0, which is in particular the same for
all [-waves. Higher Sommerfeld enhanced [-wave rates are however suppressed by the
constant factor 1/1!? (a/2)%, that arises in the product v?'S; — ma /v x 1/1!* (a/2)?.
For v/a — 0, the enhanced leading order S-wave rate will hence dominate the annihi-
lation and higher [-waves can be safely neglected. As long as moderate velocities are
considered, for example v ~ 1/3 as around freeze-out of a cold dark-matter candidate,
the v? proportional perturbative P-wave rate possibly gives corrections to the leading
perturbative S-wave rate at the level of some percent. Since in the attractive case the en-
hancement factor S, (2.60), obviously increases with increasing [, P-wave enhancements
should consequently be considered in an accurate percent level calculation of annihilation
rates, where the particle velocities are of order O(0.1). This provides us with the moti-
vation to study the effect of Sommerfeld enhancements on neutralino and chargino (co-)
annihilation rates including P- and up to O(v?) S-wave enhancements in application to
the x{ relic abundance calculation.

To conclude, consider the repulsive case (o < 0). In the v/|a| — 0 limit, we obtain
the familiar exponential suppression S; o exp(—m|a|/v), resulting from the need to
penetrate the Coulomb barrier. Besides the exponential suppression, the [ > 0 wave
rates will be in addition reduced with respect to the [ = 0 case by the same constant
1/1'* (a/2)* factor as in the attractive case.
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2.3.2 One-state model with Yukawa potential

In the case of a Yukawa potential V(r) = —aexp(—mg,r)/r, with a > 0 (a < 0) refer-
ring to an attractive (repulsive) interaction, the mediator mass my gives an additional
parameter in the Schrédinger equation and causes the potential to be short-ranged (in
the sense that it vanishes faster for r — oo as o< 1/r~! due to the exponential suppression
factor). We will restrict to the more interesting attractive case a > 0 throughout this
section, as we are primarily interested in the enhancement rather than the suppression of
annihilation rates.!® After rescaling the radial coordinate r in the one-state Schrodinger
equation by a factor am,, the latter contains the two dimensionless parameters

v m¢
v = T, = , 2.61
@ = - = amy (2.61)

only. m, denotes the common mass of the particles x, that build up the yx one-state
system under consideration and v is the single-particle velocity in the centre-of-mass
frame. From the discussion in Sec. 2.1 we can expect two regions in the €, — €, plane
with different characteristics of the enhancement S(e,, €,). Considering the momentum-
space propagator of the ¢- or u-channel exchanged mediator in the potential region,
1/(k*+ m3) ~ 1/(m3v® 4+m7), we can neglect the mediator mass as long as mg < m,v.
This condition is equivalent to €4 < €,, and in the corresponding region the enhancement
is expected to be Coulomb-like. On the other hand, for m,v < mgy, but still my < m,,
the potential derived from the mediator exchange becomes constant, leading to a velocity
independent enhancement in the region €, < €4. There is an additional effect in the
€, < €4 region leading to extra sizable enhancements, that is specific to finite range
potentials: the presence of so called “zero-energy resonances”. There exists a finite
number of bound states for a finite range potential. By varying the dimensions of such a
potential — in case of the one-state Yukawa potential encoded in the parameter €5 — one
can arrange for a bound state with zero-energy. If such a zero-energy bound state exists,
the scattering of an incoming state with single-particle velocity v close to zero becomes
resonant. Such a behaviour, leading to strong resonant enhancements, is familiar from
quantum mechanical scattering, for example scattering at an attractive potential well.
The resonant enhancement can be already strong, if a loose, but not exactly zero-energy
bound state exists in the spectrum of the system.

Although the Schrodinger equation for the Yukawa potential has to be solved nu-
merically, an analytic approximation can be obtained by replacing the Yukawa by the
so called Hulthén potential [38]. This allows to get some insight into the enhancement
especially in the resonance region. The Hulthén potential shows the same short- and
long-distance behaviour as the Yukawa potential and is of the form

ade

13 As a side-remark note that the case of suppression of annihilation rates due to repulsive potentials
will arise in the MSSM application in the double charged sector of y*x® systems. This effect, though,
turns out to play a sub-dominant role in the x{ relic abundance calculation, which constitutes our major
concern in this work.
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The parameter 0 should be chosen such, that the Yukawa potential case with V(r) =
— aexp(—mg ) /r is mimicked with sufficient accuracy. A convenient criterion fixing d
can be obtained from the Lippmann-Schwinger equations, which determine the radial
solutions R;(r) = x;(r)/r in presence of the Yukawa or Hulthén potential as a series in
the corresponding potential interaction. Relying on this criterion, ¢ is fixed in [38] by the
condition that the radial solutions R;(r) in presence of the Yukawa and Hulthén potential
interactions agree to first order in « in the €, — 0 limit. This implies fooo drrV(r) =
J, - drrVg(r) and yields 6 = w*my/6. The Hulthén approximation to the Yukawa
potential case becomes worse for finite kinetic energy (e, > 0). Yet, as we will see below,
imposing the above matching criterion that fits the parameter §, the analytic Sommerfeld
enhancement expression obtained for the Hulthén approximation reproduces the numeric
result in the Yukawa case with €, > 0 within ~ 10% accuracy. The | = 0 enhancement
formula derived from [38] and quoted for example in [36,40] reads

Hul ™ sinh <2gv>
Sizo = — ; ——, (2.63)
€ cosh <@) — oS <27T = — =% )
€¢ €¢ €¢

where we have defined ¢, = 7%/6 €,. A similar expression for [ > 0 waves is obtained
easily from [38], adding additional factors to the S/ term above. As the agreement
between this Hulthén potential approximation to the Yukawa case becomes worse for
higher partial waves we do not give the expressions here. For a discussion on the poorer
agreement see [38]. From (2.63) we can see, that for an attractive potential (o« > 0) and

€, < €4, resonances arise in the S-wave case if

6«

my = ——
¢ w2 n2

my, n=12.... (2.64)

A similar relation holds for the higher (I > 0) partial waves, with n above replaced
by n =1+ 1,1+ 2,.... This is a specific feature of the Hulthén potential and does
in particular not hold for the Yukawa potential case. In the latter case the resonance
positions of different I-waves do not coincide.'* For my given by (2.64), the enhancement
SH4in the small v region is given by

T2 amyg

St(e, — 0,e5 = 6/7n?) —> (2.65)

2 b
6 v m,

hence scaling as v~2, which gives rise to a much stronger enhancement compared to the

Coulomb v~! behaviour.'> Note that despite the resonance positions being shifted in
case of the Yukawa potential, the on-resonance v=2 scaling in (2.65) also applies to the
Yukawa case.

We exemplify the features of the S-wave Sommerfeld enhancement in presence of
Yukawa and Hulthén potentials in Fig. 2.3 and Fig. 2.4. The ¢,-dependence of the

14Tt was argued in [38], that due to the non-coincidence of resonance positions of different I-waves in
a Yukawa potential a process could be dominated by a higher than [ = 0 partial wave, if taking place
on a resonance of a [ > 0 partial wave.

15The v~ scaling of Si(e,,€4) at a resonance is generic also for the [ > 0 partial waves.
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Figure 2.3: The S-wave Sommerfeld enhancement factor as a function of €, = v/« for
several fixed values of €5 = my/(am,). Solid curves refer to a Yukawa model with
non-resonant enhancement (two lower-most curves with e, = 1,1/20) and resonant en-
hancement due to a zero-energy (two upper-most, €, = 1/1.680, 1/6.447) or loosely
(two middle curves, e, = 6/47%, 6/7%) bound state in the spectrum. Dot-dashed black
curves give the enhancement as obtained from the Hulthén potential approximation.
The dashed green line represents the Coulomb enhancement behaviour.

enhancement factor Si—o(€,, €5) for selected €, values is shown in Fig. 2.3. While all
solid curves refer to a numeric solution for one-state Yukawa potentials characterised by
the corresponding €,, we show in addition the [ = 0 enhancement factor as obtained
for the Coulomb potential from (2.60) (dashed curve) as well as SH%(e,) from (2.63)
(dot-dashed curves). First note that for €, > €, all Yukawa and Hulthén potential
enhancement factors Sj—o(€,) expectedly follow the Coulomb enhancement behaviour.
Around €, ~ €, a transition region is found, that connects to a specific S;_¢(¢,) behaviour
for €, < €,. Let us first consider the two cases €, = 1 (lowest lying solid/dot-dashed
curve) and €5 = 1/20 (second-to-lowest lying solid/dot-dashed curve). Here the €, < €,
region shows a non-resonant, constant enhancement pattern for both the Yukawa and
Hulthén potentials. Such a behaviour was already inferred from the discussion of massive
mediator exchange in Sec. 2.1. It is worth to note, that the enhancement saturates and in
particular never surpasses the value obtained for the Coulomb case. The analytic Hulthén
potential approximation is found to reproduce the numerically obtained enhancement
for the Yukawa potential within 10%. The remaining solid curves illustrate the case of
resonant enhancements, caused by zero-energy or loose bound states in the spectrum
of the corresponding Yukawa model. The values of €, for the uppermost solid curve
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Figure 2.4: The S-wave enhancement factor in a one-state Yukawa model (solid lines)
as a function of €5 = my/(avm,) for selected constant values of €, = v/a. The dashed
curve gives the approximate enhancement factor as obtained from a Hulthén potential
with constant e, = 1073.

(e, = 1/1.680) as well as the second solid curve from above (e5 = 1/6.447) are taken from
[41] and correspond to the numerically determined first two critical values, that imply
the existence of a [ = 0 zero-energy bound state in the spectrum of the Yukawa model.
The corresponding dot-dashed curves, following closely the Yukawa cases, correspond to
the S/ solutions with €5 = 6/72 ~ 1/1.645 and ¢, = 6/47% ~ 1/6.580, respectively.
The latter correspond to the first two €, values that are associated with a zero energy
bound state in the Hulthén potential, see (2.64). The Hulthén approximation hence
predicts the €, associated with zero-energy resonances within an accuracy of 2% in both
cases considered here. The two solid curves with €5 = 6/7% and €, = 6/47* that follow
the above-discussed Yukawa-potential resonance curves for €, > 3 - 1072, but approach
a constant enhancement for smaller values of €, correspond to Yukawa potentials with
loose but not exactly zero-energy bound states. The fact that the enhancement factors
for these two cases approach values Si—o(e, — 0) of the same order of magnitude is
purely accidental. Generically, small variation of €4 around a resonance value, implying
the presence of a loosely-bound state, will give rise to significantly different constant
values Si—g(e, — 0). As can be seen from Fig. 2.3, the presence of loosely-bound states
can lead to enhancements, that are several orders of magnitude stronger as compared
to the non-resonant case. Depending on the considered value of the velocity it can
even be stronger than in the Coulomb case, as a consequence of the v=2 proportionality
of the resonant enhancement. This latter v=2 scaling-behaviour holds for the loosely-
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bound states in the €, < €, regime as long as the kinetic energy of the scattering state
is significantly larger compared to the loosely-bound state’s binding energy; the latter
state can then be effectively considered as zero-energy bound state. Finally note that
despite the formal v=2 divergence of the resonant enhancement (2.65) as v — 0, the
physical enhancement is finite on resonance due to the finite width of the zero-energy
two-particle bound state. The latter width is however not taken into account in the
quantum mechanical treatment of the scattering process that we have applied here.

The [ = 0 wave enhancement factor for a Yukawa-model as a function of €, is shown
in Fig. 2.4, where we have fixed €, = 1,107!,1072,1072. The emergence of resonances for
€4 > €, at specific €, values is apparent. The first two resonance positions are found at
€y = 1/1.680 and 1/6.447 in agreement with [41]. For €, < €,, resonances are expectedly
absent in Fig. 2.4 and with further decreasing €; the enhancement factor matches the
Coulomb one for the corresponding ¢, value. For comparison, the enhancement factor
as obtained for a Hulthén potential with €, = 1073 is shown in addition (dashed curve).
While the approximation agrees with the Yukawa case at the level of a few percent
around the first resonances, we find, that it reproduces the latter at the 10% level only
for smaller €, values, in agreement with the results in [38,40].

2.4 A two-state model with off-diagonal interactions

The next straightforward step in increasing the complexity of our toy-models implies
considering more two-particle states (xx);. Another direction would be to change the
number of potentials in the one-state case, allowing several mediators with different
masses as well as different coupling strength to the constituents of the single yx pair.
Such kind of investigations have been carried out in [42] or [43]. We pursue the first
option and consider the case of a two-state system with states (xx)r, I = 1,2, that
take part in purely off-diagonal potential interactions through exchange of one single
massive mediator with mass mg. The two states shall exhibit a small mass difference,
dMy = My — My > 0, where M; denotes the mass of the state (xx);. A very comprehen-
sive study of the enhancements arising for the lighter two-particle state (xx); in such an
inelastic two-state model, including approximate analytic formulae, can be found in [36].
Here we will present results for the Sommerfeld enhancement obtained from numerically
solving the Schrodinger equation for the coupled two-state system, highlighting the qual-
itative features of the enhancement. For an elaborate discussion including approximate
analytical results the reader is referred to [36].

We assume that written in the mass-eigenstate basis of the two two-particle states
(xX)1, (XX)2, the potential matrix V' (r) has the following form,

_a ,—mgT
0 ~e

Vir) = . (2.66)

= e~ me" 5M2

It is convenient to use the dimensionless quantities €, = v/a and €5 = my /am,, as
given in (2.61). m, denotes twice the reduced mass of the lighter state (xx);. (In
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most applications m,, is hence the mass of the single-particle constituents in (xx);.) In
addition we introduce the new parameter e5 = \/dMs/a? m,, associated with the mass
splitting in the two-state system.

The potential matrix (2.66) in this purely inelastic two-state system resembles the
leading order !Sy-wave potential in the neutral sector of pair-annihilating wino-like
XY dark-matter. The latter neutral sector features the two mnearly mass-degenerate
two-particle states x9x?, x7x;. Off-diagonal potential scattering x{x} — x{x; and
xTx7 — x9x? is mediated by W-exchange. For heavy x!, x particles, my ~ O(TeV),
the mass splitting between the neutral two-particle states in the decoupling limit is
given by dM3m° ~ 300 MeV, independent of the wino-masses (as well as of the (de-
coupled) residual SUSY spectrum). The features of gaugino- as well as higgsino-like
XY dark-matter, including mass splittings, will be discussed in detail in later chapters.
For the time being note that purely off-diagonal potential scattering generically arises
for two-particle states built from one single Majorana fermion state (as for example the
xx? states in the MSSM), if the potential interactions are mediated by gauge bosons;
Majorana fermions cannot carry conserved charges, implying purely off-diagonal poten-
tial (xx)r — (xXx)Jzr scattering reactions to accessible nearly mass-degenerate states
(xX)szr- In that sense the ansatz (2.66) for the potential interactions is generic for a
two xx-state system, with the lighter state, (xx)1, built from a Majorana dark-matter
candidate. The above reasoning pertaining to purely off-diagonal potential scattering
does however not apply to (xx); states built from Dirac fermions, as for example x; x]
in the system of neutral wino-states. The major difference between (2.66) and the Sy
potential interactions in the neutral sector of pair-annihilating non-relativistic winos is
hence the fact, that the y{x; state allows for diagonal potential interactions mediated
by photon- and Z-exchange. These potentials will then appear in the (2,2) component
of the corresponding potential matrix, in addition to the mass splitting M, as in (2.66).

In the generic case, there exists no r-independent diagonalisation of the two-state
Schrodinger equation over the complete range of 7, given the potential matrix V(r) in
(2.66). Depending on the actual magnitude of the parameters e; and e;, there will be
two regions, where the potential interaction —a/r exp(—myr) dominates over the mass
splitting and vice versa, separated by a transition region, where both the interaction and
the mass splitting are of the same order.

It is instructive to first consider in a bit more detail the leading order S-wave Som-
merfeld enhancement for both states (xx)r=1,2 in case of vanishing mass splitting, e5 = 0,
as in this case an r-independent diagonalisation of the two-state Schrodinger equation
is possible and we can in addition gain some insight into the relevance of off-diagonal
annihilation rates in the determination of S7. Let us rewrite the Schrodinger equation
for the matrix valued function y;(r) in the following form

» Wty 2 e
@Xl(ff) = . xi(z) (2.67)
—= S -d+d

where we have introduced the rescaled radial coordinate x = am,r, and e; should
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be set to 0 for the time being. The eigenvalues and the corresponding r-independent
eigenvectors of the matrix multiplying x;(x) on the r.h.s. in (2.67) read

I(1+1) ae 1 [(F1
- 2 -
AT = p e, £ el P 7 ( 1 ) . (2.68)

In order to determine the [-wave Sommerfeld enhancement in annihilation reactions
of incoming states (xx)r=12 via (2.43), we have to determine the asymptotic  — oo
behaviour of the irregular solutions encoded in the matrix valued function 7;(z), subject
to the initial condition m—¢;(z — 0) — d;;27". In the S-wave case, in particular,

M—o(x) can be obtained from

L (6 @) + ot (@) 6 (2) - ot (x)
Mm=o(x) = 5 : (2.69)
2\o7 (@) = ¢ (x) ¢ (2) + " (x)

where ¢*(z) denote scalar (irregular) wave-functions, solving d?/dx? ¢* () = \i£, ¢F (),
subject to the initial conditions ¢*(z = 0) = 1. The columns of 7—g(z) above then
encode those suitable linear combinations of the basis solutions ¢*(x) ¥* to (2.67), that
ensure the correct 7—o(z = 0) = 1 behaviour. It is important to note, that ¢™(x)
is a solution to a single channel Schrodinger equation with repulsive Yukawa potential
interaction, while ¢~ (z) denotes a solution to a single channel Schrodinger equation with
attractive Yukawa potential, see the )\li expressions in (2.68). As for the time being we
have imposed zero mass splitting, €5 = 0, in our toy-model, the parameters ky, (2.16), are
both given by k;—1 2 = m,v. Hence we encounter just a global phase factor exp(—ie,x)
in the asymptotic behaviour n—g s;7(x — 00) — e~ Tj_y ;7.1 The latter phase will in
particular cancel when building S;—y. In the €5 = 0 case, the S-wave enhancement in our
two-state toy-model can hence be determined from

, Mi=0(0) - T'i=o - ThT:o(OO) .
SL, = - ’ (2.70)
=011

with 7,-9(c0) obtained from (2.69). The generalisation of this expression to the [ > 0
case by an appropriate rescaling of (2.70) by the factor ((20 — 1)!1)2/k* (see (2.43)) and
the substitution of 7—o(x) by the suitably determined 7,-¢(z) in analogy to (2.69) is
straightforward.

In the final step we have to specify the annihilation matrix I';—y in (2.70). Let us first
consider the case, where I'_ is given by a 2 X 2 matrix with all entries being identical.
The overall normalisation of the annihilation matrix cancels when building the ratio of

6The asymptotic form 7,—g j7(x — 00) — e "% Tj_q; with outgoing spherical wave exp(—ie,r)
applies to the matrix-valued irregular solution m;—o(z) considered as a function of the rescaled coordinate
T = am,r: note kr = e,x. The constant normalisation coefficients 7}— j; are unchanged under the
rescaling of the radial coordinate.
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the enhanced to the tree-level rate as encoded in the (I = 0 wave) Sommerfeld factor
(2.70), and we find for both mass-degenerate states (xx)r=12

S0 = 167 (0))* . (2.71)

Recall that ¢~ (x) corresponds to the irregular single (yx)-state [ = 0 scattering wave-
function for an attractive Yukawa potential (V' (r) = —a/rexp(—myr)), with appropri-
ate normalisation ¢~ (x — 0) — 1. Consequently, (2.71) just gives the ordinary single
xx-state S-wave Sommerfeld enhancement, see the introduction to Sec. 2.3. The en-
hancement of both the (xx)r=12 annihilation rates is hence simply described by the
enhancement discussed in Sec. 2.3.2. Neglecting the presence of off-diagonal annihila-
tion rates encoded in the off-diagonal entries of I';—y and accordingly choosing [';—y o< 1
in our toy-scenario, the result for the S-wave enhancement would instead be

= ox1 ]- —
SN = 2 (o) + 9" (o) ) . (2.72)

Thus the result is given by one half the enhancement factor for the (single xx state)
attractive Yukawa potential case summed with one half the suppression factor obtained
for the corresponding repulsive Yukawa potential case. The latter suppression factor will
range between 0 and 1, such that in any case the S-wave enhancement SZIZZOI’2 would be
underestimated when neglecting off-diagonal rates, (2.72) as opposed to the actual ‘full’
result (2.71). For sufficiently large enhancements (|¢~(00)|? > 1) in particular, (2.72)
strongly underestimates the actual enhancement, the maximal error being a factor of
deviation < 2. This is illustrated in the left-hand plot of Fig. 2.5, where the enhancement
factors calculated from (2.71) (solid curves) and obtained from (2.72) (dotted curves),
for two different choices of €, are shown. Note for comparison, that the solid curves have
already been presented, among others, in Fig. 2.3.

Once the annihilation matrix entries [',—g;; come with different weights, the en-
hancement factors Si_, for the mass-degenerate states (yx)r=1.2 will obviously no longer
coincide. In such a generic case, the enhancements S{::Om can be generally expressed
in terms of linear combinations of products of the attractive and repulsive potential’s

solutions ¢*(0o). For example, let us consider

12
T o (2 4) , (2.73)

implying that the (xx); state has a four times smaller tree-level annihilation rate com-
pared to (xx)s2. For the S-wave enhancements we obtain in this case

S O A R CO T = E R CORR A CO T EX )

The enhancement for (xx); will hence always be larger than in case (2.71), where all
[',—o entries where assumed to be identical. The reverse statement applies to (xx)a: the
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Figure 2.5: Left plot: Examples for the effect of neglecting off-diagonal entries in the
annihilation matrices. The S-wave enhancement in the €5 = 0 case for matrices I';—g with
all entries being identical (solid lines) is compared to the case, where the off-diagonal
entries of I'j_y are neglected (dotted curves). Enhancements are the same for both states
(XX)1=1,2. Apart from the results obtained for €, = 0.05 (lower two (blue) curves) and
the close-to-(first) resonance case €, = 6/7% (upper two (red) curves), the enhancement
for Coulomb potential interactions (e, = 0) taking the full I',_, into account is shown
in addition. Also see Fig. 2.3. Right plot: S-wave enhancement for the mass-degenerate
states (xx)1 (solid lines) and (yx)s2 (dot-dashed curves) in case of annihilation matrix
=g given in (2.73). The lower (blue) curves refer to €5 = 1, the upper (red) to e = 6/7>.
As a reference, the corresponding enhancements obtained for matrices I'j—y with identical
entries are given by the dashed (grey) lines lying in between the curves for (xx); and

(XX)2, respectively.

enhancement given in (2.74) is (slightly) smaller compared to (2.71). For sample values
of €4 this is illustrated in the right-hand plot of Fig. 2.5.

The actual expressions for both potential and annihilation matrices depend on the
interactions in the underlying model and have to be determined in a matching procedure
from the full (high-energy) theory, which for the case of the x°/x* sector in the MSSM
is the subject of later chapters. Here it is worth to note, that given the potential matrix
(2.66) even with in general non-vanishing e, the assumption of an annihilation matrix
I'; with all entries being identical is in fact the most consistent choice, if only gauge
interactions causing both potential scattering and annihilation reactions are assumed,
and both states (xx)s=12 are built from Majorana fermions. This statement will be
confirmed when discussing potential scattering and annihilation reactions in the sub-
sector of the two neutral higgsino two-particle states x?x? and x5x5. Note however,
that the neutral sector of higgsino-type two-particle states (yx); consists in total of four
nearly mass degenerate states, such that the results in our two-state toy-model cannot
be directly related to the neutral higgsino-sector.
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Figure 2.6: S-wave enhancement of the (lighter) (xx); state in the two-state toy-model
discussed in the text as a function of €4. Solid lines refer to a finite mass splitting between
the lighter and heavier state (xx)s=12 with €5 = 0.1. Dot-dashed curves give the ¢5 = 0
case familiar from Fig. 2.4. The two upper (red) curves correspond to €, = 1072, while
the two lower (blue) curves refer to €, = 1071

Let us now consider the two-state toy-model with finite 5. As regards the annihi-
lation part, we choose a matrix I'; with all entries being identical, which agrees with
the situation considered as application in [36] after the derivation of generically appli-
cable analytic approximate formulae. Fig. 2.6 exemplifies the behaviour of the S-wave
enhancement for the lighter (yx): state as a function of the parameter ¢, for two dif-
ferent choices of the velocity, for the case of vanishing mass splitting e5 = 0 as well as
es = 0.1. The two lower (blue) curves give the case of ¢, = 0.1, the upper two (red)
refer to €, = 0.01. First consider the case of the upper two curves. Here the uppermost
solid line represents the case €, = 0.01 and ¢5 = 0.1, hence referring to a situation below
the excitation threshold for the second state (xx)2. The next lower lying dot-dashed
curve refers to the familiar e = 0 situation. In this latter case, for ¢4 < €,, we are in
the non-resonant enhancement region, and S;—y saturates at the Coulomb-enhancement
value S;_y = 7/€,, as already seen in Fig. 2.4. Such a saturation in the €4 < €, regime is
also observed for the uppermost curve, while here the enhancement (corresponding to the
below-threshold case, as €, < €;) is found to be roughly two times larger, S;—o ~ 27 /€,
This is in agreement with the findings in [36], where an increase of the non-resonant
enhancement in the below-threshold case by a factor of about two has also been derived
directly from the analytic approximation. Now let us come to the region of resonant
enhancement, still referring to the upper two curves with €, = 0.01. It can be seen from
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Figure 2.7: Left plot: Example for the possible behaviour S/Z(e,) around the threshold
region for on-shell excitation of the heavier (yx)s2 state. The solid (blue) curve gives the
behaviour for €5 = 0.01 and €5 = 6/72. The dotted (red) curve gives a corresponding
behaviour for zero mass-splitting (es = 0) and ¢ = 0.61474, with the same asymp-
totics for €, far below and above the threshold region. For comparison, the Coulomb
enhancement for zero mass-splitting is shown in addition (dashed, green curve). The
results have been obtained for I';—y with all entries identical. Right plot: Enhancements
as a function of ¢, for both states, given an annihilation matrix of the form (2.73) and
€, = 6/m%. €5 = 0.01 (upper, blue curves) and ¢; = 0.1 (lower, red curves) have been
chosen. The solid (dot-dashed) curves correspond to the lighter (heavier) (xx); state.
For comparison, the dashed (grey) curve illustrates the case of I';—y with identical entries
and €5 = 0.01, e, = 6/7%. Above threshold, in the latter case, the enhancement of the
(xx)2 state agrees with the (yx); state’s enhancement.

Fig. 2.6 that the position of the resonances in €, for finite €; is shifted downwards to
smaller values with respect to the ¢5 = 0 case. Furthermore, the smaller the resonant
€4 value, the larger the downwards shift relative to the resonance position. Moreover,
the height of each resonance turns out to be larger by a factor of about four in the
below-threshold €5 = 0.1 situation compared to the corresponding €5 = 0 case. Again,
in [36], both these observations are correctly predicted from the analytic results. The
two lower (blue) curves in Fig. 2.6 correspond to €, = 0.1 and €5 = 0.1 (upper solid line)
— directly at threshold for on-shell production of the heavier state (xx)2 — as well as the
zero mass-splitting case (lowermost, dot-dashed curve). In the regime of non-resonant
enhancement S;—o(e, = €5) is found to be about two times larger than the correspond-
ing value /€, for ¢5 = 0. Contrary to the previously discussed below threshold case,
however, here we do not observe any significant shift of the resonance positions in ¢,
compared to the e¢5 = 0 situation.

To close the discussion of the two-state toy-model, the left plot in Fig. 2.7 shows the
enhancement of the lighter state (yx): as a function of €, for €5 = 0.01 and €, = 6/7°
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(=~ 0.607927) (solid, blue curve) and €5 = 0, €5 = 0.614747 (dotted, red curve). In the
€5 > 0 case, S{=} is a non-monotonic function of ¢,, showing a ‘spike’ at threshold for
on-shell production of (yx)2. This behaviour is a threshold effect, which occurs here on
top of resonant enhancement due to a loosely-bound state in the spectrum of the theory.
The purely resonant enhancement in the ¢5 = 0 case is illustrated by the dotted (red)
curve. The chosen €, values for both curves are slightly different, reflecting the fact
that resonance positions are shifted downwards for finite €5 values. For comparison and
to highlight the fact, that the €, values are associated with resonant enhancement, the
dashed (green) curve gives the Coulomb enhancement in the case of zero mass-splitting.
As regards the €5 > 0 case, the enhancement around threshold is found to be less than
twice as large as the saturated enhancement for €, — 0; see [36] for an analytic estimate
of this factor. It is argued in [36] that in any case the ratio of S(e, = €5)/S(e, = 0)
should be bounded by two from above.

In the right-hand plot of Fig. 2.7 we show the enhancement factors for both states
(XX)1=12 for an annihilation-matrix with non-identical entries of the form (2.73). Al-
though the annihilation rate of the heavier state is a factor of four larger than the
corresponding rate of the lighter state, the enhancements of the former state are found
to be a factor of about four smaller compared to (xx);. For comparison, the enhance-
ment for an annihilation matrix with all entries identical and fixing €5 = 0.01, €5 = 6/7*
is shown in addition (dashed, grey curve). In the latter case, S{5 (¢,) is found to agree
with S/=2(e,) above threshold.
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Chapter 3

Relic abundance calculation

In this chapter we present the formalism needed for the determination of the relic abun-
dance of a weakly interacting massive particle x;. We start with a brief qualitative
discussion of the phenomenon of freeze-out of the x;’s annihilation reactions in course
of the Universe’s expansion in Sec. 3.1. The description is subsequently quantified by
introducing an (integrated) form of the Boltzmann equation, appropriate to describe the
evolution of particle number densities in the expanding Universe. In Sec. 3.2 the setting
is generalised to include the case of co-annihilations of several nearly mass degenerate
species Xi,i=1,..~. In addition a convenient form of the Boltzmann equation is derived
that treats the decrease of the number densities due to the expansion of the Universe
implicitly. A single-integral formula for the thermally averaged annihilation rate (oogv)
that enters the Boltzmann equation as central ingredient is finally given in Sec. 3.3.
The formula involves the individual annihilation rates o;;v of all co-annihilating pairs
xiX;j- In Chapters 6 — 8 we determine explicit expressions for the rates o;;v in x"/x*
co-annihilations including Sommerfeld enhancements. On the one hand this chapter is
therefore a self-contained short review of the dark matter relic abundance calculation.
On the other hand all necessary formulae are provided that allow a direct calculation of
the x¥ relic abundance including Sommerfeld enhancements, provided the (Sommerfeld-
enhanced) rates o;;v are known.

3.1 The Boltzmann equation

The standard explanation for the origin of a particle species in our present Universe
starts from the assumption of its thermal production in the very early Universe. This
implies that in these early times the species should have been in both chemical and
kinetic equilibrium with the further particle constituents of the early Universe’s thermal
plasma. Such equilibrium state requires rapid annihilation and creation processes of
the particle species as well as effective scattering reactions with the further particles
present. Note that in general, in this picture, the early Universe’s thermal plasma is
assumed to be constituted by the particle species of the Standard Model as well as
possibly additional species occurring in extensions of the SM. The expansion of the
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Universe, which can conveniently be associate with the expansion rate given by the
Hubble parameter H (H(t) = 4R(t)/R(t), where R(t) denotes the scale factor as a
function of time), runs contrary to the processes that allow the maintenance of thermal
equilibrium: it dilutes the actual number densities of the species. As a consequence
interaction processes will become rare, finally leading to the fact that — depending on the
strength of the interaction rates — a certain species will no longer stay in equilibrium with
the others. Its annihilation and creation reactions stop more or less suddenly (“freeze
out”) such that its particle number eventually stays constant (“freezes in”), giving rise
to the thermal relic abundance observable today.! As a very rough criterion this happens
when the Universe’s expansion rate H starts to dominate over the total annihilation rate
I of the species, HZI'. Depending on the average thermal velocity of the species during
freeze-out, non-relativistic (v < 1) or (semi-)relativistic (v < 1), one distinguishes cold
or warm/hot thermal dark matter. The neutralino dark matter candidate x? that we
consider in this work is a cold thermal dark matter candidate; its freeze-out should have
occurred for thermal bath temperatures around 7' ~ m,0/20. Therefore we focus here
on the case of heavy cold dark matter candidates.

The first quantitative studies of the freeze-out process of a heavy particle species
focused on a possible heavy neutrino relic. They were performed in the late 1970s by
Lee and Weinberg [44] as well as independently by other authors and led to a lower
bound on the mass of a heavy neutrino species, today referred to as the “Lee-Weinberg
bound”. Since that time the theoretical description, relying on Boltzmann equations
for the particle number densities in the expanding Universe, has been subsequently re-
fined. Both improved analytical approximations and numerical solution methods have
been applied [45-47] and a consistent treatment of co-annihilations in the (roughly) si-
multaneous freeze-out process of several (nearly) mass-degenerate heavy species has been
given [48]. In addition the case of resonant annihilation reactions has been addressed [48]
and the annihilation rates entering the Boltzmann equations of the non-relativistic par-
ticles can be consistently calculated including relativistic corrections, beyond the strict
non-relativistic approximation [49]. Regarding the solution of the Boltzmann equation
and the necessary input related to the thermodynamics in the expanding Universe, the
determination of the thermal relic abundance of a particle species, which represents a
viable dark matter candidate, has become a standard calculation. It is implemented
in several computer codes, such as DarkSUSY [5] and micrOMEGAS [6]. The dominant
uncertainties in the determination of the final abundance are currently associated with
the annihilation rates entering the Boltzmann equations. These rates are an input from
the particle physics model that provides the respective particle dark matter candidate.
While the publicly available codes currently rely on tree-level annihilation rates, we aim

'In the Universe today annihilation reactions of a species that underwent freeze-out in earlier times
can start again. This may happen if due to gravitational attraction regions with a high number density
of the particular species have formed, such as for example in the halo of galaxies, in galactic centres or
possibly also in the Sun. If the particle dark matter hypothesis is true, dark matter pair-annihilation
reactions should occur in these regions, giving rise to indirect detection signals in terms of cosmic rays
or gamma ray lines. For an introduction to indirect dark matter searches see for example [3,4].
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to study the impact of Sommerfeld-enhanced cross sections on the predicted relic abun-
dance. To this end we have developed a code that allows for the determination of the !
dark matter relic abundance including Sommerfeld enhancements. We come back to the
calculation of the rates in later chapters and proceed in this section with the derivation
of the relevant generic formulae needed in the relic abundance determination. Our fol-
lowing discussion is mainly based on the textbook [50] as well as on the articles [3] and
the more recent [4], which provide a nice review of the freeze-out of weakly interacting
massive particles.

The Boltzmann equation describes the evolution of the phase space distribution
f(p*, z#) of a particle species and can be expressed as

~

L(f(p", a")] = C[f(p",a")] . (3.1)

Let us in particular refer to the distribution function and corresponding Boltzmann equa-
tion of particle species x; in the following. In the expanding Universe the left-hand side of
(3.1) contains the covariant relativistic form of the Liouville operator acting on f(p*, z*).
The right-hand side is the collision term associated with all particle scatterings as well
as annihilation or creation reactions, that change the distribution function f(p#,z#) of
species y1. Under the assumption of a homogeneous and isotropic Universe described by
the Friedman-Robertson-Walker metric, any phase space distribution function depends
only on time and energy, f(E = p° t), and the Liouville operator becomes

. 0 0

Lif(E,t)] = E— f(E,t) — H({t)p” == f(E,t) . 3.2
F(E0] = B f(B.1) — HO) P o f(E.1) 3.2

H(t) denotes the Hubble parameter. Instead of f(F,t), we will be interested in the

evolution of the particle number density

) = o [ S5 1) (3.3

with g the particle’s internal (spin) degree of freedom. Dividing the Boltzmann equation
by E and integrating over the three-momentum finally leads to the integral form

Cfl—? + 3H(t)n = g/ (gﬂfg %C[f(ﬂt)]- (3.4)

After the momentum integration only those contributions to the collision term survive
that change the actual number of y; particles. These are related to annihilation and
creation reactions involving species x;. As in general 2 — 2 reactions will be most
important in the thermal plasma, the relevant annihilation and creation processes are
given by x1x1 — XaXp and X4 Xp — x1x1 reactions. X 4, Xp denote any other particle
species present in the thermal bath that undergo interactions with species x;. Here we
have implicitly assumed that the y; is its own anti-particle, such that the only 2 — 2
reactions changing the number of yis present in the thermal bath are x;x; <> X4 Xp

49



processes (provided that the x; is stable or at least sufficiently long-lived and interactions
X1X: > X4 Xp with other species y; changing the y; number are irrelevant). This applies
if the 1 is a real scalar or Majorana fermion, while in case of a charged scalar or Dirac
fermion, x;X; <> XaXp processes involving the anti-particle y; have to be considered.
There is one subtle point in the former case, which is related to symmetry factors and the
number of y1s created or annihilated per x;x; <> X4 Xp reaction. In each x;x1 < X4 Xp
process the number of x;s is changed by two, such that one might expect a factor of 2 in
front of the collision term on the right-hand side of (3.4). However, in the collision term a
symmetry factor of 1/2 has to be taken into account when the momentum integration over
the two identical particles in the (initial or final) x;x; state is performed, such that these
two factors, both related to identical particle states, eventually cancel each other out. In
the following we take the cancellation of these two factors for granted and therefore write
neither of the two explicitly. Note that although (elastic) scattering x1 X4 — x1Xp with
the thermal bath constituents X4 p (assumed to be in thermal equilibrium during y;
freeze-out) does not contribute to the momentum integrated right-hand side in (3.4), it
plays an important role in maintaining species y; in kinetic equilibrium? even after it
is chemically decoupled from the thermal plasma [45]. We come back to this important
feature later in this chapter. Altogether, the reactions yi1x; <> XaXp determine the
collision term in the following way:

o [ s 5 Clre.0)

d3 ﬁ d3 ﬁ/ d3 ﬁA d3 ﬁB A
- 2m)t 6@ A —
S / SEQrY 2B (2x) 3Ba@n) 2Bg2np < FT) 0T PV —pa—ps)

spins

X (f(E,t)f(E/,t) ‘AX1X1HXAXB‘2 - fA(EAvt)fB<Eth) ‘AXAXBHXUG‘Q)' (35)

A rigorous derivation of this expression® can be addressed within thermal field theory.

From heuristic arguments the origin of the different terms is however clear: the squared
amplitudes | Ay, v, »x,x5]> and [Ax, x; -5y |? describe the quantum mechanical transi-
tion probabilities of reactions x1x1 — X4 Xp and X4 Xp — x1x1 and generically depend
on the four-momenta of the four particles taking place in the scattering reaction. To
obtain the transition rates, a phase space integration of the final state particles has
to be performed and a summation over the spins of all involved particles has to be
carried out. Subsequently each of these transition rates is weighted by the product of
the incoming particles’ statistical distributions (f(E,t)f(E',t) = fy,(E,t)fy, (E',t) or
fa(Ea,t)fs(Ep,t)) and finally integrated over the initial state momenta.

2We assume the presence of such interactions, keeping the yi close to kinetic equilibrium, through-
out. Several authors have studied the effect of kinetic decoupling of the y; that occurs after chemical
decoupling if y1 X4 — x1Xp reactions cease to maintain species y; in kinetic equilibrium, see for
example [40,51,52].

3Note that we have already dropped Fermi blocking and Bose stimulated emission factors in (3.5)
(for a corresponding discussion see for example [50]).
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To proceed let us assume that apart from y; all thermal bath species X are in
thermal equilibrium throughout the time within which we track the evolution of the
x1 number density. Consequently the phase space distribution fx(F,t) of such species
in the cosmic comoving frame, where the plasma is at rest as a whole, is given by the
thermal equilibrium distribution

FxealBE) = !

exp(E/T) +nx

where 1y is 1 (—1) if X is of fermionic (bosonic) nature. Note that we have dropped the
chemical potential px of species X. This is in general a good approximation for the early
Universe, as the chemical potential py is generically much smaller than the energies E
at the temperatures of interest to us: Energies in on-shell reactions yi1y1 <> X4 Xp of
non-relativistic x; particles will be characterised by the scale 2m,, (up to corrections
of the order of the non-relativistic kinetic energy), which for a heavy cold dark matter
candidate is at least of the order of some hundred GeV to some TeV. Further, in the y;
freeze-out process only temperatures 7' < m,, /20 are relevant. In this case the exact
expression (3.6) can be replaced in very good approximation by a Maxwell-Boltzmann
distribution, fx oq(F,t) ~ e ®/T such that from energy conservation, E+E' = E+ Ep,
the relation

(3.6)

fA7eq(EA7t) fB7eq(EBat) = feq(E,t) feq(E,7t) (37)

is obtained. The phase space integration related to the species X4 and Xp in (3.5)
can now be performed independently of f4 and fg. With the definition of the Lorentz
invariant cross section we arrive at the relation

Z / d*pia d’pp % (2ﬁ)4 5@ P+ —pa—08) Ay oxaxs|?
2E4(21)3 2Ep(27)3 e

spins

= 499 /0 PP =, ovxaxs - (33)

g, ¢" denote the spin factors (internal degrees of freedom) of the two y; initial state par-
ticles. As first argued in [49], unitarity ensures that when replacing | A\, x,x,|* in
the integrand on the left-hand side by |Ax , x,; x>, the same right-hand side expres-
sion as in (3.8) results. Summing over all possible states X 4Xp, the collision term then
simplifies to

3y 1
o [ 5 ClrE.0l -

[ 55 o [ S5 [rE0ED) ~ falB0fulB00)] % () - 69
- - Je ) e ) xaY) - .
g (271')3 g (27T)3 ) ) q a Ox1x

Tyixi = Oyixi—»3 xaxp denotes the total annihilation cross section for x;x; pair annihi-
lations and v is the Mgller velocity defined as [49]

e -mi, 510
v = EE . .
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Note that the Mgller velocity v coincides with the relative velocity v, for anti-collinear
collisions p” o p.

In the next step, the distribution functions f(E,t) and f(E’,t) in (3.9) are approx-
imated by a momentum independent factor times the (chemical and kinetical) ther-
mal equilibrium Maxwell-Boltzmann distribution, that is f(E,t) = a(t)feq(E,t) with
fe(E,t) = e B/T. The proportionality factor a(t) may depend (through its time de-
pendence) on the temperature of the thermal bath, but is independent of the particle’s
energy. As argued in [45], this approximation holds if two conditions are fulfilled. First,
the temperature of the thermal bath is already well below the mass scale of the species
X1, I' < my,, such that the Maxwell-Boltzmann distribution gives a good approxima-
tion to the equilibrium distribution. Second, scattering reactions x1 X1 — x1 Xp with
the thermal plasma constituents X4 p have to be rapid and effective enough to main-
tain species y; in kinetic equilibrium. In this case the momentum dependence of the
distribution function stays close to its equilibrium functional dependence and the pro-
portionality factor «(t) is momentum independent in very good approximation, see the
corresponding discussion in [45]. Under these assumptions, (3.9) can finally be cast in
the form

o [ s U] = ~lo) (o =), (311)

with the thermally averaged total annihilation cross section

00 = o0 [ G o [ G e ) el B O Su(EL D . (312

Neq denotes the equilibrium number density obtained from the Maxwell-Boltzmann dis-
tribution fo(E,t) using (3.3). Finally, from (3.4) and (3.11), the familiar expression for
the Boltzmann equation in the expanding Universe

d
pric BHE)n — (0yxv) (n* — nly) (3.13)
is obtained. The first term on the right-hand side accounts for the dilution of the number
density due to the Universe’s expansion and the second term accounts for the particle

physics processes that change the number of particles y;.

3.2 Co-annihilations

In Sec. 3.1 we discussed the single y; species freeze-out process, which is quantified
by the evolution of the x; number density governed by a Boltzmann equation. In the
derivation of the central equation (3.13) it is implicitly assumed, that the remaining
constituents of the thermal bath (generically denoted with X4 p) are in chemical and
kinetical equilibrium at least until the y; annihilation reactions are completely frozen
out. However, this does not apply if in addition to the y; there are further slightly
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heavier species x;, ¢ > 1, present, that have comparable interaction strength and interact
with the x;. Being only slightly heavier, the species x; will be roughly as abundant
as the y; as long as chemical equilibrium holds.* Given interaction rates of similar
strength, the freeze-out of species y; and y; will take place around the same time. In
particular the evolution of the number densities n; will affect the n; evolution due to
coupled Boltzmann equations. This effect of co-annihilations has first been addressed
in [48], where a consistent formalism to treat co-annihilations in the relic abundance
calculation of species x; has been given, applicable to the limit of strictly non-relativistic
co-annihilation rates. Using the exact relativistic formulae for the annihilation rates in
the single species freeze-out from [49], [53] subsequently provided a formalism that allows
to include exact co-annihilation rates in dark matter relic abundance calculations, which
in [53] was applied to the x? relic abundance calculation in the MSSM.

Our application in Chap. 9 is the relic density calculation of O(TeV) scale x! dark
matter in the MSSM. In this case co-annihilation processes with further neutralino and
chargino species occur generically. A TeV-scale x{ that reproduces the observed cold dark
matter as thermal relic has to be either wino- or higgsino-like, or a mixed wino-higgsino
state. In these cases mass degeneracies between the x{ and at least its corresponding
chargino partner xi at O(GeV) or below are generic, making the consideration of co-
annihilations in the relic abundance calculation necessary.” Following [48,53] we therefore
generalise the derivation from Sec. 3.1 here to include the effect of co-annihilations.

Consider a set of NV nearly mass degenerate species x;, ¢ = 1,... N, ordered according
to their increasing masses m; (m; < my, for j < k). The lightest species x; is the dark
matter candidate. Further the existence of a conserved multiplicative quantum number is
assumed, in which all species y; shall differ from the SM particles. The latter guarantees
the stability of the dark matter candidate x;. Within the R-parity conserving MSSM
considered in Chap. 9 R-parity takes exactly the role of this additional multiplicative
quantum number. In the following X 4 p denote SM particle species and it is assumed
that these species are in chemical equilibrium throughout the freeze-out of co-annihilation
reactions of the y;. The following processes can then change the number of species ;:

Xi Xj <> Xa Xp, (3.14)
Xi XAHX]‘ X4, (315)

Decay processes (3.16) imply that all species x;~; will eventually decay into the lightest

4Generically at temperature T, the equilibrium number density n;, eq Of a heavier species x; will
be suppressed relative to the density n1,.q of the (non-relativistic) species x1 by a Boltzmann factor
e~ (mi=m)/T “where m; (m1) is the mass of species x; (x1). See the end of Sec. 3.3 for a discussion on
the origin of such Boltzmann suppression factor. For small mass splittings dm; = m; — m; < T the
number densities n; oq and n1, ¢4 are therefore of the same order.

°In addition to the rather natural mass degeneracies in the x°/x* sector for TeV-scale x{ dark matter
scenarios, there are viable x{ dark matter models where co-annihilations with nearly mass-degenerate
third generation sfermions (the t1 or 71) allow to reproduce the experimentally observed dark matter
density. We focus here on x°/x* co-annihilations and exclude the case of additional mass degeneracies
of the x! with sfermion or Higgs states in the MSSM from our analysis.
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and stable 1, such that the number density of the latter today is determined from the
sum over the number densities n; of all x; species, n = »_._,  n;. While annihilation
and creation reactions (3.14) affect the total number densify n of all y; species, the
decay and inverse decay processes (3.16) cannot change n. Finally scattering reactions
(3.15) affect neither n nor n;, but are important to keep the individual x; close to kinetic
equilibrium even after the species have chemically decoupled. With these preliminaries
the Boltzmann equation corresponding to (3.13), that describes the evolution of the
summed number density n = Zi:l,... ~ i, takes the form

d
o= =3H()n = Y {0y, vig) (0 = Nieq M) - (3.17)
J

The x;x; annihilation cross section oy, is defined by an obvious generalisation of (3.8)
and similarly the Lorentz-invariant Mgller velocity v;; derives from (3.10),

\/<pi p;)* - miimij 518

Note that the sum in (3.17) separately runs over 7,7 = 1,... N. Under the assumption
of rapid scattering reactions (3.15) with the SM thermal plasma it is argued in [53] that
these processes ensure, that the ratio of particle number density n; to the total particle
number density n remains close to the corresponding ratio of equilibrium quantities,

N [T (3.19)

n Neq

This allows the following rewriting of the Boltzmann equation:

pri —3H(t)n — (oegv) (n* — ngq) , (3.20)
with the thermally averaged effective annihilation cross section

N eq My e
(Terv) = Y {0y, Vi) —o (3.21)

2

(3.20) is the generalisation of (3.13) that properly includes co-annihilations. Instead of
n it is more convenient to consider the evolution of the yield Y,

Y =-—, (3.22)

n
S

where s denotes the total entropy density, as this allows to tread the dilution effect from
the Universe’s expansion implicitly. Assuming the absence of entropy production, the
total entropy per comoving volume element, S = sR3, remains constant and the change
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of number and entropy density due to the expansion is the same, namely ds/dt = —3H s.
From (3.20) we then obtain the Boltzmann equation for the yield,

d
-V = —s{oegv) (Y? = Y2) . (3.23)

Instead of its time evolution it is more useful to consider the change of Y with the
temperature 1" of the Universe’s thermal bath. This temperature is associated with
the bath of thermal photons in the Universe throughout its evolution. In particular,
introducing the dimensionless inverse scaled temperature = = m,, /T and noting that in
absence of entropy production

2
T
de @ g 4L (3.24)
dt My, ds
we obtain
d m ds
—Y = - 2 — Y2-Y2) . 2
dz a7 ar (7Y (3.25)

In order to determine the change of the entropy density with the thermal bath temper-
ature, ds/dT, consider the Friedmann equation

87TGN

3 P
where G is the gravitational constant. Freeze-out of the heavy species x; will take
place during the radiation-dominated epoch, such that the energy density p on the right-
hand side is dominated by relativistic degrees of freedom. It is therefore convenient to
parametrise the total energy density p as well as the total entropy density s by

H? =

(3.26)

2 2 72
P =35 gen(T) T, s = T hea(T) T . (3.27)

geit and heg denote the effective degrees of freedom associated with the energy and entropy
density in the thermal bath [49]. From (3.27) the change of s with T is obtained.
(3.26) together with the parametrisation of p in (3.27) finally allows to relate the Hubble
parameter H to the thermal bath temperature, such that the Boltzmann equation can
be rewritten to

d [ m
Y = — 1/2 X1 . Y2 o Y2

2410
S TR g2 T () (Y2-Y2) (3.28)
15 T
In the last step we have introduced the reduced Planck mass mp related to Gy via
mp = (SWGN)*I/Q, with the numeric value mp; = 2.42888 - 10'® GeV. The temperature

dependent parameter gi/ % in (3.28) is defined as

h T d
12 et ~ he ) . 2
9. \/ﬁ ( + 3 heﬁ dT eff) (3 9)
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Under the three assumptions that first essentially only the SM species contribute to heg
and g.g at temperatures of interest,® that second all these species behave as an ideal gas
and that third no entropy is produced, simple analytic approximations to heg and geg can
be given, see [49]. In a more accurate treatment the QCD quark-hadron phase transition
has to be taken into account [54]. The numerical results for heg, geg and hence gi/ ?
from such more involved calculations are tabulated and publicly available (for example
they are provided with the codes DarkSUSY [5] and micrOMEGAS [6]). When numerically
solving the Boltzmann equation to determine the X! relic abundance in some popular
MSSM scenarios in Chap. 9, we access these tabulated values of heg, geg and gi/ > The

equilibrium yield in (3.28) is given by

45 22 m; my;
qu:mh—eﬁzi:gim K2<$m ), (3.30)

X1 X1

with K5 the modified Bessel function of the second kind of order 2, and is obtained
upon integration of equilibrium Maxwell-Boltzmann distributions for the species y; and
division by the total entropy density s in (3.27).

The Boltzmann equation (3.28) is the central expression in this section. For tem-
peratures x < 1 (1'% m,,) all species x; should still have been in chemical equilibrium
with the plasma, which provides the boundary condition Y (z = 1) = Y, (x = 1) for the
numerical integration of (3.28). To determine the yield Y, associated with the number
density of the stable species x; today, the integration has to be carried out starting from
z =1 to today, zg = my,, /Ty ~ O(10'%) (given a TeV scale species x; and temperature
Ty = 2.725 K = 2.34823 - 10713 GeV of the photon background radiation today). As we
will see in Chap. 9, a value xy ~ 108 is typically sufficient for practical purposes in the
numerical solution. From Y{ the relic abundance is finally obtained as

2 Pxi ;2 My, 50Y0 5
Quh> = —=—h = ———h~. (3.31)
pCI’ pCI’

sp denotes the entropy density today and can be determined from (3.27). The corre-
sponding heg(7Tp) is essentially given by the photon and neutrino degrees of freedom,
associated with the photon and neutrino background radiation today, hes(7p) = 3.9139.
The critical energy density p, is given by p., = 3Hy/87G y where Hy denotes the Hubble
parameter today. It takes the numerical value p. = 1.05368 x 107° h? GeVem 3.

3.3 Thermally averaged annihilation cross sections

In order to finally solve the Boltzmann equation (3.28), an explicit expression of the
thermally averaged effective annihilation rate (o.zv) defined in (3.21) is needed. In [49],
where the case of one particle species y; was considered, a single-integral formula for

6For the relic abundance calculation of a dark matter candidate with a freeze-out temperature of
some 10 — 100 GeV, this is certainly fulfilled.
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(0o v) in terms of Lorentz invariant quantities was derived. Subsequently the expression
was generalised to include co-annihilations in [53]. The starting point in the derivation
of the single-integral formula for (o.q v) is the defining equation (3.21), with the thermal
averages (0;;v;;) of the individual rates performed in the cosmic comoving frame where
the plasma is at rest as a whole. In this case the phase space distribution functions
fi,eq that enter the thermally averaged rates (o;;v;;) and number densities n; o, are
given by Bose-Einstein or Fermi-Dirac distributions (3.6). As already used in Sec. 3.1
and 3.2, both distributions are well approximated by Maxwell-Boltzmann distributions
fieq = e F/T for temperatures T < my, /20, that are relevant in the co-annihilating ;s
freeze-out. Starting from (3.21) we can therefore write

_ B o BT
(e v) = Z 9i 9; ok OijVij € : (3.32)

with the total equilibrium number density of the co-annihilating species x;—i1,. n given
N
by Neq = Y iy N eq, and

3—; . T
Micq = gi/ éf)g BT _ 9 m? Ky(m;/T) . (3.33)
g; denotes the internal degrees of freedom of species y;. Note that the individual particle
energies E;, F; in (3.32) explicitly refer to the cosmic comoving frame, while the cross
sections o;; and the Mgller velocities v;; by definition are Lorentz invariant quantities.
After a convenient change of variables following [49, 53], (3.32) can be simplified to the
sum of single-integral expressions

1 i &
(o) = — S 990 /( VR o K AT) . (339)
mi+my)?

2 4
Neq 5 8T

with K; the modified Bessel function of the second kind of order 1. The integration
variable s is the Lorentz-invariant centre-of-mass energy s = (p; + p;)? in the individual
X:X; pair-annihilation reaction, where p;; denote the 4-momenta of the annihilating
particles. Finally, p;; is the modulus of the individual particles’ momenta in the centre-
of-mass frame of the x;x; annihilation reaction. Expressed in terms of Lorentz invariant
quantities it reads

i = \/(Pz p;)° —mm \/_\/___m +m)+w, (3.35)

S

While [53] now proceeds by interchanging summation and integration in (3.34) and in-
troduces an effective rate given by the sum over the individual integrands related to
the pairs y;x;, we follow a slightly different way and consider each integral in (3.34)
separately. In Chap. 6 and 8 we determine the product o0;; vrel = 0y Urel i Of the anni-
hilation cross section o;; times the relative velocity vy, ;; in the centre-of-mass frame of
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the annihilation reaction, rather than the separate cross sections o;;. The centre-of-mass
frame relative velocity of the x;x; pair expressed in terms of Lorentz invariant quantities
is given by

4s
Uiy = Pig VS s2 — (m?2 —m?2)2 "’
i j

(3.36)
Note that vy, ;; coincides with the Mgller velocity v;; in any frame where the two particles
Xi, X; move collinearly. Our final result for the thermally averaged effective annihilation
cross section that enters the Boltzmann equation (3.28) and involves the individual rates
0i;Urel therefore reads

(oegv) =
1 Gi g; o 32 - (mz2 - m2)2
) /( s (o) 1 Ki(Vs/T) . (337)
eq ;i m;+m;

)

In application of the presented formalism to the x{ relic abundance calculation in the
MSSM in Sec. 9 we generically take all co-annihilating neutralino and chargino species
in (o.gv) into account. Note however that the contribution from a heavy channel
X:iX; is typically suppressed by a factor proportional to e~ (mitm;=2m1)/T with respect
to the contribution from the lightest state y;xi. This (Boltzmann) suppression arises
from the asymptotic expansion of the Bessel function K; in the integrand for large
Vs/T > 2my /T > 1 for temperatures T < m; /20 relevant in the cold dark matter
relic abundance calculation. We determine all neutralino/chargino co-annihilation rates
0:; Urel entering (3.37) in a non-relativistic (partial-wave) expansion, including O(v2,) cor-
rections to the hard annihilation reactions in Chap. 6. The effect of Sommerfeld-enhanced
co-annihilation rates on the calculated x{ relic abundance is the particular phenomeno-
logical focus of this thesis. Consequently Sommerfeld enhancements on the hard rates
of all those x;x; pairs that can be produced on-shell from reactions xi1x1 — xix; of
non-relativistic x1x; states are included in the calculation of (oegv) in our final analyses
in Chap. 9. Before we can enter the detailed study of some popular MSSM benchmark
models we introduce the framework needed for the calculation of Sommerfeld-enhanced
rates 0,0y in the next chapters. We finally come back to the relic abundance calculation
and apply the formulae derived here in Chap. 9.
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Chapter 4

The neutralino and chargino sector
in the MSSM

In this chapter we discuss the neutralino and chargino sector of the MSSM — in particular
the corresponding mass spectrum — in view of its properties relevant to our investigation
of Sommerfeld enhancements and the neutralino relic abundance calculation. However
before focusing on this subject we prepend in Sec. 4.1 a short discussion on problems of
the Standard Model of particle physics, followed by a basic introduction to supersym-
metry that possibly may help to solve or to change for better the aforementioned issues.
Subsequently an overview on the field content and parameters in the general MSSM is
given in Sec. 4.2. With the background of the preceding sections we finally concentrate in
Sec. 4.3 on the neutralino and chargino sector of the MSSM. We conclude in Sec. 4.4 with
some remarks on the generation of MSSM spectra to be analysed in view of Sommerfeld
enhancement effects in neutralino and chargino co-annihilations in Chap. 9, emphasising
the fact that a sound analysis requires the knowledge of the neutralino and chargino
masses and mixing matrices from on-shell renormalisation at one-loop level.

4.1 Motivations for supersymmetry and basic ideas

The Standard Model of particle physics provides the successful theoretical framework
to describe elementary interactions of the microscopic constituents associated with ‘or-
dinary’ matter — the six quark species, six lepton species, eight gluons, the electroweak
gauge bosons W= and Z, the photon and the Standard Model Higgs boson — up to energy
scales currently testable at experiments [1].! The largest such energy scale reached at
present is the scale of maximally 8 TeV centre-of-mass energy in pp-collisions during the
first run of the Large Hadron Collider (LHC) at CERN. In 2012 the collaborations AT-
LAS and CMS running the two multi-purpose detectors at the LHC had announced the
discovery of a spin-0 particle with the properties of the long sought-after Higgs boson,

'We use the term ‘ordinary’ matter to distinguish it from the Universe’s cold dark matter component,
whose elementary constituent (or constituents) — if dark matter has particle nature — is unknown.
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the last of the particle constituents of the Standard Model that had not been observed
experimentally before.? Further, no significant deviation of observed particle production
rates from the SM prediction has so far been found at the colliders running at the high
energy frontier.?

In spite of these successful tests the Standard Model is incomplete as it does not in-
clude gravitational interactions and is therefore considered to be the low energy effective
theory of a more fundamental theory of nature that governs the physics at the Planck
scale, where gravitational effects eventually become relevant. Several other problems re-
lated to both experimental observations and theoretical aspects of the Standard Model
suggest or directly imply that the Standard Model cannot be the fundamental theory
of microscopic interactions. For instance it is observed experimentally that contrary to
the description in the Standard Model the three neutrino species are not massless but
must have masses in the range of some eV. Similarly, the measurement of the anoma-
lous magnetic moment of the muon does not match the Standard Model prediction. In
addition there also are more formal issues that require an appropriate extension of the
theory. The probably most important ones are the so called ‘hierarchy problem’ and
the non-unification of running SM gauge couplings within the theory. Another severe
problem is the lack of a dark matter particle candidate. We briefly sketch the latter
three issues in the following.

The hierarchy problem is associated with the nowadays widely believed ansatz that
the Standard Model is an effective theory, which is valid up to a certain energy scale
where new physics effects will arise. This scale does not have to coincide with the
O(10'%) GeV Planck scale but can lie in the energy range in between the electroweak
scale at O(10%) GeV (typically associated with the Higgs field vacuum expectation value
v &~ 246 GeV) and the Planck scale. The hierarchy problem can be formulated as the
question how to obtain a scale v that is much smaller than the high energy scale denoting
the range of validity of the effective theory. In the perturbative renormalisation of the SM
Higgs mass, quantum corrections arise that are quadratic in the cut-off of the effective
theory. To obtain the experimentally measured value of the Higgs boson mass my =
125.7 £ 0.4 GeV [1] a sufficiently fine-tuned cancellation between the bare Higgs mass
parameter and the quantum corrections has to take place. The hierarchy problem here
manifests itself as a “fine-tuning” or naturalness problem, as the bare mass parameter
of the Higgs field and the quantum corrections have to cancel each other over several
orders of magnitude to give the experimentally measured O(10?) GeV Higgs mass.

Relying on corresponding renormalisation group equations in the Standard Model
it is found that the scale dependent Standard Model gauge couplings almost (but not

2The spin of the discovered particle, its CP properties and the signal strength in experimentally
observed decay channels are so far consistent with an interpretation of the new state in terms of a
Standard Model Higgs boson, see the corresponding section in [1] and references therein.

3Until 2011 the pp-collider Tevatron at Fermilab was running at maximally 1.96 TeV centre-of-mass
energy. The LHC at CERN reached maximally 8 TeV centre-of-mass energy in run I while in run II,
scheduled for 2015, it shall operate at 14 TeV centre-of-mass energy. Data from the second LHC run
will hopefully allow to get a deeper insights into the mechanism of electroweak symmetry breaking and
the role that the discovered Higgs boson plays in this context.
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exactly) meet at some high energy scale between 102 GeV to 10'® GeV. This could
be a hint that the Standard Model gauge group is actually embedded into a larger
gauge group, for instance SU(5), with only one coupling constant [55]. The larger
gauge group is associated with the so called grand unification scale, below which it is
spontaneously broken to the Standard Model gauge group SU(3)c x SU(2), x U(1)y.
Above the grand unification scale the symmetry associated with the larger gauge group is
however restored. The effects of the new physics that become relevant close to the grand
unification scale modify the running of the Standard Model gauge couplings such that
an exact unification of these couplings can take place, thus the notion grand unification
of gauge couplings.

We have noted before that various observations exist which imply the existence of a
cold dark matter component in the Universe. They range from the scale of galaxies to
galaxy clusters, large scale structures and finally the largest observable scales associated
with the cosmic microwave background radiation. While the nature and origin of the
observed dark matter component can be rather naturally explained in terms of a thermal
relic as discussed in Chap. 3, the Standard Model does not provide a suitable particle
candidate. The fact that the calculated thermal relic density of a weakly interacting
massive particle with O(1TeV) mass and weak interaction strength matches the order
of magnitude of the observed cold dark matter abundance seems to indicate that new
physics, which addresses not only the problem of a missing dark matter candidate but
potentially also further problems of the Standard Model, could be related to the TeV
scale.

Several theories have been proposed that solve or amend the problems encountered
in the Standard Model. Probably one of the best motivated and certainly most studied
ideas is the concept of a supersymmetric extension of the Standard Model [1,56-59].
Supersymmetry (SUSY) generalises the concept of symmetries in quantum field theories
by connecting bosonic and fermionic degrees of freedom. Due to formal aspects it is thus
an attractive idea. Supersymmetric transformations are space-time transformations: the
Poincaré algebra is extended to include fermionic generators. When acting on a particle
state, these fermionic generators transform a bosonic state into a fermionic one, and
vice versa, by changing the spin in units of one-half. The full symmetry of a model
is given as direct product of the supersymmetry group and possible inner symmetry
groups. Consequently the states are classified by the irreducible representations of the
supersymmetry algebra, called supermultiplets, and the irreducible representations of
the possible additional inner symmetries. Each supermultiplet must be characterised by
the same number of bosonic and fermionic degrees of freedom. Further, as supersym-
metry transformations commute with the inner symmetries, the bosonic and fermionic
constituents of the supermultiplet have to transform in the same representation with
respect to the inner symmetries. This implies that in a supersymmetric extension of the
Standard Model new particles have to be introduced to form appropriate supermultiplets
together with the Standard Model species. As long as supersymmetry is unbroken the
supersymmetric partners of the Standard Model species would be mass-degenerate with
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the latter.* As these superpartners have not been observed experimentally supersymme-
try must be broken. We comment on possible breaking mechanisms in Sec. 4.2 in context
of the Minimal Supersymmetric Standard Model. Let us note that in minimal supersym-
metric extensions of the Standard Model only one fermionic supersymmetry generator is
considered (N = 1), such that each Standard Model particle gets exactly one supersym-
metric partner. In extended supersymmetric models more than one fermionic generator
appears in the supersymmetry algebra (N > 1).

Supersymmetric theories, in particular the mechanism that breaks the mass degenera-
cies between the Standard Model particles and their supersymmetric partners, introduce
new energy scales that can provide a solution or mitigation to the hierarchy problem. In
particular, a solution of the fine-tuning problem is possible due to the fact that the new
particles give additional contributions to the radiative corrections to the Higgs mass.
Because contributions from a bosonic and a fermionic loop (related to particles within
the same supermultiplet) come with a relative minus sign, the quadratic divergencies
can compensate each other. Such cancellation however works only as long as the super-
partners are not heavier than O(TeV). Otherwise the hierarchy problem is reintroduced.
The presence of the superpartners also changes the renormalisation group running of the
gauge couplings discussed above, such that a unification of the gauge couplings at some
high energy scale becomes possible. Finally — and for our purposes most importantly —
some of the additional particles in supersymmetric theories that enlarge the number of
particle species considered in the Standard Model are viable dark matter candidates.

Let us further point out that a supersymmetric model can eventually be extended
to include gravity by promoting to local supersymmetry transformations, where the
resulting non-renormalisable theory is called supergravity theory [60].

4.2 The MSSM: field content and parameters

The Minimal Supersymmetric Standard Model is a N = 1 supersymmetric theory based
on the Standard Model gauge group Gsy = SU(3)¢ x SU(2), x U(1)y. The field content
of the Standard Model is extended by adding appropriate fermionic and bosonic partner
fields. Several reviews and textbooks on the construction and the properties of the
MSSM exist, see for example [1,56-59] and references therein. In the calculation of
MSSM neutralino and chargino co-annihilation rates in later chapters, we refer to the
notation and conventions established in the two review articles [56] and [61], where the
latter reference focuses on the MSSM Higgs sector. In addition we rely on the set of
MSSM Feynman rules collected in [62]. All the three latter references use the same
conventions. The following brief summary on the MSSM field content is based on [62].

4The operator P2, square of the 4-momentum operator P* that appears as one of the bosonic
generators in the supersymmetry algebra, is a Casimir operator of the algebra. This implies that — as
long as supersymmetry is unbroken — all states in one supermultiplet have equal mass. Note that the
operator W? associated with the spin of particle states is a Casimir operator of the Poincaré but not of
the supersymmetry algebra. Consequently, the supersymmetry multiplets contain states with different
spin.
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The MSSM involves three gauge supermultiplets. Each of these transforms under
Gsm with respect to the adjoint representation in one of the factors SU(3)¢, SU(2), and
U(1)y and with respect to the trivial representation in the other two. The Standard
Model gauge fields in the corresponding multiplets are accompanied by two-component
Weyl spinor fields. For instance, the first gauge multiplet refers to U(1)y and contains
the gauge field B, accompanied by the two component Weyl spinor field Ap, the bino.
Accordingly, the second gauge supermultiplet is related to the weak isospin SU(2),
comprising the three corresponding gauge fields Wfl’Q’?’ together with the three Weyl
spinors )\2;1’2’3 named winos. The third multiplet is associated with the gauge group
SU(3)c and includes the eight QCD gauge fields, the gluons, together with the eight
fermionic partners, the gluinos.

The Standard Model fermions arrange in so called chiral supermultiplets. Their
corresponding superpartners are complex scalar fields, referred to as sfermions. For
instance the left-handed quarks of the first family that come in the SU(2); doublet
UL = (ug,dy) are accompanied by the SU(2);, doublet Q'=! = (i, d;,) containing the
two complex scalar fields @, and d I.

In the Standard Model one SU(2);, Higgs doublet allows to give masses to the Stan-
dard Model fermions. In case of the down-type quarks or the leptons (e, i, 7), the rele-
vant interaction terms that provide the mass terms after electroweak symmetry breaking
are Yukawa interactions involving the Higgs field. The corresponding Yukawa interac-
tions of the up-type quarks contain the complex conjugate Higgs field. In the MSSM
the respective Yukawa interactions follow from the superpotential and cannot involve
the complex conjugate of the Higgs fields, see for instance [62]. Therefore two Higgs
doublets with opposite hypercharges are needed in the MSSM to eventually generate
the Standard Model fermion masses. These two SU(2); Higgs doublets arrange in two
different chiral supermultiplets with corresponding Weyl fermion fields called higgsinos.
After electroweak symmetry breaking the higgsinos mix with the bino and wino states
to form the electrically neutral neutralino and the charged chargino mass eigenstates.
We postpone the discussion of the neutralino/chargino sector of the MSSM to Sec. 4.3.

Certain terms in the MSSM Lagrangian are gauge invariant and allowed by super-
symmetry but imply baryon (B) and lepton (L) number violation which in turn would
lead to proton decay. The presence of such terms can be forbidden by imposing an
additional global symmetry of the model, the so called R-parity [63]

R = (_1)L+3B+23’ (41)

where s denotes the spin of the respective species. With this definition the Standard
Model particles have R-parity 41 while for the superpartners R = —1. For instance, all
states in a chiral supermultiplet involving Standard Model leptons have lepton number
L =1 and baryon number B = 0; as for fermionic states 2s = 1 the lepton states in the
supermultiplet are characterised by R = +1, while for the corresponding bosonic slepton
states 2s = 0 which leads to R = —1. As a simple consequence of this symmetry we
obtain the stability of the lightest supersymmetric particle (LSP). It further implies that
all heavier supersymmetric particles will eventually decay into the LSP. It is worth to

63



note that R-parity realises the type of symmetry that we have imposed in the derivation
of the relic abundance including co-annihilations in Sec. 3.2, implying that only processes
of the type (3.14)(3.16) between SM species X 4 p and superpartners y; ; can take place.
Consequently, if the LSP is electrically neutral and colourless, it constitutes a promising
cold dark matter candidate, possibly explaining the observed abundance in terms of a
thermal relic.

We have noted in Sec. 4.1 that the non-observation of superpartners that are mass-
degenerate to the SM species implies that supersymmetry has to be broken. As su-
persymmetry is a continuous space-time symmetry it can be broken either explicitly or
spontaneously. While the SUSY breaking mechanism is not yet understood on a funda-
mental level, it is known that supersymmetry very likely can only be broken by new fields
and interactions not contained within the MSSM. In a qualitative picture for the breaking
mechanism, new fields are introduced that reside in a “hidden” sector and communicate
the breaking through a weak interaction to the “visible” MSSM sector. Possible op-
tions for such communication of the SUSY breaking discussed in the literature are gauge
mediated supersymmetry breaking (GMSB) [64-67], anomaly mediated supersymmetry
breaking (AMSB) where the gaugino masses are radiatively generated at one-loop [68], or
supergravity models where the breaking is mediated through (gravitational) interactions
associated with the Planck scale. In all these cases the interactions between the “hid-
den” sector and the MSSM effectively generate additional and explicitly SUSY breaking
terms in the MSSM Lagrangian. The ignorance of the SUSY breaking mechanism can
thus be parametrised in the MSSM by introducing such explicitly supersymmetry break-
ing terms. The corresponding supersymmetry breaking (mass) parameters may not be
larger than a few TeV and the additional terms in the Lagrangian have to be “soft” su-
persymmetry breaking [69], in order to prevent that quadratic divergences are introduced
in the theory, which would spoil the solution of the hierarchy problem.

Four different classes of soft breaking terms can be distinguished [69]. At first the
class of mass terms for the scalar fields in the MSSM, comprising the Higgs fields and the
sfermions. Second, gaugino mass terms introducing the bino (M/;), wino (M) and gluino
(M3) mass parameters. Next, terms involving trilinear couplings of the scalar fields in
the MSSM that correspond to the Yukawa terms generated in the superpotential. Finally
there is a further class of terms with trilinear interactions involving the charge conjugated
Higgs fields that are called “non-analytic” terms. In our application to neutralino and
chargino co-annihilation rates in the MSSM, these “non-analytic” terms do not arise and
are thus irrelevant for our purposes. Moreover, they are often not considered as they are
absent in most supersymmetry breaking scenarios.

After elimination of unphysical degrees of freedom, the MSSM Lagrangian including
the most general form of soft breaking terms contains 105 new mass parameters, phases
and mixing angles in addition to the 19 free parameters in the Standard Model [57].
This number of free parameters can be significantly reduced taking experimental con-
straints associated with the non-observation of flavour changing neutral currents and C'P
violation beyond the Standard Model into account; a corresponding discussion can, for
example, be found in [57]. A further reduction can be obtained if relations among the
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parameters are imposed, which are typically related to a certain supersymmetry break-
ing mechanism. For instance in minimal supergravity models (mSUGRA), first proposed
in [70,71], only the five parameters {mq, M 2, Ay, sgn(p), tan 3} have to be fixed,” where
mo denotes the universal mass term for scalars and M/, the universal mass term for
gauginos at some high energy scale Ax. The parameter A is the universal trilinear cou-
pling at Ax and the parameter p is related to the Higgs sector, similar to tan 5 = vy /vy,
the ratio of the vacuum expectation values of the two Higgs doublets. Through renor-
malisation group evolution of the parameters from the scale Ax down to the electroweak
scale the spectrum of supersymmetric states at the latter low scale is then obtained.
It is worth to stress that our results on neutralino and chargino co-annihilation rates
presented in later chapters apply to the general R-parity conserving MSSM and are not
restricted to specific constrained MSSM scenarios.

There are dedicated searches for supersymmetric particles at the LHC. However a
signature pointing to production and subsequent decay of SUSY particles has not (yet)
been found. Rather, the lower bounds for the masses of coloured supersymmetric states
could already be pushed to the TeV scale — although these predictions involve a certain
model dependency and the analyses of the data are often performed within simplified
MSSM scenarios. Lower bounds on masses of colour-neutral SUSY states are somewhat
softer, for instance in the range of some 10 GeV for the lightest neutralino and around
100 GeV for the lightest chargino, where these bounds manly derive from data of the
experiments at the eTe -collider LEP that do not suffer from the enormous QCD back-
ground as corresponding LHC data. For a review and discussion on the status of the
searches as well as corresponding tables see for example [1].

4.3 The neutralino and chargino sector

After electroweak symmetry breaking SU(2), X U(1)y — U(1)en the gauge eigenstates
bino (Ap), the three winos (Al "**) and the four higgsinos® W, Wy, W and U3, mix
to form four neutralino (xj_; _,) and two chargino (X}t:m) mass eigenstates. The mixing
arises through the gaugino-higgsino Higgs coupling implying that off-diagonal terms in
the neutralino and chargino mass matrices are proportional to the vacuum expectation
values v; and vy of the Higgs fields. The neutralino mass term meo written in the basis of

the neutral two-component Weyl spinor fields with ¢° = (—i\p, —i\},, Uk ¥% ) reads

X

1 -~ -
Lo, = —§¢°TMXO " + he., (4.2)

In addition to these five parameters the gravitino mass parameter msg 2 has to be given. It can
be treated as additional independent parameter in which case the supergravity model is referred to as
constrained minimal supersymmetric extension of the Standard Model (CMSSM). Although the notion
mSUGRA and CMSSM are often used interchangeably, theories denoted as mSUGRA models originally
involved the additional constraint mg,, = mg. See [1] for more details and references.

The higgsinos arrange in the two SU(2)., gauge doublets Uy, _, , = (\I]}_Iizl,27 \I/%,i:m). Regarding
the position of the sub- and superscript indices specifying the doublets and their respective components,
our notation here differs from the one in [62].
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where the neutralino mass matrix M,o at tree-level is given by

M, 0 —Mzcosf3sinfy  Mgsin 3 sin Oy,
Moo — 0 ' Mo Mz cos 3 cosby  —Myzsin 3 cos Oy (4_3)
X —Mycos 3 sinfy My cos B cos by 0 —
Myzsin 3 sinflyy  —Mzsin 3 cos Oy — i 0

Here we have used tree-level relations among the Z-boson mass M, and the Higgs field
vacuum expectations values v o to express the v;-proportional off-diagonals of M,o in
terms of My, the electroweak mixing angle fy and the ratio tan 5 = wvy/v;. Let us
recall from Sec. 4.2 that the terms involving the gaugino mass parameters M; and M,
are part of the soft supersymmetry breaking terms in the MSSM Lagrangian. The
higgsino mass term proportional to the parameter p arises from the superpotential and
is thus associated with the supersymmetry conserving part of the MSSM. We adopt the
conventions in [62] and diagonalise the neutralino mass matrix by means of the neutralino
mixing matrix Zy defined by

ZE My Zy = g . . (4.4)
X3
9

The two-component Weyl spinors ! in the mass eigenstate basis &% = (k}, k3, k3, KJ),

with &0 = Z]TV@O, are arranged into four four-component Majorana spinors x? = (x?, %?).
Let us note that Zy shall be defined such that [m,o| < |m,, o\ for i < j. After diagonali-
sation of M,o one or several neutralino mass elgenvalues mo can be negative. Positive
neutralino mass parameters can be easily obtained through an appropriate redefinition
of the corresponding fields and mass parameters. We comment on this case in context
of the calculation of hard neutralino and chargino co-annihilation rates in Sec. 6.1.4. It
is worth to stress already here that our effective field theory setup developed in later
chapters relies on the positiveness of all neutralino and chargino mass parameters that
are part of the effective theory.

In case of the chargino sector the four two-component spinors Ay, Ay, U3, and U},
have to combine to form the two four-component Dirac fermion fields X;L. With the

definition Ajj, = 1/v/2 (\y, FiA%,) the chargino mass term Ly, takes the form

Ly, = =0 "Myt + he, (4.5)
where 1t = (—i\f,, Ul ) and ¢~ = (—i\;, U,) as well as
M2 \/QMW sinﬁ
M+ = . 4.
o = (vavems 4

According to [62] we define the chargino mixing matrices Z1 by
ZT My 7, = (mxf ) , (4.7)
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where Z, can be determined such that the chargino mass eigenvalues are positive and

Myt < My The four two-component Weyl spinors /{le o in the mass eigenstate bases

= = (ki, k) are related to the gauge eigenstates )= by #* = Z=1)=. Eventually, the

two four-component Dirac fermion fields ;" associated with the physical chargino states
Xi are built from the Weyl spinor fields xi° via x; = (k;, %, ).

Typically, the neutralino and chargino mass matrices are diagonalised numerically.
However exact analytic solutions exist in the literature [72,73]. In addition some insight
can be gained from an analytic perturbative diagonalisation of the mass matrices in the
case My z < |M|,|Ms|,|u|. To this end we assume the gaugino parameters M; and
M, to be real positive, while ;1 can be either real positive or negative. Concerning the
chargino sector it is most convenient to consider the product M; M,+ (M,+ M;Jr) from

2

which the squared mass eigenvalues m and the mixing matrix Z, (Z_) can be obtained.

From a straightforward calculation under the additional assumption My, , < | M7, & pi?|
the following expressions for the physical (positive) neutralino masses are obtained at
second order in the perturbative diagonalisation procedure:

sin 02, M2 (M, + psin 26)

mx(l):M1+ M2 ,u ce
. L +00592 M2 (M2+usm25)
xg — M2

M2 e

M2 (1 — sin23) (cos 02, (M; + ) + sin 6%, (M + 1))
2(My + ) (My + 1) o

MZ(1 + sin23) (cos 03, (1t — My) + sin 0, (1 — Mo))
2(p = My)(p = Ms)

Similarly, the chargino masses including second order terms in the perturbative diago-
nalisation read

myg = |p| + sgn(p)

myo = || + sgn(p) +.... (4.8)

M, (My + psin23) L
Y c
iv (1t + Mysin 23)
_ M22
The masses in (4.8) and (4.9) are not necessarily given in increasing mass order; de-

pending on the actual values or the specific hierarchy that is attributed to the gaugino
masses and the p parameter, the subscript labels ¢ and j on the above m,o0 and m K may

my+ = M +

mys = |p| + sgn(p) (4.9)

need to be rearranged. We further note that after diagonalisation elther the thlrd or
forth neutralino mass eigenstate comes with a negative sign whereas we give the physical
positive masses m,o and m,o above. A similar reasoning applies to the mass m,+ of the
second chargino state. Egs. (4.8) and (4.9) agree with the results first derived in [74]. For
corresponding expressions for the mixing matrices we refer the reader to this reference.”

"The correspondence between the unitary mixing matrices Zy, Z* and the corresponding expressions
N and V, U used in [74] reads N = Z,, V = ZtT and U = Z~1
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Let us however note here that under the aforementioned assumptions the neutralino and
chargino states are expectedly rather pure gaugino or higgsino states. From the above
expressions the masses of the wino-like neutralino x3 and its chargino partner x7, both
associated with the wino mass parameter M, are found to be identical at second order
in the expansion. A O(m%/M,u?) splitting between these two masses is found by sys-
tematically extending the expansion to forth order. Therefore we can generically expect
that the splitting between the masses of wino-like states determined from tree-level mass
matrices will be particularly small for My, < Msysy. The situation is different in case
of higgsino-like states. Let us assume the hierarchy My, ; < || < My, Ms. In this case
the following mass splittings between the states in the sector of higgsino-like particles
are derived from (4.8, 4.9)%

M2 20 M2 : 26’
Mg — g = sgn(p) (%ﬂu—mzm | %ﬁ(mmzﬁ)) ,
M2 cos? Oy ) M2 sin? Oy )
— ~ —= (1 2 —= (1 — 2 4.10
g =g = senl) (ML (14 sin2) + MEREI (0 —sng)) L (wo)

which are of order O(M2 /M 5) but can be small if the gaugino masses are heavy com-
pared to the electroweak scale. We infer from (4.10) that in case of positive (negative)
w the x§ (x9) is the lightest of the higgsino-like neutralino and chargino states. Further,
the chargino state x5 in any case constitutes the next-to-lightest of the three states
X3, x4 and x5 .

There are cases where the precise knowledge of the mass splittings between the neu-
tralino and chargino states is essential. This in particular applies to the processes
considered in this thesis: as exemplified in the two yx-state toy-model in Sec. 2.4,
Sommerfeld enhancements sensitively depend on the mass splittings between the non-
relativistic two-particle states that undergo (off-) diagonal long-range interactions prior
to the actual short-distance annihilation reaction. Furthermore, mass splittings between
(nearly mass-degenerate) co-annihilating species have a significant impact on the relic
abundance calculation discussed in Chap. 3, as they give rise to Boltzmann suppres-
sion factors multiplying the individual co-annihilation rates that enter the thermally
averaged effective annihilation rate (o.gv), see the discussion in connection with (3.37).
Accordingly, a precise knowledge of the x°/x* mass splittings is required in both the
accurate determination of Sommerfeld-enhanced neutralino and chargino co-annihilation
rates and the subsequent X! relic abundance calculation. It turns out that the particu-
larly small tree-level mass splitting between the wino-like neutralino and chargino states
noted above is actually dominated by one-loop corrections. Under the assumption of
My z < My < My, |u| these radiative corrections can be almost entirely attributed to
gauge boson loops and the one-loop dominated mass splitting becomes rather model in-
dependent in this case; numerically it is found to be approximately 160 MeV [75]. While

8 Although the imposed hierarchy with |u| < M 2 would imply a relabelling of the masses to arrange
them in increasing mass order, we avoid such relabelling with respect to (4.8, 4.9) here for the sake of
clarity.
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the mass splitting between higgsino-like states is tree-level dominated, one-loop correc-
tions are found to give sizable — either positive or negative — corrections to the splitting
in addition [76-78]. Moreover we aim at investigating scenarios where the neutralino
and chargino mass eigenstates are given by strongly mixed gaugino and higgsino gauge
eigenstates, such that more than just two or three nearly mass degenerate x°/x* states
occur in the spectrum. A sound investigation of Sommerfeld enhancements in neutralino
and chargino annihilation reactions therefore typically requires the knowledge of the
x°/x* spectrum at one-loop level beyond the strict wino- and higgsino limits. Analytic
formulae for and an investigation on the impact of the one-loop (on-shell) corrections to
the neutralino/chargino masses can be found for instance in [75-80]. Recently the issue
of a suitable choice of renormalisation conditions in the on-shell renormalisation scheme
applicable to cases with strong mixing between the gauge eigenstates has been addressed
in [81]. In addition, the analysis has been extended to the complex MSSM, see [82-85].

4.4 MSSM spectrum generation

The formalism that we present in this thesis allows to describe Sommerfeld-enhanced
neutralino and chargino pair-annihilation rates within generic R-parity conserving MSSM
scenarios, including the most general form of flavor mixing in the squark and slepton
sector. As an input we require a MSSM spectrum that can be obtained with publicly
available MSSM spectrum generators, for example [86-88], where the parameters M;, M,
and g among other required SUSY parameter inputs have to be specified. In constrained
MSSM scenarios, as for instance models with grand unification of gauge couplings, certain
relations among the input SUSY parameters are assumed. We would like to stress that
our setup is not restricted to such cases, but allows to analyse Sommerfeld enhancements
in X, x* co-annihilations in the most general MSSM models.

Generically we require for our calculations a (slha formatted) MSSM spectrum in-
cluding mass parameters, mixing matrices and angles, typically provided as output of a
MSSM spectrum calculator. At the end of the previous section we have noted the impor-
tance of a precise knowledge of neutralino and chargino masses beyond tree-level. How-
ever the publicly available spectrum calculators do currently not provide corresponding
one-loop spectra. Moreover, parameters are usually provided in the DR-scheme, whereas
a rigorous analysis of Sommerfeld-enhanced x° and y* co-annihilation processes in a
given model should refer to the on-shell mass spectrum of the neutralino and chargino
states. Results on the one-loop on-shell renormalized x°/x* sector of the MSSM are
available [82-85], but have not yet been implemented in public spectrum generators. For
our analysis of benchmark models discussed in Chap. 9, we have therefore been provided
by MSSM spectra with one-loop on-shell renormalised neutralino and chargino masses
and mixing matrices by a member of the collaboration [83, 84].
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Chapter 5

Effective theory description of
neutralino pair annihilations

The effective theory framework that we introduce in this chapter allows to systematically
address radiative corrections to pair-annihilation reactions of non-relativistic particle
pairs built from neutralino and chargino states. In particular it provides the basis for
a rigorous study of Sommerfeld-enhanced co-annihilation rates in the general MSSM,
where the latter are obtained from forward scattering matrix elements of x°/x* two-
particle states that can be calculated within the effective theory. Notably, no advanced
guess, as in Chap. 2, concerning the relation among perturbative cross sections and
corresponding enhancement factors will be necessary: in the effective theory the relation
arises naturally from matrix elements. We start with the introduction of the effective
theory Lagrangian in Sec. 5.1. Subsequently we give in Sec. 5.2 a detailed discussion
on how x"/x* pair-annihilation reactions are described within the effective theory. The
essential ingredients in this context are four-fermion operators in 0L,,,, a part of the
Lagrangian of the effective theory. In the subsections Sec. 5.2.1 and Sec. 5.2.2 we provide
explicit expressions for the dimension-6 and dimension-8 four-fermion operators in L.y,
which allow to determine the hard pair-annihilation rates of non-relativistic neutralinos
and charginos including O(v2)) corrections in an expansion in the relative velocity.

5.1 The Lagrangian in the effective theory

In order to describe the kinematics and interactions of neutralinos and charginos moving
at small velocities, we set up a non-relativistic effective theory (EFT), the non-relativistic
MSSM (NRMSSM), that contains only nearly on-shell non-relativistic neutralino and
chargino modes. Since eventually we are interested in the calculation of the y{ relic
abundance including x°/x* co-annihilations, the neutralinos and charginos described in
the EFT approach are those whose masses are nearly degenerate with the mass mpgsp
of the lightest neutralino. Effects from virtual modes, which are off-shell by an amount
larger than (mpgspv)?, as well as effects from higher mass MSSM modes are encoded in
the Wilson coefficients of (higher-dimensional) EFT operators. As we will see below, the
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NRMSSM set-up allows to calculate inclusive pair-annihilation rates of non-relativistic
x°/xF states, including their mutual interaction through gauge and light Higgs boson
exchange, in a systematic expansion in coupling constants and velocity.

Our EFT ansatz is inspired by the NRQCD approach to describe inclusive annihi-
lation reactions of heavy quarkonia from [30], extending the framework in basically two
aspects. First, we account for several nearly mass-degenerate non-relativistic species
in the NRMSSM instead for only one heavy non-relativistic quark ) together with its
anti-particle @, as in [30]. Second, in addition to Coulomb-type potential interactions
related to massless gauge boson exchange between the non-relativistic neutralino and
chargino states, we consider the case of Yukawa-like potentials, which originate from the
exchange of massive gauge bosons or light MSSM Higgses.

The effective Lagrangian of the NRMSSM reads

LNRMSSM _ p oy Lot + 0Lany + higher order terms | (5.1)

where the parts denoted with "higher order terms’ are not relevant to us in the calculation
of x°/x* co-annihilation rates including Sommerfeld enhancements. In the following we
discuss the components Ly, and Lo in turn. The third important part in the NRMSSM
Lagrangian, 0L, is discussed in detail in Sec. 5.2.

The kinetic part of the Lagrangian, L;,, collects the terms bilinear in the two-
component spinor fields &; and v¥; = n;, (;, that represent the non-relativistic neutralinos
(x¥) and charginos (X5 Xj), respectively. For ng < 4 non-relativistic neutralino species
and n, < 2 non-relativistic chargino species the kinetic part of the NRMSSM Lagrangian
is given by

no . 52
Lyin = Z 5} (Zat — (m; —mygp) + ) &
i=1

2mysp
N4 T 52
+ 30, — (m; —m + - 5.2
wzzmcj;w] t ( J LSP) QmLSP % ( )

It is important to note that the mass parameters (m;, m;) of all non-relativistic neutralino
and chargino fields in LNRMSSM have to be positive. This requirement derives from the
fact that the effective Lagrangian is obtained by extracting the high-energy fluctuations,
of the order of the mass scale mysp and larger, from the corresponding relativistic fields.
From this procedure we obtain for instance the mass difference terms m; — mysp and
m;—mysp for all species other than the x? (in which case the difference trivially vanishes)
in (5.2). If the mass parameter for a non-relativistic species in LNEMSSM wag negative,
the mass difference m; — mpsp would give a O(mpgsp) term in Ly,, opposed to the
canonical O(mygpv?) scaling of the remaining terms in the kinetic part of the NRMSSM
Lagrangian. This then indicates that the parametrisation used to relate the relativistic
and non-relativistic fields for the species with negative mass parameter is not appropriate.
In case that for a given MSSM spectrum one or several neutralino or chargino mass
parameters are negative, suitable redefinitions of the fields and mass parameters have to
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be performed to arrive at a spectrum with positive masses in the x°/x* sector. We come
back to this point in connection with explicit expressions — in terms of MSSM parameters
— for the Wilson coefficients encoding the hard annihilation reactions in the effective
theory in Sec. 6.1.4. At this point we also present appropriate field rotations which
transform to a spectrum with positive neutralino and chargino mass parameters. Finally
note that the mass differences between the x9/ X;—L species that are part of the NRMSSM
have to be much smaller than the scale mygp to ensure the convergence of the effective
theory. In particular, the effective theory relies on a systematic expansion not only in the
non-relativistic velocity of the xV/ X;t states but also in the mass differences between the
two-particle states involved in x;X; — XiXx scattering reactions. This manifests itself in
the basis of dimension-8 operators in Sec. 5.2.2 and is discussed extensively in context
of the MSSM matching calculation in Sec. 6.1.2.

Our EFT setup with one reference mass scale, mygp, is suited for the description
of (neutralino) dark matter annihilation processes in the present Universe as well as
for the computation of dark matter co-annihilation reactions with further nearly mass-
degenerate neutralinos and charginos in the context of the relic abundance calcula-
tion. However, the EFT framework can easily be extended to the case where the

non-relativistic particle species are (nearly) mass-degenerate with respect to two dis-
(1,2) 1) (2)

tinct scales m_;”, with m ; < m ;. In that case the mass differences (my — mysp)
in (5.2) have to be replaced by my — Mmyer k, Where each my.  is given by one of the
scales mfif) In this way an entirety of hydrogen-like two-particle states can be de-

scribed, which are built from a set of light, nearly mass-degenerate and another set of
heavy, nearly mass-degenerate particles. Our results for the hard tree-level annihilation
rates in the effective theory that we discuss in detail in Chap. 6, cover both the cases
of a set of particles nearly mass-degenerate with the neutralino LSP and a set of non-
relativistic hydrogen-like neutralino and chargino systems. In particular we exemplify
later in Sec. 6.2.5 the application of our results to tree-level annihilation reactions of two
hydrogen-like x°/x* two-particle systems.

The term L, in (5.2) summarises instantaneous but spatially non-local interactions
between the non-relativistic two-particle states X, Xe, and xe,Xe, that arise through
exchange of Standard Model gauge bosons and Higgs particles. The two-particle states
Xei Xes aNd Xe, Xe; are built from all possible non-relativistic neutralino and chargino
species Xe, = Xgi, Xi:i contained in the effective theory. Generically, the individual
contributions to L, are given by four-fermion operators whose matching coefficients
are Yukawa- and Coulomb potentials that depend on the relative distance 7= 7'} — @5
(r = |7|) in the respective two-body systems:

'Cpot -

- > / & VX g (0) XL TN T+ T) X, (8 F)Xe, (6T +7) - (5.3)

XX—XX

The sum ranges over all neutral, single-charged and double-charged X, Xe, — XesXes
reactions, which are collected in Tab. 5.1. To obtain the explicit form of all possible

73



neutral reactions | single-charged reactions | double-charged reactions
XOx” = x°x° Xt = " XXt = x Xt
X" = xx* X X" = x XX = XX
XX = O
XX =Xt

Table 5.1: Collection of all Xe, Xe, — XesXes Scattering reactions that we account for in
the terms L, and 0L,,, of the NRMSSM Lagrangian. The labels e; on the fields xe,
are suppressed in the above table. If x., represents a field Xgi, the label e; can range
over e; = 1,...,n9, whereas e; = 1,... n, for the case of a Xi:i field.

four-fermion operators in (5.3), one has to replace — in all possible ways compatible
with charge conservation — the generic field symbols x., by the (two-component spinor)
fields &, me, and (., related to the NRMSSM Xgi, X., and x/ species. In this way
all possible Ye, Xe, — Xes Xes SCattering reactions between x°/x* two-particle pairs, built
from the NRMSSM x?, X;t states, are obtained and accounted for in (5.3). The super- and

subscript labels on the potentials Véi‘;’f‘{geg}(r) then specify the neutralino or chargino

species (Xgi, Xi) in the individual scattering reaction described by the corresponding
four-fermion operator.

In this thesis we restrict to leading-order potential interactions, in which case the
potentials depend only on the spin of the two-particle states, that is thus conserved.
The generic form of the leading-order potentials therefore reads

67m¢7'

a2
‘/{ii(;})({)éwg,}(T) = <A61626463 5a4a1 50{30{2 + 361626463 (S )a4a1,a3a2> r ) (54)

where my4 denotes the mediator mass, 7.e. in our application the mass of the exchanged
SM gauge boson or MSSM Higgs particle. While we have suppressed the spin indices
a; that are contracted with the corresponding spin indices of the field operators .,
in (5.3), we write them explicitly in (5.4). The total spin operator S is constructed
from the individual spin-operators related to the particles interacting at space-points
and T, respectively: §a4a17a3a2 = Oasor/2 Oasan T OasarFazas /2 = 1/2(0®1+1® 7).
The four-fermion operators contained in 0L,,, that we consider in Sec. 5.2 and that
describe the hard pair-annihilation reactions in the NRMSSM, by construction provide
a decomposition of the annihilating yy-states according to their 2°*'L; partial-wave
configuration with defined total spin s = 0, 1. It is therefore convenient to drop the spin
indices in the potentials and to replace the spin-operator S? that acts on the operators
corresponding to the states e, Xe, and Xe, Xes, DY its eigenvalue s(s+1) = 2s for s = 0, 1.

Details on the calculation of the Coulomb- and Yukawa-type potentials in £, from
the underlying MSSM interactions at leading order in the non-relativistic relative ve-
locity vye in the xx systems and at lowest non-vanishing order, O(g?), in the coupling
expansion, where g; are the generic SU(2);, x U(1)y gauge couplings, are given in Sec. 7.
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Regarding the short-distance annihilation reactions in the effective theory, to be discussed
in the next section and in Chap. 6, we take up to O(v2)) corrections in the velocity ex-
pansion in the effective theory into account, while we work at lowest non-vanishing order,

O(g}), in the expansion in the couplings.

5.2 x"/x* pair-annihilations in the NRMSSM

Within the NRMSSM, we aim to describe neutralino and chargino pair-annihilation
processes into two-particle final states of Standard Model and (light) Higgs particles,
which are not non-relativistic. The theory will contain effects from virtual and higher-
mass Higgs and SUSY particle modes as well, encoded in the EFT operator coefficients
and parameters. Let us note that the framework presented here is not suited to study
s-channel resonance-enhanced rates when accounting at the same time for Sommerfeld
enhancements.! For this reason we have to choose models without s-channel resonant
enhancement for our analysis of Sommerfeld enhancements in neutralino and chargino co-
annihilation rates in Chap. 9. Finally, we exclude the case of accidental mass degeneracies
of further SUSY particles with the set of non-relativistic neutralinos and charginos. An
extension of the effective theory framework to include sfermion or Higgs states that are
nearly mass-degenerate with the x°/x* species in the NRMSSM and can therefore have
an impact on the x{ relic density through co-annihilation effects is straightforward but
beyond the scope of this thesis.

The hard pair-annihilation reactions of heavy non-relativistic neutralinos and charg-
inos produce SM and light Higgs particle final states that are not described within
the non-relativistic effective theory, as these final states are characterised by velocities
outside the non-relativistic regime. However, since the hard inclusive pair-annihilation
processes take place within distances of order 1/mpsp, we can incorporate the short-
distance annihilation rates of non-relativistic neutralinos and charginos in the effective
theory through the absorptive part of Wilson coefficients of local four-fermion operators
in L, following the approach of [30]. The full annihilation rates in the non-relativistic
effective theory are then given by the absorptive part of the matrix elements of these
four-fermion operators. While the matrix elements of the operators themselves may
encode long-distance effects, giving rise to Sommerfeld enhancements, the contribution
to the hard annihilation reaction factors out in the form of the Wilson coefficient.

Let us see in more detail how this formalism is applied to our case: In contrast

! As regards the short-distance (tree-level) annihilation rates, results for the specific case of resonant s-
channel annihilation reactions can be obtained from our analytic expressions for the Wilson coefficients in
dLann (collected in Appendix A) by adding a resonance width to the corresponding s-channel propagator.
This is because the hard rates result from an on-shell matching involving an expansion around the mass
scale set by the annihilating particle states (see Sec. 6.1). However, the treatment of both Sommerfeld
enhancements and resonant s-channel annihilation requires that the corresponding s-channel propagator
is expanded around the mass scale set by the initially incoming two-particle state instead of the actually
annihilating states. A proper treatment of s-channel resonances in Sommerfeld-enhanced annihilation
rates is therefore more involved and requires modifications of our set-up.
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Figure 5.1: Diagrammatic picture for the relation among the annihilation amplitude
and the absorptive part of the corresponding forward scattering amplitude in presence
of long-range potential interactions. The latter interactions are indicated by the grey-
coloured oval.

to the application to quarkonium annihilation in QCD [30], we are going to describe
annihilations of scattering states instead of bound states and allow for more than one
non-relativistic particle species. The latter allows for the possibility that (long-range)
potential interactions lead to transitions from the initially incoming two-particle state
XiX; to another nearly on-shell non-relativistic two-particle state ., x., prior to the hard
annihilation reaction.? A diagrammatic picture for a x;x; pair-annihilation reaction of
non-relativistic x°/x* states is given in Fig. 5.1, where the presence of (off-) diagonal
potential scattering reactions is indicated with the grey-coloured oval.® As we have
already noted in Sec. 2, unitarity allows to relate the phase space integrated product of
annihilation amplitudes x;x; — X4Xp in the first line of Fig. 5.1 to the absorptive part
of the forward scattering amplitude x;x; — x:X; depicted in the second line, where in
our application X4 Xp generically denotes a pair of SM and light Higgs particles. While
the annihilation amplitudes in the first line of Fig. 5.1 involve the not non-relativistic
final state particle pairs X Xp that cannot be described in the effective theory, the
XiX; — XiX; forward scattering amplitude in the second line can be expressed in the
NRMSSM in terms of matrix elements of the four-fermion operators in 6L.,,. The
inclusive spin-averaged annihilation cross section is then obtained in the effective theory
as

. . 1
O-XZXJ%ZXAXB Upe] = Z Z 2 ¢ <X2X]| 5£ann| XZXJ> ) <55)

8,85

2In the following we use the term ‘off-diagonal’ to denote Xe,Xe, — XesXes Scattering reactions,
where the incoming (e, Xe,) and outgoing (Xe,Xe;) Particle pairs are not the same, while reactions
Xei Xeas = Xei Xeo are termed ‘diagonal’.

3Fig. 5.1 basically agrees with Fig. 2.2 discussed in Chap. 2. While in the latter chapter we intro-
duced to the Sommerfeld effect by using heuristic arguments, the effective field theory framework that
we establish here provides the basis for a rigorous derivation and subsequent analysis of Sommerfeld
enhancements in x°/ x* pair-annihilation reactions.
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with v, = |U; — ¥;| the relative velocity of the annihilating particles in the centre-of-
mass frame. The matrix elements* of the four-fermion operators in §Lan, account for
the (off-) diagonal long-range potential interactions between the non-relativistic yx pairs
prior to annihilation, which causes the Sommerfeld effect. The information on the hard
annihilation reactions into all accessible X 4 Xp final states is contained in the Wilson
coefficients of the operators, implying that the factorisation of long-range and short-
distance effects becomes manifest in the effective theory. Due to the presence of the
off-diagonal long-range potential interactions, the hard annihilation reactions, encoded
in the Wilson coefficients, are determined by the absorptive part of xe,Xe, — XesXes
amplitudes, as can be seen in the second line of Fig. 5.1. It is worth to stress that
the xe, Xe, particle pair is not necessarily equal to the x.,x., pair, such that apart
from true forward scattering reactions X, Xe, — Xe; Xes, We encounter off-diagonal hard
Xei Xea — XeaXes Teactions as well.

In the following subsections we discuss the terms in 0L,,, that describe the absorp-
tive part of hard X, Xe, = XesXes Scattering reactions in the effective theory including
O(v2)) corrections. The dimension-6 four-fermion operators given in Sec. 5.2.1 pro-
vide the leading, O(vY,), terms in the non-relativistic expansion of hard (off-) diagonal
x°/x* pair-annihilations rates. Dimension-8 four fermion operators in Sec. 5.2.2, related
to P- and next-to-next-to-leading order S-wave reactions, then allow to give the corre-
sponding O(v2,) corrections in the velocity expansion. We give the explicit expressions
of four-fermion operators in 0L,,, and discuss generic properties of the corresponding
Wilson coefficients. The actual determination of these Wilson coefficients, at lowest
non-vanishing order in the expansion in coupling factors, from a MSSM matching calcu-
lation is postponed to Sec. 6.1. Note that the lowest non-vanishing order in the coupling
expansion, O(a?), where a; = g2/4m, corresponds to tree-level annihilation processes.
In this case the annihilation rates can be given separately for every exclusive SM or
Higgs two-particle final state X 4 Xp, since the tree-level processes are free from infrared
divergencies. In higher orders in the couplings the formalism applies to the inclusive
annihilation cross section [30] or to suitably defined infrared-safe final states.

5.2.1 Basis of dimension-6 operators in 6L,

The leading-order contributions in 0L,,, are given by dimension-6 four-fermion opera-
tors. For instance, the specific dimension-6 four-fermion operator that encodes scattering
of a non-relativistic incoming neutralino pair x?x? in an 1S, partial-wave state into an
outgoing x{x! state in the same 'Sy partial-wave configuration is given by

. 1 0,0 0,0 c ¢
0L D 7 [y (S €& &7, (5.6)

4In order to make contact with the commonly used notation in quarkonium annihilation, we abuse
notation when writing in (5.5) the matrix element of §L,,, instead of the corresponding forward scat-
tering amplitude. Written properly, the matrix element on the right-hand side in (5.5) should involve
the position-space integration over the interaction Lagrangian, f d*x 0L ann(x), which implies that an
additional factor (27r)45(4) (Pfinal — Pinitial) arises when evaluating the matrix element. This factors should
however not be included in the relation (5.5).
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where the spinor £¢ is the charge conjugate of &, £¢ = —io? £*, and o2 specifies the second
Pauli matrix. Note that §fT &, represents the Lorentz invariant bilinear built from the
non-relativistic particle field £, which destroys the incoming state of two identical x? par-
ticles. The factor 1/4 is a normalisation factor which compensates the symmetry factors
arising from the number of 1dentlcal contractions in the tree-level x{x9 — x9x? matrix
element. The symbol ff‘lﬁ {ﬁ}f X (1Sp) denotes the Wilson coefficient corresponding to
the dimension-6 operator. We can generalise the above expression to include all possible
spin-0 and spin-1 S-wave four-fermion operators at leading order in the non-relativistic

expansion. Written in a compact form, the contribution of dimension-6 operators in

0L nn Teads

Lo = D Z 1 faettenes (7791) OfcNiaey 780) . (57)

xX—xx $s=0,1

where J = s for the case of S-wave operators considered here. The first sum, taken over
all non-relativistic 2 — 2 neutralino and chargino scattering processes xx — xx, implies
the consideration of neutral scattering reactions as well as single-charged and double-
charged processes. The xx — xx reactions that we take into account involve the same yy
states as in the potential scattering transitions discussed in Sec. 5.1 and therefore are as
well summarised in Tab. 5.1. The spin of the incoming and outgoing two-particle states
can be either s = 0 or s = 1, such that the terms in the above Lagrangian 6£%-% describe

ann

!Sp and ?S; partial-wave scattering reactions. The fiX "x% . (***15;) denote the Wilson
coefficients that correspond to the four-fermion operators (9?;;;)}‘?6261} (3+1S;). The

indices e; and ey (eg and e4) refer to the neutralino or chargino species of the incoming
(outgoing) particles, and take the values 1 to ng for neutralino species and 1 to n.
for chargino species. Note that the order of the labels e; on the Wilson coefficients
and the operators is not accidental in (5.7). The labels on the operators are given in
the order, in which the field operators with label e; occur in the operator. In case of
the corresponding Wilson coefficients, the indices refer to the actual scattering reaction
Xei Xeas — XeaXes that is described by the operators. The basis of dimension-6 operators is
given in Tab. 5.2. Each y in the labels yx — xx of the operators and Wilson coefficients
in (5.7) should indicate the particular particle species x° and x*, whose Xe, Xe, — Xea Xes
scattering reaction is described, see Tab. 5.1. Further note, that a summation over the
indices e; is implicit in (5.7). The normalisation factor 1/4 in (5.7) ensures that the
tree-level transition matrix element for 'Sy-wave scattering is given by

1
<Xle‘/d4x Z 1 «fg?gﬁ(meg}(lso) Oﬁi?ﬁegel}( 0)(Z) [XiX;j) loree

XX XX

= (27T)45(4) (pin pout) 2 fg?ﬁi;?;( SO) (58)

for all x;x; — XxiXx& reactions at leading order in the non-relativistic effective theory. In
(5.8) we have assumed that the incoming and outgoing two-particle states x;x; and x;xx
both reside in an 'Sy-wave configuration with normalised spin state % (|14 = 141).
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Xel X62 — X€4X63 O?e)i;;)]f?egel} <1S0) O?G)SIZ%??@QQ} <351)
AP0 x| g e, e, | e ¢lae,
X0 = x|l ¢ e, | ol ace, gdae,,
Xt = X0 G, | gaee, Clan,
XXt = xoxt |l ¢ e, | onlace, o,
Ot = Ot | gL el | g ¢lae,,
XX = x| ol & i, | onloge, an,,
XXt | e e, | e Cad,
X X" = XX | onhng ndin., | nlomg, ndan,,

Table 5.2: Four-fermion operators for leading-order S-wave Xe, Xe, — Xe, Xes transitions.
The indices e;,7 = 1,...,4 on the x-fields are suppressed in the first column. In addition
to the specified operators there are redundant ones, which are obtained by interchanging
the field-operator symbols &, or ¢ (but not the labels) at the first and second and/or the
third and fourth position in the operator OXX=XX_ For example, for 1Sy y'x™ — x’x*
operators one of the three classes of field-interchanged operators is given by the 1S

xTx" — x"x" operators ¢/, < ¢,

A similar relation for the tree-level transition matrix element of 3S;-wave scattering in
the effective theory holds for all x;x; — xixx reactions. Note that in order to derive (5.8)
one has to take into account relations among Wilson coefficients of different operators,
which will be deduced in the next paragraph.

There are redundancies in 6£955, (5.7), as several operators can describe one specific
scattering reaction with a y., and a xe, (Xe, and xe,) particle in the initial (final) state.
This redundancy is associated with operators that arise from interchanging the single-
particle field operators at the first and second and/or third and fourth position in a
given OXX7XX_ The corresponding Wilson coefficients are related to each other, as they
encode the same information on a given specific scattering reaction. Consequently, the
redundancy manifests itself in symmetry relations among the Wilson coefficients under

exchange of the labels e; <> e3 and/or e4 <> e3. These relations read

XegXeqp —7XeygXeg (2s+1 _ Xeq Xeg—7Xey Xe 2s+1
f{62261}1{6463? : ( SJ) =1 f{61162}2{6463§ ’ ( SJ) )

Xej Xeg —7XegzXey (2541 o Xej Xeg 7 XeqXeg (2s+1

f{elleg}Q{egezj ! ( SJ) =Ts f{e1162}2{e4e34}1 ’ ( SJ) ) (59)
with
1 fors=0

- 5.10
g {—1 fors=1 ( )
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5.2.2 Basis of dimension-8 operators in 0L,

At next-to-next-to-leading order in the non-relativistic expansion in momenta and mass
differences,” dimension-8 four-fermion operators contribute to dL,n,.¢ Similar to the
compact notation used for the dimension-6 four-fermion operators in (5.7), the contri-
butions from dimension-8 operators can be written as

5'625“1? - Z 4M2 f?efe_;)}?ezleg} (1P1) O?e)i;:,}f?@m} (1P1)

XX—XX

1
+ Z Z 4 M2 f{xefe_;i(?mes} (3PJ) O?eijs)ﬁ(@el} (3PJ)

xx—xx J=0,1,2

" Z Z 4M2 ﬁi?z)]%ewg} (2S+ISS) P?eﬁetj?ezm} (2s+ISs)

xx—xx s=0,1

+ Z Z Z 4M2 Z?:;g{&les} (2S+ISS) ;(?ej;;i({ezm} (2S+ISS) - (5.11)

xx—xx s=0,1 i=1,2

The f{e’gﬁ‘e ses)s 91 ézﬁ‘em} and h) i‘:e’;’}‘{ew denote the Wilson coefficients of the cor-
responding four-fermion operators (’){6463}{6261}, Presest{esery and Qi feieq}{ese}, Whose ex-
plicit form for the case of X61X62 — XY . ng scattering reactions is given in Tab. 5.3.7 As
before in (5.7), the labels e; in (5.11) range over e; = 1,...,ng (resp. €; = 1,...,n), if
the respective field y., in the xe, Xe, = XesXes reaction refers to neutralino- (chargino-)
species. The factor 1/4 in front of the operators in (5.11) is a convenient normalisation of
transitions matrix elements in the effective theory. In addition, a normalisation factor of
1/M? has been factored out in (5.11), such that the next-to-next-to-leading order Wilson
coefficients have the same mass dimension (—2) as the leading-order ones in Sec. 5.2.1.
The mass scale M is equal to half the sum of the masses of the x., particles involved in

the reaction Xe, Xe, — XeaXes, b-€-

4

1

5 > me,. (5.12)
i=1

such that M itself constitutes a process-specific quantity. Note that the operators
Q; (¥**15,) have the same structure as the dimension-6 operators O (**715;) given in

5The need for and the details on an expansion in mass differences become most obvious in the MSSM
matching calculation that leads to the determination of the Wilson coefficients of the four-fermion
operators in dL,,,. A corresponding discussion is therefore postponed to Sec. 6.1.2.

6T.et us remark that we do not consider next-to-leading order contributions to L., corresponding
to dimension-7 four-fermion operators, as these encode 'Sy — 3Py, 3S; — ' P, and 35, — 3P, transitions
which will require the addition of wv,e-suppressed potential interactions in the long-range part of the
annihilation; we consider only O(v?2,) effects from the short-distance annihilation, and not those arising
from subleading non-Coulomb (non-Yukawa) potentials.

"In order to ensure the U(1)em gauge invariance of the NRMSSM, all derivatives 8 in dimension-8
four-fermion operators O and P that act on chargino fields (7;,(;) have to be replaced by the corre-
sponding covariant derivative D = 0 + ieA, where A denotes the spatial components of the photon
field A*.
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O (1p) g, (-1 e, gl (-9,

oM (R tel (<59 0)e, el (-5 o),
QXXX (3 ) Lt (—% F x 0') g, - & (-% @ x 0') €e,
OXX=XX(3P,) 3 (_% ?(i,ﬂ)) &, - 3l (_% ?(z‘,ﬂ)) &,
PXXx(15)) % {g fg( 5 ) §el+§l4 <—% %})2 e fgfel}

pocw(ss,) | L {§g4agg clo(—59) e, velo(-39) ¢, &20—5@1]

(*50) (om M)l &2, - €,

(*51) (omM)el o, - &log,
QT (15) (om M) el &2, - &,

(*51) (omM)elo &, - &log,

Table 5.3: Explicit form of the P-wave (O) and next-to-next-to-leading order S-wave (P,
Q;) four-fermion operators contributing to Xgl X22 — 0 4X23 scattering reactions. Each
index e; can take the values e; = 1,...,ng. The P- and next-to-next-to-leading order
S-wave four-fermion operators for the remaining neutral, charged and double-charged
Xei Xes — XesXes Drocesses are obtained by replacing the field operators &, @ =1,...,4
above by those of the respective particle species involved. The quantity @ is a 3-vector
whose components are 9' = 8/ Ox;. The action of @ on the two field operators at its
left and right is defined as §CT &, =E0(0E,,) — (0E)TE,,. The symmetric traceless
components of a tensor 7% are denoted by T = (T +T7%) /2 — T* 5% /3. Finally, the
mass scale M is defined in (5.12) and the mass differences dm, dm are given in (5.13).

Tab. 5.2, but are proportional to the mass differences

Me, — My Meg — My
—_— om =

om = : —_—
2 2

(5.13)
computed from the masses m,, in the reaction Xe, Xe, — XesXes- I order to ensure
convergence, the mass differences (5.13) have to be considered as O(v2)) effects in the
non-relativistic expansion of the amplitudes. We discuss this point in context of the
matching calculation in Sec. 6.1.2. The mass splittings between the x°/x* species that
can be part of the NRMSSM, are therefore limited to be much smaller than mygp, the
mass of the lightest non-relativistic state in the effective theory. This implies in turn
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that those neutralino and chargino states in a given MSSM spectrum that have mass
splittings of the order mpgp should be decoupled explicitly and integrated out. Since
dm = dm = 0 for diagonal annihilation reactions Xe, Xe, — Xe; Xe, (Where the absorptive
parts of the respective amplitudes are related to the corresponding annihilation cross
section), the Q; (**71S,) are only relevant for the computation of the off-diagonal rates.

We note that dimension-8 operators P(3Sy,3D;), which describe 3S; — 3D; transi-
tions, have not been included in 6£%-8. In the calculation of the tree-level annihilation
cross section in the centre-of-mass frame, contributions from these operators vanish,
while for the Sommerfeld enhanced annihilation cross section they will require to con-
sider a v2-suppressed potential interaction in the long-range part of the annihilation in
order to compensate for the change in orbital angular momentum in the short-distance
part, thus yielding a contribution to the cross section of O(vi)).

As we have noted in Sec. 5.2.1 we construct 0L, in such a way that it contains all re-
dundant operators, which arise through interchanging the single-particle field-operators
at the first and second (third and fourth) position given a specific four-fermion operator,
such that several operators describe one specific scattering reaction with a x., and xe,
(Xe, and x.,) particle in the initial (final) state. Consequently there are symmetry rela-
tions among the Wilson coefficients associated with the subsets of redundant operators
in §£4=8 similar to the relations for leading-order S-wave coefficients in (5.9). They

ann ’

read

X€2X€1_>X64X63 (28+1LJ) (_1)8+L X€1X€2_>X64X€3 (28+1LJ) ,

{6261}{6463} {6162}{6463}
Xei Xeg—XezXeq (2s+1 o s+L 7.XeiXeg7XegXes (2s+1
{61162}2{6364?j> ! ( LJ) - (_1) {61162}2{64634}{ : ( LJ) ) (514)

where k = f, g for P- and next-to-next-to-leading order S-wave coefficients, respectively.
Note that (5.14) generalises the leading-order S-wave relations in (5.9). Finally let us
note that similar relations as (5.14) apply for the Wilson coefficients h;, where however
an additional exchange of the particles in the definition of the mass differences dm, dm
in front of the corresponding operators Q; has to be taken into account.
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Chapter 6

The hard annihilation reactions

In Chap. 5 we have introduced the NRMSSM, an effective field theory that is de-
signed to describe scattering and annihilation reactions of non-relativistic neutralinos and
charginos. Here we will focus on the hard pair-annihilation reactions of non-relativistic
x°/x* states in the effective theory, which are encoded in the absorptive part of the Wil-
son coefficients of four-fermion operators in §L,,,, a part of the generic EFT Lagrangian
LNRMSSM - Conceptually this chapter is divided into three parts. The first part comprises
Sec. 6.1 and contains the technical details on the calculation of our purely analytic ex-
pressions for the absorptive parts of the Wilson coefficients. We describe the steps in the
calculation of the coefficients related to leading-order S-wave, P- and next-to-next-to
leading order S-wave annihilation processes and collect explicit analytic expressions for
the coefficients in terms of the underlying MSSM parameters and couplings in Appen-
dices A.1-A.3. Sec. 6.2 covers the second part, where we provide an extensive discussion
on the numerical comparison of the hard (tree-level) annihilation cross sections derived
in the NRMSSM with results from the numerical code MADGRAPH [89]. The third
part is contained in Sec. 6.3. Here we illustrate in an analytic sample calculation in
the pure-wino NRMSSM, how the generic results for the Wilson coefficients, collected
in Appendices A.1-A.3, have to be applied in order to obtain all (off-) diagonal hard
co-annihilation rates in this scenario.

The structure of the first part is as follows. The matching condition that relates
the perturbative x;x; — Xix& scattering amplitudes in the NRMSSM with the corre-
sponding amplitudes in the MSSM and thereby allows the determination of the Wilson
coefficients in L., in terms of the underlying MSSM parameters and couplings is dis-
cussed in Sec. 6.1.1. The matching procedure requires an expansion of the MSSM ampli-
tudes in the non-relativistic external momenta. In addition, as we generically consider
Processes Xe, Xes — XesXes Where the outgoing two-particle states can be different and
slightly lighter or heavier than the incoming ones, we have to perform an expansion in
mass differences of the states involved. We commend on these expansions in Sec. 6.1.2.
Subsequently we give a brief discussion on the gauge used in the calculation in Sec. 6.1.3.
Further details on the actual determination through the MSSM matching calculation and
the final form of the Wilson coefficients are provided in Sec. 6.1.4, including a master
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formula for the Wilson coefficients in terms of coupling and kinematic factors. Results
and recipes for the construction of these coupling and kinematic factors, valid in the
general MSSM, are collected in Appendices A.1-A.3.

In the second part we discuss the numerical comparison of our non-relativistic ap-
proximation to x°/x* pair-annihilation cross sections ov,, with corresponding results
produced with MADGRAPH. To this end we select several annihilation processes where
the role of the next-to-next-to-leading corrections from our analytic calculation of the
annihilation cross section is markedly different. In Sec. 6.2.1 we present two reactions
where P- and next-to-next-to-leading S-wave contributions are of the same order. Two
S-wave dominated reactions are considered in Sec. 6.2.2, followed by a P-wave domi-
nated process in Sec. 6.2.3. The case of an off-diagonal rate, where no numerical check
with MADGRAPH is available, is given in Sec. 6.2.4. As our effective field theory frame-
work allows to describe annihilation rates of “hydrogen-like” yy states as well, we con-
clude by comparing results for annihilation reactions of two such “hydrogen-like” states
with MADGRAPH generated data in Sec. 6.2.5. The examples of Sec. 6.2 in particu-
lar illustrate the importance of separating the different partial-wave contributions to the
short-distance annihilation in view of the computation of the Sommerfeld-corrected cross
sections, including O(v?)) corrections to the hard annihilation rates.'

In the third part we first provide in Sec. 6.3.1 a detailed derivation of the coupling fac-
tor expressions needed in the construction of the Wilson coefficients in non-relativistic
X1 X7 — WTW~ annihilations in the pure-wino NRMSSM. Subsequently the corre-
sponding kinematic factor expressions are derived in Sec. 6.3.2. In both sections we rely
on the conventions and notations introduced in Appendices A.1-A.3. Finally, Sec. 6.3.3
contains analytic results for all exclusive tree-level co-annihilation rates in the pure-wino

NRMSSM at O(v2,), that are relevant in the relic abundance calculation in this scenario.

6.1 Matching calculation & Master formula

6.1.1 Matching condition

The Wilson coefficients of the four-fermion operators in 0L,,, are determined by the
matching condition

1 d .
AQxixg = xixe) lissw, persbasive = D 7775 Loy (7 L)
(d) xx—xx

X <Xle| 0{6463}{6261}<2S+1LJ) |X2X]> |NRMSSM, perturbative - (61)

!The investigation of Sommerfeld enhancements in some popular MSSM scenarios is the content
of Chap. 9, where we find that Sommerfeld-enhanced P- and next-to-next-to-leading order S-wave
corrections to the hard annihilation rates play a subdominant role in the relic abundance calculation
as compared to the effect from correctly accounting for off-diagonal (leading-order S-wave) annihilation
rates. The latter turns out to be particularly crucial in an accurate calculation of the x{ relic density
including Sommerfeld enhancements, as we discuss in detail in Chap. 9.
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Here we have denoted the dimension-d four-fermion operators and their corresponding
Wilson coefficients with symbols O@ and f@ in order to make the notation of the
matching condition — which in particular implies a summation ), , — simpler. The
connection to the notation established in Chap. 5 is obvious. For instance we have the
correspondence Q=9 (154) = O(1S;) and f@=6)(1Sy) = f(15y) as well as O=8)(15)) =
P(1Sy) and f=8(1Sy) = g(*Sy). Except for this section (Sec. 6.1), we will always use
the notation from Chap. 5 and denote the Wilson coefficients of dimension d = 6 and
d = 8 operators by f(***1S,) and f(*%1P;), g(>*T1S;), h;i(**1S,), respectively. The same
applies to the notation for the dimension d = 6,8 four-fermion operators. Recall that
the mass scale M, defined in (5.12), iS & Xe, Xes —> Xes Xes DProcess-specific quantity. Let
us finally note that any Wilson coefficient (¥ in (6.1) generically has mass dimension
—2, independent of the mass dimension d of the corresponding four-fermion operator.
For equation (6.1) to hold, we have to use the same (non-relativistic) normalisation
of the incoming and outgoing states in both the full theory and the NRMSSM. Formally
this condition is a generalisation and appropriate modification of the matching condition
set up in [30], therein used for the determination of the Wilson coefficients of four fermion
operators in the NRQCD Lagrangian. Here we will determine the contributions to the
Wilson coefficients in §L,,, that describe the tree-level annihilation reactions of x°/ x*E
pairs into exclusive SM and light Higgs two-body final states X 4Xpg, which we shall
denote as f(@xx=XaXp=xx(25+1], ) The unitarity of the S-matrix at the diagrammatic
level establishes a relation among the tree-level annihilation rate for y;x; = X1 Xp and
the imaginary part of the 1-loop forward-scattering reaction x;x; — XaXp — XiX;:

/[dPSAB] |A(X2Xj — XAXB)|2 =23 [A(XZX] — XAXB — XZXJ)] (62)

1 (d) xx=XaXB—XxX 25+1 (d) xx—=xXx [2s+1
=2 Z 4)N[d—6 S [f{ele2}{€463} } ( LJ)] <Xin|O{64es}{6ze1}( Ly)lxix;) -

We generalise this relation and define the absorptive part of the (off-) diagonal amplitude
A(xix; = XaXp — xixx) as well as the absorptive part of the Wilson coefficients in
the following way:

/[dPSAB] A(XlXj — XAXB) X A(Xle — XAXB)* (63)

=2 [A<XZX_] — XAXB — Xle)] ‘absorptive

1 £(d) xx—XaXB—XX (25+1 (d) xx—=xx  (2s+1
=2 Z A6 f{eleQ}{e463} (™" Ly) <Xle|O{e463}{6261}( Li)lxix;)

where we have introduced the notation

Ald XaX s d XaX s
f’glj)})*c{?(k—}) ! B%XX(Q +1L‘]) - {(U)}E(k_}) ! B—)XX(Q +1LJ) |absorptive (6'4)

With this definition, the absorptive part of a Wilson coefficient that encodes a x;x; —
X:X; forward-scattering reaction coincides with its imaginary part. The adjoint of the
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four-fermion operators in 0L,,, that do not involve mass differences dm, dm in their
definition satisfy

O(d)T (28+1LJ) _ O(d)

2s+1
{eses}{eze1} {6162}{6364}( LJ) ) (65)

which for dimension-d operators with d = 6, 8 is easily seen from the explicit expressions
in Tab. 5.2 and Tab. 5.3. We can use this relation in order to express the absorptive
part of a Wilson coefficient f(@(2t1L,), defined through (6.3), in terms of full Wilson
coefficients f(@ (?+1L;),

: (d) xX—=XxXX (2541 (d) xx—=xx (2541 *\ A(d) xx—=xx (2541
! (f{elez}{mes}( Ly) = [fiyoe LJ)]) = 2 [l eresy L) - (6.6)

As a trivial consequence we obtain the following relation between the absorptive parts
of the Wilson coefficients under the exchange of the particle labels:

o (i) = [fomen eag) 67)
The latter two relations hold for all Wilson coefficients apart from those related to
operators that involve mass difference terms dm and ém, as for example the operators
Qi—12 in Tab. 5.3, in which case an additional exchange of the particles in the definition
of the mass differences dm, dm in front of the corresponding operators has to be taken
into account.?

We make use of the defining relations to determine the absorptive part of the Wilson
coefficients f (d=6.8) xx+XaXs=XX from the product of the full-theory tree-level annihilation
amplitudes integrated over the final state particles’ phase-space, as given in the first line
of (6.3). Technically this is achieved by considering all 1-loop scattering amplitudes
XiX; — XaXp — xixx of non-relativistic x°/x* pairs y;x; and x;xx with a specific SM
or Higgs particle pair X, Xp in the intermediate state and by applying the Cutkosky
rules [90,91] to the X4 and Xp propagators. The resulting expression coincides with
the first line of (6.3). To determine the absorptive part of the Wilson coefficients, the
expression has to be expanded in the non-relativistic momenta of the external particles as
well as in their mass differences and an appropriate spin-projection has to be performed.
Further details on this expansion are provided in the following section.

6.1.2 Expansion in momenta and mass differences in L.,

Our framework allows us to consider annihilation processes of two particles with similar
mass (m ~ ™), but also annihilation reactions of hydrogen-like two particle systems,
where one particle is much lighter than the other (though still heavy enough to be
considered as non-relativistic). In order to cover both cases we adopt the convention
that particles e; and ey (ey and e3) in the scattering reaction Xe, Xe, — Xe, Xes Of nON-
relativistic two-particle states share the same mass scale m (7). m and m can be but

’Note that if dm,ém are considered as part of the corresponding Wilson coefficients and not the
operators Q;—1 2, then (6.7) also holds for the former.
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are not necessarily close to each other.> Further we simplify the notation by replacing
the indices (ey, e, €3,¢e4) by (1,2,3,4) throughout this section. With these conventions
and assignments, we define

my = m—om, me = m—0m,
my :m+5m, ms = m—i-ém, (68)
with
m
m — M’ M o= may + M3 ’ (6.9)
2 2
such that the mass differences read
om = wj s o= M (6.10)
2 2
Diagonal scattering reactions yixs — Xixe Imply m = m; and m = ms, and the

mass differences dm and §m obviously vanish in that case. The analytic results for
the Wilson coefficients, that we collect in the appendices A.1 and A.2, refer to the
definitions (6.8-6.10). If for a given process x;x; — XiXx it turns out that the reverse
condition, m; ~ my ~ m and m; ~ m; ~ M, is more meaningful given the actual
values of the masses, one can make use of the symmetry properties (5.9) to relate the
Wilson coefficients for x;x; — xixx to those of x;x; — xxxi. This would then conform
to the prescription above, i.e. m would be equal to the average of the mass of the
particle associated with field 1 and the mass of the particle associated with field 4,
m = (m; +mg)/2.

In course of the matching calculation there are a few subtleties in the expansion
in mass differences and momenta of the MSSM amplitudes, particularly related to off-
diagonal reactions. They are related to the fact that the absorptive parts of the Wilson
coefficients are obtained by matching amplitudes for the process yi1x2 — xaxs with
on-shell external states. This implies that the energy-conservation relation in the centre-
of-mass system,

Vs = Ei(p®) + B2 (p?) = Ea(5) + E3(5") (6.11)

with E;(p?) = y/m? + p? and p (p’) the incoming (outgoing) particles’ momentum in
the centre-of-mass system, is fulfilled. Using (6.8-6.10) and M = m + m, the expansion
of the energy-conservation relation (6.11) for non-relativistic momenta p? and p”* reads

=2 —=/2
\/EzM—dm—éerg—MJr...:M+5m+5m+g—u+..., (6.12)

3Let us emphasise at this point, that we include a discussion and numerical comparison of our results
applied to hydrogen-like xx state tree-level annihilation reactions in Sec. 6.2.5.
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where g = mm/M and we have dropped terms of order p*/u® and (dm/M x p?/u).
This can be rewritten as

ﬁ/Q ﬁQ L
— = — —20m — 25 6.13
o o m m + ( )

From (6.13) we see that a consistent expansion which treats both p? and p’? as small
quantities of the same order requires that the mass differences dm, dm are also formally
considered of order /i in the expansion of the amplitudes. Let us recall again that
only off-diagonal scattering reactions require an expansion in mass differences as in these
cases the incoming and outgoing yy states are different. In contrast we always have
om = dm = 0 for diagonal reactions xi1x2 — X1Xo.

Taking the expansion in mass differences consistently into account and relying on the
conventions established above, we can identify the two distinct energy scales associated
with a generic process x1x2 — XaXp — XaX3 of non-relativistic two-particles states.
The amplitudes are characterised by the hard scales m, m, and additionally involve the
small scales (p%/p, p'%/p, p- 0’ /i, dm, dm) ~ O(uv?), where v stands for the relative
velocity in the two-particle system. In order to obtain the absorptive part of the Wil-
son coefficients from the perturbative process xi1x2 — XaXp — XxaX3, including the
subleading O(v?) terms, we therefore proceed with the following steps.

1. Start from the 1-loop scattering amplitude xix2 — XaXp — xax3 with a SM or
Higgs two particle final state X, Xpg. The masses of the two pairs x;1x2 and y4x3
have to share the same scale M = m + m and the mass differences dm;, (6.10),
have to be of the same order as typical non-relativistic kinetic energies of the pairs.
The absorptive part of the 1-loop amplitude is obtained by applying the Cutkosky
rules [90,91] to the X4 and Xp propagators. The result is written in terms of the
hard and small mass scales introduced above, and expanded in the small scales
retaining terms up to O(v?).

2. To O(v?) the result contains scalar products with at most two powers of p’ and .
For the spin-1 configuration, the scalar products also involve the spin-polarisation
vectors 77 and 71’ of the incoming (y1x2) and outgoing (x4x3) states, respectively.
Generically the results for spin-1 incoming and outgoing states takes the form

{co(®S1) + c1(>S1) dm + (1) dm + ¢5(PSh) 5 + ea(PS1) p'2 } - i’

+esCRy) (7-7) (7" - 7") + csCPy) [p, n]* [0, n']* + e CPy) pti n?} pti /3

+cs(3Sy, 3Py n* [/, 01 + o (PP, 2 SY) [p, n]Fn'*

+ ¢10(3S1, 2Dy p" ¥ p T nin + e 3Dy, 2 Sy) plptt ni (6.14)
where we have introduced the notation [a, bk = kq'y) and o' ¥} = o'V + a’b —
23 - b6%/3, corresponding to J = 1 and J = 2 Cartesian tensors, respectively.

The spin-polarisation vector 72 is introduced by replacing the spinor matrix [§§CT]Z-]»
of an incoming two-neutralino state by % 7 - 0;;. Similar replacements apply to
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outgoing two-particle states and states involving charginos. Each coefficient ¢; is
a function of m and m. In addition the ¢; depend on the masses of internally
exchanged particles, that appear in the s-, ¢- or u-channels of the one-loop MSSM
amplitudes as well as on the X4 and X masses and coupling factors related to the
vertices of the contributing diagrams. The first term, ¢g, gives the leading-order
contribution, where all the others count as O(v?), according to the scaling rules
for non-relativistic particle pair annihilations that we have established above. We
have further specified the quantum numbers 2L of each term, which matches the
angular-momentum configuration of the incoming state, equal to that of the outgo-
ing state except for the cg_1; terms (the first quantum number between parentheses
refers then to the incoming state, the second to the outgoing one). For spin-0 in-
coming and outgoing states, the result simplifies to

00(150) -+ 01(150)57’” -+ 02(150)5m
+C3(150)ﬁ2 +C4<1S())ﬁ12 —|—C5(1P1)ﬁ-ﬁ/. (615)

We do not consider the possibility of spin-0 to spin-1 transitions between incoming
and outgoing states in the hard annihilation process. These transitions, S, — 1Py,
3Py1 — 'Sy and 3Py; — 'Py, in the hard annihilation part of the full forward
scattering amplitude are also allowed at O(v) by angular-momentum conservation.
However they require spin-changing potential interactions in the long-range part of
the amplitude in order to bring the spin of the two-particle state after annihilation
back to the spin of the incoming state. Since the non-relativistic spin-changing
potentials carry an additional v-suppression, such transitions are only relevant
for the calculation of the annihilation rates at O(g*v?). In this work we ignore
O(v?) effects that arise from subleading non-Coulomb (non-Yukawa) potentials
and include only those from the short-distance annihilation. As similarly the terms
cs—11 in (6.14) require a change of the orbital angular momentum, that has to be
compensated by a potential interaction which is also v-suppressed in the non-
relativistic limit, we ignore such terms for our purposes.

. The Wilson coefficients of the dimension-8 operators with derivatives shall also
have the symmetry property (6.7) under the exchange of the incoming and out-
going states. This is ensured by rewriting powers of p2 and p’? in the expanded
expressions for the amplitudes by virtue of the energy-conservation relation (6.12)
as

2mm

1
72 :§(ﬁ2+ﬁ,2)+7(5m+5m)+,
R 1, . . 2mm _

such that the coefficients multiplying p2 and 5’2 become equal.

. In the last step we identify the Wilson coefficients f(d:&g)XlX?%XAXBHX‘lXS(QSHLJ)

by comparing the expanded expression for the absorptive part of the MSSM ampli-
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tude A(x1x2 = XaXp — Xxax3) with the amplitude for the same process computed
with the dimension 6 and dimension 8 EFT operators in 0L ,,.

We provide explicit analytic expressions for the building blocks of (next-to-next-to-)
leading-order S- and P-wave coefficients in the appendices A.1 and A.2. The results
are given in terms of kinematic and coupling factors, that have to be combined in a
particular way in order to obtain the Wilson coefficients. In the next section we add
a brief discussion on the gauge used in the matching calculation. Sec. 6.1.4 finally
contains the master formula, that allows to determine the absorptive parts of the Wilson
coefficients from coupling and kinematic factors. Finally note that the Wilson coefficients
refer to inclusive annihilation rates, summed over all accessible final states X 4 Xg. Our
calculation is however performed for individual final states, which are therefore also given
separately. While only inclusive neutralino and chargino yy co-annihilation rates are
needed in our application to the x{ relic abundance calculation, our final-state separated
results can be of interest to the calculation of primary decay spectra of (Sommerfeld-
enhanced) xJ dark matter annihilation in the present Universe.

6.1.3 Unitary vs Feynman gauge

The computation of the absorptive parts of the Wilson coefficients for forward-scattering
reactions, Xe, Xe, — XAXB — Xe; Xeo, has been performed using both the unitary and
Feynman gauge. The results agree numerically, therefore providing a useful check of our
calculation. For the off-diagonal reactions, where the incoming and outgoing states are
different, the use of unitary gauge for final states with two massive vector bosons (charac-
terised by the gauge boson mass scale My ) in the final state introduces enhanced 1/M
and 1/M2 terms, which are proportional to the mass differences between the incoming
and outgoing particle species and which must cancel in the final result. Similarly, a can-
cellation of 1/MZ enhanced terms in off-diagonal rates with one massive vector boson in
the final state has to take place. However, for these cancellations to occur, one has to also
expand the SUSY mixing matrices systematically in the gauge boson masses My . In the
same way, the mass differences between the incoming and outgoing particles have to be
expanded in My and in the differences of soft SUSY breaking parameters My, My, u, if
these differences are small. The latter expansions must be done differently depending on
how many neutralinos and charginos are (nearly) mass-degenerate. The presentation of
the results computed with unitary gauge then has to distinguish among many cases and
also consider diagonal and off-diagonal terms separately, since for the diagonal terms it
is desirable to keep the full mass dependence as well as unexpanded mixing matrices. It
is therefore more convenient to use Feynman gauge for the calculation of the off-diagonal
reactions, which allows to keep the coupling matrices unexpanded and a more concise
presentation of the results. The price for this is that a large number of unphysical final
states containing pseudo-Goldstone Higgs and ghost particles has to be included. These
states X4 Xp are collected in Tab. 6.1.
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Table 6.1: Particle pairs X4 Xp in xx — X4 Xp — xx scattering reactions (abbreviated
as xx — xx), that we account for in the calculation of the absorptive part of the Wilson
coefficients. The pairs are classified according to their type: V'V, V.S SS, ff and nn.
Negatively charged processes, corresponding to the charge-conjugates of the singly or
doubly positively charged reactions above are not explicitly written.

6.1.4 A master formula for the Wilson coefficients

In Sec. 6.1.2 we have enumerated the steps in the determination of the absorptive parts of
the Wilson coefficients of dimension 6 and 8 operators in 0L,,,, in terms of the parameters
of the underlying full theory, the MSSM. Here we provide further details on the actual di-
agrams that we have to consider in the MSSM matching calculation. Finally we introduce
and discuss our master formula for the absorptive parts f (d)(2s+1L, ;) of the Wilson coeffi-
cients, that expresses the individual f (@) (2s+1[, ;) in terms of a sum over products of cou-
pling and kinematic factors. With this master formula and given the results on the cou-
pling and kinematic factors collected in Appendices A.1 and A.2, any (next-to-next-to-)
leading-order S-wave or P-wave Wilson coefficient f(2115,), f(3*1P)), §(>*1S,) or
hi(2%1S,) related to an (off-) diagonal (tree-level) co-annihilation rate Ye, e, — Xes Xes
can be determined.

In order to consistently treat off-diagonal rates X, Xe, = XesXes at the same time as
diagonal ones, we refer to the calculation in Feynman gauge throughout in the following.
The two-particle final states X 4 Xp that we account for can be classified to be of vector-
vector (V'V), vector-scalar (V'.5), scalar-scalar (55), fermion-antifermion (ff) or ghost-
anti-ghost (n7) type. A list of all considered X4 Xp states, comprising all possible two
particle states built from SM gauge bosons, fermions, the MSSM Higgses and finally the
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Figure 6.1: Generic one-loop diagrams in yx — X4 Xp — xx reactions. Particles X4
and Xp represent any two-body final state of SM and Higgs particles, which can be
produced on-shell in yx — X4Xpg annihilations. The box diagrams in the third line
arise in case of X, Xp = VV, VS, SS, while the box amplitudes in the last line refer to
the case X, Xp = ff.

ghost states, is given in Tab. 6.1. The determination of the absorptive part of the Wilson
coeflicients for the processes Xe, Xe, = XaXB — XesXes Tequires the calculation of a large
number of Feynman diagrams. To be able to present the results in an efficient manner it is
convenient to make use of the classification in VV- V.S-/ SS-. ff- and nn- type X4 Xp
particle states and to further subdivide the contributing diagrams according to their
topology. In each of the classes under consideration there arise generic 1-loop amplitudes
with selfenergy, triangle and box topology shown in Fig. 6.1. The generic selfenergy-
diagram as well as the four generic triangle and box diagrams cover all possible kinematic
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configurations* that can arise in a Ye,Xe, — XaXp — XesXes 1-loop amplitude. Note
that we have assigned specific directions for the fermion flow in each diagram in Fig. 6.1,
indicated by the arrows, as it is convenient in the context of calculations involving both
Dirac and Majorana fermions, following the Feynman rules for fermion-number violating
interactions set out in [92]. The depicted fermion flows establish our convention to
arrange the external fermion states x.,,« = 1,...,4 in descending order, see Tab. 5.2.

We calculate analytically the absorptive part of any of the contributing selfenergy,
triangle and box amplitudes, subject to our convention for the fermion flows and following
the steps from Sec. 6.1.2. Thereby we consider generic external Majorana fermions,
generic t- and u-channel exchanged Majorana fermions or sfermions, generic X 4 X 5 states
of type VV, VS, SS, ff and 07, and hence use generic ‘place-holder’ coupling factors
at each vertex. This allows us to determine the generic form of those terms in the
contributions to the f@ XX XaXp=xx(25H1] 1) that are associated with the kinematics
of the xyx — X4 Xp — x)x reaction, where each of these kinematic terms multiplies a
certain combination of the place-holder coupling factors. In particular, these kinematic
contributions are generic in the sense that they apply to both the cases of external and
internal Majorana and Dirac fermions.

A specific diagram’s contribution to the absorptive part of a particular ye, xe, —
XaXp — XesXes MSSM 1-loop process is obtained by replacing the generic place-
holder coupling factors with their actual expressions in the above described generic
Majorana fermion 2 — 2 scattering reactions. Note that by choosing these coupling
factors properly, all xe,Xe, — XaXB — Xe,Xes Drocesses with external and internal
Majorana or Dirac fermions can be covered, although the kinematic contributions are
calculated referring to the generic Majorana fermion 2 — 2 scattering reaction. Hence,
the absorptive part of the Wilson coefficient, which encodes the absorptive part of a
Xes Xes — XAaXB — XeyXes Scattering reaction, with the incoming and outgoing two-
particle states in a 2**!L; partial-wave configuration, can be written as

f(d) Xeq Xeg =+ XAXB—Xey Xes (23+1L )
{erea}{eses}

2
_ Ty XelXEQ%XAXBHXmXe?, BXAXB(23+1L )
M2 n i1d2 n,i1is

n i17i2

+ E E (a Xeq Xeg > XAXB—XeyXes C () XaXp (25+1L )

nzlzg n,i112
a=1 n iy,i2

+ZZZ nang;ler—)XAXBﬁqueg, DSL 21)2(2AXB<2S+1L )> . (6.17)

a=1 n iy,i2

4The case of four different triangle and four different box diagrams in Fig. 6.1 applies to non-identical
particles X4 # Xp. For identical particles X4 = Xp, triangle (box) 1 and 3 as well as triangle (box) 2
and 4 coincide. In this case only one of the identical diagrams must be taken into account to compute
the corresponding f (d)xx=XaXa=xX coefficients. This rule incorporates the symmetry factor of 1/2 in
the cross section for identical final-state particles, that one would take into account in the conventional
calculation of the tree-level ¢, Xe, — X4 X 4 annihilation rate.
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Here ay = g3 /47, where go denotes the SU(2); gauge coupling. The sums in the first
line on the right-hand side of (6.17) collect all contributions from selfenergy amplitudes.
Similarly, the second (third) line gives the triangle (box) amplitudes’ contributions. We
use the index a to enumerate expressions related to the four different triangle and box
amplitudes,® according to the labelling of the diagrams in Figs. 6.1. Further, we indicate
the kinematic factors of the generic 2 — 2 Majorana fermion scattering amplitudes
within a given class and topology with capital letters (B,, ; ;,, C’flal) Lig> Dflag .i,)- These are
the quantities that include the kinematics of the process and hence encode the 2s*1L;
partial-wave specific information. The process-specific coupling factors that multiply the
kinematic factors are denoted with lowercase letters (b, ; ., c,(lel-z, dﬁfjgm). Depending
on the type of the particles X4 and Xg as well as the topology, there is a fixed number
of different coupling-factor expressions that can occur, together with the corresponding
kinematic factors. The different contributions are enumerated with the index n in (6.17)
above. Finally, in each of the processes there is a certain set of particle species that
can be exchanged in the s- or the t-channels of the contributing amplitudes. These are
labelled with the indices ¢; and 7.

The generic structure of the Wilson coefficients in (6.17) suggests to give the coupling
factors and the l(d)nematic factors separately. A recipe for the construction of the coupling

factors bn7i1i270n7i1i2’d£§21i2 in any of the covered reactions is given in Appendix A.1.
D(a)

Analytic results for the kinematic factors Bmm,cff‘gm, n.iyi, tor the leading-order
1Sy and 3S; partial-wave configurations as well as the expressions related to P, partial
waves and the combination of spin-1 P-waves, > P, can be found in Appendix A.2. These
expressions depend on the masses of the external and internal particles in a particular
XeiXes — XaXB — Xe,Xes Process. However, the kinematic factors are generic in the
sense that their form is the same for all possible external two-body states xe, xe, and
XesXe, Of neutralinos or charginos and all X, Xp particles within one of the classes
VV, VS, SS, ff ornn.

The coupling and kinematic factors will depend on the supersymmetric particles’
mixing matrices and masses, respectively. We adopt the same notation as in [62] and
hence introduce the chargino and neutralino mixing matrices Z, and Zy defined via

m.+
Zr My 7, = Xi s ) : (6.18)
M9
m. o
Z% My Zy = X2 g : (6.19)
mxg

where M, + and M,o denote the chargino and neutralino mass matrices, respectively (for
details regarding the mass matrix expressions refer to Chap. 4 or [62]). m+,j = 1,2,
J

SFor identical particles X4 = Xp the index a has to be taken from 1 to 2 only, see footnote 4.
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and m,o, with ¢ = 1,...4 indicate the masses in the mass eigenstate basis of charginos
and neutralinos, ordered according to increasing mass, respectively.

In order to properly apply the formulae for coupling and kinematic factors, collected
in Appendices A.1 and A.2, given a specific MSSM spectrum, it is important to note
that the NRMSSM and hence the analytic expressions for the Wilson coefficients ex-
plicitly rely on the positivity of all mass parameters. This derives from the fact that
the NRMSSM Lagrangian is obtained by extracting the high-energy fluctuations (of the
order of the particle mass) from the relativistic fields, which yields the non-relativistic
kinetic term Ly, shown in (5.2). For species other than the LSP, the procedure leads to
the mass difference terms (m; —mpgsp) in (5.2). If any of the m; in Ly, is negative, then
the corresponding mass difference counts as O(mysp), an indication that the parametri-
sation used to relate the relativistic and non-relativistic fields for that particle species is
not the appropriate one. The simplest way to obtain the NRMSSM Lagrangian in case
that the mass m,, of one or several of the external ., particles happens to be negative
for a given MSSM spectrum, is to perform a field redefinition of the corresponding MSSM
fields that yields mass terms with positive mass parameters. Such a field redefinition
affects the chargino and neutralino mixing matrices, which are mapped in the following
way:

_ sgn(m, +)
Z:I: — Z:I: = Z:l: : ! s (620)
sgn(m,+)

sgn(im,)
_ sgn(m.g)
ZN — ZN :ZN . X . (621)

sgn(m,g)

sgn(mxg)

(We define v/—1 = i.) The redefined mixing matrices Z. and Zy as well as the corre-
sponding positive mass parameters for all MSSM neutralino and chargino fields should
be used within the expressions given in Appendices A.1 and A.2.

6.2 Numerical comparison:
Tree-level annihilation rates

As first application of the results from the previous section we consider here the tree-level
pair-annihilation cross sections of non-relativistic x°/x® pairs, expressed in terms of the
(next-to-next-to-) leading order S-wave and P-wave Wilson coefficients f(@=68) (2541, ).
Our focus is the determination of tree-level yx annihilation rates (in our non-relativistic
approximation, including the O(v2,) corrections from P- and next-to-next-to-leading
order S-waves) for generic MSSM scenarios and the comparison to corresponding cross
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sections obtained from publicly available numerical codes. In Sec. 6.3, to the contrary,
we discuss the application of our analytic results for the coefficients f (d=6:8) (251, ) to
obtain purely analytic expressions for (off-) diagonal annihilation rates at O(v2)) in the
simple limiting scenario of the pure-wino NRMSSM.

The expansion of the exclusive, spin-averaged centre-of-mass frame xe, Xe, = X4 X5
tree-level pair-annihilation cross section in the non-relativistic momentum p of the y.,
particles, written in terms of the Wilson coefficients contained in 6L,,,, is given by

gXeaXeaXaXp = F(150) +3 F(39)) (6.22)
+ 2 (JOR)+ 5 OB+ FOP) + 3 JOR) +9('80) +3 40S)) + 0G5 )

Here v, = |Uh, — Ue,]| is the relative velocity of the x., xe, pair and ,, denotes the ve-
locity of particle x., in the centre-of-mass frame of the annihilation reaction. We have
suppressed the superscripts Xe, Xe, = X4XB — Xe; Xe, On the Wilson coefficients f (d=6.8)
in (6.22), where these expressions explicitly refer to the exclusive (tree-level) annihila-
tion rates. Further note that here and in the following we use the notation f(271L,),
§(=18,) and h;(%+1S,) for the Wilson coefficients f@=68)(25t1L, ) " as established in
Chap. 5.

In the non-relativistic limit the relation between the relative velocity v, and the
particle momentum p in the centre-of-mass frame of the x., x., annihilation reaction is
approximated by

Mey + Me,

+ O(ﬁQ)) : (6.23)

Vrel = |Vey — Vey| = [P] < mm
e1lley

Together with (6.22), this relation allows us to express the first two coefficients, a and b,
in the Taylor expansion of the e, xe, — XaXp centre-of-mass frame annihilation cross
section with respect to the relative velocity,

gXe1Xeg 7 XaXp Ve = a+b 2 + O(’U4 ) , (6.24)

rel rel

in terms of the partial-wave separated Wilson coefficients fXeiXez?XaXs=XeiXey (25H1] 1)
and gXerXea 7 XaXE=Xe Xez (2571, ) The coefficient a in the expansion is expressed in
terms of the leading-order S-wave Wilson coefficients as

a = f('So) +3 f(*S) . (6.25)

and the coefficient b can be written as the sum b = bp + bg, where

b =L (FOR)+ 3 FOR) +ICR) 43 0P (6.26)
bs = S22 (5(150) +3 9(51) ) (6.27)
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and
Me, Me,y
Hetes Me, + Me, (628)
is the reduced mass of the x., xe, two-particle state.

The parameters a and b in (6.24) can also be extracted numerically from computer
codes that determine the centre-of-mass frame annihilation cross sections. This is done
by considering the cross section’s behaviour for small relative velocities of the annihilat-
ing particle pair and performing a parabola fit to gXeiXe2=XaXs ¢ 1 which provides the
corresponding coefficients a and b. Note, however, that a separation of the coefficient
b into its constituent P-wave, (6.26), and next-to-next-to-leading order S-wave, (6.27),
contributions cannot be achieved with the sole knowledge of the cross section. Likewise,
the separation of the S-wave contributions for the spin singlet and triplet configurations,
as performed in (6.25) and (6.27), requires intervention at the amplitude level, which is
not straightforward for the publicly available computer codes. In contrast our analytic
approach allows us to perform this separation by construction. The separate knowledge
of the different 2*1L; partial-wave contributions to the tree-level co-annihilation rates
is indeed essential for a precise determination of Sommerfeld enhanced neutralino co-
annihilation cross sections, because the Sommerfeld enhancements depend both on the
spin- and orbital angular momentum quantum numbers of the annihilating particle pair.
Therefore a consistent treatment of the Sommerfeld enhancement including P-wave ef-
fects requires the separate knowledge of all relevant (off-) diagonal tree-level 1Sy and 35,
partial-wave annihilation rates both at leading and next-to-next-to-leading order, as well
as the individual (off-)diagonal tree-level ! P, and 3 P; partial-wave annihilation rates. In
the latter case, the knowledge of the (spin-weighted) sum over the three different 3R,
3P, and 3P, partial-wave Wilson coefficients,

fCPs) = SICR)+[CR)+25CP) (6.29)

is sufficient, as long as only leading-order non-relativistic potential interactions between
the neutralino and chargino states are taken into account in the full annihilation am-
plitudes. This is because the leading-order potential interactions depend on the spin
(s = 0,1) of the x.,x., particle pairs taking part in the x;x; — ... = XeyXes —
XaXB = XeaXes — --- —> XiXj scattering process, but do not discriminate among the
three spin-1 P-wave states > P; with different total angular momentum J = 0,1, 2. As we
discuss in Chap. 7, we will indeed consider only the leading-order potential interactions
in our application to non-relativistic x°/x* pair annihilations in the x? relic abundance
calculation, such that the knowledge of the spin-weighted Wilson coefficient f (3P7) in
(6.29) is sufficient for our purposes. In Appendix A.3 we therefore give analytic results
for the kinematic factors related to the spin-weighted coefficients f (3P7) rather than
the separate spin-1 P-wave coefficients f(*Pp), f(*P;) and f(*P,). However we have de-
termined the individual kinematic factors, that build the three different spin-1 P-wave
coefficients, separately. Results on those are for example included in the electronic sup-
plement, that comes with the publication [32]. Also our numerical code, that allows for
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the determination of the (off-) diagonal short-distance annihilation rates in x°/x* pair
annihilations and that has been developed as part of this work, contains separate results
for the spin-1 P-wave Wilson coefficients f(*Fp ;).

Recently, Sommerfeld corrections including P-wave effects have been subject of study
at 1-loop [93] and with full resummation [94]. In these studies, the next-to-next-to-
leading order contributions in the expansion of the relevant (co-)annihilation rates were
assumed to be given only by P-waves. While such reasoning is justified when the leading-
order S-wave contributions to the annihilation rates are strongly suppressed with respect
to the next-to-next-to-leading order coefficients in (6.24), it does not hold for the general
case. In particular, P- and next-to-next-to-leading order S-wave terms can come with
differing signs, such that a partial compensation of different next-to-next-to-leading order
contributions to the annihilation rates may occur. We illustrate this effect in Sec. 6.2.1.

We have performed a dedicated numeric check of our results for the non-relativistically
approximated X, Xe, — XaXp tree-level annihilation cross sections as given in (6.22,
6.24) for all initial state two-particle pairs in Tab. 5.1 into all accessible SM and Higgs
two-particle final states. To this end several MSSM spectra have been considered, which
we compute using the spectrum calculator SuSpect [86] and its implementation of the
phenomenological MSSM, a model with 27 free parameters. For each spectrum, we ob-
tain the coefficients a and b in (6.25) and (6.26, 6.27) from our analytic calculation, and
compare them with the corresponding coefficients extracted purely numerically using
MADGRAPH [89] to calculate the cross sections. Our results for the coefficient a agree
with the corresponding numeric expression extracted from MADGRAPH data at per mil
level. Similarly, we find agreement of the coefficients b derived with (6.26, 6.27) and
extracted from MADGRAPH data at 1% up to per mil level, where the level of agree-
ment slightly varies depending on the initial- and final-state particles. In addition, the
level of agreement on the parameter b depends on the interval of the v, variable used
for the parabola fit to the MADGRAPH data, which for the numbers quoted above is
taken as v,/c = [0,0.4]. We find that the non-relativistic approximation is reliable
for single-particle velocities up to v, /¢ ~ 0.3. For such velocities the absolute error
of the non-relativistic approximation to gXe1Xe27XaXs o 1 with respect to the unex-
panded gXe1Xe27XaXs o 1 expression lies within the level of a few percent. Therefore the
non-relativistic approximation has an acceptable accuracy for calculations in the early
Universe during the time of y.,-decoupling, as the mean velocity of the x., in that period
was around v, /¢ ~ 0.2.

In the following subsections we give several examples for the numerical comparison
with MADGRAPH. In addition we discuss in detail the impact of the different partial-
wave contributions on the corresponding annihilation cross section times relative velocity,
oXeXex?XaXp g o as obtained from our results. To this end we have selected processes
with significantly different S- and P-wave dependence. The SuSpect-generated MSSM
spectrum, that underlies all results presented in the next sections, contains a wino-like
neutralino LSP with mass m o = 2748.92 GeV, and an almost mass-degenerate wino-like
chargino partner with m, + = — 9749, 13 GeV.
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Figure 6.2: Left plot: Numeric comparison of the non-relativistic approximation (solid
line) to the tree-level annihilation cross section times relative velocity, o v, for the
X1 X7 — WTWT process with the corresponding unexpanded annihilation cross section
produced with MADGRAPH. Right plot: Comparison between MADGRAPH data and our
non-relativistic approximation (solid line) to ov,q for the xfx; — WTW™ reaction. In
addition the dash-dotted red (dashed black) curve represents the constant leading-order
term in the non-relativistic expansion of the cross section plus the P-wave (next-to-
next-to-leading order S-wave) contribution, a + bpv%; (a + bsv2;). Numeric errors on

the MADGRAPH data are given by o v,q/V N, where N = 10° gives the number of events
used in the MADGRAPH calculation of each cross section value.

6.2.1 x{x{ = WW" and x{x; = WW~

We start with the discussion of two exclusive tree-level annihilation cross sections that
are particularly relevant in the calculation of the neutralino LSP relic abundance for
heavy x? dark matter including co-annihilations,® namely the annihilation rate of the
double-charged two particle state x{ x{ into the exclusive final state W+W ™ as well as
the exclusive reaction of the neutral two particle state x{ x; into a pair of oppositely
charged W bosons.

The plot on the left-hand side of Fig. 6.2 displays the annihilation cross section times
the relative velocity for the double-charged reaction x{x{ — WTWT. For v,q/c < 0.4
our analytic, non-relativistic approximation nicely reproduces the numeric, unexpanded
cross section gxfxf—>W+W+vrel determined with MADGRAPH. Furthermore, as the ab-
solute curvature in this reaction is rather small compared to the coefficient a, even the
absolute error that one would make in using the non-relativistic approximation instead
of the full cross section is only of the order of 2% for vy, /c ~ 0.6. The coefficient b for
this reaction, calculated using (6.26, 6.27), is given by 1.27 - 107?" cms. Its P- and S-
wave contributions are of the same order and read 2.95-10"2"cms and —1.68-1072" cms,
respectively. Obviously they enter with opposite sign and partially cancel each other.

6A heavy x¥ dark matter candidate, that explains all the observed cold dark matter as thermal relic
is typically either wino- or higgsino-like or a wino-higgsino mixture. In these cases the two gauge boson
final states X, Xp = V'V give dominant contributions to the inclusive yx co-annihilation cross sections
in the x{ relic abundance calculation.
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Such partial compensation of the P- and next-to-next-to-leading order S-wave contri-
butions to the cross section can be seen explicitly in the right hand side plot in Fig. 6.2.
The plot displays the x{x; — WTW™ tree-level annihilation rate, where the solid
blue line corresponds to the non-relativistic approximation to the tree-level annihila-
tion cross section, oX1 X1 *W* W™, o and the points correspond to the full tree-level
result obtained with MADGRAPH. The deviation between our approximation and the
MADGRAPH data is at one percent level for v, /c ~ 0.6 and in the per mil regime
for smaller relative velocities. In addition the composition of the non-relativistic ap-
proximation to oXIXT WS el OUt of P- and next-to-next-to-leading order S-wave
contributions can be directly read off from Fig. 6.2: the dash-dotted red line repre-
sents the contribution a + bp v2; to (6.24), while the dashed black line is a + bg vZ,.
While both bp and bg are roughly of the same order of magnitude, the summed P-
wave contributions enter with a positive sign (bp ¢® = 1.86 - 107*" cm?®s™!), whereas the
summed next-to-next-to-leading order S-wave contributions come with a negative weight,
bsc? = —0.88 - 102" cm®s~!. It is worth noting that the sum of next-to-next-to-leading
order corrections in the xix; — WTW™ tree-level cross section times relative velocity
gives a ~ 6% correction to the leading-order approximation for v, /c ~ 0.4. For this
relative velocity, the corrections to the leading-order approximation from P-waves only
amount to ~ 11%, while those from next-to-next-to-leading order S-wave contributions
amount to ~ —5%. Hence, in the light of the expected future experimental precision on
the measured dark matter density, it is crucial to take these corrections into account.
Further, as generically the Sommerfeld enhancements for each of the contributing par-
tial waves are different, we consistently consider the Sommerfeld enhancements on the
different partial-wave contributions to the cross sections separately.

The fact that the P-wave terms in the two examples of Fig. 6.2 contribute with pos-
itive sign is generic: the sum of all 21 P; partial-wave contributions to any xe, Xe, —
X 24X p annihilation cross section has to be positive, as it results from the absolute square
of the coefficient of the O(p) terms in the expansion of the annihilation amplitude. More-
over, the separate 2*T! P; partial-wave contributions must also be positive, since different
25+l P _wave amplitudes do not interfere in the absolute square of the annihilation am-
plitude due to total angular-momentum conservation and the additional conservation of
spin in the non-relativistic regime. The next-to-next-to-leading order S-wave contribu-
tions to the e, Xe, = XaXp annihilation cross section, however, result from the product
of leading-order and next-to-next-to-leading order S-wave contributions in the expansion
of the Xe, Xe, = XaXp amplitude. There is a priori no reason why this product should
be positive, and hence negative next-to-next-to-leading order S-wave contributions to
the cross section can occur, as can be explicitly seen in the examples presented in this
section.

6.2.2 The S-wave dominated processes x!x] — tb, ud

We continue with the discussion of x¥x{" annihilation reactions into exclusive final states
built from a pair of fermions. The plot on the left-hand side in Fig. 6.3 depicts the
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Figure 6.3: Left plot: The non-relativistic approximation (solid line) to the tree-level
annihilation cross section times relative velocity, o v.e, for the x{x{ — tb process com-
pared to the corresponding unexpanded annihilation cross section produced with MAD-
GRAPH. Right plot: Similarly to the left figure, we compare MADGRAPH data and
our non-relativistic approximation (solid line) to ow,q for the xx; — ud reaction. In
addition we show the different partial-wave contributions to the cross section in our
non-relativistic approximation: the dash-dotted red (dashed black) curve represents the
constant leading-order term in the non-relativistic expansion plus the P-wave (next-to-
next-to-leading order S-wave) contribution, a + bp v, (a + bgv?%;). The numeric errors
on the MADGRAPH data are taken to be avrel/\/ﬁ, where N = 10° gives the number
of events used in the MADGRAPH calculation of each cross section value.

annihilation reaction x{x{ — tb with (massive) fermionic final states. As it receives
significant leading-order S-wave contributions, this annihilation process is also relevant
in the neutralino LSP relic abundance calculation including co-annihilation processes.
Here it turns out that the b coefficient is S-wave dominated, as the contributions from
P-waves are suppressed by five orders of magnitude. Such suppression also arises for the
exclusive ud final state (generically for all Y9x| — ff reactions). We discuss the reason
for this P-wave suppression below. Let us stress here that our analytic results for the
Wilson coefficients include the full mass dependence of the final state particles and can
be applied to MSSM scenarios with flavour off-diagonal sfermion generation mixing as
well.

The right-hand plot in Fig. 6.3 shows results for the S-wave dominated tree-level
xYx{ — ud annihilation process, also of importance in the neutralino relic abundance
calculation including co-annihilations. Here we display again explicitly the separate con-
tributions from P- and next-to-next-to-leading order S-waves, which makes the domi-
nance of S-wave contributions particularly apparent. The dashed black line, representing
the a+bg v2, contribution to the non-relativistic expansion of the annihilation rate with
bsc? = —0.78 - 102" cm?® s !, basically coincides with the solid blue line, which corre-
sponds to the complete non-relativistic approximation (6.24). MADGRAPH produced
data for the xVx7 — ud tree-level annihilation rate are shown in addition, illustrating
once again the nice agreement of the non-relativistic approximation with the unexpanded
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tree-level cross section results for relative velocities up to vy /c ~ 0.6.

It is worthwhile to understand the suppression of P-waves with respect to the next-to-
next-to-leading order S-wave contributions in the y9x{ — tb, ud processes (generically
XIxT — ff for the given MSSM spectrum) as well as the composition of the correspond-
ing coefficients bg out of their 1S, and 3S; partial-wave contributions: First note, that in
the case of vanishing final state masses, m, = mg = 0, the contributions to both a and
bs can be attributed solely to 3S; partial waves. The absence (or more generally the sup-
pression in m,/M, ¢ = u,d) of 1Sy partial-wave contributions both in the leading-order
coefficient a and in bg is a helicity suppression effect. The helicity suppression argument
applies to all 1L ; partial-wave reactions with J = 0, as the final state of a massless
(left-handed) quark and a massless (right-handed) anti-quark in its centre-of-mass sys-
tem cannot build a total angular-momentum state .J = 0. Hence both 1S, as well as 3P,
partial-wave contributions are helicity suppressed.

The suppression of P, 3P, and 3P, partial-wave contributions that proceed through
single s-channel gauge boson or Higgs exchange is related to either factors of A, =
(M0 — le+) /(myo + mxf) or to vertex couplings that vanish in the exact SU(2), sym-
metric limit. Similarly, contributions from ¢-channel exchange amplitudes introduce
A, factors or coupling factor combinations that lead to vanishing contributions in the
SU(2);, symmetric theory (case of ' P, waves), or are additionally suppressed (as it is the
case of 2Py and 3P, partial-wave configurations) by the masses of ¢-channel exchanged
sfermions, since the mass scale of the latter is above 5TeV in the MSSM scenario con-
sidered. Consequently, as the initial two particle state in the reactions y9x{ — tb, ud
consists of two wino-like particles with |A,,| ~ 41075, the P, 3P, and 3P, partial
waves give suppressed contributions to the tree-level annihilation rate.

6.2.3 The P-wave dominated reaction yj x; — h°h’

An example of a P-wave dominated process is provided in the left plot of Fig. 6.4. It
corresponds to the tree-level x3 x; — h°h® annihilation, wherein S-wave contributions
vanish, such that the process is purely P-wave mediated in the non-relativistic regime
(the coefficient bp ¢? is given by 9.94-1072 cm?® s7!). The absence of S-wave contributions
can be explained by C'P and total angular-momentum conservation in the x5 x5 — h°h°
reaction.” The O'P quantum number of the final two-particle state h°h° is given by
CP = (-1)F = (—1)7, as the total angular momentum of a h°h° state coincides with
its orbital angular momentum and the parity of such a state is given by P = (—1)%,
while its charge conjugation is C' = 1. In case of the annihilating xx, two-particle
state the JP¢ quantum numbers are 0~F for a 1S, partial-wave configuration and 17~
for a 3S) partial-wave state. Hence, for the x]y, state, CP = —1 is realised in case of
S-waves for the J = 0 configuration, and CP = +1 for J = 1, which are opposite to

"The following reasoning applies to all possible x x; — X4 Xp annihilation reactions with two CP-
even MSSM Higgs particles in the final state, X4 Xp = h9h% ROHC, HOH°. Note that C'P is conserved
in these reactions if the mixing matrices in the chargino sector are real, which is the case for the scenario
we consider.
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Figure 6.4: Left plot: Numeric comparison of the non-relativistic approximation (solid
blue curve) to the tree-level annihilation cross section times relative velocity, o v, for the
P-wave dominated 3 x5 — h°h" reaction to data for the corresponding unexpanded an-
nihilation cross section produced with MADGRAPH. Numeric errors on the MADGRAPH
data are taken to be o v/ VN , where N = 10° gives the number of events used in the
MADGRAPH calculation of each cross section value. The dash-dotted red and dashed
black lines represent the constant leading-order term plus the P-wave or the next-to-
next-to-leading order S-wave contribution, a + bp v, or a + bg vZ, respectively. Note
that the a+ bp v2; contribution and the non-relativistic approximation coincide, as there
are no S-wave contributions in this particular annihilation reaction. Right plot: Off-
diagonal annihilation rate I' for the reaction xix; — WTW~ — x5 x5 . The solid line
includes all contributions to I' up to next-to-next-to-leading order in the non-relativistic
expansion. It is obtained from (6.30) assuming that p and p’ are parallel to each other.
The constant dotted blue line gives the leading-order approximation to I'. Summing the
P- or the (momentum-dependent) next-to-next-to-leading order S-wave contributions to
the constant S-wave terms (given by the leading order plus the terms proportional to dm
and 0m) yields the dash-dotted red or the dashed black line, respectively. The curves

are plotted against the relative velocity vgf) of the incoming state x x; .

the C'P quantum numbers of a h°h° final state with the same total angular momentum.
The same reasoning explains the absence of ®P; annihilations in any of the processes
Xix; — XaXp with X3 Xp = hOh% hOHC HOHO as the JPY quantum numbers of the
3P, partial-wave configuration of the incoming y;y, states are 17", hence CP = +1 for
J = 1. This is opposite to the C'P quantum number of the two C'P-even Higgs boson
final state with total angular momentum J = 1.

Let us finally note that there are also no contributions from ' P, partial waves in the
process shown in the left plot in Fig. 6.4. This feature is generic to xfx, — XaXp
annihilations with identical scalar particles in the final state, X, Xp = h°h°, HOHO.
The argument relies on the statistics of the final state identical bosons, and applies
to all x/y, incoming states and not only to particle-anti-particle states x; x,: Bose
statistics forbids the two identical final state scalars to be in a J = L = 1 state, as the
corresponding two-particle wave-function for odd total angular momentum J would be
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anti-symmetric. This argument can also be used to explain the absence of the J = 135,
and 3P states in a xFx; — h°h%, H°H° annihilation reaction.

Generically, if the coefficient a in the expansion (6.24) is suppressed with respect to
the coefficient b, the curvature and hence the corresponding non-relativistic annihilation
process is P-wave dominated. This property derives from the fact, that the leading-
order coefficient a is related to the product of the leading-order S-wave contributions
to the tree-level annihilation amplitude with its complex conjugate. As the next-to-
next-to-leading order S-wave contributions to the coefficient b result from the product of
leading-order with next-to-next-to-leading order S-wave contributions in the annihilation
amplitudes, a suppressed coefficient a indicates a small next-to-next-to-leading order S-
wave contribution to the coefficient b as well.

6.2.4 The off-diagonal x{x; — WtW~ — xj x, rate

In order to discuss the importance of the non-relativistic corrections to not only the cross
sections but also the off-diagonal annihilation rates, we generalise the definition of the
annihilation rates to include off-diagonal reactions. We define the centre-of-mass frame
tree-level annihilation rate I' associated with the (off-) diagonal x¢, Xe, — XaXp —
Xes Xes Scattering reaction as the product of the ., xe, = X4 Xp tree-level annihilation
amplitude with the complex conjugate of the tree-level amplitude for the x.,xe; —
X 4 X annihilation reaction, integrated over the final X 4 X particles’ phase space® and
averaged over the spin states of the respective incoming particles x.,, ¢ = 1,...,4. In the
latter spin-average it is assumed that the X, Xe, and Xe, Xe, pair reside in the same spin
state.” The external x.,X., states are further taken to be non-relativistic normalised
in order to match with the definition of the annihilation cross section times relative
velocity in case of diagonal reactions xe, Xe, = XaXB — Xe, Xeo- In terms of the Wilson
coefficients of the four-fermion operators, the expansion of the annihilation rate I' in the
non-relativistic momenta and in the mass differences dm, dm, is then given by

Prexe = XaXsoxeaxes — f(15) +3 f(3S)) (6.30)
sm /- ) o /s .
+ 22 (h1(150)+3 h1(351))+ - <h2(150)+3 h2(351)>
pp

+ BB (FOR)+ 35 JCR) + JOR) + 2 JCR)

M2

8 The product of tree-level annihilation amplitudes has to be multiplied with an additional symmetry
factor of 1/2 if the final state particles are identical, X4 = Xp.

9In the calculation of Sommerfeld enhanced y;x; — X 4 X p pair-annihilation rates through the imag-
inary part of the x;x; = ... = XeiXea = XaXB = XeaXes — --- — XiX; forward scattering reaction,
the assumption that the incoming and outgoing particle pairs in the X, Xe, = XA XB — Xey Xes short-
distance annihilation part have the same spin state implies that just leading-order potential interactions
in the xix; = ... = XeiXe. a0d XiX; — ... = XesXes Scattering reactions are considered, since the
long-range potentials are spin-diagonal only at leading order and hence pass the spin-configuration of
the incoming x;x; pair to the X¢, Xe, and xe, Xe, pairs. Note that we restrict to the case of leading-order
potential interactions in this work, see Sec. 7.
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where p and p’ correspond to the momenta of the x., and y., particle, respectively, in
the centre-of-mass frame of the reaction. To shorten the notation we have suppressed
in (6.30) the label “xo Xey, = XaX5 — XesXe,” on the Wilson coefficients f,§ and
hi. As we study annihilation rates of non-relativistic x.,Xe, particle pairs, the mass
differences dm and dm have to be (at most) of the order of the x.,x., non-relativistic
kinetic energy, as argued in Sec. 6.1.2. Note that the non-relativistic expansion (6.30)
incorporates this convention and assumes that dm, dm ~ O(p?/M). In case of diago-
nal Xe; Xe, = XaXB — Xe, Xe, scattering reactions, the definition of the corresponding
annihilation rate I' obviously coincides with the definition of the spin-averaged centre-
of-mass frame tree-level x., xe, — XaXp annihilation cross section times relative ve-
locity,S oXeXe27XaXs 4 - and the expansion in (6.30), with p’ = p, reduces to the
non-relativistic expansion of gXe1Xe2#XaXs ¢ 4 as given in (6.22).

As an example for an off-diagonal rate I' we show in the right-hand plot in Fig. 6.4
the off-diagonal annihilation rate associated with the process Y7 x; — W W~ — x5 x5,
which is relevant, for instance, in the calculation of the (exclusive) Sommerfeld-enhanced
XY — WHTW = and x{ x; — WTW ™ co-annihilation cross sections. The mass splitting
between the xT and xj charginos is given by 324.18 GeV in the MSSM scenario con-
sidered, which results in rather large mass differences, namely dém = ém = 162.09 GeV.
In this case, the Wilson coefficients h; and ho, that are proportional to dm and dm,
lead to a 1% positive correction to the constant leading-order rate. This positive
shift corresponds to the difference between the leading-order approximation to the an-
nihilation rate I' (first line in (6.30), dotted blue line in the right plot in Fig. 6.4),
and the complete non-relativistic result for I' including next-to-next-to-leading cor-
rections (solid blue line) at zero momentum. The corrections induced by the terms
proportional to dm, ém turn out to be somewhat smaller than the naive expectation
dm/M = om/M = 2.78%, but represent nevertheless the dominant next-to-next-to-
leading order correction up to v./c ~ 0.16. For larger relative velocities, the P- and
next-to-next-to-leading order S-wave terms provide larger contributions to the absorp-
tive part of the x7x; — WHTW~ — xJx; scattering amplitude. This is indicated
by the dash-dotted red and dashed black curves, which result from the addition of the
constant S-wave contributions (first two lines in (6.30)) and the P-wave contributions
(third line in (6.30)) or the momentum-dependent S-wave next-to-next-to-leading terms
(fourth line in (6.30)), respectively. The correction to the leading-order I' rate due to
the P- and next-to-next-to-leading order S-wave terms amounts to a 7% for v, /c = 0.4.

Note that no comparison with public numeric codes providing results for (tree-level)
xxX — XaXp annihilation rates is available for the off-diagonal annihilation rates. The
calculation of the partial-wave decomposed off-diagonal annihilation rates therefore con-
stitutes one of our main results regarding the hard annihilation reactions in the effective
theory. The relevance of off-diagonal annihilation rates in the calculation of Sommerfeld
enhanced co-annihilation amplitudes in context of the x? relic abundance calculation is in
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Figure 6.5: Numeric comparison of the non-relativistic approximation (solid line) to o v,
for the two neutral hydrogen-like two-body states x{x3 — WTH(left) and x{x; —
H*H~ (right) to data produced with MADGRAPH. Again, we take the errors on the
MADGRAPH data to be ovrel/\/ﬁ, where N = 10° gives the number of events used
in the MADGRAPH calculation of each cross section value. The process on the right-
hand side is dominated by P-wave annihilations. The underlying MSSM spectrum is the
same as in the plots in Fig. 6.2 — 6.4, where the masses of the 3 and y, are given by
myo = 3061.99 GeV and m, - = 3073.31 GeV. The mass of the Higgs particles H* takes
the value my+ = 167.29 GeV

particular investigated in Chap. 9. There we discuss in detail the effect on Sommerfeld-
enhanced co-annihilation rates when off-diagonal rates are wrongly neglected or correctly
included in the calculation.

6.2.5 Annihilation cross sections of “hydrogen-like” Yy states

The plots in Fig. 6.5 show that our results can not only be used to describe pair anni-
hilations of nearly mass-degenerate incoming particles ., Xe, — XaXg, but also apply
to annihilations of a non-relativistic “hydrogen-like” x., x., two-particle system of non-
degenerate-in-mass constituents. We will not investigate such systems further in later
chapters. However we like to emphasise with the following two examples, that our results
allow to describe the tree-level annihilation reactions of such non-relativistic xx states
as well and to very good accuracy. Let us note that we use the notion “hydrogen-like”
to refer to two-particle states with non-degenerate-in-mass constituents, where the mass
difference between the two constituents is larger than several 100 GeV.

The plot on the left hand side in Fig. 6.5 corresponds to the pair annihilation of a
hydrogen-like x9xJ state into a W+ H ™ final state, with myo = 3061.99 GeV, which is
dominated by leading-order S-wave contributions. The curvature is driven negative by
the next-to-next-to-leading order S-wave contributions bg to the coefficient b, given by
bgc® = —5.29- 1072 cm?®s~!'. The P-wave contributions are however of the same order
and read bp ¢ = 1.30 - 10~ 8cm? s~ L.

The right plot in Fig. 6.5 again refers to a hydrogen-like incoming two-body system,
X1 X5 , where the mass of the second chargino is given by m - = 3073.31 GeV. In this case
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the annihilation x{x,; — HTH ™ is P-wave dominated the P-wave contribution bp to
the coefficient b is given by bp ¢ = 2.48-1073! cm?® s~1. Both the leading and next-to-next-
to-leading order S-wave contributions are strongly suppressed and of O(10733 cm?/s).

6.3 Application of the analytic results at O(v2)):
A pure-wino NRMSSM sample calculation

In this section we illustrate the usage of the analytic kinematic and coupling factor
results collected in Appendices A.1-A.3. To this end we consider the idealised pure-wino
NRMSSM, which allows to present compact analytic results. First we give a detailed
end-to-end calculation of the non-relativistic annihilation cross section for the x{x; —
WHW ™ reaction including up to O(v)) effects. We start from the construction of
the coupling factors in this process in Sec. 6.3.1 and continue in Sec. 6.3.2 with the
determination of the corresponding kinematic factors and the final approximation to
the annihilation cross section. In Sec. 6.3.3 we subsequently provide the results for
the Wilson coefficients needed to determine all exclusive (off-) diagonal co-annihilation
rates Ye, Xes — XaXB — XesXes i the decoupling limit of the pure-wino scenario.
To the best of our knowledge the analytic results for the P- and O(v?%;) S-wave (off-)
diagonal annihilation rates in the pure-wino NRMSSM have not been given before in
the literature and were first published in [32]. They can be of interest in the study
of next-to-next-to-leading order effects in Sommerfeld-enhanced pure-wino dark matter
annihilations in the Early Universe.

Later in Chap. 9 we will compare results on Sommerfeld-enhanced co-annihilation
rates in the relic abundance calculation for wino-like y{ dark matter to corresponding
results within the pure-wino NRMSSM. As we will discuss in detail, the knowledge of
all off-diagonal rates is crucial for an accurate determination of the y9 relic abundance
including Sommerfeld enhancements. Furthermore we will show that the precise value
of the calculated relic density depends on the details of the spectrum, such that results
from a study in the pure-wino limit do not directly apply to scenarios with wino-like x?.
Nevertheless the pure-wino NRMSSM allows to give a clear illustration how the Wilson
coefficients are constructed from our analytic results. In addition, generic properties of
wino-like ! scenarios can be deduced from the pure-wino NRMSSM results.

The pure-wino (toy-)NRMSSM scenario is characterised by the mass-degenerate
SU(2)y, fermion triplet states 2, xi* (winos) with mass scale M, > 0, where the latter
denotes the soft SUSY-breaking wino mass.!'® All other SUSY mass parameters includ-

10As regards the hard annihilation rates, the pure-wino states x§ and Xli can be treated as mass-
degenerate The hard pure-wino yx annihilation reactions are characterised by the scale 2Ms. The

X7 /XY mass splitting, dm b= My — My K My, s O(160MeV) in the pure-wino limit [80], and
therefore gives subleading contrlbutlons to the hard rates for O(TeV) pure-wino states. In the application
of our results to generic MSSM scenarios we treat the external state masses in the hard annihilation cross
sections exactly — in the pure-wino NRMSSM we use m F T M = = M,. However, as far as the long-
range potential interactions and the corresponding Schrodlnger equatlons are concerned, the one-loop
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ing the Bino soft mass M; and the Higgsino mass parameter u as well as all sfermion
mass parameters are assumed to be much larger than Ms, namely My, |u| > Ms. Con-
sequently all heavier states x¥, i = 2,3,4 and xj as well as all sfermion states are
treated as completely decoupled. According to the SU(2); symmetric limit the SU(2),
gauge bosons as well as all Standard Model fermions are treated as massless in the hard
annihilation rates, in agreement with the complete mass-degeneracy between the non-
relativistic states x? and xi*. The neutralino and chargino mixing matrix entries relevant
to the calculation in the pure-wino NRMSSM read

ZNil = 52‘27 Z:I:il = 5@'17 (631)

where the Zy, Zy derive from the conventionally defined neutralino and chargino mixing
matrices Zy, Z4 by accounting for a potentially necessary rotation to positive mass
parameters in the NRMSSM, as defined through (6.20, 6.21). Such a rotation does
however not affect the above mixing-matrix entries relevant in the pure-wino NRMSSM
with M, > 0. Finally, let us introduce the notation m, = M, for the only mass parameter
present in the annihilation rates of the pure-wino NRMSSM scenario.

6.3.1 Coupling factors

In this section we strongly rely on the generic rules to construct the coupling factors set
out in Appendix A.1. In order to follow the discussion below it is therefore recommend-
able to first read the corresponding chapter in the appendix, where the construction of
coupling factors in the generic case is discussed and our notation is established. The
application of the generic rules to the coupling factors in the x{x; — WTW ™ process in
this chapter will then give a nice illustration on the construction of the coupling factors.

In Appendix A.1 we note that each of the coupling factors b,,, cﬁ{l), d' in (6.17) related
to a specific X Xes — XaXB — Xe,Xes reaction is given by a product of two coupling
factors associated with the two vertices occurring in the tree-level annihilation amplitude

QIXQ L x,x, and the complex conjugate of another such two-coupling factor product

related to the tree-level amplitude ASZ xey+Xaxp- The building blocks of the by, Al

relevant in x;x; — XaXp annihilation rates are therefore given by the (axial-) vector
or (pseudo-) scalar vertex factors in the x{x; — X4Xp tree-level annihilation ampli-
tudes. Since our results for the kinematic factors refer to Feynman gauge, in order to
determine the annihilation rates into a physical W*W ™~ final state we have to consider
X1 x; annihilations into the exclusive final states X, Xp = WTW~-, W+G—, W-G™,
GYG~,n™gt,n 7, with G* the charged pseudo-Goldstone Higgs and n* the charged
ghost particles. In the pure-wino NRMSSM, the only non-vanishing amplitudes are
given by the diagrams depicted in Fig. 6.6, which we should compare with the generic

mass splitting between the slightly heavier Xli states and the x{ is accounted for also in the pure-wino
NRMSSM. This one-loop mass splitting counts at the same order as the typical non-relativistic kinetic
energies in reactions of non-relativistic pure-wino xx states.
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Figure 6.6: Amplitudes contributing to the physical x{x; — W W~ annihilation reac-
tion in Feynman gauge. Note the fermion flow, that has been fixed to match with the
conventions established in Fig. A.1 in Appendix A.1.

XX — XaXp diagrams drawn in Fig. A.1 in order to extract the coupling factors in ac-
cordance to the conventions established in Appendix A.1. In particular note the fermion
flow in the diagrams in Fig. 6.6, which coincides with the convention used in the generic
Xei Xes — XaXp diagrams in Fig. A.1. In the case of diagram o in Fig. 6.6, which

contributes both to the box and triangle coupling factors, dn ii, and cn 114, Uhe vertex
factors V") read
(t * * v(t v
‘/76;;12) - ’YM ( ;/[1/11 + a’61i175) ’ ‘/ez(if) =7 (’Ug[;h + a’?z/h’%) ) (632)

where e1, e, = 1 as these indices refer to the external states x., = x{ and x., = x;. In
the pure-wino NRMSSM, the only possible t-channel exchanged particle in diagram t,
is x?, therefore i; = 1. Comparing to the generic vertex factor Ve’;(d) =" (’FS) + qﬁf)%)

we identify the expressions that substitute the respective place-holder couplings 'r’e?) and

d
qéi)I

(082, a2 02 a2y — (i all) @l o)) (633)

Let us obtain first the coupling factors dn 1,1, related to the four box amplitudes shown
in the third row of Fig. 6.1. As there is no t-channel exchange dlagram t, the only
non-vanishing coupling factors dn i1i, are those with label a = 4: dn 114, €Xpressions arise
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from the product of coupling factors in e, x., — X4 Xp annihilation diagrams of type
to with the complex conjugate of the coupling factors associated with Xe,Xe, — X AXB

annihilation via diagram type ¢.!'* The constituent coupling factors for the dn i, 1N
X1 X7 — WTW™ — x{ x] scattering are collected in the following table:
t2) t2) t2) t2)
o = 4 : <{T£12117q§1221} {T62217 qegll} {Té:lg 7q63@2 } { éf@g 7q6412 })
= (el ) Gl all) el filall}) . (639)

Selecting one element from each of the four subsets and multiplying these selected el-
ements with each other gives rise to the dn ii,- The label n denotes a string of four
characters, that indicates which coupling (type r or q) was selected from the ith subset
n (6.34). For instance

@)X X7 WHIW =X X7 Wx, W, Wk W
drrrrllll P = o Mooy Ty (6.35)
Turning to the coupling factors in triangle and selfenergy amplitudes, cﬁl i, and by, o

they receive contributions from the s-channel diagrams in Fig. 6.6. We proceed in a
similar way as done for the diagram ¢, and identify the following coupling factors for the
case of single s-channel Z-exchange (first line) and single s-channel y-exchange (second
line):

Vﬁ(s) = 9 (U1Z1+G1Z1’75) ) Cw+w-z — Cw,

VY = 7 (ol +adis) Cwrwy = S (6.36)
The building blocks for the b,, ; ;. , 1(1042”2 and finally these expressions themselves can now
be obtained in a similar manner as described for the dil i1, expressions. However, before
proceeding with their explicit construction, significant s1mpliﬁcati0ns can be performed
by noting that the pure-wino NRMSSM exhibits a particularly simple coupling structure:
the (axial-)vector couplings of x? and x7 to the Standard Model gauge bosons are given

by

W wo_ Y g
Y11 L, ap =0, vy = —sw, a; = 0,
Z Z

With the vanishing of all axial-vector couplings the only non-vanishing coupling factor
d“) . for XTx; = WHTW= — x{x] in the pure-wino NRMSSM hence reads

n,4119

e e (6.38)

The absence of a t-channel exchange diagram t; implies, that only c,g Zm factors with

a = 3,4 can be non-vanishing, as these are built from vertex coupling factors associated

HFor further conventions on the enumeration label a see Appendix A.1.
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with diagram type ¢, and diagram type s, see Fig. 6.1. In the pure-wino NRMSSM, we
find the following expressions

(a=34)x{x; =WW==x{x; _ 2 (a=34)x{xy =WHW-=xfxy _ 2 (6.39)
rrr, 12 - W rrr, 1y - W :
and all other cﬁla)li vanish. Finally, the non-zero factors b,, , , read
) 112 n,1112
— A4 _ _ 2 2 _ oA
brr, zz = Cw brr, Zy T brr, vZ T Cww brr, Yy Sw s (640)

where we have suppressed the superscript x;x; — WTW~ — x{x; to shorten the
notation. A similar procedure leads to the coupling factors in x;x; — X4Xp rates
with the (unphysical) final states X4 Xp = GTG~,nt5" and 777~. We quote the non-
vanishing results for the coupling factors related to x{x; — GTG~ — x{ x| reactions:

2
(012/1/ _812/1/)2 ) brr,Z'y = brr,'yZ = 87W (C%/V _8%/[/) )

b = sy (6.41)

Y

brr, VA

e~ =

In case of x7x; — 77" — x{xy and x{x; — 7"~ — X x; reactions we find in both
cases the same result (again suppressing the process-specifying superscripts):

_ 4 _ 2 2
brr,ZZ = Gy, brr,Z’y - brr,'yZ = CwSw brr,'y'y = Sw- (642)

6.3.2 Kinematic factors

As for the coupling factors, the kinematic factors B,, ;,4,, Cr(fgl I Dfﬁgm reduce to very
simple expressions in the pure-wino NRMSSM. Again we rely in this section on conven-
tions introduced in the appendices, in particular in Appendices A.2 and A.3. For the
notation used in the following, the reader is therefore referred to these chapters.

As the hard annihilation reactions in the pure-wino NRMSSM refer to the limit of
vanishing SU(2), gauge boson masses, the relevant (mass) parameters in any of the

Xer Xes — XaXB = Xes Xes SCattering reactions with y., = x¥, xi° read
m = m = m,, M = 2m,, Asp =

B =1, P, =1, Prap = (6.43)

o= D

Further, the rescaled quantity 7, , in the pure-wino limit reads 1, = 1/2 if it refers to
the x¥ or T species and it vanishes if related to Z and v, 7z~ = 0. Taking the relations
(6.43) into account, we obtain concise analytic results for the kinematic factors relevant
in x7x;] — XaXp — X7 x; scattering. These are collected in Tab. 6.2. Note that we
have given only those kinematic factors that are associated with non-vanishing coupling
factors in the physical Y x] — WTW ™~ — x7x; reaction. Assembling and inserting the
above results into the master formula (6.17) we find the results for the absorptive part
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ISO 351 IP1 3Pj 15((]172) 35?’2)
BNy (L) |0 | =] 0] 0 0 2
cMeLy o =40 o | o | Y
VV /9
D7("r2“r11<2 +1L ) 2 % g %_6 _% _%
Bfr?vv(stLJ) 0 é 0 0 0 _%
By (31 Ly) 0| -%1]0 0 0 4

Table 6.2: Kinematic factors for partial-wave reactions up to O(v2,) in the pure-wino
NRMSSM, relevant for the determination of the x{x; — W*W ™ annihilation rate. The
subscript label V' on the kinematic factors B and C above refers to both the cases of Z
and ~ single s-channel exchange in the (tree-level) annihilation amplitudes. The results
for the kinematic factor B in the last line apply to 77 = nt5t, 0" 7.

of the Wilson coefficients that provide the x{x; — W*W~ annihilation cross section
(6.24). For 3S; annihilation we have

—SWHW——x X[
R )

770‘2 X1 X7 —=WHEW = =xixy BVV. (35)
- 4m2 n 1112 n, 4142 1

n=rr  i1,i2=2,y

LD D DD DI N e VAL

a=34 n=rrr i1=1i0=2y

oz) WHw-= a)VV
T Z Z Z n, 11)2 “ _>X1 N Dﬁl 2112 ( Sl)

a=4 n=rrrriy,io=1

o O T
X7 X1 ~GTGET =X Xy
+ E E bn,ilig n 2112< Sl)

n=rr i1,i2=2,y

I _
X1 X1 —=NM—X1 X1 mm 3
+ § § E bn,ilz’g Bn,iliz( Sl)

n=nt n=rr i1is=2Zy

2 19

T 4
= 4m§ ((C%V+C%VS%V+S§V) X <_E) + 2 (—C%/V - s%,[,) X <—§)

X
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= — -2, (6.44)

where we have summed over all (unphysical) final states in Feynman gauge, X, Xp =
WHW=, GY*G~,n™", n~ 7, that contribute to the physical x{x; — WTW™ rate in the
pure-wino NRMSSM scenario. In case of the 1S, annihilation reaction only the pieces
related to the o = 4 box amplitude contribute, and the only non-vanishing coupling

factor dg:f)mQ is dfﬁ%ll given in (6.38), therefore
2
AXTXT W W—=xxT e WX =WtW—=xx] ~@)VV
{)ill}?({ln—; —X1 X1 (15'0) = 4m§ drrry)ill)fl_) T Dy(»ra»r,u(lSO)
X
2
ge%
= —. 6.45
= (6.45)
Finally, the absorptive parts of the O(v2,) partial-wave Wilson coefficients read
X Xy W X Xy (‘Py) 2ma3 X XT W W X xT (¢Py) = l4mal
{11}{11} U g2 {11}{11} J) = g
X X
A XTXT W =X 8maj XX oWt W sy xT Ta3
Gy (%) = — 5 Gy T 08) = - g (646)
X X

Following (6.24), the non-relativistic expansion of the xjx; — WTW~ annihilation
cross section in the pure-wino NRMSSM is given by

P PWIWT, = a + (bp +bs) vl + O(vl)

9 1ol 1 3\ 7ma3
= 72 4 (— —-) m—; Ufel + O(Uf}el) )

16 mi

9 maj 7T mos o 4
—= — —= ) 4
16 mi 48 m? U+ Otha) (6.47)

The values for the parameters a,bp and bg, that one obtains for a pure-wino NRMSSM
mass scale m, = 2748.92 GeV read a = 3.06- 10727 cm?® s, bp? = 1.81-107%" cm?® s7*
and bgc* = —1.02 - 10?7 cm?® s™'. The mass scale m, agrees with the neutralino LSP
mass of the MSSM scenario introduced in Sec. 6.2. The latter MSSM scenario features a
small but non-vanishing Higgsino admixture to the wino-like X9 and x7: the Higgsino-
like neutralino and chargino states are not at all decoupled but reside at the scale of
~ 2.9—3TeV. Thus we should not expect the results for the wino-like scenario of Sec. 6.2
to be approximated by the pure-wino NRMSSM. This is in fact what the comparison of
the parameters a,bp and bg for the x7x; — WTW ™ annihilation cross section shows:
the corresponding parameters in the MSSM scenario investigated in Sec. 6.2 were given
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by a = 2.65-1072"cm?® s, bpc? = 1.86 - 1072 cm?® s, bgc? = —0.88 - 10727 cm?® s~ L.
The results for the S-wave parameters a and bg in the pure-wino x{x; — WHW~
reaction are a bit larger, which is a consequence of the larger couplings of the pure-
wino neutralino and chargino states to the SU(2), gauge bosons and the absence of
t-channel annihilation into the (unphysical) final state GTG~. Due to the non-decoupled
higgsino-like neutralino states in the scenario of Sec. 6.2 the latter contribution is present
and interferes destructively with the corresponding s-channel exchange contribution also
present in the pure-wino NRMSSM limit. This leads to a suppression of the a and
bs cross section parameters in the wino-like scenario of Sec. 6.2 with respect to the
pure-wino NRMSSM. On the contrary the parameter bp turns out to be somewhat
larger in the Sec. 6.2 scenario which traces back to the non-vanishing P-wave t-channel
annihilations into GTG™ final states that are absent in the pure-wino NRMSSM. Note
that the x Ty~ — WTW ™ annihilation cross section for the Sec. 6.2 scenario in addition
exhibits non-vanishing contributions from the (unphysical) V.S = W*GT final states not
present in the pure-wino NRMSSM. These are however suppressed with respect to the
X4 Xp=WTW~, GG~ contributions.

6.3.3 Exclusive pure-wino NRMSSM co-annihilation rates

We conclude the discussion of the short distance (tree-level) annihilation rates in the
pure-wino NRMSSM by collecting results for all exclusive (physical) X4 Xp final state
contributions to the Wilson coefficients f , g that determine the (off-) diagonal co-an-
nihilation rates e, Xe, — XAXB — Xe,Xes i this scenario. The non-relativistic expan-
sion of the respective exclusive rates can then be obtained from (6.22) and (6.30). For
convenience we write the pure-wino NRMSSM Wilson coefficients as
ferXe2—>XAXB—>Xe4xe3 (2s+1LJ) — 71'_042% CXe1Xe2—>XAXB—>Xe4xe3 (2s+1LJ) ) (6.48)

X

In case of the next-to-next-to-leading order S-wave coefficients we establish a similar
notation with f replaced by g on the L.h.s. of (6.48) and the **1L; = 15, 35; label of

the factor ¢ on the r.h.s. substituted by ISSPQ), 3S§p2). Note that the Wilson coefficients
hi always vanish in the hard annihilation rates in the pure-wino NRMSSM due to the
complete mass-degeneracy of the x? and y7 states.

At the beginning of Sec. 6.3 we have already noted, that the calculation of the
hard annihilation rates in the pure-wino NRMSSM toy-scenario refers to massless SM
gauge bosons and SM fermions. These can hence appear as possible X4 Xp final state
particles in the e, Xe, — XaXp — XesXes; reactions. As far as the Higgs-sector is
concerned we present in this section results that refer to the decoupling limit [95] in
the underlying MSSM scenario: we assume a SM-like C'P-even Higgs boson h° in the
low-energy spectrum of the theory while the heavier Higgs states A°, H°, H* are entirely
decoupled (mao ~ mpgo ~ my+ > m, > 0). As generically muo < my at tree-level
in the MSSM, the A" is consequently treated as massless in the pure-wino NRMSSM
hard annihilation rates. According to their overall charge the (co-)annihilation processes
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X1 X1 — X x| reactions
physical final state XoXp | ¢(*So) | ¢(®S1) | c(*P1) | ¢(*Py) | c(*'S¥) | e(®s%7)
WHW L 1 2 L s 1
7 Ao |0 |0 | By | =R |0
Zy 2cfyshy |0 0 | B [ —2&s | 0
7Y Sty 0 0 B st —16 g1 0
0 1 1
qq 0 § 0 0 0 ~2
3 25 2 50
> XaXp 3 e 2 14 3 -
X(fx(f — X?X? reactions
WHWw - 2 0 0 % _ 33_2 0
XIXT = xi X1 and xy x; — x9x{ reactions

Table 6.3: ¢(***1L ;) factors that enter the contributions to the pure-wino NRMSSM Wil-
son coefficients in neutral X, Xe, = X4XB — XesXes DProcesses with exclusive (physical)
final states X, Xp. In case of x{x] — XaXp — xi x; rates where several two-particle
final states X 4 Xp are accessible the inclusive result is also given.

can be arranged into three charge-sectors: neutral, positive and double positive charged.
The results for the corresponding (double) negative charged reactions are identical to
the results for (double) positive charged processes. We collect our results for the factors
c(**™L;) in Tables 6.3-6.4.

In case of inclusive leading-order 'Sy and 3S; (co-) annihilations we find agreement
between the results of Tables 6.3-6.4 and the corresponding expressions given in [20] for
the same scenario. In addition, we reproduce the leading-order 1S, wave annihilation
rates into the exclusive final states WW ™=, ZZ, Z~ and ~v given by the same authors
in [19], apart from the WHW ™ off-diagonal rates, where our findings are a factor of 2
larger. We emphasise once again, that the results for the P- and O(v2;) S-wave Wilson
coefficients are new.
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X?Xf — X?xf reactions
physical final state X, Xpg | ¢(1Sg) | ¢(3S1) | c(*P1) | c(*Py) C(ISSPQ)) C(3S£p2))
Wiz by | & | 3e | M | -3d | -
Wy ssw | 0 | IS | 5 oS | -3 siv 0
L 1
_ 5 i
ud 0 ! 0 0 0 _y
L 4
4
> XaXp : % 2 u . -
XTXT — X7 xi reactions
physical final state X, Xp | ¢(!Sy) | ¢(351) | c(*P1) | ¢c(®Py) C(lsép2)> 0(353’2))
WHWw+ 1 0 0 % _ % 0

Table 6.4: ¢(***!'L;) expressions associated with the pure-wino NRMSSM Wilson coef-
ficients in exclusive single charged x?x{ — X4 Xp — x{x; reactions (upper table) and
in double charged x7x{ — XaXp — X7 xi processes (lower table). The last line in the
upper table is the corresponding inclusive result.

Let us add a further note on an analytic comparison of our results with known expressions
in the literature, which refers to exclusive x? x? tree-level annihilation rates: in [96],
the authors have performed a calculation of the neutralino relic abundance in minimal
supergravity models. In the appendix, they give a complete summary of all partial-wave
separated tree-level helicity amplitudes in xx? — X 4 X pair annihilations. These com-
prehensive results for tree-level neutralino LSP pair-annihilation rates are also referenced
and (partly) quoted in the (SUSY) particle dark matter reviews [3] and [4], and easily
extend to xY 1XS . — X4 Xp annihilations. Hence, these results allow for an explicit ana-
lytic check of our expressions for the different partial-wave contributions to a neutralino
Xo, X2, — X4Xp annihilation cross section. The partial-wave coefficients that can be
cross-checked in that way correspond to 'Sp-, *Fy-, *Pi- and ®Py-wave x? x° — XaXp
annihilation reactions, and the leading-order and next-to-next-to-leading order Sy-wave
contributions can be compared separately. Since the results in [96] cover only the case
of x9x9 — X4 X5 reactions, we cannot cross-check our results for 3S; and 'P, partial
wave reactions, which are absent in identical particle pair-annihilations. Our expres-
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sions for the partial-wave separated x? x? — X, Xp annihilation cross sections into all
possible SM and Higgs final states, obtained from (6.22), agree with the corresponding
terms derived from the helicity amplitudes in [96]'%. Let us finally note that our results
for annihilations into a pair of fermions include the case of flavour-off-diagonal sfermion
mixing as well, which is covered in [3] and [4], but was not yet included in [96], wherein
only flavour-diagonal right-left sfermion mixing was taken into account, although it is
straightforward to extend these results to the general flavour-off-diagonal case.

12The only minor discrepancies that we find are related to P-wave contributions: our results for 3P;-
wave xgl xgl — HtH~ annihilations correspond to a factor 2 instead of a factor 4 in the second term
of Eq. (A27b) in [96]. In the case of 3 Py-wave x2 x2 — ff reactions, our results correspond to a factor

\/2/3 instead of a factor v/6 in the second term in the first line of Eq. (A29b) in [96].
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Chapter 7

Long-range potential interactions

The instantaneous but spatially non-local long-range potential interactions that even-
tually cause the Sommerfeld enhancement of yx pair-annihilation cross sections in the
non-relativistic regime are encoded in the part L, of the effective field theory La-
grangian LNEMSSM introduced in Sec. 5.1. In (5.3) we have already given the generic
form of the contributions to L. Here we explicitly determine the coefficients of the
four-fermion operators in L, at leading order in the non-relativistic expansion, which
are given by Yukawa- and Coulomb-potentials associated with electroweak gauge or Higgs
boson mediator particles. The corresponding matching calculation that provides explicit
analytical expressions for the potentials in terms of MSSM parameters and couplings
is the content of Sec. 7.1, where we use the example of potential Z-boson exchange
to illustrate the procedure. Explicit expressions that allow to build all leading-order
NRMSSM potentials are collected in Appendix B. In Sec. 7.2 we subsequently discuss
the representation of potential interactions as well as hard annihilation reactions in the
NRMSSM in terms of corresponding potential and annihilation matrices. This requires
the definition of a suitable basis of NRMSSM two-particles states (xx)r=1,..~. The two
possible choices, one basis which contains and counts as different the states y., xe, and
XesXe; With non-identical particles x., and x.,, the other where the redundant states
Xes Xe, are absent, are discussed in Sec. 7.2.1. To complete the presentation of results
related to the pure-wino NRMSSM in Sec. 6.3 we finally provide in Sec. 7.2.2 explicit
analytic expressions for the potential and annihilation matrices in that scenario, using
both the basis with and without redundant yy states.

7.1 NRMSSM potentials: Matching calculation

In Sec. 2.1 we have discussed ladder diagrams in non-relativistic yx — x)x scattering
with light mediator exchange in order to understand the origin of the Sommerfeld en-
hancement effect starting from amplitudes in the full theory. The enhancement effect
could be attributed to particularly large contributions to the individual loop integrals
in the ladder diagram that arise in the region where the loop momenta have potential
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Figure 7.1: Box subgraph of a characteristic diagram with multiple ladder-like exchanges
of vector and Higgs bosons among intermediate yy states. Arrows in this picture indicate
the direction of the labelled momenta.

scaling behaviour, see (2.1).! Before we enter the actual matching calculation let us first
slightly generalise here the discussion of Sec. 2.1 to include the case of potential scat-
tering reactions Xe,Xe, — XesXes Of two-particle states Xe, Xe, and Xxe,Xe, that exhibit
small mass differences. To this end consider Fig. 7.1 that generalises the example in
Sec. 2.1 (Fig. 2.1) to the case of several nearly mass degenerate x.,x., states. We fix
conventions such that in the centre-of-mass system of the initially incoming XiX; pair
with individual momenta p; and p; and total momentum P = p; + p; = (y/s,0) the
loop momentum p’ that is related to the box with fermions y., and x., is the relative
momentum of the xe, Xe, pair, p’ = (ps — p3)/2. This implies that the momentum of the
exchanged boson in the x¢, Xe, — XesXes Scattering reaction is given by the difference
of the relative momentum p’ of the x.,x., and the relative momentum p of the xe, Xe,
pair. For the loop momenta defined in this way the scaling rules in (2.1) apply and the
contributions to the loop integrals from potential momenta give rise to enhancements
as discussed in Sec. 2.1. In particular we have the following scaling of the 0-component
of the momentum p’ in the potential region, p'° ~ §’? /mrsp < mysp and similar for
p. At leading order in the expansion of the boson propagator 1/((p’ — p)* —m7) in the
potential region we therefore obtain the expression —1/((§" — p)* 4+ mj) with my the
mass of the exchanged boson. It is this energy-independent propagator which gives rise
to the instantaneous but spatially non-local potential interactions. The expression in
particular agrees with the corresponding term derived in Sec. 2.1. The important addi-
tional feature with respect to the previous discussion is that here the term (p — p°)?
that has been dropped at leading order in the potential region expansion of the gauge
boson propagator involves contributions proportional to the mass differences squared,
(myg —my)? or (m3 — my)% The latter terms are consistently neglected, as mass differ-
ences between the NRMSSM states are assumed to be of order 73 /mysp ~ O(mygpv?)
at most, where p;; = (p; — p;)/2 denotes the incoming x;x; state’s relative momentum.

'Let us recall from Sec. 2.1 that the classification of the loop momentum to be hard, soft, potential
or ultra-soft requires a certain canonical routing of the loop momenta in the ladder diagrams, which we
use in Fig. 2.1 of Sec. 2.1 and, as well, in Fig. 7.1 of this section.

120



| | |
fa=p'—»p } A
| | |
[ e < <
X€2 Xeg
(a) x°x° — x°x° (b) x*x~ = xTx~ () x x = xx~
xTxt = xtxt X'x~ = X%~
XOxT = Ot Xx" = xtx

Figure 7.2: The three different tree-level diagrams with ¢-channel boson exchange that
generate the leading-order potential among non-relativistic neutralinos and charginos.
According to the arrows in the neutralino/chargino lines that indicate the fermion flow,
each diagram contributes only to the scattering processes specified below.

After this generic discussion regarding the form of the propagator of the exchanged po-
tential boson we will now determine the terms in the effective theory Lagrangian that
encode the corresponding potential interaction in Xe, Xe, — XesXe; ScCattering reactions
of NRMSSM neutralino and chargino states.

Similar to the procedure for hard annihilation reactions in Sec. 6.1 we determine the
coefficients encoding potential interactions in the NRMSSM by means of a matching
calculation of corresponding EFT and MSSM amplitudes. As we are interested in the
determination of leading-order potential interactions in the EFT, we have to consider
tree-level Xe,Xes, — XesXes On-shell scattering amplitudes with gauge boson or Higgs
particle exchange in the MSSM, which have to be expanded to leading order in non-
relativistic momenta and mass differences, according to the non-relativistic expansion
introduced in Sec. 6.1.2. In the following we use the example of Z-boson exchange in
Xei Xes — XeuXes tree-level scattering to illustrate the relevant steps in the matching cal-
culation. Results for all possible mediator particles that can be exchanged in the MSSM,
comprising the electroweak gauge bosons W*, Z and the photon as well as the Higgs
particles — as long as the latter are sufficiently lighter than the NRMSSM neutralino and
chargino states (see the discussion in Sec. 2.1) — can be found in Appendix B. Fig. 7.2
comprises the three tree-level diagrams with different fermion flow that generically have
to be considered in the matching calculation. The vector (v) or axial-vector (a) inter-
action vertex of two neutralinos or charginos with the Z-boson that is relevant in our
sample calculation of the Z-boson exchange potential can be generically written as

92 Xe; (Vi7" + gy vs] Xe; 2y (7.1)

where the two fields X, x., are either given by Ygi ng or X ij. The yxZ-interaction in
the MSSM arises also in case of the hard Xe; Xe; — X4 Xp annihilation reactions discussed
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in Chap. 6 and explicit expressions for the vertex factors v;; and a;; are provided in
Appendix A.1.2.2

As regards the determination of the leading-order Z-exchange potential we start from
the on-shell scattering amplitude in Fig. 7.2(a) and expand the full-theory amplitude in
the small relative momenta p,p’ ~ mpspvye ~ My as well as in p° p'% ~ mypgpv?,
keeping only the leading-order terms. This implies an expansion of the Dirac bilinears
T(pa)Tu(py )u(ps)Tu(ps) associated with the amplitude, where ' and I stand for a certain
combination of the structures lixs,Vu, 75, ¢ With ¢ = ps — p1 = p2 — p3, as well as a

corresponding expansion of the Z-boson propagator

—1 Q,uqy) duQqy —1
(g — + , 7.2
o (oo %%) + %% e i

here defined in Re-gauge. At leading order the non-relativistic expansion of the former
product of Dirac bilinears is equivalent to the following replacements in the full-theory
amplitude:

PRy =101 , Yy — —0' ®d,
Y5 @ Y, ¥ @ Yuys = 0,
g — —(Mmey, —me,)(Mey —Me,) 1R,
d@dvs. dvs @4, dvs @ dvs — 0. (7.3)

While the expressions on the left-hand side in these replacement rules are understood to
act on the four-component spinors associated with the on-shell fields at the upper and
lower interaction vertex in Fig. 7.2(a), the right-hand side terms should be understood as
matrices acting on the two-component Pauli spinors of the corresponding non-relativistic
neutralino or chargino fields. Accordingly, the latter spin operators written in component
notation read o' @0’ = o}, , 0%, ., and 1®1 = 4,44, 0a5q,. Note that as already remarked
in Sec. 6.1, the matching procedure implies the use of the non-relativistic normalisation
U(pe, )u(pe,) = 1 of the four-component spinors. Finally let us point out that the relation
in the third line in (7.3) is obtained using the equation of motion for the spinors. The
non-relativistic scaling of the corresponding term is discussed below. Using (7.3) the
leading-order term in the non-relativistic expansion of amplitude Fig. 7.2(a) with Z-
boson exchange is given by

- 2
_ —ig 0Meye; OMeye i o i
(Flg.3a)Z = m |: (1 -+ 4];4% — )vielvfgeg 1 ® 1- aielaezam oo
i ig3 OMeyer OMese 7 v 11 . (7.4)

v
=2 2 2 eqeq “ezen
q°+ &Mz M3

2Similarly, the vertex factors related to xxW™ and yxy interactions as well as the scalar (s) and
pseudo-scalar (p) vertex factors associated with yx-Higgs three-point interactions can be found in this
appendix. All such interactions can arise in potential e, Xe, — XeaXes tree-level scattering reactions
and the corresponding vertex factors enter the explicit expressions for the respective potentials from
gauge boson (Z, W* v) or Higgs particle (h°, H®, A%, H*) exchange collected in Appendix B.
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For simplicity this expression refers to the case of x°x* — x°x® or x*x* — xTx*
scattering reactions where the type of (axial-)vector couplings at both the upper and
lower vertices in Fig. 7.2(a) is the same, namely either related to x°x°Z or to x*x~Z
three-point interactions. The extension to x’x* — x%x™ processes where the vector and
axial-vector couplings related to both the x°x°Z and y*x~Z vertex arise is straightfor-
ward.

Before we comment on the expression in the first line in (7.4) that involves the
product of mass differences, dme,e,0Meye,, let us first discuss the term in the second
line. This term arises from the {-dependent term in the Z-boson propagator in (7.2).
Due to gauge invariance it has to cancel against the contribution from Goldstone boson
AY = G° exchange, where the Goldstone boson mass is given by mgo = ¢M%. Such
cancellation takes place as certain relations among the vector and scalar couplings of
the neutralinos and charginos hold within the MSSM: the leading-order contribution in
the non-relativistic expansion of the amplitude Fig. 7.2(a) with scalar boson ¢ exchange
reads

(Fig.3a)? = 9y s 50 1®1. (7.5)

(72_'_7”35 eq€1 7 €362
Pseudo-scalar interactions do not survive in (7.5) because at leading order in the non-
relativistic expansion the replacements 1 ® v5,7v5 ® 1,75 ® 75 — 0, relevant in the case
of amplitudes with scalar particle exchange, complement among others the replacement
rules in (7.3). For a cancellation of the {-dependent terms in (7.4) and (7.5) the condition
OMege, OMeyes 7 7 GG (7.6)

M2 €4€1 ~€3€2 + 86461 86362
Z

must hold, implying that the relations v/ (m; — m;)/My = iisfjo must be fulfilled.
The latter relations can be proven using the explicit expressions of the couplings v%
and s in terms of mixing matrices and couplings given in Appendix A.1.2, as well
as the diagonalisation properties of the mixing matrices. Consequently we can drop
the ¢-dependent contributions in (7.4) together with the Goldstone boson G%-exchange
contributions (7.5). Similar cancellation take, for instance, place in case of potential
XerXes — XeaXes SCattering with W+- and GT-exchange, such that we can eventually
consider only ¢-independent contributions to the potential interactions that are related
to the exchange of physical states, leaving out the case of potential Goldstone bosons in
the diagrams of Fig. 7.2.

As regards the 0m,,e,0Me,e, proportional term in the first line of (7.4) — which is re-
lated to expressions involving ¢ @ ¢ in the unexpanded full-theory amplitude — it typically
yields a very small contribution, since the effective theory contains only those species
that give rise to mass differences dm ~ O(mygpv?,;). Even for a spectrum with heavy x?

rel

where mLspvfel > My is possible for non-relativistic NRMSSM states, the dm e, 0Meqe,
proportional term gives O(1) contributions at most due to suppressed vector couplings.
This can be seen in the decoupling limit mpsp — oo. As long as the mass differ-

ence dme,., refers to particles x.,, x., within the same electroweak multiplet it scales
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as 0Me,e, ~ Mpw/misp, such that the mass difference terms in (7.4) are suppressed as
IMeye, /My ~ Mpw/misp. If to the contrary the particles x.,, x., belong to different
multiplets, the terms dm.,., /M can be large but are multiplied by suppressed couplings
vZ . ~ Mgy/0me,e, following (7.6). Finally let us note that the axial-vector couplings
go to zero in the decoupling limit such that the gauge-independent, off-diagonal terms
in square brackets in the first line in (7.4) are in this case given by the pseudo Goldstone
boson couplings —sg;l 353062.

Instead of performing the same non-relativistic expansion again in order to obtain the
leading-order terms for amplitudes (b) and (¢) with Z-boson or neutral scalar ¢ exchange
in Fig. 7.2 we can derive them directly from the corresponding expressions for amplitude
(a) in (7.4) and (7.5). Only certain labels on the vertex factors as well as signs in front
of these factors have to be interchanged, where the corresponding replacement rules can
be obtained by a simple adaption of the rules 1. and 2. given in Appendix A.1.2: If
the fermion flow on a line of diagram (b) or (¢) is reversed with respect to amplitude
(a) we need to interchange the labels on the corresponding vertex factors (for instance,
KNege, = Xepes t0 go from (a) to (b)) and change the sign of the corresponding vector

coupling. In this way we obtain

(Fig.3b)” = PRy TSM% { (1 + —5me4‘}\lém6362 )vielvieg 1®1+ a7, a0.,0 @0
-y e e 101
(Fig.3b)? = %Smi s, 101, (7.7)
as well as
(Fig.3c)? = % [ (1 + %)vimviea 1®1-a’,a’,, 0 @0
(Fig.3c)? = _,i s 50 1®1. (7.8)

q2_'_mi €1e4-€2€3

Similar expressions for the leading-order contributions to potential X, Xe, — XesXes
scattering processes generated by photon exchange can be obtained from the above Z-
boson exchange case by replacing the corresponding vector couplings (vZ — v7), setting
the axial-vector couplings as well as the force carrier mass to zero and keeping only the g,,,,
dependent part of the propagator in (7.2). The expressions related to pseudo-Goldstone
boson GY exchange in (7.5, 7.7) and (7.8) can generically be applied to neutral Higgs
boson (h°, HY, A®) exchange by appropriate replacements of the coupling factors and the
boson mass. The case of W*-boson and charged scalar boson (H*, G*) exchange arises
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in Y'%? = xIxT, xTxT — X" and x’xT — xTx° processes. Note that when applying
the results in (7.4, 7.5, 7.7, 7.8) to these cases we have — apart from the replacements
of masses — to hermitian conjugate the coupling matrices at vertices involving either an
initial x* or a final x". This prescription follows from the fact that we provide the vertex
factors for incoming x and outgoing x;™ in the x*x*W= and x°x* H;; vertex factors in
Appendix A.1.2; our notation therein is such that the first index in the corresponding
vector (scalar) and axial-vector (pseudo-scalar) coupling is related to the outgoing x; ,
while the second index refers to the incoming X?, see Fig. A.3.

The results provided so far in (7.4, 7.5) as well as in (7.7) and (7.8) refer to the leading-
order potentials in momentum-space. The Schrodinger equation that takes into account
the resummation of potential gauge and Higgs boson exchange in the ladder diagrams
such as Fig. 7.1 (or Fig. 2.1(a) of Sec. 2.1) will however be written in coordinate-space,
see Chap. 2 and Chap 8. The corresponding coordinate-space potentials are obtained
from the momentum-space expressions above by Fourier transformation

XX—XX _ dBC-T iq-T ; oXX—XX (72
v, (r) = eI TN () | (7.9)

{ere2}{eses} (2m)3 e1eseqe3

where T)XX?XX denotes the momentum-space amplitude as given in equations (7.4, 7.5,

7.7, 7.8) and r = |Z|. From the identity

d3q—* L 1 e~ mr
e = 7.10
/ (27)3 ‘ 72 + m? Ay (7.10)

we obtain the well-known Yukawa-type potentials for amplitudes that involve the ex-
change of a massive mediator with mass m. In case of a massless force carrier, m = 0,
(7.10) gives the Coulomb potential.®

Before presenting the final form of the leading-order coordinate-space potentials in
the NRMSSM we rewrite the spin operator o¢ ® o® that appears in the potentials with
gauge boson exchange as

o@o = 2(8*—52-5}) =252 -3(191), (7.11)

where 57 (53) denotes the spin operator acting on the particles x., and y., (xe, and
Xe,) at the upper (lower) vertices in the diagrams in Fig. 7.2. In the second equality
we have replaced 57, by s(s+ 1) (1 ® 1) = 3/4 (1 ® 1) for the neutralino and chargino

species. S denotes the total spin operator acting on the total spin of the incoming and
outgoing neutralino and chargino pairs x., Xe, , S=5+5= 1/2(6®1+4+1®7). In the
basis of eigenstates of total spin of the x.,X., pairs we can replace 52 by its eigenvalue
SS+1)(1®1)=251®1) for S = 0,1, where in particular 1 ® 1 is the identity
operator. Eventually, referring to the basis of total spin we can write the leading-order
coordinate-space potentials in the NRMSSM in the generic form

—mxrTr
e X

‘Qﬁ?e;)]?c{);eg,}(r) = (a61eze463 - (3 - 45) b51€2€453) T ) (7-12)

3Let us note that the +ie prescription in the gauge boson propagators of the full theory provides the
necessary regularisation for the m = 0 case in (7.10).
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for exchange of a gauge boson X with mass my among the incoming and outgoing pairs
Xei Xeo ANd Xe,Xes- The coefficient b, eye,eq 1S solely built from a product of two axial-
vector couplings as can be seen from the terms involving ¢! ® ¢ in the momentum-space
potentials in (7.4, 7.7, 7.8), together with the relation (7.11). Consequently, be,eseses
vanishes for the case of leading-order potentials from scalar boson and photon exchange.
A spin-dependence of a generic leading-order potential (7.12) thus arises only in presence
of corresponding non-vanishing axial-vector couplings. We collect explicit expressions for
all leading-order NRMSSM potentials from electroweak gauge boson, photon and light
Higgs exchange in Appendix B.

7.2 Matrix representation of NRMSSM potentials

Both the labels on the potentials V{X‘;}ﬁzes}(r) that arise as coefficients of the four-
fermion operators in L, as well as the labels on the Wilson coefficients Aéf;;i‘f‘m%} of

the four-fermion operators in 0L,,, refer to two-particle states Xe, Xe, and Xe,Xes- By
analysis of the perturbative expansion of the x;x; — X4Xp annihilation amplitude
with ladder-like gauge and Higgs boson exchanges in the non-relativistic limit, we will
show later in Sec. 8.2 that the amplitude can be written as a product of potentials (7.12)
times non-relativistic two-particle propagators related to the corresponding intermediate
Xea Xe, Dairs, integrated over corresponding loop momenta and finally multiplied by an
appropriate short-distance Wilson coefficient f encoding the actual hard annihilation.
All parts in this amplitude expression refer to x.,Xe, two-particle states rather than the
individual x., and x., particles. The annihilation reactions including the Sommerfeld
enhancement — arising due to the presence of long-range potential interactions which
require a consistent resummation of all amplitudes with potential ladder exchanges —
are therefore conveniently described using a basis of two-particle states. Considering
such a two-particle state basis it is convenient to speak of potential matrices as well as
annihilation matrices instead of their components, the potential interactions (7.12) and
the absorptive parts of the Wilson coefficients f discussed in Chap. 6: the entries of the
matrices are related to a corresponding specific potential or Wilson coefficient f referring
to the 2 — 2 scattering reaction of two-particle basis states Xe, Xes = Xes Xes-

In context of the heuristic discussion of Sommerfeld enhancements and the corre-
sponding Schrodinger equation for certain toy scenarios in Chap. 2 we started already
from a two-particle state basis. In the NRMSSM we now have to construct the two-
particle state basis from the individual neutralino and chargino species in the effective
theory. There are two options, one where states xe,Xe, and xe,Xe, built from non-
identical particles are considered as different, the other where the redundant second
state is not considered. Depending on the convention chosen there are certain combi-
natorial factors that have to be taken into account when building from the potentials
V{ﬁ‘;}?‘{);ea}(r) and absorptive parts of Wilson coefficients ﬁg;’i‘é 1e5) the correspond-
ing potential and annihilation matrices. We discuss the two bases and the implications
for the potential and annihilation matrices in Sec. 7.2.1. Subsequently we provide as an
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example in Sec. 7.2.2 the potential and annihilation matrices in the pure-wino NRMSSM.

7.2.1 The two possibles bases of Yy states in the NRMSSM

In the discussion of NRMSSM two-particle states we generically have to take five different
(electric) charge sectors into account, as two-particle states built from neutralino and
chargino species can have electric charge () = 0,+1,+2. In each charge sector () we
encounter a certain total number Ng| of different two-particle states,® which depends
on the choice of the two-particle state basis. In the following we discuss two different
choices for such basis, termed “method-1"7 and “method-2” basis, in turn.

In case of ng neutralino and n, chargino states in the NRMSSM we encounter n?
neutralino pairs, x"x’, and 2n% neutral xy*x¥ states, where we counted as different the
states Xe,Xe, and Xe, Xe, for non-identical species x.,, Xe,, that arise from interchanging
the particles at the first and second position in the yy state. Consequently we obtain
Ny = n§+2n3 neutral two-particle states. Similarly, the charge @ = +1 sectors comprise
Ni = 2ngn; two-particle states and in case of @ = £2 we have Ny = n?. If for a given
MSSM spectrum the masses of the four neutralino and the two chargino species are, for
instance, so close to each other that all these species have to be taken into account in the
NRMSSM, we confront ny = 4 and n, = 2. This implies that potential scattering and
annihilation reactions between Ny = 24 neutral two-particle states have to be considered
in the @) = 0 sector. Correspondingly, the single and double charged sectors involve
N; = 16 and N, = 4 interacting yx states. Written explicitly we have to consider in this
“ng =4 and n, = 2”7 example the Ny = 24 neutral states

XX Ty XTX9: XTX3 XTXTE XOXT XBX3: X5X3, XOX1» XIXT, -+ XXT,
XTXT XT X2 X3 XTs X3 X2, X2 X1 XTX3: X2 X1+ X2 X3 (7.13)
as well as the following N; = 16 states in the two charge () = +1 sectors,
XX XIXT s XoXT s XoXa s XaXis X9Xa > XaXTs XiXas
XEXT, XX XT XD -0 X2 XY s (7.14)

and finally the Ny = 4 states in the () = £2 charge sectors,

XEXT, XEXE, XEXE, xaxE . (7.15)

The entirety of all Ny + 2Ny + 2N, = 64 states in (7.13 — 7.15) defines the “method-1
basis” of two-particles states in our “ng = 4 and n, = 2”7 example. The adaption to
the case of ng < 4 and n, < 2 neutralino and chargino species in the NRMSSM is
straightforward. Note that the order of states in each charge sector in (7.13 — 7.15) is
of course a matter of convention. By using the method-1 basis of two-particle states

4Note that our notation implies |Q| = 0,1,2; the total number of states in the single-positive and
single-negative, Q = +1, (double-positive and double-negative, Q = +2) charge sector obviously agrees
and is denoted by Ny (Na).
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in the NRMSSM - that is by treating x.,Xe, and xe,Xe, for non-identical particles y.,
and x., as different — we can in the construction of potential and annihilation matrices
directly use the expressions for potentials and Wilson coefficients as derived in Sec. 7.1
and Chap. 6: In the calculation of x;x; — X4 Xp annihilation amplitudes with ladder-
like exchanges there are no additional combinatorial factors to be taken into account in
front of potentials V' or Wilson coefficients f as long as we consider and sum over all
method-1 basis states that are part of the same charge sector as the annihilating x;x;
pair.

The “method-2 basis” that we discuss next has the advantage that it contains less
two-particle states than the corresponding method-1 basis. In return the potentials and
annihilation matrices to be used in the calculation of x;x; — X 4Xp annihilation rates in
the method-2 basis have to be calculated from the method 1 expressions (directly related
to the potentials taken from Sec. 7.1 and Wilson coefficients from Chap. 6) by accounting
for certain combinatorial factors and combinations of different method-1 matrix entries.
The method-2 basis is built from all yy states that differ pairwise with respect to the
individual particle content. This implies that only one of the states x.,Xe, and Xe, Xe.
for different particle species x.,, is considered as a basis state, the other is redundant
and ignored. While this prescription is still ambiguous as it is not specified which two-
particle state should be dropped, we define the method-2 basis such that it contains only
those neutral two-particle states x¢, x¢, with e, < e, where the individual particles x, ,
are part of the ng NRMSSM neutralino species. Further all neutral states x; x;, built
from the n, NRMSSM chargino states are part of the basis, while states x, X/ are not.
In the single-charged sectors () = 1 we include states Xga be in the method-2 basis and
accordingly neglect the redundant states bexga. Finally, as in case of two-neutralino
states, the XiXii pairs in the charge () = +2 sectors are part of the basis if e, < ey.
With this definition we obtain Ny = ng(no+1)/2+n2 neutral two-particle basis states as
well as N, = non. and N, = ny(ny+1)/2 basis states in the charge Q = +1 and ) = +2
sectors, respectively. The method-2 basis is then given by the entirety of Ny + Ny + N,
states. In case of the example with ng = 4 and n, = 2 discussed above for method-1,
we obtain the following N, = 14 neutral states in the method-2 basis,

XIXT5 XTX5: XTXG: XTXE: XaXas X2X3: XoX1: X3X3» X3X1s XaX1,
XTXT XTXa 5 X3 X7 X3 Xz s (7.16)
the following N, = 8 states in each of the two single charged (Q = £1) sectors,
XIXTS XTXG XOXT XOXa» XaXT» XaXa» XaXT s XiXa s (7.17)

and finally the N, = 3 double charged states in the each of the two double-charged
(Q = £2) sectors,

XEXT: XEXas X3 X3 - (7.18)

The reduction of the number of states contained in the method-2 basis with respect to
the corresponding method-1 basis is more significant the larger the numbers ny and n
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of neutralino and chargino states in the NRMSSM. It is in particular maximal for the
case ng = 4 and n, = 2 considered above.

While, for instance, we have two potential matrix entries corresponding to the scat-
tering reactions Xe,Xe, — XesXes aNd Xey Xes — XesXes i method-1, where the latter
is the so-called “crossed” contribution which differs from the former for y., # x.,, we
encounter only one potential matrix entry in case of method-2, as one of the states x., Xe
OT Xe, Xes 18 absent in the corresponding basis. For the following discussion let us denote
a state in the method-2 basis by (xX)ee, in order to distinguish it from a method-1
basis state, which we will still write as xe, x.,- We obtain the potential matrix entries

V{(.)_C})f{)j(XX) in the method-2 basis from the method-1 entries VXXX in the following way:

LD
. Co)—=(xx)  _ /xx—xx L+S 1/7XX—XX
€1 7£ €2 and €4 # €3 - ‘/{eleg}{e;;eg} o ‘/{6162}{6463} + (_1> ‘/{5152}{6364} ’
_ . Co)—(xx) XX—XX

e1 # egand ey = e3 : (ereat{eses} — 2 V{em}{mm} ,

_ . Co)—(xx) XX—XX
e1 =egand ey # e3 : V{em}{&m} = \/51/{6161}{6463} ,

_ _ . Co)—=(xx)  _ /xx—xx
e1 = ey and e = e3 : teretfoses) = Vierer){esea) - (7.19)

Note that the labels {ejes} and {e4e3} on the method-2 potential entries obviously have
to refer to states (XX)ejes = XeiXex AN (XX)eses = XesXes contained in the method-2
basis. The factor (—1)%*5 in front of the method-1 potential entry associated with the
crossed diagram in the first line of (7.19) arises from the product (—1) x (—1)% x (—=1)*1:
the first factor (—1) is associated with Wick ordering and the exchange of e3 <+ e4 leads to
a change of sign in the relative momentum that translates into the factor (—1)% as well as
to a factor (—1)°*! in the spin wave function. In addition to the rules in (7.19) there is a
further prescription to be considered in the construction of the method-2 potential entries
that is related to the fact that two identical spin-1/2 particles y., cannot form a two-
particle state (XX)e,eo = Xeo Xe, With odd L+ S, i.e. with quantum numbers S} and ' P,
in the case at hand. Entries that refer to such a (xx)e,e, state in the method-2 potentials
have to be set to zero. In this way we prevent that a non-zero annihilation amplitude for
a forbidden partial-wave state of two-identical particles is obtained through a transition
to an intermediate allowed state, such as for example (x°x°)11 — (x™x )11 — XaX5,
where the x{x; pair can but the x?x! pair cannot form a 2S; or ! P, state. In method-1
there is no such additional prescription needed as a priori certain cancellations between
different contributions to a forbidden annihilation amplitude of identical particles are
effective: For instance, in addition to the term x9x{ — xfx] — XaXp in the above
example there is a corresponding contributions from x%%? — x;x7 — XaXp. The
symmetry properties of the Wilson coefficients — encoding the hard xixT — XXz
annihilations — under exchange of the particle labels, (5.9, 5.14), then guarantee the
mutual compensation of the two contributions for reactions with odd L+ .5 in method-1.
Contrary to the potentials in method-1, the just described prescription together with
the rules in (7.19) implies that the method-2 potentials depend already at leading order
in the non-relativistic expansion on the orbital angular momentum L.

Similar to the case of potential matrices let us introduce the notation F?ﬁ‘}_{?‘}x (35HLL))
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to denote an annihilation matrix entry corresponding to the method-1 two-particle state
basis, while Tf{)f)}(‘){?(XX)(QSHL s) denotes the corresponding expression referring to the
method-2 basis. In case of the method-1 basis the annihilation matrix entries are
directly obtained from the absorptive parts of the Wilson coefficients f that we pre-
sented and discussed in Chap. 6: TXXOXX(25HL, ) = fxxxx(25+1[, ) where the la-
bels m,n are compound two-particle indices m,n = {e,e,} and can refer to all pos-
sible Xe,Xe, method-1 basis states. However, similar to the case of the potential ma-
trix entries related to the method-2 basis, there are certain additional factors that
have to be accounted for in the construction of the corresponding method-2 annihi-
lation matrices. An annihilation matrix entry that refers to the absorptive part of the
hard (XX)eres — (XX)eses = (XX)m — (Xx)n (off-) diagonal forward scattering reac-
tion of method-2 basis states in a 2*'L; wave configuration is given by the product
XXX (25HL, ) = (1/4/2)md s fXXXX(25H1L ) with ng = 1,2 if the states (XX)e,es
or/and (xX)eses are built from identical particles and n;; = 0 otherwise.

7.2.2 Pure-wino NRMSSM potential & annihilation matrices

In order to provide an explicit example for the construction of the potential and annihi-
lation matrices related to the method-1 and method-2 bases described in the preceding
section, we give here the corresponding expressions for the neutral sector of the pure-wino
NRMSSM introduced in Sec. 6.3.

From the results for the potentials in Appendix B we obtain the following expression
for both the Spin-0 and Spin-1 potential matrices in the ) = 0 sector within method-1:

eflwwr eflwwr
0 —Q r Q2 r
(1) o e~ Myyr a 2 e—Mgr
V() = | —ap =t o gy, el 0 . (7.20)
— My r —Mygr
_ € w _a 2 e Z
g — 0 ~— Qo Oy

where the matrix indices (m,n = 1,2, 3) correspond to the following three neutral states
XIxY, X7 X1, X1 x5 contained in the method-1 pure-wino NRMSSM basis. In applications
to MSSM spectra beyond the pure-wino limit we will generically encounter two different
method-1 potential matrices, corresponding to the S = 0 and S = 1 case, respectively.
As however axial-vector couplings vanish in the pure-wino NRMSSM and the differ-
ence between the Spin-0 and Spin-1 potentials is solely attributed to the latter (see the
discussion after (7.12)), there is effectively only one leading-order pure-wino NRMSSM
potential matrix, (7.20), within method-1.

According to the rules in (7.19) and the prescription given in the paragraph following
these rules, the L- and S-dependent leading-order potentials in the () = 0 sector within
method-2 read

2) 0 —V2ay E_A:Wr
VQZO,evenL—l—S(r) = s (721)

—Myyr —Myr
e w « 2 e Z
—\/50[2 - — —0420”7 r
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VCSQ—)OoddLJrS(T) = ’ ! —Myr ) (7.22)
- 0 —2—aycy ==

and the matrix indices (m,n = 1,2) now refer to the two neutral method-2 basis states
(X% = xx1, (KX ) = xixq -

From the results for the absorptive parts of the Wilson coefficients in the pure-wino
NRMSSM in Sec. 6.3 we immediately obtain the annihilation matrices within method-1.
Let us first introduce the following 3 x 3 matrices

2 1 1 0 0 0
AevenLJrS = 1 % % y AoddLJrS = 0 1 —1 . (723)
1§ 3 -1 1

Referring to the same ordering of basis states as for the corresponding method-1 potential
matrix (7.20), the leading-order S-wave annihilation matrices are then given by

. 2 " 25 ma2
TOF(S)] = 22 Aryen TOFES)] = 2222 Agarys . 7.24
[/ (750)] e L+S FCSO) = 35 2, Aol (7.24)
The respective O(v2,) annihilation matrices read
M [@] _lmag F(l)[f@PJ)] _ Tma3 s
M2 6 mi O +5 M2 3 mi even L+S5 »
; 1S(p2)) 4 102 f(?,S(pQ)) 95 10,2
e [ﬂio] I e [71] _ Bmay o ras
Ve 3 mi L+S e 18 m! darys- (7.25)

It is nicely seen from (7.23, 7.24, 7.25) that entries in the method-1 annihilation matrices,
which differ only in the replacement x{x; < X7 X] as incoming or outgoing state are
equal up to a factor (—1)*9 which is related to the symmetry properties of the Wilson
coefficients under exchange of labels, see (5.9) and (5.14).

By applying the rules for the construction of the method-2 annihilation matrices
from the corresponding method-1 expressions as set out in Sec. 7.2.1 we first deduce the
following 2 x 2 matrices A from the 3 x 3 matrices A in (7.23),

. 1 5 . 0 0
AevenL+S = ( 1 \/g ) ’ AoddL—l—S = < ) : (726)
2 5 0 1

According to the same ordering of basis states as used in the presentation of the cor-
responding potential matrices in (7.21, 7.22), we then obtain the following method-2
annihilation matrices related to leading-order S-wave processes
A 2 . A 25 wad

TO[F18)] = 222 4. r@f3g,y = 22 T%

X

Aodd L+S - (727)

131



The latter results together with (7.21, 7.22) have been presented before in [19,20]. The
expressions (7.27) obviously follow from (7.24) by the replacements A — A. In the
same way, replacing A — A in (7.25), the corresponding method-2 O(v2,) annihilation
matrices are obtained that have not been given before in the literature.

From the results for the pure-wino NRMSSM Wilson coefficients presented in Sec. 6.3
and the generic expressions for the potential interactions given in Appendix B, the
annihilation and potential matrices in the pure-wino NRMSSM within the remaining
() = £1, £2 charge sectors can be similarly obtained.
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Chapter 8

Sommerfeld enhancement

In this chapter we finally come to the rigorous derivation of the non-relativistic x°/x*
pair-annihilation cross section including Sommerfeld enhancements within the non-relati-
vistic effective theory that we have developed in the preceding Chaps. 5 — 7. The structure
of this chapter is as follows. In Sec. 8.1 we start from the annihilation cross section in
the effective theory written in terms of matrix elements of the four-fermion operators
in 0L.,, and their corresponding Wilson coefficients. From this we derive a convenient
form of this central expression given by a sum over products of Sommerfeld enhancement
factors times the corresponding Wilson coefficients encoding the partial-wave dependent
hard annihilation rates. The Sommerfeld enhancement factors themselves involve two-
particle wave functions in presence of the potential interactions, subject to a certain
partial-wave configuration of the incoming particle pair, as well as corresponding Wilson
coefficient expressions. In the course of rewriting the cross section we thus provide a
refined, rigorous definition of the Sommerfeld enhancement factors first introduced in
Chap. 2.

At two points in Sec. 8.1 we make use of relations whose detailed derivation is post-
poned to later sections. The first point concerns the relation between the operator
matrix elements and two-particle wave functions — appearing in the Sommerfeld en-
hancement factors — that we address in Sec. 8.2: we first establish here the connection
between the pair-annihilation matrix element and the Green function associated with
the annihilating non-relativistic two-particle state. Elementary scattering theory and
the Lippmann-Schwinger equation subsequently provide the link to the two-particle wave
functions that are solutions to a corresponding multi-state Schrodinger equation. Even-
tually a form of the Sommerfeld enhancement factors of use in practical calculations is
derived. As all expressions related to the determination of the Sommerfeld factors and
non-relativistic pair-annihilation cross sections refer to two-particle states, we can make
use of the method-1 and method-2 two-particle state bases introduced in Sec. 7.2.1.
In Sec. 8.3 we therefore rewrite the definition of the Sommerfeld factors in terms of
quantities associated with the one or the other basis. The equivalence of results on the
Sommerfeld factors derived within the two methods is shown in Appendix. C.

It is worth to stress already here that the final expression for the Sommerfeld en-
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hancement factors in terms of scattering wave function solutions of a corresponding
Schrodinger equation differs slightly with respect to the advanced-guess formula from
Chap. 2: if the hermitian potential matrix in the Schrédinger equation is not in ad-
dition real-symmetric (Vi; = Vi # Vj;), the scattering wave function solutions in the
Sommerfeld factor formula have to be replaced by their complex conjugates with respect
to the expression in Chap. 2.1 The steps to numerically determine the Sommerfeld fac-
tors for a system of coupled scattering states (xx)i=1,.. n by solving a multi-component
Schrodinger equation are however easily obtained by adaption of the steps given at the
end of Sec. 2.2. It turns out, though, that this method suffers from severe numerical
instabilities in the application to x°/x* co-annihilation processes in the general MSSM.
The origin of these instabilities is discussed in Sec. 8.4 and an improved method that
allows to resolve the issue is introduced.

The second missing derivation of a relation presupposed in Sec. 8.1 is presented in
Sec. 8.5, which treats the relation between the matrix elements of the next-to-next-
to-leading and the leading-order S-wave four-fermion operators. Eventually, Sec. 8.6
contains the description of a method that allows to perturbatively include the effects
from heavier neutralino and chargino states that are not part of the NRMSSM in the
last potential loop of ladder-amplitudes prior to the actual pair annihilation.

8.1 Sommerfeld-corrected annihilation rates

In Chap. 5 we have given the generic formula for the inclusive spin-averaged centre-of-
mass frame x;x; annihilation cross section in terms of matrix elements of the operators
contained in 0L, see (5.5). Here we start from this equation and explicitly insert the
dimension-6 and dimension-8 four-fermion operators from 0 L,,,, in the forward-scattering
matrix element. In this way we obtain the following expression for the inclusive x;x;
annihilation cross section in the non-relativistic effective theory:

oXiXim X XaXp 1 Z 2 3 (xixj| 6 Lann| XiX;)

= = SZS:{ ( SO "— % hl( SO) + % BQ(IS(])) <X2X]‘ 0(150) ‘XZX]>
om - om -
(00 + 57 il + 57 a5 ) (sl O b
~ 1S A3 |
) (o POSI o + Z55 ( PES) i)

_|_

In the analysis of Sommerfeld enhancements in the toy scenarios of Chap. 2 we have considered real
potentials, such that all results discussed in context of these toy models remain valid. In the MSSM
application, though, we generically encounter potential matrices that are not real-symmetric.
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+ higher order contributions . (8.1)

_|_

Again we use v, = |U; — ;| to denote the (modulus of the) relative velocity of the
annihilating particles y; and x; in their centre-of-mass frame.? The contributions to
(8.1) denoted with ‘higher order’ are related to four-fermion operators in §L,,, with
mass dimension 9 and higher, which are suppressed with respect to the dimension-6 and 8
four-fermion operators and therefore safely neglected. The incoming and outgoing states
in (8.1) are non-relativistically normalised, which implies that for the free single-particle
momentum eigenstates of the NRMSSM neutralinos and charginos the normalisation
(p|p") = (2m)30®) (5 — p’) holds. We have used a short-hand notation in (8.1), that
allows a concise representation of the different contributions: we suppress the labels on
the four-fermion operators and their corresponding Wilson coefficients that indicate the
specific (off-) diagonal xe, Xe, — Xe,Xes Scattering reaction to which these quantities
refer. In addition the sum symbol over all such (off-) diagonal yx — xx reactions,
compatible with the charge of the incoming y;x; state, has been omitted. Written in
full form the first term in (8.1) for instance reads

—Z S e (1S0) Ol Oy (180) v ) - (8.2)

Siy S5 XX—XX

In the following we will always omit the sum symbol Exx 1y, and imply summation over
repeated indices e; if those appear in an expression. Let us further recall from Sec. 5.2.2
that the quantities M, ém and dm that come with the dimension-8 four-fermion operators
in (8.1) denote Xe, Xey, — XesXes Process-specific quantities.

In order to obtain the second equality in (8.1) we used the fact that

%[ FCIILL) (x| O L) [vavy) | = FCITLy) (x| O Ly) [xavy) o (8.3)

which follows from (6.5) and (6.6). A similar relation obviously holds for the next-
to-next-to-leading order S-wave operators P(2°*1Ss). The forward-scattering matrix
elements of the three spin S = 1 P-wave operators, {x;x;|O(*Pj=o1.2)|xiX;), agree apart
from simple spin-weighted factors, as long as only leading-order potential interactions
that do not change the spin and orbital angular momentum of the incoming x;x; state
are considered in the calculation. Since our analysis is restricted to leading-order po-
tentials we have therefore already expressed the spin S = 1 P-wave contributions to the

2As already noted in context of (5.5) (see footnote 4 in Chap. 5) also here we abuse notation
to make contact with the common notation used in quarkonium annihilations and write in (8.1)
the matrix elements of the operators 6Lann, O(***'L;) and P(**1L;) instead of the correspond-
ing forward-scattering amplitudes. The proper way to write the relation (8.1) would involve the
configuration-space integrated quantities, [ d*zdLann, [d*x O(T1L;) and [d*zP(>S+1L,) in the
forward-scattering matrix elements on the right-hand side instead of the sole operators. The additional
factors (27)* 5 (Pinitial — Pfinal) that then arise when evaluating the matrix elements should however
not be included in the relation to the cross section (8.1).
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annihilation cross section in (8.1) in terms of the matrix element of the operator O(3P,)
multiplied by f (3Py), the appropriate spin-weighted sum of the three spin-1 P-wave
Wilson coefficients introduced in (6.29).

Note that we immediately obtain the exclusive tree-level annihilation cross sections
(6.22) from (8.1), when the matrix elements are evaluated for the perturbative case
(neglecting long-range potential interactions contained in L,) and when the Wilson
coefficients are determined at O(a?). At this order infrared divergences are absent such
that (8.1) applies separately for each exclusive final state X 4Xpg. Consequently, as we
have explicitly used in Chap. 6, the contributions to the Wilson coefficients f , g and h;
from yx — Xa1Xp — xx reactions can be given separately and therefore allow to obtain
the non-relativistic expansion of the exclusive x;x; — X4Xp tree-level annihilation cross
section including O(v2,) contributions.

Eventually we want to rewrite (8.1) such that the non-relativistic expansion of the
XiX; pair-annihilation cross section is expressed in terms of a sum over products of Wilson
coefficients — encoding the short-distance annihilations — and their corresponding partial-
wave dependent Sommerfeld enhancement factors, which are related to the long-range
effects. To this end we proceed in three steps. First we express the matrix elements of the
operators in terms of non-relativistic wave-functions and their derivatives evaluated at
the origin, a procedure well known from quarkonium physics. Subsequently we provide
the definition of the Sommerfeld enhancement factors in terms of Wilson coefficients and
the non-relativistic wave-functions, which refines the corresponding definition in Chap. 2.
From this we finally obtain the desired expression for the y;x; pair-annihilation cross
section, that explicitly involves the Sommerfeld enhancement factors.

In the first step we start from the matrix elements of the four-fermion operators and
insert the operator |0)(0| that projects onto the NRMSSM vacuum state, the Fock space
state that involves no neutralinos and charginos. For instance, the matrix element of the
dimension-6 operator O(1Sy) is with this insertion written as

XX—XX

(x| O{e4e3}{6261}(150) Ixixi) = (x| XZ4X§3|O><0|X§§XQ| XiXj)
P 0,0 0,0 * e 0,0 0,0
= |:<§]T§Z> (¢£4e3),ij + ¢£364),ij>i| <§jT§Z> (Q/)éleg),ij + ¢£261),ij> . (84)

Note that the relation in the first line is exact at the level of terms that we include in
Lyin+ Lpor. With the second equality in (8.4) we define wéf:b ?Z-’]SZO), the Xe, Xe,-component
of a scattering wave function related to the incoming x;x; state with centre-of-mass
energy +/s, orbital angular momentum L = 0 and total spin S = 0, evaluated for
zero relative distance and normalised to the free scattering solution. The quantities
&i, & denote the two-component Pauli spinors of the incoming particles and we use the
notation (.. ) to indicate the trace in spin space. The relation between the matrix element
(0]xEIx,, [xix;) and the wave functions in (8.4) is generalised in the following way to the
case of 2t L ; partial-wave reactions:

14> c N
ONETK [ = 58 x, o) = (€7T6) KI) (v + ()5 ul),) . (85)
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where I' = 15,5 in case of total spin S = 0 and I' = & for S = 1. Further, K denotes
a polynomial in relative momentum p’ = p;; of the incoming x;x; pair (or, accordingly,
derivatives in position space) correspondmg to a given angular momentum L. Generi-
cally, the multi-component wave-function @/} )
potential interactions that involve the incoming non-relativistic x;x; pair in a
partial-wave state as well as all possible further (intermediate) neutralino and chargino
NRMSSM two-particle states with the same charge and within the same partial-wave
configuration. In the perturbative case, where the potential interactions in L. are ne-

glected, the wave functions reduce to @Z)éLer — 0e,i Oc,j- This can be checked explicitly
by direct calculation of the matrix elements of the operators in the perturbative case,
which in particular leads to the result for the tree-level annihilation cross section in
(6.22). The explicit determination of the wave functions from the matrix elements on
the left-hand side in (8.5) is postponed to Sec. 8.2. Here we use the relation (8.5) to
express the spin-averaged annihilation cross section (8.1) in terms of the non-relativistic

wave functions,

encodes the effect of all (off-) diagonal
25H1 ],

O-Xin‘)Z XaXp Vrel

om -

= [uo ] (A0S + 2 b + B b +5uC's)) 602

* [ om » om -
+ 3 [@/)gélg),ij] (f(351) tor hi(*S1) + Vi ha(®S1) + G Sl)) we?elg),u
L [ 1 FCPY) ) o [y 1F f(?’PJ) (L1)
+ pl] |:w6463,ij:| W ¢6162,ij + pl] |:,I7Z)e463,iji| ¢6162,ij ? (86)
where we have used the spin sums
C C 1 C C *
5 Z Ty €ty =1, 5 Z (&lore) (&10" ) = e, (8.7)

as well as the symmetry properties (5.9, 5.14) of the Wilson coefficients. The relative
momentum p;; of the two non-relativistic particles x; and x; in the y;x; two-particle
state is related to the available centre-of-mass energy /s by

P = 2ui; (Vs —My) + O(py;) , (8.8)

with p;; the reduced and M;; the total mass of the two-particle system. In addition we
use in (8.6) the following relatlon between the matrix elements of the next-to-next-to-
leading and the leading-order S-wave operators P(>**1Sg) and O(**1Sg),

§<25+1SS) 25+1 ~ (2S+1 25+1

iz X PETTSs) Iaxg) = 9:(57778s) (x| O Ss) xax;) (8.9)
with
~ g erez}Hege (25+1SS) *
gli{e/leé}{eileg}(zs—i_lSS) = tereald ;;\)}2 (/{616276 6256463,6463 + 56162 ehehReyes, 6463> (810)
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and the parameter s defined as

_ 72 (a)
Rejes,elel, = Pejes 5@162,6/16’2 + 2 fleyey o E Mo Cepegelel, - (8.11)

a

The sum in the second term in (8.11) runs over all potential scattering reactions x. x, —
Xei Xeo, arising from ¢,-mediator exchange. The corresponding coefficients ci?)e%e,l ¢, Are
collected in Tab. B.1. The definition for the relative momentum p?, in (8.11) follows
from (8.8). The derivation of relation (8.9) is postponed to Sec. 8.5. Let us however
note here, that the simpler form (xx| P(2**1Ss) |xx) = p% (xx| O(***1Ss) |xx) familiar
from NRQCD applications to heavy quarkonium is obtained from (8.9 — 8.11), when
the theory contains just one single two-particle state and the exchanged bosons ¢, are
massless.

As second step in our derivation of a x;; cross section formula involving products of
Sommerfeld enhancement factors and Wilson coefficients, we provide now the definition
of the Sommerfeld enhancement factor for an incoming x;x, state with centre-of-mass
energy /s, spin S and orbital angular momentum L. The enhancement factor is asso-
ciated with Wilson coefficients (or suitable combinations of Wilson coefficients) f, that
encode the corresponding short-distance annihilations subject to the given total spin S
and orbital angular momentum L, and defined by the ratio

(L,S) 1" pxx—xx 25+1 (L,S)
[w64637ij:| {6162}{6463}( L‘]) weleQ,i]‘

(i T L) o

Sulf 5Ly = (8.12)

This definition has to be understood such that according to the expressions in the expan-
sion of the cross section (8.6), for instance, the combinations f(*Py)/M? and f(3Py)/M?
appear as arguments of the corresponding .S;;. In case of leading-order S-waves the argu-
ments are simply given by f(lSo) and f(351). It is worth to recall at this point that the
mass scale M that comes with the Wilson coefficients of dimension-8 operators in 0L,
derives from the masses of the particles x.,_, _, to which the respective Wilson coefficient

f refers. With the subscript “LO” in the denominator of (8.12) we indicate that only that
contribution to f(25*1L;) that is leading order in the coupling as, O(a2), should be kept
in the corresponding expressions. As far as our application is concerned, this prescrip-
tion is only relevant to us for the case of enhancement factors associated with next-to-
next-to-leading order S-wave annihilations, S;;[g.(**™'Ss)], where we have to set the as
proportional term in & to zero, so that Xy, (3! Ss)luo = piF/ M7 g5 o) (71 Ss).
However note that definition (8.12) generically allows to incorporate the higher-order
(hard) radiative corrections to the short-distance part of the annihilation into the Som-
merfeld factor. Though not explicitly indicated in (8.12) it is important to note that the
Sommerfeld enhancement factors depend on the available centre-of-mass energy +/s or,
equivalently, the relative velocity v, of the incoming x;x; state.

As third and final step, using the definition (8.12), we parametrise the non-relativistic
expansion of the inclusive x;x; pair-annihilation cross section in (8.1) in terms of Som-

138



merfeld enhancement factors and Wilson coefficients:
XTI = Sy S0)] S (S0) + SullCS0] 3 f i 0S)
P

+ 2
M

(1Si3l6e(0)] G505 ("S0) + Silae(®S0)] 313573 CS)
1p F(3 P
b5, [LP0) pocoen + s, [Z5R0] rermern) . s

where in addition to the spin-weighted sum f (3P7) of spin S = 1 P-wave Wilson coeffi-
cients defined in (6.29), we introduced the following combinations of Wilson coefficients

FulS0) = FOS0)+ 7 (o) + 7 hu('S5)
fu0s1) = F08) + 0 + 0 ha(S)) (5.14)

The non-relativistic expansion of the inclusive x;; tree-level annihilation cross section is
recovered from (8.13) by setting all Sommerfeld enhancement factors to one. In this case
the cross section formula contains only those Wilson coefficients that refer to diagonal
XiX; — XiX; reactions. Wilson coefficients related to off-diagonal rates — in particular
the coefficients }Azi:m that vanish for diagonal reactions — can only enter the Sommerfeld
enhancement factors. This is why the symbols fh appear only as arguments of the factors

8.2 NR matrix-elements & the Schrodinger equation

In this section we provide the missing derivation of the relation between the matrix
elements and wave functions in (8.5). We proceed in three steps: first a relation between
the matrix elements and corresponding momentum space two-particle Green functions
is established. Second, we move to the corresponding coordinate-space Green functions
and, third, use elementary scattering theory to obtain an expression involving scattering
wave functions instead of the Green functions.

The non-relativistic matrix element in (8.5) systematically includes long-range po-
tential interactions, which cannot be treated perturbatively but require a resummation
up to all orders. We have noted in Chap. 2 that the corresponding contributions to the
matrix element are obtained from a resummation of the potential region contributions
to ladder diagrams such as Fig. 8.1. To extract the relevant expressions from the full
theory ladder diagrams we can perform similar replacements as in Sec. 2.1, (2.5, 2.6),
for the (ladder bar) fermion and (ladder rung) boson propagators. Let us recall however
that compared to Chap. 2 we consider here the case of several nearly mass degenerate
fermion states, where the corresponding mass differences shall be of the same order as
the non-relativistic kinetic energy of the external states. We write the on-shell momenta
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Figure 8.1:

p; and p; of incoming NRMSSM states x; and x; in Fig. 8.1 as

5 MHij 5 _ Hij 5
pp = —tP+p, p=—“P-p, (8.15)
m; m;
where 11;; denotes the reduced mass of the y;x; pair and P and p are its total and relative

momentum, respectively. The latter fulfil |P|,|F| < s, such that the centre-of-mass
energy in the non-relativistic x;x; annihilation reaction is given by

ﬁ2

2455

Vs = mi+mj+& =2msp + E, E = (8.16)
where we have neglected higher-order terms in the non-relativistic expansion. The vari-
able F/ introduced above measures the available non-relativistic kinetic energy with re-
spect to the reference scale 2mygp given by two times the mass mpsp = Mo of the
lightest neutralino state. The introduction of such common scale will prove useful in the
following. Since we allow for small mass differences among the NRMSSM neutralino and
chargino states x;, x;, with m; +m; — 2mygp ~ mrspv?, both energies £ and E scale as
E~E~ mLSPUZ.

The potential region expansion that we now perform on the full theory ladder-diagram
expression again refers to canonical routing of momenta as indicated in Fig. 8.1. We
noted in Chap. 2 and discussed in detail in Chap. 7 that the potential region expansion
of the boson propagators associated with the ladder rungs in Fig. 8.1 leads to potential
interactions between the fermion pairs in the ladder bars. Let us in particular consider
the loop that involves the two states x,, and x,, with masses m,, and m,, as well
as the exchanged boson with four-momentum k. We denote the corresponding loop
momentum with k,. It is worth to note that the boson momentum k is given by the
difference of the loop momentum k, and the loop momentum of the previous loop in the
ladder diagram. The potential interaction associated with the exchanged boson depends
only on the spatial components of its four-momentum, E, but not on k°. Since this
generically applies to all boson mediated potential interactions, it is eventually possible
to perform the integration over the zero-components of the loop-momenta. In particular,
after a consistent potential region expansion of the x,, and y,, propagators, neglecting
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systematically all higher order contributions, we obtain

/ Ak M, 2111,
2 (pi + kq)? —m2 +ie (—p; + kq)? —m2, +ie

- - . (8.17)

E — [M, — 2mysp] — Zket

In the potential region expansion of the propagator denominators in the first line we
treated the mass differences between the states along the upper or lower fermion line in
the diagram Fig. 8.1 as small, m,, — m; ~ mg, —m; ~ myspv?. However we do not
require that the mass differences m,, — m,, and m; —m; are small.> Further note that
within our leading-order approximation we can equivalently substitute the reduced mass
fta of the Xq, X4, pair in the kinetic energy term in the denominator of (8.17) by p;; or
mysp/2, or any other NRMSSM two-particle state reduced mass.

After the systematic potential region expansion of the full-theory ladder diagrams
and subsequent integration over the zero-components of the loop momenta we obtain an
expression given by products of two-particle propagators (8.17) associated with X, Xa,
pairs times corresponding momentum-space potential interactions from boson exchange.
This potential region contribution to the full theory amplitude agrees with the non-
relativistic matrix element including the non-perturbative potential interactions, such
that we can write

i .
(OIxrK[ - 2 9 |x.,Ixix;) = <€jTF€i>
: _ A_p dq 21 ( Fvie( > 2 1 _AN\L+S e =
im0 (B 1) [ G5 Kl (GGG E) + ()G GaE) . (319

where we have introduced the compound index notation with index ¢ referring to the
XiX; states and index e (€) associated with the state Xe,Xe, (XesXe;). This compound
notation will be used frequently below. The function G in (8.18) is given by

_ 5ab
G®p, ¢ E) = — — (2n)36¥ (g — @
(7,¢, E) E—[Ma—2mLsp]—§’I( )* 0 (= q)
1 1
+ ——iH®(p, 7. E) _ (8.19)
E — [Ma — 2mLsp] — 2171 E — [Mb — QmLSp] — 2(]—%
and
> "Bk | L 1
w13 [ [T | v
=) L (27) E — [Ma, — 2mysp] — %

3This implies that the formalism can be applied to hydrogen-like two-particle states with mutual
boson exchange as well. In our application to the x? relic abundance calculation including x°/x* co-
annihilations, however, we necessarily encounter m.; —me; ~ myspv? for all states in the set of nearly
mass degenerate NRMSSM neutralino and chargino states.
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FE— [Man — QmLSp] — %

X Va2 (ky — k). Ve (G — 5 — k). (8.20)

The n = 0 contribution to the sum in (8.20) involves no integration and we have to
additionally set kqo = 0 as well as @y = a. Let us discuss the individual terms arising
on the right-hand side of (8.18) in the following, starting with the function G. The
first contribution to G, explicitly written in (8.19), accounts for the bare two-particle
propagator with no potential boson exchanges. A term with given n in H%, (8.20), then
refers to a corresponding (n + 1)-loop ladder diagram involving (n+1) potentlal boson
exchanges, where the momentum-space potentials V“b(k) that we derived in Chap. 7
comprise the potential propagators of the exchanged bosons together with the coupling
factors from the two corresponding vertices. In (8.18) we have further used that applying
the on-shell conditions for the external spinors the Dirac structures in the numerator of
the full theory ladder diagrams can be reduced in the potential region to the expression
f;TF@- with two-component spinors §; ;. The 2 x 2 matrix I' is either given by I' = 1
or ¢, in which case either the total spin S = 0 or 1 momentum-space potentials have
to be used in the above equations. Eventually this will cause the spin S dependence of
the wave functions @Z)em ij- The dependence on the orbital angular momentum L enters
through the polynomial K[¢] in (8.18) with K = 1 in the (leading-order) L = 0 case
and K = ¢ for L = 1. The limiting procedure £ — F is required in (8.18) as the
factor [E — 2/ (2u;;)] vanishes for E = E, while the function G*(p,; F) is singular
at £ = E. The latter singularity is associated with scattering states with relative-
momentum kinetic energy E. Finally note that the integration over ¢ in (8.18) refers to
the last loop integration before annihilation of the states X, Xe, and Xe, Xe, -

The function G(p,¢: E) is the momentum space Green function of a correspond-
ing Schrodinger operator. By explicit calculation one easily checks that the following
Lippmann-Schwinger equation for G(p, ¢: E) holds,

—)2 _
(QPM —[E— M, + 2mLSP]) G™(p, q; E)

3_) ~ — ~ —
+ [ G V) GG R E) = 50 (0n G- ) (s2)

In our second step we now move to the corresponding configuration space Green function
G®(7,7'; E) that is related to (8.19) by Fourier transformation. Accordingly, it fulfils
the Schrodinger equation

7 2
<_2vu ) G (7,5 B) + Vo (r) GO (7, 75 E) = 6% 0@ (F = 7)., (8.22)

where we have introduced the coordinate-space potential

Vo(r) = Vo(r) + 6° [M, — 2mysp] (8:23)

142



that includes effects from mass-differences between the co-annihilating NRMSSM two-
particle states with respect to the common mass scale 2mypgp set by the lightest pair,
xx?. In addition we used already that the potentials that we consider in the NRMSSM
are spherically symmetric, V(7) = V(r).

In our last step we establish the connection between the Green function G® (7, 7”; E)
and corresponding scattering wave functions by making use of relations from elementary
scattering theory. To this end we define the matrix-valued Green operators
1

1 A
_ Gy(F)= ——— . (8.24)
H—FE — e Hy— FE — ¢

2
\t_q;
I

H and Hj denote the interacting and the free Hamiltonian of the Schrodinger problem
with the momentum eigenstates

=2 =2

P - _, -
H = — . 8.25
2,ua |p+7a’>7 0|pva’> 2,% |p7a> ( )

H|ﬁ+> a) =

The dimensionality of the operators G, Gy is related to the number of two-particle
NRMSSM basis states (xX)a = Xa, Xap 11t @ given charge sector. Therefore the momentum
eigenstates in (8.25) also carry a corresponding compound index a that indicates a spe-
cific basis state x4, Xa,- The states |p4, a) refer to exact stationary scattering solutions
of the interacting Hamiltonian, whereas states |p) a) correspond to plane wave solutions
of the respective free system where long-range potential interactions are neglected. Note
that in the latter case the coordinate space potentials (8.23) are solely given by mass
difference terms. The representation of the stationary scattering states |p4,a) in the
basis of corresponding plane wave states is given by the momentum-space wave function
[V5(q)as = (T, alp+, b). Further, we obtain from the Lippmann-Schwinger equation the

relation |p+, a) = GGy '|p, a). Using the defining relation (8.5) for the wave functions
7S)
Ve

ereai; @8 well as (8.18) we can thus derive

N b2 d3d ~ . .
K[p] oS = lim (-1 <E—p )/ 1 Klq) G(p, ¢ B
[P1 ez, sy = Jim (=1) 2 ok [7] G*(p a )

(FAIG(E)T c)

: &g (P AN | Eq
= i [ G Kl @l (g ) iz = [ G Kkais @ 620

(PilGy  (E)

From the comparison with (8.5) and using that K|[¢] = 1 (K[¢] = ¢) for orbital angular
momentum L = 0 (L = 1) we finally obtain

?/Jf(z?f;?ij = W’E(O)]:lemj and ﬁ@/)gi)w = —1 [ﬁwE(O)];eg,ij . (8.27)

The coordinate-space wave function g (7)e,¢,,; evaluated at zero relative distance in
(8.27) carries two compound indices, ij and ejes. The index ij refers to the incoming
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xiX; pair described by the incoming plane wave two-particle state |p)i) with kinetic
energy E in the centre-of-mass frame of the annihilation reaction. Consequently, the
compound index ejey indicates the component of the full scattering wave function with
incoming x;x; pair that refers to the x., x., state. The latter e;e; component is picked

out (at 7 = 0) by the annihilation operator that defines wéfcjf;j through (8.5). The
coordinate space scattering wave functions [¢g(7)]4:; are obtained as solutions of the

matrix Schrodinger equation

= 2
2,

with the matrix-valued coordinate-space potentials obtained from (8.23). The initial
condition for a solution g (7),,; has to be chosen such that the asymptotic incoming
state refers to the x;x; pair. Due to our assumption on the mass splittings between
the NRMSSM states to be of O(mygpv?), we can replace the reduced mass p, in (8.28)
by the reduced mass mysp/2 in the lightest NRMSSM two-particle system xVxY. The
difference is an O(v?) effect which we consistently neglect in the part of the annihilation
rates that is associated with the long-range effects. Let us recall that we have performed
the same approximation in Sec. 2.2, see (2.9, 2.11) and the corresponding discussion
therein. Consequently, we have to determine within our non-relativistic approximation
the wave functions [¢g(7)],; that are solutions of the Schrédinger equation

= 2
mrsp

with initial conditions chosen such that [¢g(7)]s; refers to the asymptotic incoming
states x;x;-

e + V‘“’(?‘)) (Ve ()]s =0 (8.28)

5% 4 Vab@“)) [VE()]p; =0, (8.29)

It is important to note that the relation among the wave functions wéfef)w and

[¥5(0)]eye,,i; in (8.27) involves a complex conjugation. Using (8.27) in the refined defini-
tion of the Sommerfeld factor in (8.12), we therefore conclude that the advanced-guess
Sommerfeld enhancement formula from Chap. 2, (2.8, 2.33), was correct up to complex
conjugation of the scattering wave function appearing therein.* While this has con-
sequences for the enhancement formulae, we can however directly use all results from
Chap. 2 that are related to the scattering solution wave functions [¢g(7)]y;.° Taking

*

4Let us mention that the appearance of the complex conjugated scattering wave function [z/;E (@)]z
in (8.26) is related to the convention used for the left and right states in the definition of the Green
function (8.19). When using the opposite convention we would end up with a wave function [ z(q7)]e:
in (8.26), but with V°@ instead of V4 in the corresponding Schrédinger equation (8.29). Note that the
solutions ¥ g(7) and [Yg(7)]* are identical for real-symmetric potentials, such that the correct result for
the Sommerfeld enhancement factor would be obtained even if the conventions for the Green function
and the potential were not consistently taken care of: this is the case for the toy model results in
Chap. 2. In the MSSM, however, we encounter in general complex-hermitian potential matrices.

SWithin the NRMSSM we have established the convention to use lowercase letters for the compound

144



the normalisation convention for 1% noted in context of its definition in (8.5) into
account, we derive the following relation from (2.31) and (2.32),

2L+ 1!
(LS) _ (2L+1) (L+1)<O>]eb e (8.30)

we,i (L—l—l)' XL

X1 denotes the regular L-th partial wave solution to the radial Schrodinger equation
related to (8.29). The wave numbers k; are given by

ki = \/mLSp (E + i€ — 5Mz) s (831)

where 0 M; = M; —2mygsp is the mass splitting of the two-particle state (xx); with respect
to the state x?x?. As E measures the non-relativistic kinetic energy with respect to the
scale 2mygp, the definition (8.31) agrees with (2.16). Finally, the definition of My is
obtained from (2.20). Using (2.42), we eventually obtain the relation

T7T).,
PES) = L (2L—1)!!—[ L Jei : (8.32)

e1e2,tj kL
1

which expresses ©(%) in terms of the transpose of the coefficient matrix T}, associated
with the large r behaviour of the singular radial solutions, see (2.37).

With these preparations we can rewrite the Sommerfeld enhancement factor (8.12)
using the matrix 77, as

Sif(P5H L)) = (2L = DUN? [Tl LXXEL)) [T
i J kZL AZ_>Z_<X%XX<2S+1LJ)‘LO
B ((QL— 1)!!)2 [T1]ie fOX(25H1L ) [Tg]e/@-_

- kF X @sir, | (8.33)

In the second line we have just reordered the factors in the numerator. With the latter
rewriting we arrive at our final expression for the Sommerfeld enhancement factors, that
allows for the following clear reading from left to right: The ie component of the first
matrix factor in the numerator, [T} ];., is associated with the e-state component of the (L
partial-wave) scattering wave function at the origin that refers to incoming two-particle
state ¢. This matrix component is multiplied with the Wilson coefficient fee/ encoding
the absorptive part of the forward scattering reactions from state e to state ¢’. Finally,
the factor [Tz]e/i is associated with the complex conjugate of the €’ states’ component of
the wave function referring to incoming state 7. This notation has the advantage that all

indices denoting the two particle channels, (xx):, opposed to capital letters, (xx)r, in Chap. 2. In the
latter chapter the notation ¥ (7);; was used to refer to scattering solutions of a corresponding matrix
Schrodinger equation with incoming two-particle state (yx)r, where the label J used to indicate the
component of the wave function related to the two-particle state (yx)s. Here, the same quantity is
denoted with [t (7)];,;, where according to our notation convention the compound index i is associated
with the incoming pair (xx); and the index j picks the component corresponding to the (xx); state.
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quantities appear in the same order, from left to right, as in the diagrammatic pictures
for the corresponding processes such as Fig. 5.1. The matrix 7 can be determined by
following the first two steps proposed at the end of Sec. 2.2. In Sec. 8.4 we discuss the
issue of numerical instabilities associated with the strategy of Sec. 2.2 and present an
improved method for solving the problem. Before, we replace in the next section the
Wilson coefficients that appear in the definition (8.12) and in the conveniently rewritten
form (8.33) of the Sommerfeld enhancement factors by appropriate annihilation matrices
introduced in Sec. 7.2.

8.3 Sommerfeld factors in the method-1 and 2 bases

In Sec. 7.2 we have argued that pair-annihilation processes of non-relativistic neutralino
and chargino states including long-range potential interactions can be described by two-
particle propagators (as explicitly seen in the previous section), two-particle state poten-
tial interactions and the final hard two-particle annihilation reaction, such that the use
of a two-particle states basis is obvious. Correspondingly we introduced potential and
annihilation matrices subject to the so-called method-1 or method-2 two-particle state
bases, see Sec. 7.2.1. Here we come back to these bases and present a form of the Som-
merfeld enhancement factors defined in (8.12), that involves the matrix representations
of potential scattering and annihilation reactions introduced in Sec. 7.2.

Let us first note that the derivation in Sec. 8.1 — and therefore in particular the
definition of the Sommerfeld enhancement factors (8.12) as well as the final form of the
cross section (8.13) — can be directly related to the method-1 two-particle state basis:
The definition of the operators in the parts L, and 0L, of the NRMSSM Lagrangian
is such, that all redundant operators that arise when interchanging the labels e; < es
or/and ey <> ez of a given specific operator are again part of L, or 0L, respectively.
This implies that the intermediate states xe,Xe, and xe,Xe, of non-identical species x., ,
can arise and are in particular treated as different in the calculation of the x;x; state’s
forward scattering amplitude (8.1). In (8.5) this can, for instance, be seen explicitly

as both the wave function components @Z);Lef)” and wéfeflj appear. According to the

definition of the annihilation matrices I' in method-1 at the end of Sec. 7.2.1 we can
therefore immediately rewrite the definition of the Sommerfeld enhancement factors given

in (8.12) to

c?

Silf (5L, = [ I , (8.34)

E9)" Dy lf L) g

where the wave functions are determined from (8.27) and (8.29), and the potential matrix
in the Schrodinger equation should obviously refer to the method-1 basis. The indices in
(8.34) are compound two-particle indices labelling the method-1 basis states; the label
1, for example, refers to the two indices ij that denote the incoming two-particle state
XiXj- The expression corresponding to (8.33) that involves the matrix 77, as well as the
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annihilation matrix T[f(25*1L,)] reads

£25+1 (2L B 1)!! ? [TL]ie Fee’[f(QSJrlLJ)] [Tft]e’i
S[F(SHL,)] = ( 2 ) S TTEErTIN : (8.35)

Similar to the replacements of all (off-) diagonal Wilson coefficients by the corresponding
entries of method-1 annihilation matrices in (8.34, 8.35), we can further substitute the
Wilson coefficients f%‘;{fﬁ and g%‘;‘}_{)fﬁ in the non-relativistic expansion of the y;y;
annihilation cross section (8.13) by the diagonal entries in the corresponding method-1
annihilation matrices I'. In this way the cross section is expressed in terms of quantities
that solely refer to the method-1 basis.

In Appendix C we show by means of an example that using method-2 potentials and
annihilation matrices in the calculation of the right-hand side of (8.34, 8.35) yields the
same expression as in the method-1 calculation. Equation (8.34) therefore generically
provides the definition of the Sommerfeld enhancement factors using either method-1 or
method-2 potentials and annihilation matrices. As the CPU time for the determination
of the Sommerfeld factors significantly increases the larger the number of two-particle
states to be treated in the corresponding Schrédinger equation, it is often advantageous to
calculate the factors using method-2 expressions. It has to be noted in that case, though,
that contrary to the method-1 calculation the expansion of the cross section (8.13) is not
simply expressed in terms of the Sommerfeld factors times the corresponding diagonal
entries of the method-2 annihilation matrices. The latter involve certain prefactors with
respect to the Wilson coefficients, see the definition in Sec. 7.2.1, which have to be taken
into account when rewriting (8.13) in terms of method-2 quantities.

8.4 Solution of the Schrodinger equation: improved
method

At the end of Sec. 2.2 a strategy was proposed that in principle allows for the numerical
determination of the Sommerfeld enhancement factors in an N two-particle state model
through the calculation of the matrix y;(r).% This matrix contains in its columns the N
regular linearly independent basis solutions to the system’s radial Schrodinger equation
subject to initial conditions at the origin, see (2.50). From x;(r) the matrix U(r),
(2.45), related to x;(r) and its derivative, is constructed and subsequently inverted. In
the asymptotic limit » — oo the expression Ufl(r) approaches the constant matrix TZT,
(2.46), which finally determines the Sommerfeld enhancement factors (8.33, 8.35). In
our practical applications where the Schrodinger equation is solved up to some finite
T (and the stability of the obtained U, '(r,) against varying and increasing ro, is

6In Chap. 2 we have used the lowercase letter [ in order to refer to the orbital angular momentum
quantum number of a yyx state, while we have established the notation with capital letter L in the
NRMSSM. Since in this section we refer to results from Chap. 2, we adopt the lower case notation here.
In the remaining sections of this chapter we return to the capital letter notation.
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checked), severe numerical instabilities occur in the determination of the Sommerfeld
factors. These are related to the behaviour of the radial wave function solutions encoded
in x;(r), eventually implying that the inversion of the matrix U;(r,) cannot be performed.
We describe the origin of the instabilities next and subsequently present an improved
method that solves the issue.

The numerical instabilities are associated with the presence of kinematically closed
two-particle channels. As we allow for scenarios with N two-particle states (xx), that
are not necessarily mass-degenerate to a high degree, the condition for channel a to
be closed, 2mrsp + mgpv? — M, < 0, is easily fulfilled either for sufficiently low LSP
velocity v or for states with larger” mass splittings 6 M, = M, —2mygp. For a qualitative
discussion of the origin of the numeric instability let us consider the radial Schrédinger
equation (2.23) for a system with (at least) one kinematically closed channel. The
components in the matrix-valued function of regular basis solutions, x;(r), which refer
to a kinematically open channel have an asymptotically oscillating behaviour in the limit
r — o0o. Contrarily, the components that refer to a kinematically closed channel b involve
an exponentially growing contribution for » — oo, which is proportional to e™" with
Kp = \/mLSP (M, — (2mpsp + E)]. Due to the strong exponential growth in the limit of
large r we can already expect a strong growth of the ‘closed-channel’ components of x;(r)
for intermediate ranges of 7. When the system of coupled differential equations (2.23)
is integrated a numerical problem arises from the fact that the closed-channel solutions
mix into the differential equations for the open-channel solutions through off-diagonal
potentials. The strong growth of the closed-channel solutions can cause them to entirely
dominate the right-hand side of the differential equations (2.23) already for moderate r
and eventually linear independence of solutions with different initial conditions is lost
due to limited numerical accuracy. As soon as the columns of y;(r.) become linearly
dependent, an inversion of the related matrix U;(r.) becomes impossible and therefore
the Sommerfeld enhancement factors that require the knowledge of U~1(r.,) cannot be
obtained.

A rough criterion for the described numerical issue to appear can be derived by
considering explicitly the product V' (r)a, xi4:(7) of the off-diagonal potential-matrix entry
V(1) ap with the closed-channel component solution x;,;(7), that mixes into the differential
equation for an open-channel component x,;(r) in (2.23). The potentials in the off-
diagonals of the matrix V (r) are of Yukawa-type, proportional to e MeW" /1 where Mgy
denotes the mass scale of the electroweak gauge bosons and light Higgses that mediate
the potential scattering. As the solution x4 (r) involves an (asymptotic) exponentially
growing component, the product of the off-diagonal potential with y;;(r) will involve a
contribution proportional to e ~Mew)" /1 If the exponent is positive this contribution

"In wino- or higgsino-like x{ scenarios the (xX). states are highly mass-degenerate within some
100 MeV or only a few GeV, respectively. Our aim is to cover also those cases where the mass splittings
become larger, of the order of some 10 to even some 100 GeV. Note that the mass splittings cannot be
too large, as our approach requires that all (xx), states, that are treated exactly in the Schrodinger
equations, are non-relativistic for a given available centre-of-mass energy /s = 2mypsp + mpspv?. If the
splittings become large, however, the Sommerfeld effect is less relevant as well.
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can start to dominate the right-hand side of the Schrédinger equation (2.23) for the
open-channel solution x;4;(7) in the range of intermediate r. The condition for a positive
exponent reads
M2
Mb — (2 misp + mLSP’UQ) > —EW , (836)
mrsp
and is easily satisfied in our case as we are interested in scenarios with mpsp > Mgw,
unless the states (xx), included in the calculation are very degenerate within a few GeV
or even less.

Instead of calculating Ul_l(roo) by matrix-inversion we will now propose an improved
method that allows to obtain U~*(r.,) in another way, thereby solving the issue of nu-
merical instabilities in the calculation of the Sommerfeld enhancement factors. We apply
this new method, which is based on an adaptation of the reformulation of the Schrédinger
equation problem described in [97], in the numerical calculation of Sommerfeld enhanced
x°/x* (co-) annihilation rates throughout this thesis. In order to review the relevant
steps of [97] and to describe the essential points in our adaptation to the Sommerfeld en-
hancement factor determination, let us start from the radial Schrédinger equation (2.23)
for a system of N coupled states (xx), and rewrite it in terms of the dimensionless
variable © = mygsp v r,

ol = (A e+ [B2 -] ) bt (837

with £ = mygpv?. It is convenient to separate the asymptotically non-vanishing, con-
stant part of V(z) by defining V() = Viys + V() where Viy is diagonal and contains
the constant mass splittings while V(x — 00) — 0. Further the matrix y;(z) specifically
refers in the following to the matrix that contains the N regular radial wave-function
solutions in its columns, subject to the initial conditions given in (2.50). Our first step
in following [97] consists in the ansatz®

Da(@)]ai = fa() aai(2) = ga(®) Bui(z) ~ (no sum over a) , (8.38)

where the 2N functions f,, g, are known analytic solutions of simplified decoupled sec-
ond order differential equations and «(x) and f(x) denote matrix-valued z-dependent
functions (hence ‘variable phases’). In our application as well as in [97] the functions
fa, g are solutions to the N decoupled free Schrédinger equations

hmaz(ﬂiﬁ—é@m@u (8.39)

12

with h, = f4, 9., and the dimensionless wave numbers l%a = /1 —0M,/E. We choose

the free solutions f,, g, as the following linear combinations of regular \/zJj11/2(z) and

8For a better readability we suppress the label [ that specifies the partial-wave state on the functions
fas Ya, aai and Bg; throughout this section.
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irregular \/xY;11/2(z) Bessel functions,
T - T . , .
fa(z) =4/ -5 Jivip(ka) ,  ga(x) = — -5 (YEH/Q(%JT) - ZJ1+1/2(7€aSC)) . (8.40)

From the asymptotic behaviour of the Bessel functions in the limit » — 0 we obtain

T ]%a 2)i+1/2
fa(l‘ — 0) — 5 % fL'H—l > ga(x — 0) —
2

T T(+1/2)

- (841
o (e O

which allows to check that the Wronskian of each of the N pairs f,, g, of free solutions
is normalised to one,

fi(x)g, — f.(0)g, =1 (no sum over a) . (8.42)

With the ansatz (8.38) we have doubled the set of unknown functions. This artificially
introduced freedom is eliminated by imposing the conditions

f.(x) aly(x) —g,(x) Biy(z) = 0 (no sum over a) . (8.43)

From the above definitions we can now obtain a set of coupled first order differential
equations for the matrix-valued functions a(x) and f(x),

~

() = g0 2 () on(x) — gb(x) () | (3.4
Bule) = fo "2 () o) — au(r) fu(x) (3.5)

As these equations couple different components of a(x) and f(z) the second step fol-
lowing [97] is the introduction of the matrix-valued function M(z) defined through

ﬁgi(:c) = Mu(x)ap(x). The first order differential equations for the components of
M,

Vi ~ Vnm ~

Mab<x) = (fa(san - Mangn> T (fm(smb - gmMmb> ) (846)

couple different components of M (x) but do no longer involve components of the matrix
a(x). Instead of solving the set of differential equations for M and subsequently for a(z)
yet another pair of matrix-valued functions is now defined through

Qg

Nab = faga(sab - gaMabgb ) Qgi = q ) (847)
that satisfy the first-order differential equations
/ / ’
8 8 N VAP
Nclzb = 5ab + (& + &) Nab - Nac d Ndb 5 (848)
YJa b E



~

~/ ~ . g(/; V;zc N
Qo = Zap Qi with oy = —20p + — Ny . (8.49)
Ya B
The initial conditions that we have imposed on y,(7) for 7 close to zero in (2.50) translate
into

Nu(Z) = Aai(T) = 64 T', (8.50)

——— Oap »
20 +1

with dimensionless T = mygpor.

Up to here the described procedure was close to [97]. In the last step we now come
back to our starting point, the determination of U~!(r,). By making use of the various
functions introduced above we obtain the relation

D@ = @ai(z) + == Do)l , (8.51)

which, as we will see in a few lines, allows us to relate U;(z — 00) to &(z — o0). First
recall from the definition

Ual@) = ¢ ([xi(@)]as = iha ()]

_ eil;:a:vd ) eil;:a:r M _ Z.A )
= gy e (B ol (852

The difference ¢, (x)/g,(x) — ik, vanishes for large 2. Specifically for the cases [ = 0, 1,
which are relevant in our application to the NRMSSM, we have
0 [=0
— iy = 1 . (8.53)
z(1 — ikgx)

This implies that U;(z) and &(z) are asymptotically trivially related by
Uai(z) "2 e®eva,(x) (8.54)

and the matrix TlJr that occurs as ingredient in the definition of the Sommerfeld enhance-
ment factor can be obtained from

T = U o)l = ¢ ™ [a  (200)]ui , (8.55)

for sufficiently large x,. The crucial improvement of the described procedure consists in
the important observation that without having first to calculate and then to invert &(z),
the matrix a~!(z) can be directly obtained as a solution of the first-order differential
equations

6@ =~ 6 @ [0 e = 0ud (8:56)

which follow directly from (8.49), where also the definition of Z is given.
To summarise, the following three steps have to be performed in order to determine
the Sommerfeld enhancement factors with the improved method:
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(1) Solve the first-order differential equations for N, in (8.48) with initial conditions
specified in (8.50) for every b=1,..., N.

(2) Solve the first-order differential equations (8.56) in order to determine & '.
(3) Determine T from (8.55) for several x., and check (by varying and increasing )
that T is independent of x., within a certain target accuracy.

In order to exemplify the need of and the actual improvement due to the ‘improved
method’ we consider the Sommerfeld enhancements in the 1Sy and 3P; partial-wave
annihilations of the x?x? channel for a MSSM spectrum with wino-like x{ LSP. The !
mass is given by m,o = 2749.4 GeV and the mass of its wino-like chargino partner reads
myo = 2749.61 GeV. The next-lightest x°/x* state x3 is bino-like and about 200 GeV
heavier, m,o = 2950.25 GeV. We chose a velocity v = 0.012, slightly below the threshold

for on-shell production of the Xf X; state. First the S- and P-wave Sommerfeld enhance-

~

ments Syo,0[f('So)] and Syo,0[f(*Py)] are calculated as functions of ., by using the ‘old
method’ of Sec. 2.2 and keeping only the two states x9x9 and x{x; in the Schrédinger
equation and annihilation rates. The S-wave (P-wave) S(,) is given by the dashed red
curve in the upper left (right) plot in Fig. 8.2. After rapid variations of S(z) in the
region of small z., — in the S-wave case with a peak structure — the respective functions
S(z+) reach a plateau and stay at constant values S(0o), which determine the actual 1S,
and 3P; enhancement factors. If the about 400 GeV heavier and kinematically closed
x0x3 state is now included in the Schrodinger equation and annihilation rates, the de-
termination of S(c0) fails as can be seen from the solid blue curves in both upper plots
in Fig. 8.2. For z slightly larger than 1 both functions S(z,) drop to 0 after a few
spikes. A solution for larger z, values where S(x ) should stabilise cannot be obtained.
The two lowermost plots in Fig. 8.2 contain the results on S(x) using the ‘improved
method’. S(x,) can now be evolved for sufficiently large x., also when the x?x3 state is
included. In case of the 1S, wave enhancement in the lower left plot, the solid red and
solid blue curves — corresponding to S(x.,) for the case of two and three yy-states in
the Schrodinger equation and annihilation rates — cannot be distinguished on the scale
of the plot. Indeed the obtained Sommerfeld enhancement values S(oco) = 199.59 for
the two yx-state and S(co) = 199.72 for the three yx-state case differ only by a tiny
amount. A similar result is obtained in the case of the *P; enhancement factor. Also
here the two solid red and blue curves for the two and three yy-state case lie on top
of each other and a plateau is reached for x,, > 50 with S(z4) =~ 4.31. In the P-wave
case we show in addition in the lower left plot the dashed curve that corresponds to the
‘old-method’ solution for the two yy-state case. The agreement of all three curves for
large x., values is obvious but there is a visible deviation for z., < 10. The deviation
is due to the fact that the matrices U and « are trivially related only for z — oo, see
(8.54). This implies that the Sommerfeld factors calculated in the ‘old” and improved
method agree in general only for sufficiently large x.,. While the agreement is exact for
the S-wave case, the difference vanishes as 1/x2 for P-waves, as can be inferred from
(8.53). As with the improved method there is no severe numerical restriction on the
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Figure 8.2: Comparison of the performances in determining the Sommerfeld enhancement
factors by the method described at the end of Sec. 2.2 and by the improved method from
Sec. 8.4. Upper two plots: The enhancement factors S = Syo,0[f("So)] (left plot) and

S = Syou0 [f(®P;)] (right plot) as a function of o for v = 0.012 obtained from the
prescription given at the end of Sec. 2.2. Relevant details on the corresponding MSSM
spectrum with wino-like x? are given in the text. The dashed red curves give S(Z)
when only the two states x{x{ and x{x] are kept. The solid blue curves result when in
addition the state x9x3 is included. In this case the evaluation fails in both the S- and
P-wave case for 2., > 2 and no reliable result for the enhancements factors is obtained.
Lower two plots: As in the upper row but now using the improved method to determine
the enhancement factors. The solid red and solid blue curves are for the case of two and
three xy-channels in the Schrédinger equation and annihilation matrices and lie on top
of each other on the scale of the plots. In addition the dashed red curve in the right plot
gives the two yy-state S(z) as in the upper left plot.

value of z.,, the deviation can always be made sufficiently small. In the chosen wino-like
X} model this can be nicely seen in the lower left plot. Thus also the P-wave Sommerfeld
enhancement factors can be determined within a sufficient accuracy with the improved
method.

As the x9 state in the considered MSSM scenario here is bino-like, it is rather weakly
coupled to the wino-like states x9, xi. It is therefore expected that including the y9x9
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state in the Schrodinger equation and annihilation rates has very little effect on the en-
hancements of the x¥x{ channel as explicitly confirmed by the calculation in the improved
method.

8.5 Second-derivative operators

In this section we come back to the derivation of the second relation presupposed in

Sec. 8.1, which is (8.9), and that concerns the connection between the matrix elements

of next-to-next-to-leading order (P "3 ., (***'Ss)) and corresponding leading-order

((9?‘22’;?@261}(25“55)) S-wave operators. Explicit expressions for the latter operators are
collected in Tab. 5.3 and Tab. 5.2, respectively. In order to confirm (8.9) we show that

c L2 * c
(OIXET (= 5 8) Xe xixs) = ster (O Xy o) (8.57)
Labels e, e’ are compound indices referring to the two-particle states xe, Xe, and Xe/ X,

respectively. The definition of x has been given in (8.11). For completeness we quote it
here again in compound index notation:

Keet = P Ooer + 2 et Z md)acii? . (8.58)

Making use of (8.18) and (8.26), we can rewrite the left-hand side in (8.57) as

ct L4\ 2 ct dg(f S2( 17 oN\Tk S 1.7 (A2\]*

ONET (= 5 ) xalve) = (€118) [ 5 a2 (el + (-1 (@) (559
where the compound index e refers to the state x.,x.,, while e, as noted before, is used to
label the corresponding state xe, Xe,. In order to simplify the integral on the right-hand
side we apply the momentum-space version of the Schrédinger equation (8.28), which
leads to

d*q S92 1T o\ q -\ Tk
[ S e = 2pelzmse— 2+ B) [ S W@l

PG Ph e 7
~ 2 [ S VB = F)l - (5.0)

The explicit form of the momentum-space potentials, associated with gauge boson and
light Higgs particle exchange, is given by

(a)
Vee/(k;) = 471'0422]?:2?:76%2 , (861)
a ¢a

where mg, denotes the mass of the exchanged mediator, and the corresponding coeffi-
cients cgi? are those collected in Tab. B.1. The sum extends over all gauge boson and
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Higgs mediator particles that can be exchanged in a specific xe, Xe, = Xe, Xe, POtential
scattering reaction.

We can factorise the two integrations in the second line of (8.60) by performing the
shift ¢ — ¢+ k. Using dimensional regularisation, the linearly divergent integral over
momentum & can then be evaluated to the finite result

a1
/ . a2t T (8.62)
GO By dr

Consequently, the right-hand side of (8.59) can be rewritten as

. P
O (=5 ) xabvi) = (€'18) [ 5 i@

x lzue(QmLsp — M+ E)dore + 201000 Ym0 | + (1) {e — &}

3 —

—(6106) [ 5L Welia(d) (s + (-1 ) (8.63)
(2m)?
In the last equality we have used that the relative momentum associated with the two-
particle system Ye, Xe,, De, i given by P2 = 2p.(2mysp — M, + E), such that the term in
square brackets in the second line yields x?,,, see (8.58). Next, let us write the integrand
in (8.63) as

De)2a@) (Ko + (D5 K2) = i [l @) + ()% sta [Dulia(@) . (8.64)

where the index over which summation is carried out in the second term on the right-

hand side has been renamed from e to €. Since the potentials for xe,xe, — XefXe, and
(@) _ (a)

XeaXer —> XeyXeq Scattering involve the same coupling structure, the relation ¢, = ¢z

holds, which implies ks = ker. This allows to eventually obtain

7 4=

59" o) = i (6776) [ (10elia(@+ (1P Welia(a) - (865)

O (-

The summation in the above expression runs over the two-particle states indicated with
the primed labels; while ¢’ (related to xe, Xe,) is varied, the associated label & (referring
t0 XeyXe, ) changes accordingly. The right-hand side of (8.65) agrees with the right-hand
side in (8.57), such that the latter relation is proven.

With this relation between the matrix elements of next-to-next-to-leading order and
leading-order S-wave operators it is possible to define the effective Wilson coefficients gy,
(8.9, 8.10), that come with the matrix elements of corresponding leading-order S-wave
operators. Let us finally note that the second term in k., (8.58), would be absent, if
all exchanged mediator particles would be massless. In the NRMSSM only the potential
from photon exchange involves a massless mediator, such that there are typically non-
vanishing contributions to the second term related to electroweak gauge boson or Higgs
exchange potentials.
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In Sec. 2.1 we have argued that ladder amplitudes with exchange of massive mediators
give only rise to enhanced radiative corrections, if the mediator mass is much smaller
than the masses of the non-relativistic states in the ladder bars. Accordingly, in the
NRMSSM only those contributions to the potentials are relevant that arise from gauge
boson or Higgs particle ¢ exchange with mass ms < mpgp. As can be seen explicitly
from the momentum space potential expression V(E ) in (8.61), heavy ¢, exchange leads
to strongly suppressed contributions to the full potential. Effectively, heavy mediator ex-
change thus results in a suppressed local (xx)? potential interaction. The dominant con-
tributions to (8.61) arise from light ¢, exchange with m,, scaling as the non-relativistic
3-momentum |l§| ~ mpgpv. This implies that the contributions to s related to the light
mediators ¢, are parametrically of the same order, since M, — 2misp ~ E ~ myspv?
and aamg, ~ vmpw ~ mispv?. To the contrary, heavy Higgs boson contributions to
the last term in x can become large, although the corresponding potential interaction
itself is irrelevant. The origin of such unphysical power-counting breaking contribution
is the linearly divergent integral (8.62). The simplest solution to eliminate such unphys-
ical terms is to decouple heavy Higgs bosons by not including them in the long-range
NRMSSM potentials discussed in Chap. 7. The decoupling of the corresponding heavy
states gives rise to the above mentioned local interaction terms, which count as O(v?)
corrections to the NRMSSM long-range potential interactions. As we have neglected
O(v?) corrections to the expressions associated with the long-range effects throughout,
we consistently neglect the local potential interactions from heavy mediator exchange.
In practical applications, given a specific MSSM spectrum, we eliminate Higgs boson ex-
change contributions to the potentials (and thus to k) if the corresponding Higgs masses
fulfil my > 0.5 mygp, unless my < 100 GeV. Let us remind however, that s-channel ex-
change of heavy Higgs states is taken into account in the absorptive parts of the Wilson
coefficients.

8.6 Approximate treatment of heavy channels

In the preceding sections we have developed a formalism that allows for the calculation
of Sommerfeld-corrected co-annihilation rates of non-relativistic, nearly mass-degenerate
neutralino and chargino pairs. Consequently, when accounting for Sommerfeld correc-
tions on the neutralino and chargino pair-annihilation cross sections in the x? relic abun-
dance calculation, we first have to determine the set of those neutralino and chargino
pairs xx for a given MSSM spectrum, which are nearly mass-degenerate with the lightest
such pair, x{x9. For these “light” yx states Sommerfeld-enhanced annihilation rates are
subsequently calculated by means of (8.13) which implies solving corresponding multi-
state Schrodinger equations. The latter take the potential and annihilation reactions
among the non-relativistic and nearly mass-degenerate light yyx pairs with the same
electric charge and within the same partial wave configuration into account.

Given a specific MSSM spectrum, there will be in general several “heavy” xx pairs
that do not fulfil the requirement to be nearly mass-degenerate with the x?x?. These
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states cannot be part of the NRMSSM neutralino and chargino two-particle pairs. In
principle we should thus exclude them a priori, such that they do not appear in the
Schrodinger equations and NRMSSM Wilson coefficients. However when keeping those
heavy yx states in the EFT ladder diagrams there should be little effect on the en-
hancements of the light xy channels, as the EFT two-particle propagators (8.17) for
heavy states (yx)n with masses M, > 2mygp cannot go on-shell and therefore do not
cause an enhancement effect. Consequently, it is possible to keep these heavy channels
as internal states in the series of ladder-diagrams, as long as this does not lead in turn
to numerical problems in the solution of the corresponding Schrodinger equations. Since
the improved method described in Sec. 8.4 addresses and solves the issue of numerical
instabilities associated with closed channels in the solution of the Schrodinger equation,
there is from the point of view of numerical accuracy no reason why closed heavy chan-
nels could not be included in the potentials and annihilation matrices. In particular,
there is the possibility that a heavy yyx state has a larger tree-level annihilation rate
than the light two-particle channels, such that the annihilation contributions from the
heavy channel can effectively enhance the annihilation rate of a light state. To include
such effects it is desirable to keep closed heavy channels in the Schrédinger equations.

However, practical limitations on the number of channels that can be treated exactly
in the Schrodinger equations are imposed by CPU time considerations. For example, if
for a given MSSM spectrum and non-relativistic scattering energy E the calculation of
the factor S[f(1Sy)] for the x9x? channel within method 2 takes 0.1s if two channels are
included in the corresponding matrix Schrodinger equation, the CPU time increases to
14 s for four included two-particle channels and becomes 5 min for 8 channels. Eventually,
including all 14 neutral two-particle channels within method-2, the determination of this
specific S| f (1Sp)] takes nearly three hours.? Even for fixed scattering energy there are
typically several open channels for which Sommerfeld enhancement factors have to be
calculated. Moreover, the determination of the thermally averaged annihilation cross
sections entering the relic abundance calculation requires an integral over the scattering
energy. In our application to the x! relic abundance calculation, CPU considerations
therefore restrict the number of two-particle channels that can be treated exactly in the
Schrodinger equations.

In order to cover the case of strong annihilation contributions of closed heavy chan-
nels to a light channel’s annihilation rate we allow that heavy channels appear in the
last potential loop before annihilation in the series of ladder-diagrams with incoming
light xx state. However, we neglect heavy channels in all ladder bars apart from the last
loop. This is motivated by non-relativistic power-counting, which shows that there is a
suppression factor of the order [E /(M) — 2mysp)|* when a light two-particle channel in
the ladder-diagram is replaced by a heavy channel, where a = 1/2 for the contribution
in the last loop before annihilation and a = 3/2 for contributions inside the ladder. In
the following we describe how the last potential loop contributions of heavy channels
can be absorbed into an effective annihilation matrix. In the determination of the Som-

9The quoted numbers are strongly model and scattering energy E = myspv? dependent. They are
meant as an example to illustrate the effect of the strong increase in CPU time.
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merfeld enhancement factors we thus solve the Schrodinger equations referring to the
smaller number of light channels only and use in (8.34, 8.35) the yet to define effective
annihilation matrices that include potential one-loop effects from heavy channels.

Let us start by dividing the N two-particle basis states (xx), in a given charge sector
into n light states treated exactly in the corresponding Schrédinger equations and N —n
heavy states that we only include in the last potential loop.!® In the following we use
the compound index h = {he, he,} to refer to one of the N — n heavy states. Extending
(8.18) to include the contribution from a heavy channel in the last potential loop before
annihilation, we write

. —9
il Ly N ee Tim (-1 (B P
(O TE [ =5 0 P ixs) = (') ETE< ) o
d3c7/ Bk . . 1 L
X K[q)V™(q— k) — G (P k; E)
/ (2m)® ) (2m)? E — [My, — 2mysp] — -
+ (=) {h = h}, (8.66)

where summation over the compound index [ that refers to the light states is implied.
Further, G denotes the Green function for the Schrodinger operator associated with
the n x n problem of light states. The momentum-space potential V" encodes the
potential scattering from the light states (yx); to the heavy state (xx), that undergoes
annihilation. Let us now consider the operator matrix elements similar to (8.66), but
this time for all and not only the heavy state operators, multiplied by the corresponding
absorptive parts of Wilson coefficients, f . Making use of (8.26) and taking the heavy
channels in the last loop into account as in (8.66), we obtain

. ' Bi -
o ONEPE [ = 5 9 o) = 20676 [ 555 nlic)
. . Bk 1
X [fze/K[cT]+fhe//WK[k]V’h(k—i)E ol —E | (8.67)
- h — LSP| — %

where the index [ runs over the n light and the index h over the N — n heavy channels.
The equality in (8.67) holds only if heavy channels contribute exclusively to the last
loop of the ladder-amplitudes prior to annihilation. The form of the right-hand side in
(8.67) suggests to rewrite and appropriately simplify the term in square brackets such
that it eventually describes an effective annihilation matrix feeffK [7]. To this end we
use the explicit form of the momentum-space potentials (8.61). The integration over

10Tet us recall that we include all neutralino and chargino species in the determination of the relic
density; however, for the co-annihilation cross sections of heavy neutralino and chargino pairs we use
tree-level instead of Sommerfeld-enhanced rates. Contributions of the heavy channels to the thermally
averaged effective rate (oogv) are strongly Boltzmann-suppressed and thus typically negligible, unless
there is a particular enhancement of the corresponding annihilation rate (such as for example in resonant
annihilation), that compensates the Boltzmann suppression.
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the loop-momentum k can then be performed and the expression in square brackets in
(8.67) is subsequently written as

T = fu o T fr (8.68)

where summation over the compound index h referring to the heavy channels is carried
out. For a better readability we have suppressed the 2°*1L; wave dependence of the
Wilson coefficients f = f(25*1L,) and fof = fe(25+1[ ) in the last equations. The
expression Iy, in the second term in (8.68) depends on the orbital angular momentum L
of the corresponding partial wave configuration and is given by

[lh = 9 Z Cl(z) (—2,uh) [L (2,uh(Mh — [QTHLSP -+ E] — iE), Me,, (T2> . (869)

a

A dependence on the total spin enters through the coefficients ¢(® of the spin-dependent
leading-order potentials. In case of leading-order S-wave matrix elements, where L = 0
and K[¢] = 1, the function I_, in (8.69) takes the following form:

i(m? —y+q?%) +2m\/q?

1
Io(y,m, %) = In - (8.70)
2vq* im? —y = %)+ 2y q?
In the P-wave case with L = 1 and K|[¢] = ¢ we obtain
_ y 2 _ 72 ; 2 _ -2 2 —9
2 Vi—m im—y+ g7 im” =y +47) +2my/g (8.71)

Li(y,m,q") = - —~ n .
7 A iy - 12

In (8.68) we have used the superscript label “right” to indicate that with (8.67) we have
considered the first half of the corresponding full NRMSSM x;x; forward scattering
matrix element. Accounting in the same way for the second half, we eventually arrive at
the following effective Wilson coefficients

8= fu + Ly, fr + Iy, fin + LAy fune - (8.72)
The expression fof = feff(25+1] ) encodes the hard (off-) diagonal tree-level annihilation
reaction of light yx states, (xx); = > XaXp — (xX)r, supplemented by potential one-
loop corrections that involve the heavy channels (xx); prior to annihilation into the
SM and light Higgs particle final states X, Xp. The result ﬁelff’right in (8.68) is thus
associated with the (xx); tree-level annihilation amplitude plus the potential one-loop
correction arising from heavy channels inside the loop before annihilation. If we take
the index A in (8.68) to run over all (yx), pairs in the corresponding charge sector and
not only the heavy channels, then the expression fﬁff’right is related to the leading-order
non-relativistic approximation to the full one-loop annihilation amplitude for incoming

(xx): state, which has also been obtained by direct expansion in [93].1!

Tt can be checked that the loop integrals Is p defined in [93] are equal to (27|7]|) Io,1. Let us note that
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While (8.72) introduces effective Wilson coefficients accounting for potential one-loop
corrections from heavy channels, this expression still involves the factors [j;, and I},
which in turn imply a dependence on the momentum ¢ of the last potential loop before
annihilation. In the evaluation of (8.67) the knowledge of the full momentum-space wave
function 1/JE< 7) would therefore be needed and not just the corresponding position-space
expression and its derivative at the origin. However, we only want to absorb one-loop
corrections of heavy channels (yx), with mass-splittings M, — 2mysp > F into the
effective Wilson coefficients in (8.72). The typical relative momentum ¢ over which
the last potential-loop integration is carried out scales as ¢? ~ mygpv?, such that we
can expand the integrals I, in (8.70, 8.71) in \/7/ h — 2myspv? ). We keep only the
leading-order terms in this expansion, in Wthh case the expressions [, simplify to the
following momentum independent terms

-2 1 -2 2y t+mo
Io(y,m,q") — Jiim Li(y,m,q") — W ET O (8.73)

Using these approximations in (8.69) we obtain

(a)
C
L= = —QMhOézzm ; (8.74)
2VUn T Mo, (8.75)
(VU +mg,)?

where y, = 2up(My, — [2mpsp + E] — i€). Inserting these expressions in the definition
(8.72) of the effective Wilson coefficients fﬁff finally provides us with effective Wilson
coefficients that can be used to obtain local effective annihilation matrices, following
the prescriptions in Sec. 7.2.1. We will use these effective annihilation matrices in the
Sommerfeld factors (8.34, 8.35) in order to incorporate effects from heavy channels in
the last potential loop in the annihilation reactions of light incoming (yx); pairs.

The adaption of the above steps to the case of second-derivative S-wave operators
is somewhat more involved, since it requires the application of the equation of motion
discussed in Sec. 8.5 to the factor K[k2] in (8.67). In writing

Lpp=1 = —2Mh042zczh 3

. k2
k’2 — 2,uh 2misp + B — My, — |2mpsp + E — M), — ﬂ (876)
h

in [93] additional terms proportional to the mass differences between the incoming and the virtual s in
the loop are kept in the non-relativistic expansion, originating from the numerator of the full one-loop
amplitude. As we separate in our formalism the long-distance from the short-range physics, the latter
mass difference terms can contribute to O(v?) corrections to the long-distance part — which we neglect
— or to O(v?) corrections to the short-distance annihilations. We have kept the latter contributions by
taking all mass-difference terms dm, ém in the Wilson coefficients into account, see Chaps. 5 and 6. It
is worth to add that there are further sources of terms proportional to mass differences that have been
neglected in [93] and in our approach. For instance, there is the anti-particle pole contribution in the
q°-integration of the full amplitude which we neglect as it belongs to a class of O(v?) corrections to the
long-range interactions. In [93] these corrections from the anti-particle pole have been omitted as well.
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and noting the corresponding steps in Sec. 8.5 we finally obtain the following result for
the effective Wilson coefficients associated with second-derivative operators:

~eff N
g = Gkl

1 g Jin
T3 {IW VEREVE

Jhiy Jhi
ﬁ_'_[lhDQ U'h! :| . (877)

*
+[lh|L:0[l’h’,D2 \L 0 M2

The expression Ij;, p2 introduced above reads

Lip,p2 = 2ppas ((2mLSP + B — M) (—2pu) Z \/— + - quba i ) . (8.78)

Note that a dependence on the spin S = 0,1 is implicit through the coefficients ¢
associated with the spin-dependent leading-order potentials (8.61). Further let us note
that the mass scale M in each term in (8.77) is defined by the masses of the two xx
pairs specified by the indices of the accompanying Wilson coefficients g. For the generic
definition of this process-specific mass scale see (5.12).

This concludes the presentation of our EFT set-up, which allows to determine Som-
merfeld-enhanced co-annihilation rates of a set of nearly mass-degenerate “light” xx
pairs including effects from heavy channels in the last potential loop before annihilation.
In Chap. 9 we apply this formalism to the calculation of the x{ relic abundance including
Sommerfeld enhancements, providing a detailed study for several MSSM benchmark sce-
narios. In that chapter we will also address the question how the neutralino and chargino
two-particle states should be divided into light and heavy channels. If not noted oth-
erwise, the potential one-loop corrections from heavy channels will be included in the
analysis by using corresponding effective annihilation matrices obtained from (8.72) and
(8.77) in the formula for the Sommerfeld enhancement factors. At the end of Chap. 9 we
will additionally discuss the comparison of the relic abundance results when heavy chan-
nels are treated approximately in the last potential loop of corresponding co-annihilation
rates with the respective result, where those heavy channels are taken into account ex-
actly in the Schrodinger equations. In anticipation of results from Sec. 9.5 let us note
that the perturbative treatment of effects from heavy states for the MSSM scenario
studied therein gives a very good approximation to the results where the heavy states
are considered exactly in the Schrodinger equations. From this we conclude that the
approximate treatment of heavy states is often a good approximation to the result from
full resummation. However, this does not imply that either of the two, the approximate
or exact treatment, is a good approximation to the true one-loop corrections from heavy
channels. Generically we cannot expect that we obtain a good approximation to the full
one-loop results with heavy internal states, if we use the non-relativistic approximation
in the potential region for the latter, because the non-relativistic expansion breaks down
for large mass splitting terms [M; —2mysp|. Nevertheless, as noted before, heavy channel
loops are at least suppressed by (E/[M; — 2mygp])*/? with respect to the light channel
contributions. As the impact of heavy states on the Sommerfeld enhancements of light
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(xx): channels is in any case rather small, we decide to include their effect by using the
effective Wilson coefficients (8.72, 8.77).
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Chapter 9

Benchmark models in the general
MSSM

In the preceding chapters we have developed a non-relativistic MSSM effective theory
framework, the NRMSSM, that allows to systematically address the calculation of en-
hanced radiative corrections in pair-annihilation rates of non-relativistic and nearly mass-
degenerate neutralino and chargino states in the general MSSM. The focus has been on
the construction of the effective theory and on a detailed description of the relevant
technical aspects in the NRMSSM calculation of Sommerfeld-enhanced rates. Here we
apply the framework to several well-motivated MSSM scenarios with heavy neutralino
LSP and investigate in particular the impact of Sommerfeld enhancements on the y!
relic abundance calculation. The underlying physics effects are analysed in detail in
each step of the calculation, which allows to illustrate the general use of our effective
theory set-up applicable in the general MSSM. Furthermore, the question of viability of
popular MSSM scenarios in light of a consistent treatment of the Sommerfeld effect can

be addressed.

We choose to consider three scenarios taken from the set of Snowmass pMSSM bench-
mark models [98]. These models pass all constraints from so far unsuccessful SUSY
searches at the LHC, additional collider, flavour and precision measurement bounds as
well as constraints from dark matter direct detection experiments and indirect searches.
The neutralino LSP relic abundance within these models, calculated from perturbative
annihilation rates, is not larger than the WMAP bound, but can be smaller than the ex-
perimentally measured value. The latter allows for the case that neutralino dark matter
does not make up all the cosmic cold dark matter. In addition to these benchmark scenar-
ios we investigate the Sommerfeld enhancements in neutralino/chargino co-annihilations
in a set of models interpolating between a scenario with almost pure-higgsino y{ to
a wino-like x? model. The MSSM spectra for the models on this “higgsino-to-wino”
trajectory are generated with DarkSUSY [5]. As our work allows for the first time a
consistent study of the Sommerfeld effect on the relic abundance calculation for mod-
els with mixed wino-higgsino neutralino LSP we provide an extensive discussion of the
Sommerfeld effect in such a scenario.
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We start our analysis in Sec. 9.1 with the investigation of a wino-like x? benchmark
model taken from the set of Snowmass pMSSM benchmark scenarios in [98]. Sec. 9.2
contains the analysis of a corresponding higgsino-like ! Snowmass model. In both cases
we compare to results obtained in the well-studied “pure” wino and higgsino scenarios
where the }? is assumed to be part of an unbroken SU(2). triplet or two unbroken
SU(2);, doublets. As Sommerfeld enhancements have been studied extensively in the
particular case of a pure wino x{ in the literature, we address the question of the validity
of conclusions inferred from these pure wino and higgsino scenarios to wino- and higgsino-
like x? spectra in the general MSSM. In Sec. 9.3 the effect of Sommerfeld enhancements
in co-annihilations of wino-like neutralino and chargino states in a bino-like x? pMSSM
benchmark scenario is considered. A “higgsino-to-wino” trajectory is defined in Sec. 9.4,
by introducing 13 models that interpolate between a higgsino- and wino-like x{ spectrum
while the relic density calculated from perturbative rates is kept fixed. Our discussion
here is focused on the spectra and the obtained relic abundances omitting particular
details on the Sommerfeld enhanced co-annihilation cross sections. The specific features
of the Sommerfeld effect for a mixed wino-higgsino x? are subsequently studied in detail
in Sec. 9.5, where the selected spectrum is one of the trajectory models of the preceding
section.

9.1 Wino-like \!

Wino-like ! dark matter arranges into an approximate SU(2),, fermion triplet together
with the two chargino states xF. In the SU(2); x U(1)y symmetric limit the triplet
would be assigned zero hypercharge. All states X9, xi share the same O(TeV) mass
scale, characterised by the wino mass parameter My, m, ~ |M,|. As discussed in
Sec. 4.3, electroweak symmetry-breaking introduces a small mass splitting between the
neutral and the charged components of the triplet; the tree-level mass splitting happens
to be very small, O(mj,/miyqy), and the one-loop radiative corrections dominate over
the tree-level splitting.

A pMSSM scenario with wino-like x? is provided by the SUSY spectrum with model
ID 2392587 in [98]. A measure for the wino fraction of a given neutralino LSP state is the
square of the modulus of the neutralino mixing-matrix entry Zyo;. For the Snowmass
pMSSM scenario 2392587 the x{ constitutes a rather pure wino, |Zy;|* = 0.999, with
a mass misp = m,o = 1650.664 GeV. The mass of the chargino partner X5 is given by
m,+ = 1650.819 GeV such that om = m, + — My turns out to be 0.155 GeV. Without
any modification these values are taken from the spectrum card provided by [98] Where
the mass parameters refer to the DR-scheme. As the precise sub O(GeV)-scale \Ix7
mass splitting is an essential ingredient in the calculation of the Sommerfeld-enhanced
co-annihilation rates we have to assume an accuracy of the given mass spectrum at the
level of 10 MeV for our analysis of the Sommerfeld enhancement in the pMSSM scenario
to be meaningful. A rigorous analysis of Sommerfeld-enhanced co-annihilation processes
in a given model should refer to the on-shell mass spectrum of the neutralino and chargino
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states instead of DR-parameters, where a sub-GeV scale precision of the mass parameters
requires the consideration of one-loop renormalised quantities. For reference purposes,
however, we do not modify the publicly available DR-spectra of [98] for all three pMSSM
models discussed here.

In the context of minimal dark matter models [28], wino dark matter is realised as the
neutral component of an approximate SU(2),, triplet state as well. In contrast to MSSM
scenarios with wino-like X9, the SU(2); triplet minimal dark matter models (referred
to as “pure-wino” models in the following) consider interactions of the dark matter
states with the electroweak gauge bosons only. Two-particle final states in minimal
dark matter pair-annihilation reactions are hence given by pairs of SM particles and
the SM Higgs boson and all heavier states above the minimal dark matter mass scale
are treated as completely decoupled. Such a scenario agrees with the decoupling limit
in a MSSM scenario with wino-like % LSP. To the contrary, the wino-like pMSSM
model that we consider here features non-decoupled sfermion states at the 2 — 3TeV
scale with non-vanishing couplings of the x! and xi to sfermions and to the (heavier)
Higgs states, though the latter are suppressed with respect to the couplings to the gauge
bosons, because any Higgs-xx (tree-level) interaction takes place between the gaugino-
component of the one and the higgsino-component of the other y. As the higgsino-like
neutralino and chargino states in the pMSSM model under consideration reside at the
O(3.9 TeV) scale any Higgs-yx interaction plays a sub-dominant role in our analysis of
pair-annihilation reactions of the wino-like x{ and yi states. Due to the non-decoupled
sfermion states though, some annihilation rates in the wino-like x{ pMSSM scenario are
reduced with respect to the pure-wino dark matter case.

In the calculation of the relic abundance we have to take into account all possible
two-particle co-annihilation reactions between the (approximate) SU(2), triplet states
Y, xF. In addition, in the pMSSM model 2392587, the bino-like X is only about 8%
heavier than the ¢, myy = 1781.37 GeV. Hence the X3 is a potentially relevant co-
annihilating particle as well. It turns out though, that this state eventually plays no role
for the relic abundance, as the corresponding cross sections are strongly suppressed with
respect to those of the wino-like particles x) and xi due to the much weaker couplings
of the bino-like x° to gauge bosons and to the remaining x°/x* states. All remaining
heavier particles in the pMSSM scenario lie above the 2 TeV scale, so they are already
Boltzmann suppressed and hence practically irrelevant during the x? freeze-out.

Sommerfeld enhancements on the co-annihilation rates are taken into account by in-
cluding in the multi-state Schrédinger equations, discussed in context of the NRMSSM
in Chap. 8, all xx two-particle states with mass smaller than My = 2m,0 + mx(l)vfnax,
where we set v = 1/3. This choice is motivated by the fact that v, roughly cor-
responds to the x{’s mean velocity around freeze-out, hence these states are potentially
relevant for co-annihilation processes, and can still be produced on-shell in a x?x? scat-
tering process. The remaining heavier two-particle states with mass above M., are
included in the computation of the Sommerfeld enhancement of the lighter states in
the last loop before the annihilation, following the method developed in Sec. 8.6. The
xx-channels, whose long-distance interactions are treated exactly, can be classified ac-
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cording to their total electric charge. The sector of neutral two-particle states comprises
the x9x? and x; x; channels. In the pMSSM scenario considered here, this sector con-
tains in addition the x9x9 state. In the single-charged and the double-charged sectors
of a pure-wino dark matter scenario there is only one state present in each sector, x%x{
(x9x7) and xFx7 (x7x1), whereas in the pMSSM scenario we have to add in addition
a second state with x{ replaced by X3, in agreement with the rule above that defines the
channels which enter the Schrodinger equation. Since the bino-like neutralino essentially
neither couples to the wino-like particles nor to gauge bosons, and because sfermion
states are rather heavy, potential interactions as well as tree-level annihilation reactions
involving the bino-like x3 are strongly suppressed with respect to the corresponding in-
teractions with wino-like particles X9, . As a consequence, 3 plays essentially no role
for Sommerfeld enhancements, and we focus the discussion that follows on the channels
built from the wino-like X} and xi states only.

In each of the charge sectors long-range interactions due to potential exchange of
electroweak gauge bosons, photons and light Higgses are present.! Potential W-boson
exchange leads to a Yukawa potential interaction that induces transitions between the
xIx? and the x]x; state in the neutral sector. Hence the part of the neutral sector
consisting of the channels x{x{ and x{x; is characterised by a potential matrix with
non-vanishing off-diagonals which are of the same strength as the diagonal entries. As
the incoming x{x! pair cannot build a 2S; or P, state, potential interactions are re-
sponsible for transitions between the two neutral states xy9x? and x{ x; in a 1Sy or 3P
configuration.

In Fig. 9.1 we plot the enhancement (c°Fv)/(0P*'v) of annihilation rates including
long-range interactions, o' v = 0> v,¢, with respect to the perturbative tree-level result,
oPerty = gPty,, for the two-particle states xVx! and ] x; in the neutral sector of the
model as a function of the velocity vpgp of the incoming x?’s in their centre-of-mass
frame. We define the velocity vrsp by /s = 2m,0 + movigp with /s the available

centre-of-mass energy. The spin-averaged inclusive tree-level annihilation rates oP®*v
are calculated in the non-relativistic approximation
o*My = a + bv? + O(v'), (9.1)

and are obtained from the appropriate sum over the exclusive rates in (6.24) including
O(v2,) effects. In case of the x{x{ state the relation between the relative velocity v and
vrsp is given by v = 2wvgp. For x7x; annihilation reactions the relation is

v =2Re \/mx?/mxf [vigp — 20m/m,e]. (9.2)

The coefficients a and b in (9.1) are determined from the absorptive part of partial-wave
decomposed Wilson coefficients as discussed in Chap. 6. In case of the Sommerfeld-

!Potentials from Higgs exchange are negligible compared to the leading contributions from gauge
bosons in the pMSSM scenario with wino-like x?, again because in any Higgs-yx vertex the gaugino
component of one x is coupled to the higgsino component of the other y. In the wino-like x{ Snowmass
model the lowest-lying x’s relevant for the Sommerfeld effect are rather pure wino-like x° and x* states
with a very small higgsino component.
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Figure 9.1: The enhancement of the x?x? and xx; annihilation cross sections for Snow-
mass model 2392587 relative to the perturbative tree-level rate, (05Fv)/(oP"*v). The
solid lines refer to the calculation of the Sommerfeld-enhanced rates with off-diagonal
entries in the annihilation matrices I' properly included. The dashed curves show the
enhancement with respect to the perturbative cross sections when off-diagonal annihi-
lation rates are not considered. The dotted curve labelled “pure-Coulomb enh.” shows
the enhancement from photon exchange only in the x{x] channel.

enhanced rates o5%

v each partial wave contribution to the tree-level cross section (9.1)
gets multiplied by an enhancement factor related to the two-particle wave-function of the
respective incoming state, see (8.13). Unless otherwise stated, Sommerfeld-enhanced re-
sults include the one-loop corrections from heavy yy-states in the last potential loop, fol-
lowing the approximation discussed in Sec. 8.6. The results for the wino-like pMSSM sce-
nario hence include perturbative corrections from heavy yy-pairs involving the higgsino-
like XgA and xi particles. The effects of the latter nevertheless amount only to a neg-
ligible per mil level deviation on ¢°"v. This can be traced back to the fact that the
higgsino states lie at the rather high mass scale of around 3.9 TeV and thus are basically
decoupled. The (05Fv)/(aoPt) curves in Fig. 9.1 show some characteristic features,
which we describe next. As there is a small mass splitting between the 9 and the Y7,
the threshold for the on-shell production of the heavier neutral state y{x; opens at
vpsp/c =~ 0.014. Well below this threshold, the enhancement for the y%x? system is
velocity-independent and of O(10). This saturation effect is characteristic for Yukawa-
type interactions in the kinematic regime where the relative momentum of the incoming
state is well below the mass scale of the mediator: this is the case for the x{x{ state at
very small velocities, where off-diagonal Yukawa potentials are generated by W-boson
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exchange with m,o vpsp < my. The actual strength of the enhancement is, however,
a combined effect of the off-diagonal Yukawa potential from W-exchange that allows
for x9x9 — x7x; transitions and the QED Coulomb interaction in the (kinematically
closed) x{x; channel. At velocities v gp just below the i x; threshold resonances in
the x%x? channel can be observed. While the main plot in Fig. 9.1 displays a curve
smoothed over this region, we show in the small sub-figure a close-up of the resonance
pattern. The existence of resonance enhancements at the threshold of a heavier chan-
nel is well-known and has been described for instance in [36]. However, opposed to
the pattern in the close-up in Fig. 9.1 no oscillating behaviour was found in [36], as
only Yukawa potentials were considered. In fact the oscillatory pattern is related to the
photon exchange in the ] x; subsystem. Going to even larger velocities, above the
X1 x; threshold, the enhancement in the x{x9 channel decreases, approaching one as we
depart from the non-relativistic regime. Turning to the enhancement in the y]x; chan-
nel, it shows quite a different behaviour right above its threshold compared to the y{y!
system at small velocities: instead of approaching a constant value, the enhancement
factor for x{x; rises increasingly as the velocities of the yi get smaller. Such a be-
haviour is expected in the presence of long-range Coulomb-potential interactions, where
the enhancement does not saturate because the mediator is massless. Indeed, the pho-
ton exchange between the charged constituents of the neutral x{ x] pair dominates the
potential interactions in the regime of very small velocities: the Yukawa potentials be-
come very short-ranged and thus negligible compared to the Coulomb-interaction. The
dotted (black) curve in Fig. 9.1 displays the enhancement factor in the y;x; system
arising from Coulomb interactions due to photon exchange only. For small velocities the
pure-Coulomb enhancement factor diverges as 1/ Uyt The true enhancement curve, that

involves all potential interactions affecting the x{x] system asymptotically reaches this
Coulomb-like behaviour for velocities directly above the x{x; threshold.? For larger
velocities in the x{x] system the presence of the Yukawa potentials leads to a larger
enhancement than in case of Coulomb interactions only.

The dashed curves in Fig. 9.1 show the enhancements (05%v)/(aPv) for the x{x!
and x{x; states when off-diagonal terms in the annihilation matrices are (incorrectly)
left out. This can lead to a < 30% underestimation of the actual enhancement in the
x9x{ channel. The effect is less pronounced for the x| x; channel, as in this case the
cross section also gets significant contributions from 3S; annihilations and not just from
1Sy ones. As the 35 sector is purely diagonal, the effect of off-diagonals, relevant in the
case of 1Sy wave annihilations, becomes milder for the spin-averaged total cross section
oFv. Tt is worth to stress that the overall order of magnitude of the enhancements is
O(10), and becomes O(10%) in the resonance region around the x; x; threshold.

The quantity that enters the Boltzmann equation for the neutralino number den-
sity is the thermally averaged effective annihilation rate (oegv). Fig. 9.2 shows (oeqv)

ZNote that in spite of the o 1/ Uyt divergence, the enhanced cross sections lead to a finite result

in the average over the thermal velocity distribution due to the ’Ui+ term in the integration measure,
1
32 o0 2
Jps PV = [dQ [ dv, 4 Vis
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Figure 9.2: The thermally averaged effective annihilation rate (o.gv) as a function of the
scaled inverse temperature x = m,o /T in case of Snowmass model 2392587. The two
upper (red) curves correspond to the Sommerfeld-enhanced annihilation cross sections
including (solid line) or neglecting (dashed line) the off-diagonals in the annihilation
matrices. The lower (blue) curve represents (o.gv) obtained from perturbative (tree-
level) cross sections.

as defined in (3.37) as a function of the inverse scaled temperature x = m,o/T. The
lower solid (blue) curve represents the perturbative (tree-level) annihilation rates while
the upper solid and the dashed (red) lines refer to Sommerfeld-enhanced cross sections
including and neglecting off-diagonal annihilation rates, respectively. The plot can be
divided into several regions with different characteristics. Let us first note that for
x < 10 the depicted behaviour of (oegv) is unphysical. The mean velocity of the anni-
hilating particles in the plasma scales as \/1/7:1: and hence is no longer non-relativistic
for 510 while the results of our framework strictly apply only to non-relativistic yy
pair-annihilations, i.e. for x = 10. Around x ~ 20 the annihilation rates of x{ and x
can no longer maintain chemical equilibrium and the particles start to decouple from the
thermal plasma. Hence only the region above z ~ 20 is important for the calculation
of the relic abundance. Around z > 10* the number densities of the yi are so strongly
Boltzmann suppressed with respect to the x? number density despite the small mass
splitting that the rates of the charginos basically play no role in the effective rate (oegv),
which is then essentially given by x{x{ annihilations. Note that we can estimate the
point of chargino decoupling between x ~ 10* — 10° from the ratio of the Boltzmann
distributions n,+/n,0 oc exp(—dm/m,o x), taking the O(107! GeV) mass splitting into
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Figure 9.3: Thermally averaged effective annihilation rates (o.gv) as a function of the
scaled inverse temperature z = m,o /T. The two upper (red) curves refer to a calculation
with Sommerfeld-enhanced cross sections while the two lower (blue) curves represent the
perturbative results. Solid lines correspond to the Snowmass pMSSM scenario 2392587
and dot-dashed curves show the results for the pure-wino scenario.

account. After YT decoupling, (oegv) including the Sommerfeld enhancements becomes
constant, which we can infer from the constant enhancement factor for the x99 sys-
tem for very low velocities shown in Fig. 9.1. Before xi decoupling, (cegv) including
the Sommerfeld enhancements rises with increasing x due to the contributions from the
charginos but also due to the velocity-dependent enhancement on the x?x!{ system it-
self for larger relative velocities. On the contrary, the perturbatively determined (oeqv)
shows a constant behaviour before and after xi decoupling with a rise only around the
decoupling region; the contributions that dominate the perturbative cross sections in the
non-relativistic regime are the velocity-independent leading-order S-wave terms.

Fig. 9.3 compares the thermally averaged effective rates (o.qv) as calculated from the
wino-like pMSSM scenario and from a pure-wino SU(2),, triplet minimal dark matter
model with the same xJ mass. In the pure-wino model the mass splitting between the
xY and xT has to be kept in the Schrodinger equation as it is of the same order as
the non-relativistic kinetic energy and the potentials. However in the hard annihilation
rates the mass splitting is a subleading effect and is neglected; the annihilation matrices
in the pure-wino model depend on the x{ mass only. Let us recall that we have given
corresponding analytic expressions for the potential and annihilation matrices in the
pure-wino model in Sec. 7.2.2. While the rates for xJx{ annihilations agree at per mil
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Figure 9.4: The ratios of the yield Y/Yjer as a function of x = m,o/T, where Y is
calculated including the Sommerfeld enhancement on the xy annihilation rates while
Ypert just uses the perturbative ones. The solid (blue) and dashed (black) curves give
the results for the Snowmass model 2392587 including and neglecting off-diagonal anni-
hilation rates, respectively. The dot-dashed (red) curve corresponds to Y/Y,e () in the
pure-wino model.

level, the cross sections involving xi~ are generically larger by factors of O(1) in the pure-
wino model as compared to the pMSSM wino-like model. This can be mainly traced back
to the destructive interference between t-channel sfermion and s-channel Z (and Higgs-
boson) exchange amplitudes in x{x; — ff annihilations in the pMSSM scenario case,
while the t-channel sfermion exchange amplitudes are absent in the pure-wino model.
In addition the pure-wino case neglects all final state masses which in particular gives
rise to larger annihilation rates into the tf and electroweak gauge boson final states as
compared to the pMSSM scenario, where the non-vanishing masses of all SM particles
are taken into account. This accounts for the deviation between the curves in Fig. 9.3
before x7 decoupling.

Finally we consider the yield Y = n/s, defined in (3.22) as the ratio of the number
density n of all co-annihilating particle species divided by the entropy density s in the
cosmic co-moving frame. As discussed in Chap. 3, the dependence of the yield on the
scaled inverse temperature x = m,o/T is governed by the Boltzmann equation (3.28),
and the x{ relic abundance is obtained from the yield today, see (3.31). In Fig. 9.4 we
show the ratio of the yield Y calculated from Sommerfeld-enhanced cross sections in both
the pMSSM and the pure-wino model to the corresponding results using perturbative

171



cross sections, Yper, as a function of z.

First note, that the denominator Y,e in the ratio Y/ Y, differs for the pMSSM and
the pure-wino model, which is a consequence of the different effective rates (oegv), see
Fig. 9.3. Further, in case of the pMSSM scenario we show results corresponding to a
calculation of Y including and neglecting off-diagonal annihilation rates. Around x ~ 20
the yields including Sommerfeld enhancements start to depart from the corresponding
perturbative results; the enhanced rates delay the freeze-out of interactions, which leads
to a reduction of the yield Y compared to the perturbative result Y. The most drastic
reduction in Y/ Yy occurs between x ~ 20 and z ~ 103. In this region the enhancement
factors on the cross sections are of O(10) (and not yet O(10?) as for very large z), leading
t0 Y/Yyere values that deviate from 1 by a few 10%. For @ > 10° the fraction Y/ Ve
stays constant, meaning that at these temperatures the particle abundances in both the
perturbative and Sommerfeld-enhanced calculation are frozen in. In case of the wino-like
model we find that the relic densities calculated from the yield today read QP*h? = 0.112
and Q5 h? = 0.066. Hence taking into account the Sommerfeld effect leads to a reduction
of the calculated relic abundance of around 40%. On the other hand, neglecting the off-
diagonal annihilations in the calculation of Sommerfeld-enhanced rates overestimates the
relic density by 15% compared to the correct Q5Fh2. Let us recall that the relic density
calculated without corrections from heavy yy-states in the last potential loop differs
from the Q5Fh? value quoted above at most at the per mil level. Due to overall larger
hard annihilation rates in the pure-wino model, the calculated relic density including
Sommerfeld-enhanced rates turns out to be Q51 h* = 0.034, while the corresponding
perturbative result is Qb h* = 0.056.

A quantification of the theoretical error on such numbers is difficult. In conventional
tree-level calculations of annihilation cross sections and the ensuing determination of relic
densities neglecting radiative corrections, the results on the relic densities are supposed
to be accurate to O(5%) in the absence of enhanced corrections due to non-relativistic
scattering, large Sudakov logarithms, or, potential strong-interaction effects for quark
and gluon final states. The latter two restrictions still apply when the Sommerfeld effect
is included. Further, our computation of the Sommerfeld effect itself neglects O(v?)
corrections to the scattering potentials as well as ordinary, non-enhanced corrections
to the short-distance annihilation coefficients. Hence the accuracy of the Sommerfeld-
corrected annihilation cross sections and relic densities is presumably again at the O(5%)
accuracy level at best.

9.2 Higgsino-like !

The higgsino-like neutralino x{ arises as the lightest out of four mass eigenstates X%Q, i
related to two SU(2), fermion doublets. Note that the hypercharges of the two SU(2) .,
doublets are given by Y = +1/2 respectively, which ensures the electric neutrality of the
xJ. The common mass scale of the X%Q, Xi states is set by the O(TeV) higgsino mass
parameter, m, ~ |p|. Electroweak symmetry breaking introduces a tree-level splitting
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between m,o and the masses of the three heavier states of O(m% /mysp) ~ O(1 GeV), see
the corresponding discussion in Sec. 4.3. This is considerably larger than the tree-level
mass splitting in the wino-like x¥ case; in particular loop corrections play a sub-dominant
role in the mass splittings of higgsino-like neutralinos and charginos.

As an example of this class of models we consider the Snowmass pMSSM scenario
with ID 1627006 [98], that features a higgsino-like ¥ LSP with myo = 1172.31 GeV and
higgsino fraction | Zs;|? + | Z41|? = 0.98. The heavier higgsino-like states 7 and x3 have
a mass splitting of 5mxl+ = 1.8GeV and om,g = 9.5GeV to the X! mass. Again, all
pMSSM spectrum parameters are taken without any modification from the corresponding
Snowmass (slha) model-file 1627006 provided by [98].

As in Sec. 9.1, it is instructive to compare the pMSSM scenario with higgsino-like
x) and co-annihilating x93 and yF to a model with pure-higgsino X?Q,XI—L states and
completely decoupled sfermions and heavy Higgses. We refer to the latter scenario as
“pure-higgsino” model; such model is also discussed in the context of Minimal Dark
Matter [28]. Pure-Higgsino states interact only with the SM gauge bosons W*, Z, v but
not with the Higgs bosons. The accessible final states in 2 — 2 co-annihilation reactions
of pure higgsinos are hence given by particle pairs formed out of SM gauge bosons and
fermions as well as of the (SM-like) Higgs h°, where all these SM particles are taken
to be massless, and only SM gauge bosons and higgsinos appear as intermediate states
in tree-level annihilations. The co-annihilation rates of the higgsino-like X%Q, X states
in the pMSSM scenario 1627006 happen to be larger than the corresponding reactions
in the pure-higgsino case. This can be traced back to the presence of non-decoupled
sfermion and Higgs states in the higgsino-like xY pMSSM model and in particular to
non-decoupled wino-like states xJ, x5 at the scale of 1.6 TeV.

In the determination of the x{ relic abundance for this pMSSM scenario includ-
ing co-annihilations only the higgsino-like states are relevant. Other heavier states are
already sufficiently Boltzmann-suppressed during x{ freeze-out. Hence we neglect the
co-annihilations of the lightest sfermion states 7; and 73, with masses around 1.44 TeV,
although we include co-annihilation reactions of all heavier x°/x states. Yet the latter
have basically no effect on the x{ relic density, as their abundances are already suffi-
ciently suppressed at x¥ decoupling. Obviously, in the pure-higgsino scenario only the
co-annihilations between the higgsino-like species X%Q, XT are taken into account for the
calculation of the relic abundance.

We consider Sommerfeld corrections to all co-annihilation rates between two higgsino-
like particles in both the pMSSM scenario 1627006 and the pure-higgsino model by treat-
ing all channels built from the states X%Q, Xi exactly in the corresponding Schrédinger
equations. Moreover, the remaining heavier x°/x* two-particle states in the higgsino-
like pMSSM scenario are treated perturbatively in the last potential loop according to
the method developed in Sec. 8.6. In case of the pure-higgsino model though, all heavier
states are considered as completely decoupled. Dividing the co-annihilation reactions into
sets corresponding to total electric charge, we identify a neutral sector with the four two-
particle states xVx%, x0x3, x9x5 and x{ x;. The single-positive (negative) charged sector
contains the two states xx7, xOxT (XVx1,X3x1 ), whereas the double-positive (double-
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Figure 9.5: Enhancement factors (¢57v)/(oP®*v) in the four most relevant two-particle
channels 9\, X7 x1, XVx5 and x9x; of Snowmass model 1627006. The enhancement
factor for the additionally relevant channel xUx; agrees with the one for the %y pair.
Solid lines refer to the calculation of the Sommerfeld-enhanced rates with off-diagonal
terms in the annihilation matrices properly included. Dashed curves show the enhance-
ment when the off-diagonal annihilation rates are neglected.

negative) charged sector features only one two-particle state relevant in co-annihilations
with the higgsino-like x? dark matter candidate: x{x; (x7Xi). Note that annihila-
tions of the latter double-charged states x{ x; and x; x; are absent in the pure-higgsino
model due to hypercharge conservation in this SU(2), x U(1)y symmetric limit, as they
have a non-zero hypercharge, namely Y,+,+ = £1. In contrast, in the higgsino-like x!
pMSSM case with broken U(1)y symmetry, annihilations of the double-charged channels
into a WHW™ or W~W™ pair are possible, though the rates are suppressed by a factor
~ my/ myo compared to the magnitude of the neutral sector’s leading rates.

Fig. 9.5 shows the enhancement (0°Fv)/(oP"*v) of the individual cross sections for
those channels that have the most relevant contribution to the relic abundance calcu-
lation, that is x9x9, x7x7, XUX3 in the neutral sector, and xJx; in the single-charged
sector (x{x; gives the same contribution). First note that the enhancements are only of
O(1), opposed to O(10%) enhancements in case of the wino-like model in Sec. 9.1. This
can be explained due to the larger mass splittings to the next-to-lightest states x7, xJ in
the higgsino-like X! case and the fact that the couplings to SM gauge bosons and (light)
Higgs particles are generically smaller for higgsinos than for winos. The enhancement
of the x9x? rate as a function of the velocity vrgp shows again the saturated, velocity-
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independent behaviour typical for Yukawa type potentials in the low velocity regime well
below the thresholds of the heavier two-particle states. As in the wino-model, both the
off-diagonal Yukawa potential and the (diagonal) Coulomb potential in the kinematically
closed x{x; channel contribute here to the actual size of the enhancement. At larger
velocities, two resonance regions at the thresholds for xix; and x9x9 production are
visible (the x5x3 channel opens up at vpsp/c =~ 0.127; the ratio (¢57v)/(oP**v) for this
channel is very close to 1, and is not shown in Fig. 9.5). One might ask why no resonance
at the x{x3 threshold is visible in the x%x? channel: recall that Fermi-statistics forbids
the xYx-pair to build the totally symmetric partial-wave configurations S, and ' P;. In
case of unbroken SU(2); x U(1)y symmetry it turns out, though, that the x%xJ pair
can build 3S; and 'P; configurations but not 1S, and *P; states. Hence there are no
off-diagonal entries in the neutral potential matrices encoding x?x? = x?x} interactions
in the pure-higgsino limit. Departing from the SU(2) x U(1)y symmetric limit gives
rise to xx9 contributions to the enhancement (05¥v)/(0P**) in the xx? channel that
are however suppressed by (my/ mx?)3 with respect to the leading contributions; this
explains why no x{xy threshold effect is visible in Fig. 9.5. Such restrictions due to
non-accessible partial-wave configurations do not exist for the next-to-lightest neutral
two-particle state x| x|, and resonances at the thresholds of all co-annihilating neutral
X X-pairs heavier than the x{x] are visible in the latter channel in Fig. 9.5. Further-
more, note the 1/ Ut Coulomb-type enhancement in the x; x; channel directly above its

threshold caused by potential photon-exchange between the y; and x;. The Coulomb
potential surpasses the potentials from massive gauge boson and Higgs exchange at very
small velocities in the x;"x; channel, but for moderate velocities both the Coulomb and
the (off-)diagonal Yukawa interactions are relevant. Turning to channel xVx3, the corre-
sponding enhancement (05¥v)/(oP**) increases as the velocity decreases. In particular,
there is no saturation of the enhancement directly above threshold, because the lighter
channels x{x{ and especially x{x; are always kinematically open and accessible from
an on-shell Y\ state via off-diagonal potential interactions.

The ratio (¢5v)/(oPt) for the charged state x9x{ that is additionally plotted in
Fig. 9.5 (lowermost magenta line) shows that the Sommerfeld effect can also produce
corrections that reduce the perturbative result. For the channel y9y{ the negative
correction arises from the interference of amplitudes where, after multiple electroweak
and Higgs boson exchanges, the state that annihilates into the light final state particles
is the same as the incoming one, x{x;, with amplitudes where the actual state that
annihilates is x5x;. In the EFT formalism such interferences arise from the off-diagonal
annihilation terms x%x{ — x3x7 and x5x{ — x¥xi, combined with the off-diagonal
potential term for x9x7 — x9x7. The dashed magenta curve in Fig. 9.5 refers to
the situation where off-diagonal short-distance rates are neglected in the calculation of
the Sommerfeld enhanced x%x; annihilation cross section. It is nicely seen that the
destructive interference effect disappears in this case and the ratio (¢°v)/(oPt) is
always positive. The enhancement in the x{x] channel also saturates as its on-shell
production threshold is approached. This should be the case as the x{x; channel is
the lightest in the single positive-charged sector, and its behaviour should be similar to
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the one of the lightest neutral channel, x9x?, directly above threshold. However, such
saturation is not visible in Fig. 9.5 because there we plot the x{x{ cross section as a
function of vrgp and not as a function of the relative velocity of the channel, related to
the latter by v* = 2(m,o +m,+)/(myom, +) ¥ (myovigp—20m).> Let us also mention that
the dip in the x{x cross section caused by interference effects is located at the velocity
where the other state included in the Schrodinger equation for this charge sector, x9x7,
opens up.

As we have already noted in context of the x?x{ channel above, the dashed curves
in Fig. 9.5 show the results for the corresponding enhancements of the pMSSM scenario
1627006 when off-diagonal annihilation rates are neglected. This disregard would lead
to an underestimation of the actual enhancement due to the long-range potential in-
teractions of around 30% in the x{x{ channel. The effect is much milder for the x%x5
and ;] x; pairs and is explained by the contributions of 3S; partial-wave annihilations
to the cross sections (absent for the identical particle-pair channel x9x?); off-diagonal
35 annihilation rates are suppressed relative to the leading (diagonal) rates by an order
of magnitude, due to destructive interference effects between sfermion and gauge boson
exchange amplitudes. Hence, as off-diagonals play a minor role in S, annihilations,
their effect in the spin-averaged cross sections o°Fv will also be less pronounced. As the
conclusions on the enhancements in case of the pure-higgsino x{ model are similar to
the results in Fig. 9.5 we do not show a corresponding plot here. Let us mention though
again, that the hard co-annihilation rates in the pure-higgsino model are a few percent
smaller than in the higgsino-like x9 model. Furthermore, the off-diagonal rates for 35,
annihilations in the system of x{x3 and x{ x| states are of the same order of magnitude
as the diagonal ones.

Fig. 9.6 shows the thermally averaged effective annihilation rate (o.gv) as a func-
tion of the inverse scaled temperature x. The lower solid (blue) curve represents the
result using perturbatively calculated rates, while the upper two (red) curves with solid
and dashed line style refer to computations with Sommerfeld-enhanced cross sections
including and neglecting off-diagonal annihilation rates, respectively. Again the region
for z < 10 is unphysical, as the co-annihilating particles’ mean velocities are outside the
non-relativistic regime. Due to larger mass splittings between the higgsino-like neutralino
and chargino states, the decoupling of the heavier states xi and 3 takes place already
around z ~ 103. As can be seen from Fig. 9.6, the Sommerfeld effect enhances the ther-
mally averaged effective annihilation cross section by 3% up to 25% with respect to the
perturbative result in the region of z around 10 — 10% which is most relevant in the relic
abundance calculation. The effect of correctly treating off-diagonal annihilation rates is
most essential for large values of z in the range 10* — 10®, where (o.zv) would be under-
estimated by around 25% if off-diagonals were neglected in the hard annihilation rates.
In the region x = 10 — 10? the effect of off-diagonal rates is also noticeable, leading to an
overestimation of (oegv) that reaches 6% if off-diagonal rates are not taken into account.

3If the xYx; cross section behaves as 05Fv ~ a + bv? close to threshold, the saturation is visible

because of the zero slope of this function at v = 0; in terms of vrgp it reads o°¥v = a + V(vigp — ©),
which does not have a zero slope at the threshold of the channel, visp = 1/c.
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Figure 9.6: The thermally averaged effective annihilation rate (o.gv) as a function of
the scaled inverse temperature x = m,o/T" for the pMSSM Snowmass model 1627006
with higgsino-like x%. The upper two (red) curves refer to the Sommerfeld-enhanced
cross sections: the solid line includes the off-diagonal annihilation rates while the dashed
curve does not. The lowermost (blue) curve corresponds to the perturbative result.

The latter difference with respect to the true result is traced back to the contribution
to (oegv) of the charged x9x{ channel, which in the absence of off-diagonal annihilation
terms does not get the negative interference term that lowers the Sommerfeld-corrected
cross section, see Fig. 9.5. Once the xT particles are decoupled, the contributions of the
channels xxF to (o.v) basically vanish. The much larger enhancement in the !9
cross section when off-diagonal rates are consistently taken into account then explains
why the correct (oeqv) result crosses the dashed line for z2,10% in Fig. 9.6.

Finally, Fig. 9.7 shows the ratio Y/Y,et. The solid (blue) and dashed (black) curves
refer to calculations within the pMSSM Snowmass model 1627006 with off-diagonal an-
nihilation reactions included and neglected, respectively. The dot-dashed (red) line ap-
plies to the pure-higgsino model. The relic abundances that we calculate within the
pMSSM Snowmass model read QP*h? = (.108 if perturbative annihilation reactions
are considered and Q5"h% = 0.100 taking Sommerfeld-enhanced rates into account. Ac-
counting for the long-range potential interactions hence leads to a reduction of 8% on the
predicted relic density for the pMSSM higgsino-like x{ model. Neglecting off-diagonal
rates in the pMSSM Snowmass model calculation reduces the relic abundance to a value
QSFno-offp2 — (9 096. This is because the effective thermal average cross section without
the off-diagonal rates is larger in the region where chemical decoupling takes place, see
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Figure 9.7: The ratio of the yields Y/Y,et, where Y is calculated including Sommerfeld
enhancements on the annihilation rates and Y, uses purely perturbative rates. The
solid (blue) line corresponds to the calculation within the pMSSM Snowmass model
1627006 with higgsino-like x?, that includes off-diagonal annihilation rates. The dashed
(black) line gives the same result but with neglected off-diagonal rates. The dot-dashed
curve is the result (with off-diagonal rates) obtained for the pure-higgsino model.

Fig. 9.6. The error on Q5°h? when disregarding off-diagonal rates therefore amounts
to an underestimation of 4% in this case. The Sommerfeld-enhanced rates without the
one-loop corrections from heavy yy-states in the last potential loop before annihilation
give a 1% deviation on the final Q5Fh? result. In contrast, the relic abundances in the
pure-higgsino model, obtained using perturbative or Sommerfeld-enhanced rates, almost
coincide, namely QP | A? = 0.127 and Q5 | h? = 0.126, where the latter result includes
the off-diagonal rates. As can be expected, the overall smaller annihilation rates in the
pure-higgsino scenario lead to a larger relic abundance than in the higgsino-like pMSSM
scenario. The fact that the perturbative yield surpasses the Sommerfeld-corrected one
right after chemical decoupling in the pure-higgsino model is explained by the slightly
smaller (o.qv) in the Sommerfeld-corrected result in that region of x, which is in turn
produced by the Sommerfeld suppression in the charged channels x9x7. Overall, there is
a strong cancellation between cross section enhancement in the neutral and suppression
in the charged channels, leading to an almost vanishing net Sommerfeld correction.
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9.3 Light scenario

Light neutralino dark matter with a relic abundance of the order of the observed value
is realised for a x{ with a sizable bino component. The bino is a SU(2);, singlet with
zero hypercharge. As for a pure bino there are no interactions with electroweak gauge
bosons nor photons we can already expect that there will be essentially no long-range
potential interactions for the bino-like x? and hence no Sommerfeld enhancements in
x0x! annihilations. Yet it is interesting to confirm this expectation and to investigate
the relevance of Sommerfeld enhancements in possible co-annihilations with (slightly)
heavier neutralino and chargino states. As an example for such a bino-like x{ we chose to
study the pMSSM Snowmass model with ID 2178683 that features wino-like NLSP states
with masses around 6% heavier than the x! state: myo = 488.8 GeV, m,o = 516.0 GeV
and Myt = 516.2 GeV.

In the calculation of the xY relic abundance we consider co-annihilation reactions
among all x°/x* two-particle states, although only the two-particle annihilations be-
tween the states X%Q, Xi are relevant since the higgsino-like states Xg#l’ X3 lie at the
2 TeV scale and their abundances are strongly Boltzmann-suppressed at x{ freeze-out.
The lightest sfermions are the 71 and 7, with masses around 770 GeV and we neglect
their effect in the relic abundance.

Sommerfeld corrections on the co-annihilation cross sections from all two-particle
states built from X?,z and yi are determined exactly through the solution of the corre-
sponding Schrodinger equations in each charge sector. The outcome for the enhancement
(05Fv)/(oP**) in the neutral sector, which entails the two-particle states x9x?, x9x3,
x9x3 and x;x7, is shown in Fig. 9.8. Solid (dashed) curves correspond to a calculation
with (without) off-diagonal annihilation rates in the Sommerfeld-enhanced reactions.
Due to the absence of interactions with the electroweak gauge bosons in case of a pure-
bino state, the x! of the pMSSM Snowmass model 217868 also experiences basically no
long-range potential interactions and there is essentially no coupling between the bino-
like x§ and the NLSP x9. As a consequence, both the absolute (perturbative as well
as Sommerfeld-enhanced) x%y? and x{x9 annihilation rates are strongly suppressed and
there is no enhancement in these reactions; the ratio (0°¥v)/(oP%) is equal to one in
both cases. As it cannot be inferred from Fig. 9.8, let us note in addition that the abso-
lute x9x9 (x¥x9) annihilation cross section is suppressed with respect to the dominant
x9x5 and x| x] rates by four (two) orders of magnitude.

In the subsystem of the neutral wino-like two-particle channels x9x9 and x{ x, the
Sommerfeld enhancement due to long-range potential interactions is effective, see the
corresponding curves in Fig. 9.8. Note that yJ and xi co-annihilations should still be
relevant in the X! relic abundance calculation within the pMSSM scenario 2178683, as
the threshold velocities for x9x9 and x{x; on-shell production are 00 5 0.34 ¢ and thus
of the order of typical x? velocities during thermal freeze-out. This scenario provides
an example showing that the criterion established before for including long-distance

effects among two-particle states with masses smaller than Mo = 2m,0 +m ov? and

X7 ~max

Umax = 1/3 should not be considered rigidly. Rather it has to be reassessed according to

179



5,

|  — model 2178683

gl T no off —diag. I’
= |
‘é_ I
b 3
> | Xox2
th |
b ol

A

ol 0.0

I X1X2

0.320 0.325 0.330 0.335 0.340 0.345

Visp/C

Figure 9.8: (¢°Fv)/(aP'w) for the neutral-sector states in the light scenario (Snowmass
model 2178683). Solid (dashed) curves show the enhancement for the case of properly
included (wrongly neglected) off-diagonal annihilation rates.

the given MSSM spectra to avoid overlooking interesting effects. Consequently, in order
to account for the wino-like subsystem formed by the states x9x3 and x{x; we have
set Umax = 0.34 in the light scenario. At very small velocities the enhancements in the
x9x9 and x{ x; channels show the characteristics discussed already for the wino model in
Sec. 9.1: In the x93 system we find resonances just below the x{ ] threshold, smoothed
out in Fig. 9.8. The strength of the enhancement below and above this resonance region
is a combined effect of the (off-diagonal) Yukawa and the diagonal Coulomb potential
interactions in the x{ x] system. In particular the enhancement is finite below the x{ x|
threshold. To the contrary, the xix; channel shows the typical Coulomb-like 1 /le+
enhancement from the dominating photon-exchange potential at velocities directly above
its on-shell production threshold. Opposed to the O(10?) enhancements found in Sec. 9.1,
the overall enhancements of the neutral wino-like two-particle channels here reach factors
of O(1) only. These less pronounced enhancements result from the lower masses of the
wino-like states, since as m,o decreases the Yukawa potentials from electroweak gauge
boson exchange eventually become short-ranged as compared to the Bohr radius of the
system proportional to (myeapw)~!, where apw = g3/(47) and g, denotes the SU(2);,
gauge coupling.

Fig. 9.9 displays the effective annihilation cross section (o.gv)(x). The dominance of
the wino-like X3, xi particle annihilation rates by more than three orders of magnitude
before their decoupling near = ~ 100 is clearly visible. The Sommerfeld enhancement
affects only the annihilation of the wino-like particles and thus disappears for = > 100.
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Figure 9.9: The thermally averaged effective rate (ogv) (2) within the pMSSM Snowmass
model 2178683 with Sommerfeld enhancements (upper red curve) and in the perturba-
tive computation (lower blue curve). The result from disregarding off-diagonal rates in
the Sommerfeld-enhanced processes is plotted by the dashed line. However the latter
curve basically overlays with the upper (red) curve in this plot. This is because the
Sommerfeld-enhanced (o.gv)(z) is dominated by the x9x9 and x{x; rates (before 9
and xi decoupling), and the effect of disregarding off-diagonals in the latter gives a
correction of around 10% only, see Fig. 9.8.

Although the Sommerfeld factors for these channels lead to O(1) enhancements of the
cross sections above the threshold near vpgp ~ 1/3, similar in magnitude to the model
with wino-like LSP for the same velocities, the thermal average over vy sp dilutes the
enhancement, since the cross section for the heavy channels vanishes below the threshold.
Nevertheless, the small enhancement visible in Fig. 9.9 occurs precisely in the z range
most relevant for freeze-out. The effect of co-annihilations with the wino-like NLSP
states therefore leads to a reduction of the yield when taking into account Sommerfeld
enhancements with respect to the perturbative case, as is shown in Fig. 9.10. The
relic density with perturbative annihilation rates is found to be QP*h? = (0.120. There
is a ~ 15% reduction of this result when considering the Sommerfeld-enhanced rates,
OSFh? = 0.102. The latter sizable reduction of the relic density is attributed purely to
the co-annihilating heavier wino states. Note that in the sector of wino-like states the
potentials from massive gauge boson and photon exchange are equally important for the
Sommerfeld enhancement, while in the x| ] system the Coulomb potential dominates
over the Yukawa potentials only for very small velocities of the charginos. Neglecting
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Figure 9.10: The ratio of the yields Y/Y,et, where Y is calculated including the Som-
merfeld enhancement on the annihilation rates and Y,e refers to the corresponding
perturbative calculation. The solid (blue) line includes off-diagonal rates while in the
dashed (black) curve these have been neglected.

the perturbative correction from the heavier yy-states not included in the Schrédinger
equation leads essentially to no difference (below per mil level) in the relic density, as the
heavy higgsino-like X3,4> X5 species lie at the scale of around 2 TeV. If no off-diagonals
in the calculation of Sommerfeld-enhanced rates were considered, the relic abundance
would be overestimated by 3.5%.

9.4 Higgsino-to-wino trajectory

In case of the wino-like x{ model of Sec. 9.1 we have seen that the relic abundance
including Sommerfeld enhancements on the co-annihilation rates is reduced by about
40% with respect to the result calculated from tree-level annihilation rates. In contrast,
the model with higgsino-like X! in Sec. 9.2 shows a less strong reduction, which is how-
ever still of the order of QSFR%/QP*h? ~ 0.9. The difference in the reduction factor
OSFR2 /QPerth? between the wino- and the higgsino-like x) model was explained by the
smaller Sommerfeld enhancements in the latter case due to larger mass splittings be-
tween all co-annihilating particles and the fact that the potential interactions happen
to be generically weaker for higgsino-like compared to the wino-like ¥ models. In ad-
dition, we observed a Sommerfeld suppression effect in the single-charged sector of the
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pure higgsino scenario as well as the higgsino-like Snowmass model. Departing from
the scenarios with rather pure wino, higgsino or bino x?, we may ask ourselves about
the features of a model with 9 LSP that contains both significant wino and higgsino
contributions. It is worth to recall here that previous work in the literature focused on
the wino- or higgsino-like X! cases only, due to the lack of expression for potentials and
annihilation matrices for a generically composed \{ state. Our results allow for the first
time to perform a rigorous study of Sommerfeld enhancements in yy pair-annihilations
within models with mixed gaugino and higgsino composition of the co-annihilating neu-
tralinos and charginos. We find it particular instructive to consider a series of models
in the MSSM parameter space that describes the transition from a model with higgsino-
like x9 to a model with primarily wino-x!. In the following we will refer to this series
of models as models on a “higgsino-to-wino” trajectory. We are interested in the case
of reductions of Q5 h? relative to QP*h? by > 10% here and hence will not consider a
significant bino-admixture to the x{; as we have seen in Sec. 9.3 the bino-like x{ itself
does not experience any Sommerfeld enhancement. In such a situation a reduction of
OSFh? can only arise due to co-annihilating particles with Sommerfeld-enhanced rates,
see for example the model discussed in Sec. 9.3 with co-annihilating wino-like NLSPs.

In order to define the models for the higgsino-to-wino trajectory, we should note first
that the proper choice of the two SUSY parameters y and M, controls the higgsino and
wino content of the mass eigenstate x{. In order to avoid a bino-admixture to the x!
state we will choose the parameter M, that controls the neutralinos’ bino-content, to
be sufficiently larger than both p and My throughout this section. Our setup excludes
accidental mass degeneracies of the MSSM sfermions with the x?, which implies that the
actual parameters of the sfermion sector play a minor role in the choice of adequate mod-
els on the trajectory. Let us recall that the sfermion sector is irrelevant for Sommerfeld
enhancements in our setup, as the latter are caused by potential gauge boson and light
Higgs exchange between neutralino and chargino two-particle states prior to the hard
annihilation reactions. The sfermion sector parameters only affect the precise value of
the hard (tree-level) annihilation rates. The sfermion — basically the stop — sector how-
ever controls the value of the Higgs A mass and we will adjust its parameters such that
the experimental value for myo is reproduced within 2.5% accuracy. Yet matching the
precise experimental Higgs mass value is in fact not important to us here, as potential
exchange from the h° gives always a subleading contribution to the potentials compared
to the effects from SM gauge boson exchange.

In order to generate MSSM scenarios on a higgsino-to-wino trajectory we hence make
the following choice for MSSM input parameters in the spectrum generation:

e fix a common sfermion mass scale of 9 TeV,
e set the trilinear couplings to A; = A, = 9TeV,
e fix myo = 500 GeV and

e choose tan § = 15.
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All other trilinear couplings are assumed to vanish. The gluino mass parameter Ms;
is fixed by M3 = as/(sin(fy) a.) My, but this choice is completely irrelevant to our
discussion. To avoid a significant bino-admixture to the x{ we further restrict to models
with M; = 10 M,. This leaves us with yet-to-choose parameter pairs in the pu — M,
plane. We require that the trajectory models allow for an explanation of the observed
cosmic cold dark matter in terms of the neutralino relic abundance without including
radiative corrections: in order to do so we employ the program DarkSUSY [5] and identify
(@, My) pairs such that the DarkSUSY calculated relic density QP5h? matches the most
accurate determination obtained from the combination of PLANCK, WMAP, BAO and
high resolution CMB data, Qcqmh?® = 0.1187 £ 0.0017 [2]*, which we quoted already in
Chap. 1. In such a way we define 13 models on the higgsino-to-wino trajectory. The
position of these models in the 4 — M, plane is shown in Fig. 9.11. For each of the 13
models, given the pairs (u, Ms) as well as the remaining input parameters defined above,
we run our code and determine the corresponding relic densities including and neglecting
Sommerfeld effects. The comparison between our perturbative results QP'*h? with the
corresponding DarkSUSY expressions 2°°h? provides a cross-check of our perturbative
calculation.

There is one important point to note concerning the MSSM spectrum generation
from the SUSY input parameters. The DarkSUSY spectrum calculated from the in-
puts refers to tree-level DR-parameters. It is well-known and has been noted before in
Chap. 4 that the mass splitting between a wino-like neutralino and its chargino partner
is dominated by radiative corrections; the leading one-loop contribution to the splitting
is of O(160 MeV) and dominates over the O(1 MeV) tree-level contribution. Both for the
calculation of the Sommerfeld enhancements and in the determination of the relic abun-
dance including co-annihilations a precise knowledge of the mass splitting between the
x? LSP and the NLSP particles is crucial and in a rigorous analysis we should therefore
consider the spectra determined with one-loop accuracy. To this end we have been pro-
vided by one-loop on-shell renormalised SUSY spectra for all 13 models on the trajectory
by a member of the collaboration [83,84]. The values of the input parameters p, Mo, . ..
are the same as for the corresponding calculation within DarkSUSY with the difference
that for the one-loop on-shell spectrum generation these inputs are considered as on-shell
parameters and no renormalisation group running of the mass parameters is performed.
Hence there are small differences in the values for the masses and mixing-matrix en-
tries between the spectra that we use in our code and the corresponding DarkSUSY
spectra. In particular the mass splittings between the x{ LSP and the NLSPs obtained
from the on-shell masses renormalised at one-loop can be significantly different from the
splittings derived using tree-level DR-parameters. There exist different renormalisation
schemes for on-shell renormalisation in the neutralino/chargino sector [82-85]: for all
trajectory models apart from model 8 the on-shell renormalisation has been performed
requiring that the values of the two chargino masses as well as the heaviest (in all our
models bino-like) neutralino mass at one-loop are given by their tree-level values (“CCN-

4Note that the DarkSUSY collaboration claims an error of 5% on the relic densities calculated from
their code.
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Figure 9.11: The u — M5 plane with the 13 models defining the higgsino-to-wino trajec-
tory, indicated with diamonds. All trajectory models lie on the iso-contour for constant
relic density QPSh? = 0.1187 calculated with DarkSUSY. As reference we also show the
iso-contours of constant relic densities QP5h? = 0.095 (lowermost contour-line) 0.15 and
0.3 (uppermost iso-contour).

scheme” ). Such a scheme works well as long as the two charginos are rather pure wino-
and higgsino-like states. As soon as the charginos are (strongly) mixed wino-higgsino
states - as in case of our model 8, where the input parameters g and M, happen to be
very close to each other - a more suitable scheme is obtained when only one chargino, one
lighter neutralino and the heaviest bino-like neutralino mass are fixed to their tree-level
value (“CNN scheme”).

For each of the 13 models on the trajectory we list the input parameters p and My
in Tab. 9.1, together with the one-loop renormalised LSP mass m,o as well as the one-
loop on-shell mass splitting 5mxl+ = M+ — Myo. The i is the NLSP in all models
considered in this section. As additional information we give the x¥’s wino fraction
|Zn91]? and collect the results for Q5" K2 including Sommerfeld effects as well as for the
suppression QA% /QPTCh2 of the former relic density with respect to the perturbative
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ID | 1/GeV | My/GeV | myg/GeV | dm,+/GeV | |Zyx|* | Q5Fh? | 20
1 | 1171.925 | 3300.000 | 1169.957 |  0.876 0.001 | 0.1157 | 0.974
2 | 1185.224 | 2800.000 | 1169.427 |  0.958 0.001 | 0.1129 | 0.970
3| 1208.699 | 2300.000 | 1205.096 1.057 0.003 | 0.1136 | 0.956
4 | 1233.685 | 2000.000 | 1228.674 1.129 0.006 | 0.1119 | 0.943
5 | 1300.000 | 1661.705 | 1289.890 1.203 0.026 | 0.1074 | 0.908
6 | 1400.000 | 1593.100 | 1382.390 1.153 0.076 | 0.1016 | 0.860
7 | 1600.000 | 1688.240 | 1569.117 |  0.971 0.203 | 0.0922 | 0.776
8 | 1900.000 | 1909.355 | 1844.126 0.601 0.458 | 0.0791 | 0.661
9 | 2304.666 | 2200.000 | 2172.690 0.266 0.826 | 0.0680 | 0.550
10 | 2600.000 | 2333.7034 | 2320.986 0.183 0.955 | 0.0503 | 0.394
11 | 2800.000 | 2360.2715 | 2352.475 0.166 0.982 | 0.0530 | 0.412
12 | 3300.000 | 2365.830 | 2362.264 |  0.158 0.996 | 0.0635 | 0.494
13 | 3800.000 | 2363.500 | 2361.254 |  0.157 0.998 | 0.0644 | 0.503

Table 9.1: Information on the models on the higgsino-to-wino trajectory. The first
column is the model ID while the second and third column contain the input parameter
values for u and M,. The one-loop on-shell renormalised x{ LSP mass is given in
the fourth column and we provide the one-loop mass splitting to the lighter chargino,
w0 in the fifth column. The X7 are the NLSP states in all models
considered here. In the sixth column the wino fraction, |Zy2;|?, of the x{ is specified.
The second-to-last and the last columns give the relic density including Sommerfeld-
enhanced cross sections as well as the suppression factor of the Q°Fh? with respect to
the perturbative result QPr*h2. The results including the Sommerfeld enhancements
involve corrections from heavier yy-pairs in the last potential loop.

5mxl+ = My —m

result. Both Q57 h? and QPe*h? are calculated from our programs, and the latter shows
small deviations of the order of a few percent from the DarkSUSY value QPSh? = 0.1187.
As can be read off Tab. 9.1 we can categorise the models on the trajectory to feature either
a higgsino-like x? with wino fraction below 10% but a higgsino fraction |Zx 31|+ |Zy 41|
above 0.9 (models 1—6), a mixed wino-higgsino x? where both the wino and the higgsino
fraction lie within 0.1 — 0.9 (models 7 — 9) or a predominantly wino-like x{ with wino
fraction above 0.9 (models 10 — 13). For all models we collect the relic density results
Qrerth? and Q5Fh? in Fig. 9.12. The bars with dotted (black) hatching indicate QPeh2.
Bars with solid-line (red) and dashed (blue) hatching give the corresponding results
including Sommerfeld enhancements with and without off-diagonal rates, respectively.
In particular for the higgsino-like models 1 —6 but also for models 7—9 our relic densities
Qperth? agree very well with the relic density QPSh? = 0.1187 calculated with DarkSUSY
for the same set of input parameters. The latter relic density value is indicated by the
black horizontal line and the grey horizontal band comprises all values deviating at most
by 5% from the QPSh? value. For the wino-like models our relic density results deviate
by < 8% from the corresponding DarkSUSY value.
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Figure 9.12: Relic densities Qh? for models 1 — 13 on the higgsino-to-wino trajectory
calculated with our code. The charts with dotted (black) hatching are the perturba-
tive results QPth?. Bars with dashed (blue) and solid-line (red) hatching refer to a
calculation with Sommerfeld-enhanced cross sections neglecting and properly including
off-diagonal rates, respectively. The grey shaded band comprises Qh? values within 5%
around the mean experimental value Qcq,h? = 0.1187 [2]. The latter value is indicated
by the black horizontal line and agrees with the DarkSUSY result for all 13 MSSM
models on the trajectory.

Let us discuss the characteristics of the models in the three different classes cor-
responding to their wino and higgsino admixture in turn. The models 1 — 6, with
predominant higgsino composition, resemble the higgsino model of Sec. 9.2. This applies
also to the corresponding shapes of the Sommerfeld-enhanced rates o5 v, (o.gv), as well
as to the yields Y/Y Pt that we do not show here. The reduction in the relic density
when taking the Sommerfeld effect into account ranges from 3% to 14% for trajectory
models 1 —6. Models 1 — 3, with a 3% to 4% reduction are close to a pure-higgsino limit
behaviour, whereas models 4 — 6 yield a similar outcome as for the Sec. 9.2 higgsino-
like x{ Snowmass model. The potential interactions among all two-particle states built
from the higgsino-like particles X%Q, xT have been accounted for exactly by solving the
corresponding multi-state Schrodinger equation in models 1 — 6. This is in agreement
with the criterion introduced in Sec. 9.1 that considers the long-distance effects among
all yx-states with mass smaller than M., = 2 myo + mx(lwfnax, where vy = 1/3 is of
the order of the x¥’s mean-velocity during freeze-out. Heavier yy channels enter the
calculation through the perturbative corrections to the annihilation rates of the lighter
channels treated exactly, and their tree-level co-annihilation rates are also included in
the calculation of the X! relic density, as done in the previous sections. The effect of
neglecting off-diagonal annihilation rates in the determination of Q°FA? yields an error of
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about 9% to 3% for models 1 — 5, underestimating the true result. In case of model 6 the
OSFh2 results obtained when neglecting or correctly including off-diagonal annihilation
rates happen to agree. This can be understood from the Sommerfeld suppressions in the
two single-charged sectors that arise when correctly accounting for off-diagonal annihi-
lation rates and that can lead to a partial compensation of enhancements encountered
in the neutral sector. While there is no suppression effect if off-diagonal annihilation
rates are neglected, also the Sommerfeld enhancements in the charge-neutral sector are
milder in that case, see for instance Fig. 9.5. Relic density results with and without
off-diagonal annihilation rates can therefore accidentally agree, as it happens for model
6. If corrections from heavier states in the last potential loop were not included in the
calculation of the relic abundance, the corresponding result would be larger by 2% for
model 1 to 6% for model 6 as compared to the Q5 h? values quoted in Tab. 9.1. As
expected, the latter effect gains importance as the mass splitting of the heavier states to
the higgsino-like X(1)72 and x; becomes smaller; while the wino-like states x3, x3 in model
1 are rather heavy (m ~ 3.3 TeV), these states have a mass of about 1.6 TeV in case of
model 6.

For models 7 —9 with mixed wino-higgsino x?, where the wino content increases with
higher model ID, Fig. 9.12 shows a reduction of Q5Fh? the larger the wino admixture
of the x¥. The ratio Q5h?/QP*h? ranges from ~ 0.78 for model 7 over ~ 0.66 for
model 8 and gives ~ 0.55 in case of model 9. In the region of mixed wino-higgsino x?,
where the masses of the states X?7273, XfQ lie close to each other, more two-particle states
have been considered exactly in the multi-state Schrodinger equation. Precisely, the set of
neutral xx-states considered in the Schrodinger equations for model 7 comprises the seven
states XY, X7 xT s XOxT, X9xT, X9x3, X7 x3, while for model 8 the state x93 is included
in addition, and for model 9 only the six states x9x7, x7 X1, X0x5, X0x3, X7 x3 are treated
exactly in the neutral sector. While in the three models 7—9 (particularly in the neutral
sector), the mutual interaction among a large number of channels is solved through
the Schrodinger equations, it is mainly the larger wino fraction of the x{ that controls
the increasing relevance of the Sommerfeld enhancements on the final relic abundance.
While the wino fraction of the x¥ in model 7 is 20% it becomes 46% for model 8 and
finally reaches 83% in case of model 9. The larger wino admixture of both the y{ and
Xi states also manifests itself in the decreasing mass splitting 5mxl+ between these two
states, ranging from 0.971 GeV (model 7) over 0.601 GeV (model 8) to only 0.266 GeV
(model 9). A larger wino component of the x{ implies stronger potential interactions
between the co-annihilating channels, in particular the x?x{ and x; x;, where the latter
is composed of yi states with similar wino fraction as the x?. The stronger potential
interactions finally lead to a more pronounced Sommerfeld enhancement effect for models
with larger wino admixture to the x? state. Neglecting off-diagonal annihilation rates
would lead to a result enhanced by 5% (model 7), 10% (model 8) and 14% (model 9)
with respect to the actual Q5 h? values given in Tab. 9.1. On the other hand, corrections
to the Sommerfeld-enhanced rates from heavy yx-states in the last potential loop reduce
the final relic abundances Q5Fh? for models 7—9 by around 2 —4%. The latter reduction
is not as large as for model 6, despite the fact that the mass differences in models 7—9 are
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smaller. This is simply because there are less heavy channels contributing perturbatively
now, as more xx-states have been considered exactly in the Schrodinger equation.

Finally let us consider the subclass of wino-like \{ models with IDs 10 — 13. Here
we account for Sommerfeld effects on the annihilation rates for yyx-states built from
the wino-like X9 and i particles. The Schrodinger equations in the neutral sector for
models 10 — 13 hence contain the two states x9x? and x{x; only. The models can be
further subdivided into two groups with different impact of Sommerfeld enhancements:
in case of models 10 and 11, Q5FA? is significantly reduced by around 60% with respect to
the result from a perturbative calculation. This happens to be the strongest reduction
we find along the trajectory. The reason for the especially pronounced Sommerfeld-
enhanced annihilation rates in case of models 10 and 11 can be attributed to the presence
of a zero-energy resonance [19] in the x?x? annihilation channel: as already discussed,
for velocities well below the x{x; threshold the enhancement in the x?x? system is
controlled by the Yukawa potential due to electroweak W-exchange. As any short-ranged
potential, a Yukawa-potential features a finite number of bound states. By varying the
potential’s strength and range it is possible to arrange for the presence of a bound
state with (almost) zero binding energy [19] (see also [36]). In the presence of such a
(loosely) bound state, the scattering cross section for incoming particles with very low
velocities is strongly enhanced. Let us remind that we have discussed such zero-energy
resonances associated with Yukawa-type potentials in context of our toy model analyses
in Sec. 2.3.2 and Sec. 2.4. The presence of a (loosely) bound-state in models 10 and
11 leads to O(10*) enhancements in the x{x? channel for velocities below the xix;
threshold and eventually translates into the pronounced reduction of about 60% of the
relic density. If off-diagonal annihilation rates were not taken into account, the Q5Fh2
result would be larger by about 25% (model 10) and 23% (model 11), thus representing
a rather large effect for both models: Off-diagonal annihilation rates are particularly
important if the corresponding off-diagonal potential interactions are sufficiently strong.
In wino-like x{ models, the only sector with relevant off-diagonal potential interactions is
given by the two neutral states xx? and x{ x] in a 'Sy wave configuration.® For models
10 and 11, where the neutral x?x? channel experiences particularly large enhancements
due to the presence of a (loosely) bound state resonance related to the off-diagonal W-
exchange potential, also the impact of off-diagonal annihilation rates is therefore found to
be significant. Regarding the corrections from heavier yy-states treated perturbatively
in the last potential loop, they are rather mild: Q2572 would be smaller by around 3%
without this effect. Compared to model 6, where we found a corresponding 6% reduction
in Q5Fh2, this suggests that the effect from heavier yy-states in the last potential loop is
most significant if these states are built from wino-like particles. The latter have in overall
stronger (off-) diagonal annihilation rates compared to higgsino-like states with similar
mass. Let us recall that the effect from heavier yy-states in the last potential loop was at
the per mil level in case of the pMSSM scenarios in Secs. 9.1 and 9.3 and around 1% for
the higgsino-like scenario in Sec. 9.2, because heavier states were essentially decoupled

°To a lesser extent, as it constitutes higher partial waves, also the 3 P7 configurations are important.
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in these models, opposed to the case for the models on the higgsino-to-wino trajectory.

At last, for models 12 and 13 we find a reduction of QSFA? relative to QP'*h? of
roughly 50% in both cases. This is still larger than the 40% reduction arising in case of
the wino-like x¢ pMSSM Snowmass model discussed in Sec. 9.1. To explain this effect
note first that although the input value p differs for models 12 and 13, this does not
affect the parameters of the corresponding wino-like sectors. The masses of both y!
and i~ as well as their wino fractions are essentially the same in model 12 and 13, see
Tab. 9.1. We can hence expect that the results for the x{ relic abundance calculation
are very similar for both models. The presence of a zero-energy resonance in the y{y!
annihilation channel is still noticeable for models 12, 13 — although it is less pronounced,
as increasing the x? mass moves us away from the exact resonance region. To conclude
with the comparison to the wino-like x{ pMSSM Snowmass model in Sec. 9.1, recall
that the mass of the wino-like x there was myo = 1650.664 GeV; in that case the
Yukawa potential does not exhibit (almost) zero-energy bound states. Consequently no
additional strong resonant enhancement takes place, such that in comparison to the wino-
like models on the trajectory the Sommerfeld effect on the relic density is less prominent
in Sec. 9.1, though still around 40%. Finally the calculated relic density Q25Fh? for both
models 12 and 13 is increased by 17% and 16%, respectively, if off-diagonal annihilations
are neglected. Not including the one-loop effects from heavy yy-states increases the
corresponding results for Q5 A2 in Tab. 9.1 by 2% in both cases.

9.5 Mixed wino-higgsino X(1]

As our framework allows for the first time to investigate Sommerfeld enhancements of
xx co-annihilations in scenarios with a x? in an arbitrary wino-higgsino admixture, let
us discuss here in more detail the mixed wino-higgsino x{ trajectory model with ID 8
considered in the previous section. Recall from section 9.4 that the neutral sector of the
Schrodinger equation for this model is composed of the eight states X9V, x{x7, Xx5,
X5X3, XIXS, Xi X3, xXOxG-

Fig. 9.13 shows the enhancements (5% v)/(oP**) in the two neutral channels y9y®
and y;x; with (solid lines) and without (dashed lines) off-diagonal annihilation rates.
The characteristic velocity-independent enhancement from the W-exchange Yukawa po-
tential in the low velocity regime of the xJx{ channel is visible, as well as the Coulomb-
type 1/ Uyt enhancement for the y] x; system at very low velocities. Long-range potential

interactions, although stronger than in case of higgsino-like x? models are still weaker
than in case of a wino-like set of states x¥, xT; as a consequence enhancement factors
of O(1 — 10) result. We do not show (05¥v)/(oP**v) for the remaining six neutral two-
particle states in Fig. 9.13, but the resonance regions below their corresponding on-shell
production thresholds can be seen as small enhancements in the x9x! and x{ x; chan-
nels. The threshold for x9x9 production opens at vpgp/c =~ 0.18 but is hardly visible in
the curves for channels x{x{ and x{x; in Fig. 9.13. We can notice a broader (smoothed-
out) resonance region around vy gp/c ~ 0.25, which comprises the thresholds for the four

190



20,0/ | ]
1500 ——— model 8 X1X1 ]

———————— no off —diag. I
10.0} ]

7.0r
5.0

3.0r

oFv /oty

2.0r
1.5F

1.0r 1

0.001 0005 0.010 0050 0.100
Visp/C

Figure 9.13: Enhancements (5% v)/(oP*'v) in the two neutral channels x9x! and x{ x|
of model 8 of the wino-to-higgsino trajectory discussed in Sec. 9.4. Solid (dashed) curves
refer to the results with (without) off-diagonal annihilation rates included.

channels x9x9, x¥x3 and Xix5. Finally, the x93 threshold shows up at vrsp/c >~ 0.30.
The enhancements for these channels, not shown in Fig. 9.13, are somewhat smaller than
for the cases of x{x! and x{x;. Eventually, at vpsp/c ~ 0.35 the threshold for on-shell
production of the x9x3 state is visible in the xjx; channel. The x3xJ state is among
the heavy states considered perturbatively in the last potential loop for the calculation
of the annihilation rates of the channels treated exactly in the neutral sector.

Note that apart from the bino-like x{ state, which is very heavy (mxg ~ 19 TeV) and
— being bino-like — couples very weakly to the gauge bosons and the other x°/x* species,
all y states in the neutralino/chargino sector are relevant in co-annihilation reactions for
the x? relic abundance calculation of model 8.

The thermally averaged effective annihilation rates (oegv)(x) including (upper solid
(red) line) and neglecting (dashed red line) off-diagonal rates in the Sommerfeld-enhanced
cross sections are depicted in the upper panel of Fig. 9.14. The corresponding perturba-
tive result is given by the lower solid (blue) curve. The perturbative annihilation rates of
two-particle states xy heavier than the x{x{ pair are larger than the perturbative rate of
the latter, leading to a drop in the perturbative (o.qv)(x) curve after decoupling of the
heavier co-annihilating xy states. As can be already inferred from Fig. 9.13, the effective
rate including Sommerfeld enhancements turns out to be larger than the corresponding
perturbative result by factors of at most O(1 — 3) in the x range = 10...10? relevant
to the relic abundance calculation. These enhancements finally give rise to the behaviour
of the ratio of yields Y/ Y, shown in the lower panel of Fig. 9.14. Including Sommerfeld
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Figure 9.14: Upper panel: The effective thermally averaged annihilation rate (oegv)(x)
for trajectory model 8. The two upper (red) curves show the (o.gv)(z) behaviour if Som-
merfeld enhancements are taken into account with/without (solid/dashed) off-diagonal
rates. The lower solid (blue) curve gives the perturbative result. Lower panel: The ratio
of the yields Y/Y,er for the trajectory model with ID 8 with off-diagonal rates (solid
blue line) and without (dashed black line).
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neutral xx-states | x{x9 | xIx7 [ XIS || 03, xS | i | 9S8 || S | xd e
M, [GeV] 3688 | 3689 | 3745 3802 3803 | 3858 || 3915 | 3916
charge +1 states | xIx7 | x3xT G XOXE | e XIG
M, [GeV] 3680 | 3746 3802 3859 3916
charge 42 states Xlixli XliXQi XQiXQi
M, [GeV] 3689 3803 3916

Table 9.2: xx-states and corresponding masses M,, in model 8, ordered according to
their electric charge, that are relevant in the calculation of the XY relic abundance Q5% h2.
Two-particle states involving the bino-like neutralino x{ are not shown. As their masses
M, lie above the scale of 20 TeV, they are irrelevant in the calculation of Sommerfeld
enhancements to the lighter yy-channels and in the determination of the x? relic abun-
dance. The vertical double lines separate the states with masses below 3762 GeV and

above 3893 GeV.

corrections on the co-annihilation rates leads to a reduction of the relic density by 34%.
For this model the effect of neglecting off-diagonal rates in the relic abundance calcula-
tion turns out to be milder than in the wino-like y{ models: with the off-diagonal entries
we get 57h? = 0.0791 while neglecting these would lead to a value larger by 10%.

It is interesting to analyse the impact on the calculated relic abundance Q57 h? when
the number of channels included in the multi-state Schrodinger equation is changed, or
the number of heavier states contributing to corrections from the last potential loop
is varied. Let us recall that the results presented so far in this section correspond to
calculations where all xx-states with masses below M., = 3893 GeV are treated exactly
in the Schrodinger equation,® while the remaining heavier states are included only at tree-
level and in the last loop near the annihilation vertex in the Sommerfeld-corrected rates
of the lighter states. Further we have considered dm? corrections in the potentials for
the channels included in the Schrodinger equation but not in the approximate treatment
of the heavier states; these dm? corrections are associated with the factors \?/W in
the building blocks for the potential interactions given in Appendix B, Tab. B.1. In
order to compare the cases where the number of channels treated in the Schrédinger
equation is changed, we neglect these dm? corrections in the potentials throughout in
the following, so that all cases are computed with the same potential. We calculate 57 h2
for the cases of M. = 3762 GeV and M., = 3893 GeV, corresponding to vy, = 0.2
and 1/3, as well as for M., = 0o. In the latter case all yx-channels are taken into
account in the Schrédinger equation. To investigate the accuracy of the approximate
treatment of heavier states in the last potential loop compared to the case where these

6From the definition Myax = 2m, o+m ?vmax the quoted value My.x = 3893 GeV for trajectory
model 8 is obtained by setting m,o = 1844 GeV (see Tab. 9.1) and vymax = 1/3.
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OSFR2 Mox = 3762 GeV | Moy = 3893 GeV | My = 00
My = 3762 GeV 0.0858 — —
My = 3893 GeV 0.0817 0.0816 —
Myt = 00 0.0804 0.0801 0.0801

Table 9.3: Relic abundances Q5"h? in trajectory model 8 with a different number of
channels accounted for in the Schrodinger equation and with a different number of heavy
xXx-states treated approximately in the last potential loop. Two-particle channels yy
with masses below M, are included in the Schrodinger equations. One-loop corrections
of heavier yy-channels with masses between M., and M., are accounted for, while
all yx-channels heavier than M., are ignored. All results are derived neglecting dm?
corrections in the potentials.

states are accounted for exactly in the Schrodinger equation, we introduce the variable
Myt > Mpyax. xx-states with a mass larger than M., are ignored completely. States
with mass below M.« are included in the Schrodinger equation exactly, while those with
mass between M., and M, are treated approximately through the one-loop corrections
in the last potential loop. The relevant xy-states together with their masses are given
in Tab. 9.2, from which the number of exactly and approximately treated states in each
charge sector for each of the cases covered in Tab. 9.3 can be read off. The results on
OSF K2 that we obtain for our three choices for M. and for M, set to My = 3762 GeV,
3893 GeV and M., = oo are collected in Tab. 9.3.

Let us first discuss the Q5Fh2 values on the diagonal of Tab. 9.3, which display the
effect of increasing the number of states in the Schrodinger equation while ignoring
one-loop corrections from heavier states. Expectedly Q5h? decreases the larger M .y.
There are more yyx-channels for which Sommerfeld enhancements on their individual
annihilation cross sections are taken into account. This leads to an increase of the
thermally averaged effective rate (o.gv) entering the Boltzmann equation, which in turn
decreases the relic abundance. By increasing M., by the steps indicated in Tab. 9.3 the
resulting Q5Fh? is reduced by 5% and 2% respectively. The effect on Q5Fh? from more
channels in the Schrodinger equations is rather mild as compared to the 33% reduction
with respect to the tree-level relic density.” The milder reduction mainly derives from
the fact that the Sommerfeld enhancement of the heavier channels’ cross sections is less
pronounced than in case of the most relevant lighter channels x9x?, x{x; and x{xi.
Further, as noted previously, the heavier xx-channels enter the thermally averaged rate
(0ev) with a Boltzmann suppression factor such that their contribution is generically
sub-dominant, unless the individual rates are particularly enhanced. The main effect
that leads to the respective 5% and 2% change of Q5*h? comes from the slight increase
of the Sommerfeld-enhanced cross sections of the dominant light channels x9x?, x{ 1
and X?XI‘L when more states appear in the potentials of the Schrodinger equations.

"Dropping the ém? terms in the potential slightly increases the relic density for model 8 from the
value quoted in Tab. 9.1, Q5Fh% = 0.0791 to Q5Fh? = 0.0801, which implies Q5Fh2/QPeth2 = 0.670.
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Let us now consider the reduction of Q257 h? for fixed M. and increasing M.y. This
happens because the effect of heavier channels amounts to a positive correction to the
Sommerfeld-enhanced cross sections: the dominant potential interactions are attractive,
such that the heavier states in the last potential loop typically give an additional positive
contribution. For instance we find a significant reduction of Q%Fh2? by 5% from 0.858
to 0.817, when for M., = 3762 GeV the value of M., is increased from 3762 GeV to
3893 GeV. This indicates that the newly added heavier states in the last loop give a
large positive contribution to the Sommerfeld-enhanced cross sections of the yy-states
in the Schrodinger equation. When CPU considerations make the restriction to fewer
states treated in the Schrodinger equation necessary, the approximate treatment of heavy
channels should give a reasonable approximation to the case where these heavy channels
are included fully in the Schrodinger equation. This is nicely confirmed by the num-
bers shown in Tab.9.3: when the states with mass between 3762 GeV and 3893 GeV
are treated approximately, the reduction of Q%A% from 0.0858 to 0.0817 is very close
to the value 0.0816 obtained from the exact treatment of all states with mass below
3893 GeV. The same observation holds for the comparison between the approximate
treatment of all states with masses above 3762 GeV, Q5Fh? = 0.0804, and the exact
result QA% = 0.0801. The agreement becomes even better when the the perturbative
treatment involves only the heavier channels with mass above 3893 GeV.
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Chapter 10

Conclusions

We have studied the impact of Sommerfeld enhancements on co-annihilation rates of non-
relativistic and nearly mass-degenerate heavy neutralino and chargino pairs, considering
in particular the effect on the x{ relic abundance calculation.

For a systematic investigation in the general MSSM, where the x{ is an arbitrary
admixture of the electroweak-eigenstate gauginos and higgsinos, we have constructed a
non-relativistic effective field theory, the NRMSSM, that is designed to calculate the
enhanced radiative corrections to pair-annihilation rates of close-in-mass neutralino and
chargino states with small relative velocities. The NRMSSM shares similarities with the
NRQCD framework applied to heavy quarkonium annihilation. An important difference
is the presence of several heavy neutralino and chargino species with small mass differ-
ences in the NRMSSM in contrast to a single heavy quark together with its anti-quark in
NRQCD. Further, massive mediator exchange occurs among the heavy neutralino and
chargino NRMSSM states, where the mediator particles are given by the electroweak
gauge bosons, the photon and the light Higgs bosons subject to the underlying MSSM
spectrum. Apart from the photon, which is associated with diagonal Coulomb-type po-
tentials, the mediator particles generate diagonal as well as off-diagonal Yukawa-type
potential interactions that allow for potential scattering transitions between two close-
in-mass particle pairs built from the NRMSSM neutralino and chargino states.

In the NRMSSM the neutralino and chargino co-annihilation cross sections are ob-
tained from the imaginary part of scattering matrix elements of four-fermion operators.
Factorisation of short-distance and long-range effects in the annihilation processes is au-
tomatically provided in the effective theory: the short-distance annihilation is encoded
in the absorptive parts of the Wilson coefficients of the four-fermion operators, while
the matrix-elements of the latter operators contain the long-range effects causing the
Sommerfeld enhancements of the full annihilation rate. The weak coupling nature of
the involved electromagnetic and electroweak potential interactions allows to explicitly
calculate the matrix elements of the four-fermion operators.

Due to the presence of off-diagonal potentials, the NRMSSM short-distance annihila-
tion reactions are characterised by diagonal as well as off-diagonal rates. We have derived
purely analytical expressions for all such (off-) diagonal non-relativistic annihilation rates
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up to corrections of O(v2)) and at leading order in the expansion in couplings. The di-

agonal rates thus reproduce the tree-level annihilation cross sections of non-relativistic
neutralino and chargino pairs including the O(v2;) P- and next-to-next-to-leading order
S-wave effects. We have performed a dedicated comparison of our results to numerical
data for the pair-annihilation rates obtained with the code MADGRAPH, showing a good
reliability of our non-relativistic approximation up to relative velocities of v, =~ 0.4 c.
Our comprehensive results for the (off-) diagonal NRMSSM annihilation rates extend
previously known expressions in several aspects. First, off-diagonal short-distance rates
in Sommerfeld-enhanced annihilation reactions were only consistently included in the
simple limiting scenarios of pure wino and pure higgsino x{. Further, the effect of Som-
merfeld enhancements on P- and next-to-next-to-leading order S-wave rates has not
been considered before. It is worth to mention that a partial-wave separation of the
short-distance rates, which is needed for a consistent treatment of the partial-wave de-
pendent Sommerfeld enhancements, is obtained in the NRMSSM by construction, in
particular disentangling the O(vZ%)) short distance P- and next-to-next-to-leading order
S-wave rates.

As regards the potential interactions, we have presented analytic results for all (off-)
diagonal leading-order potentials between the NRMSSM neutralino and chargino states,
accounting for electroweak gauge boson as well as light Higgs boson exchange. A central
expression in our NRMSSM framework is formula (8.13) that gives the Sommerfeld-
corrected annihilation rate of a pair x;x; of NRMSSM states including O(vZ,) corrections
in the short-distance part; it generalises the non-relativistic approximation to the tree-
level annihilation cross section, oy, Vrel = a+bv2,, by taking Sommerfeld enhancements
into account.

The determination of the partial-wave dependent Sommerfeld enhancement factors
requires the solution of a multi-state Schrodinger equation containing potential matrices
that are related to the (off-) diagonal potential interactions among the NRMSSM states.
We have described a novel method to solve the Schrodinger equation in order to obtain
the Sommerfeld factors, that is free from numerical instabilities associated with the
presence of kinematically closed heavier two-particle channels. In addition we have
suggested an approximate treatment of very heavy two-particle states, which are not
part of the set of NRMSSM neutralinos and charginos: by introduction of appropriate
effective short-distance rates, certain heavy-channel contributions to the annihilation
reactions of the NRMSSM states can be incorporated.

As application of our effective theory framework we have presented a detailed inves-
tigation of Sommerfeld enhancements in the xY relic abundance calculation for several
benchmark models with heavy neutralino LSP in the general MSSM. Our analysis is fo-
cused on three pMSSM benchmark models with wino-, higgsino- and bino-like x? taken
from [98]. Since our framework allows for the first time a consistent investigation of
Sommerfeld enhancements in neutralino/chargino co-annihilations for x? states with ar-
bitrary gaugino and higgsino mixture, we have additionally defined a “higgsino-to-wino”
trajectory in the parameter space of the general MSSM. This trajectory is given by a set
of 13 DarkSUSY generated spectra interpolating between the cases of a higgsino- to a
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wino-like Y spectrum. In scenarios with wino-like x{ we have found sizable 40% to 60%
reductions of the relic density when accounting for Sommerfeld-enhanced co-annihilation
rates with respect to the calculation with corresponding perturbative cross sections. The
reduction is found to be much milder, of the order of 3% to 14%, in case of the studied
higgsino-like x{ models. These results are in agreement with previous investigations in
the literature in the pure-wino and pure-higgsino limits. In general the relic abundance
obtained including the Sommerfeld effect is reduced the more the stronger the wino ad-
mixture to the x{. Cases of particular pronounced effects are related to the existence of
loosely or zero-energy bound states in the spectrum of the corresponding model. Our
investigations show that the precise value of the calculated relic density depends on
the particular details of the spectrum, such that results from a study in the pure-wino
or pure-higgsino X! scenarios do not apply directly. Interestingly, the Sommerfeld en-
hancements in the co-annihilating sector of a bino-like x9 can affect the result on Q5Fh?
at the 10% level, which is found for the studied benchmark model with bino-like x{
and slightly heavier wino-like y*/x" states. The knowledge of precise mass splittings
between the co-annihilating neutralinos and charginos is essential in the calculation of
Sommerfeld-enhanced rates and will typically require the knowledge of spectra with a
one-loop on-shell renormalised neutralino/chargino sector.

With the analyses of Sommerfeld enhancements in neutralino/chargino co-annihilations
in several MSSM scenarios we have shown the general features of the enhancement ef-
fect and its particular relevance regarding the neutralino relic abundance calculation.
Our results imply that Sommerfeld enhancements have to be taken into account when
deriving MSSM parameter space constraints on heavy neutralino dark matter from a
combination of direct and indirect dark matter searches, collider constraints and the
additional requirement to reproduce or at least not overproduce the observed cosmic
dark matter abundance in terms of a x? relic. Our effective theory framework allows for
corresponding future investigations of the parameter space of the general MSSM in view
of the relevance of Sommerfeld enhancements in the x? relic abundance calculation.

It is worth to stress that the NRMSSM that we have developed in this thesis provides
the first — and at the moment the only available — technique to account for Sommerfeld
enhancements in neutralino and chargino co-annihilations in the general MSSM with
arbitrary x{ composition. The method can be extended to other WIMP dark matter
models provided the necessary model-dependent inputs, that is the potential and anni-
hilation matrices, are known.
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Appendix A

Absorptive parts of Wilson
coefficients of dimension-6 and 8
operators in 0Lann

In this appendix we collect explicit expressions for the coupling and kinematic factors,
that are the building blocks entering the master formula (6.17) for the absorptive parts
f(d:6’8)(23+1LJ) of the Wilson coefficients related to x¢, Xe, — XaXB — Xe, Xes Processes.
We discuss the coupling factors in Sec. A.1, where we first present a recipe for the coupling
factor construction in Sec. A.1.1. In order to unambiguously fix our conventions we
subsequently give in Sec. A.1.2 explicit expressions for the MSSM vertex factors, that
appear as constituents of the coupling factors of the Wilson coefficients. As an example,
how the recipe of Sec. A.1.1 is applied we finally discuss in Sec. A.1.3 the derivation of
coupling factors cg?i)lv, that are related to x_ x{, = W G~ — XS4X23 reactions.

Analytic expressions for the kinematic factors arising as constituents of the absorp-
tive parts f(21S5;) of leading order S-wave Wilson coefficients are given in Sec. A.2.
The subsections A.2.1 — A.2.5 contain the respective results for exclusive final states
of type Xy Xp = VV, VS, SS, ff,nm. Likewise we present in Sec. A.3 analytic results
for the kinematic factors related to coefficients f (3**1L;) in P-wave reactions, where the
subsections A.3.1 — A.3.5 again refer to X, X = V'V, VS, SS, ff,nn, respectively. While
expressions for the kinematic factors for ! P, partial-wave configurations are written ex-
plicitly, we give in case of the three spin s = 1 P-wave configurations 3P;_g ;5 results,
that refer to the spin-weighted coefficients introduced in (6.29), namely

fCPs) = SHCR)+ JOP)+2ICR) . (A1)

Results for kinematic factors that arise in next-to-next-to-leading order S-wave coeffi-
cients §(>*18,) and h;(2+1S,) are lengthy and therefore not given explicitly in a separate
appendix. Together with the kinematic factors presented here they are collected in the
electronic supplement, that comes with [32]. Note that in addition to the kinematic
factors for the spin-weighted P-wave coefficients, (A.1), the supplement also contains
results related to the three individual spin s = 1 P-wave configurations *Pj_q 1 5.
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Figure A.1: Generic tree-level amplitudes in yxy — X4Xp annihilations, referring to
V'V, VS and SS-type final state particles X 4 X5. The generic form of s-channel exchange
diagrams for X4 Xp = nn final states agrees with the s-channel diagram above. The
vertex-factors V) @) are defined as Vp = P (r,; @ qéz 75) if attached to a three-point

vertex with a gauge boson (with Lorentz-index p) and Vp = (r " )+q( ) 5), if associated

ez el
with a vertex that involves a scalar particle X 4, Xp or X;. Here the expression T( )(qél))

either denotes a vector or scalar (an axial-vector or pseudo-scalar) type of coupling factor.
For the definition of c4px, and the Lorentz structures L 4px, we refer to Tab. A.1 below.

A.1 Coupling factors

A.1.1 Coupling factor construction

By construction, the absorptive part f(d X€1X€2HXAXB%XE4X€3 of an individual Wilson

coefficient is associated with the product ‘Ax Xey—XAXp <A§<Z4Xe3 xuxp) of Born-

level annihilation amplitudes A© related to ye, Xe; — XaXp reactions, integrated over

the X4 Xp two-particle phase space, see (6.3). Each of the tree-amplitudes AXQ L XuXp

receives contributions from diagrams with ¢-channel neutralino or chargino exchange as
well as from diagrams with s-channel Higgs-particle or gauge boson exchange, such as
the generic diagrams shown in Fig. A.1. In case of fermionic final states X 4 Xp, instead
of neutralino or chargino t-channel exchange, t-channel sfermion-exchange occurs, as
depicted in Fig. A.2. Note, that in Fig. A.1 and Fig. A.2 we have established a specific
fermion flow, which in particular coincides with the convention for the fermion flow
associated with the incoming two particles in the 1-loop amplitudes in Fig. 6.1.

A contribution to the amplitude ‘Axx L, x,x, ivolves a product of two coupling factors,
coming from the two vertices in the tree-level diagrams. The generic form of these vertices
is indicated in Fig. A.1 and Fig. A.2. It is especially convenient to write all vertex
factors in any of the amplitudes contributing to the non-relativistic xyx — XaXp —
XX scattering-processes as a combination of (axial-) vector or (pseudo-) scalar coupling
factors, instead of using left- and right-handed couplings, as it is common in calculations
related to the MSSM. The reason for that is, that in the non-relativistic limit either the
contributions to the annihilation amplitudes involving the axial-vector (pseudo-scalar)
coupling will be suppressed with respect to the corresponding contributions related to
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Figure A.2: Generic tree-level amplitudes in yx — X4 Xp annihilations, with X, Xpg =
F1f7. For the definition of V2 see Fig. A.1. The generic vertex factor VI((?Z- is defined
as VI((C?Z- = 'r’ﬁ?zﬂ- + q}?éi%, such that the 'r’ﬁ?zﬂ (qf,?;) denote coupling factors of scalar

(pseudo-scalar) type.

the vector (scalar) coupling, or vice versa, such that the use of (axial-) vector and
(pseudo-) scalar couplings allows for a clearer understanding of leading and suppressed
contributions in the non-relativistic scattering regime that we aim to study.

Each of the coupling factors b,,, A and di that occur in the master formula (6.17)

for the f (d)(2s+1[, ;) is given by a product of two coupling factors, r or ¢, arising in an
(0)
Xeq Xeg

coupling factor product originating from Al

individual diagram in A L x,x,> and the complex conjugate of another such two-

0)
64X63‘>XAXB

how to construct the coupling factors in (6.17) for a specific Xe,Xe, = XaXB = Xe, Xes
reaction, such that taken together with the leading-order S-wave kinematic factors in
Sec. A.2 and the P-wave expressions' in Sec. A.3, they allow to determine the absorptive
part of the corresponding Wilson coefficients f(@=68)(2s+1], /).

. In the following, we give a recipe

1. Draw all tree-level diagrams that contribute to X, Xe, — XaXp and Xe,Xes —
X4 Xp annihilation amplitudes, analogous to the generic diagrams sketched in
Fig. A.1 or Fig. A.2. In particular, assign the same fermion flow as indicated for
the generic diagrams.

2. Determine the process-specific (axial-) vector and/or (pseudo-) scalar coupling fac-
tors, that arise instead of the generic ‘JS) or ré‘? place-holder expressions at the
generic amplitudes’ vertex factors. As the yx — X4 Xp processes may involve Ma-
jorana as well as Dirac fermions, and the latter involve a conserved fermion-number

flow, note the following rules:

a) If the direction of the fermion-number flow related to a Dirac particle coincides

IThe results on the next-to-next-to-leading order S-wave kinematic factors are quite lengthy. There-
fore they are provided in an electronic supplement to [32] rather than written explicitly in an appendix.
Note that the electronic supplement collects all leading-order S-wave, P-wave and next-to-next-to-
leading order S-wave kinematic factors related to Xe, Xe, — Xes Xes; reactions in the NRMSSM.
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with the direction of the fermion flow (fixed as in Fig. A.1 and Fig. A.2), the
xx — XaXp process specific coupling factors at the vertices are directly de-
duced from the corresponding interaction terms in the underlying Lagrangian.
These coupling factors are given later in (A.4-A.10).

b) Otherwise, if the fermion-number flow is antiparallel to the indicated fermion
flow, vector coupling factors at vertices attached to a Dirac fermion line, are
given by a factor —1 times the expression for the vector coupling given in (A.4—
A.6). Axial-vector, scalar and pseudo-scalar coupling factors are unchanged
with respect to case a) above.

3. Build all possible two-coupling factor products, including possible signs related to
vector couplings, as far as the case in 2b) above applies, that can arise in each
single diagram.

4. Multiply each of the two-coupling factor products, that arise in the A;(?l Xea—XaXp

amplitude, with the complex conjugate of each of the two-coupling factor products,

arising in A;Oel Xea—XaX5" As a result, all possible coupling factor combinations that

can occur in f(4=0:8) e xea > XaXB=XesXes gre obtained.

Rule 2b) arises in the following way for the case of diagram s in Figs. A.1-A.2: according
to our convention for the fermion flow in Fig. A.1, we obtain an expression —v(p;)l'u(ps)
for the incoming particles” spinor chain if the case under 2b) applies, where I'" denotes
the involved Dirac-matrix structure. The minus sign accounts for our convention for the
order of the external fermion states. This expression can be rewritten as

—T(p)Tu(ps) = B(p2) C TTC  u(py) , (A.2)

wherein C' denotes the charge conjugation matrix. Using

- for' =
T~N—1 __ ’Yu )
cros = { [ for I' = 1,957 , (A.3)

the origin of the minus sign rules for vector couplings under 2b) above becomes obvious.
For diagrams with ¢-channel exchange, a similar derivation also confirms rule 2b).

Let us introduce the shorthand aa to indicate the diagrams a and a in the ., Xe, —
XaXp and Xe,Xes — XaXp processes, respectively, to which the coupling factors in
a specific coupling factor combination are related. Both a and a can be given by s, t;
or tg, see Figs. A.1-A.2. Coupling factor combinations originating from ss lead to the
b factors, that correspond to the generic selfenergy-amplitude in Fig. 6.1.2 We label
coupling factor combinations, that originate from t;s, st1, tos and sty with the superscript
a=1,...,4, respectively. These coupling factor combinations, related to one t-channel

2Note, that in case of identical particles X4 = Xp, all coupling factor expressions b have to be
multiplied with a symmetry factor 1/2, which incorporates the symmetry factor associated with the
selfenergy amplitudes in case of identical particles X4 = Xp in the loop.
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and one s-channel exchange diagram give rise to the c¢{® expressions in (6.17). The
a = 1,...,4 label-convention for the specific coupling factor combinations allows to
correctly allocate the ¢(® to their corresponding generic triangle-amplitude ‘triangle o’
in Fig. 6.1. Coupling factor combinations originating from tit9, t1t1, tot; and tyts are
labeled with superscript aw = 1, ..., 4, and give rise to the d® expressions. As in case of
the ¢(® this convention correctly assigns d(®) expressions to their corresponding ‘box o’
amplitude in Fig. 6.1.

We introduce the index n in order to label the different coupling factor combinations
for a given fixed aa. FEach individual n is given by a character-string, where the ith
character gives the type (r or q) of the coupling factor which is related to the ith vertex
in the particular diagram aa in Fig. 6.1. The vertices of box-amplitudes are enumer-
ated according to the respective attached external particles x.,,7 = 1,...,4. In case of
selfenergy- and triangle-diagrams with inner vertices our vertex-enumeration convention
is from top to bottom and left to right. Vertex factors of type capx, are not specified in
the corresponding string n, because the nature of the particles X 4, X and X; involved in
the diagram completely characterize that coupling. For triangles with X, Xg =VV V.S
or S5, for example, the index n will range over strings rrr, qqr, ..., where the characters
r or ¢ indicate the type of coupling of the external particles to the X, Xpg pair and to
the single s-channel exchanged particle species, see the triangle diagrams in Fig. 6.1.

To further specify the coupling factor combinations for given aa and n, we use the
labels 7; and 75 to indicate the particle species that are internally exchanged in diagrams
a and a. Therewith, the coupling factor combinations b,,;,;,, cg)?m and d;ai)m that should
enter in (6.17), together with the generic kinematic factor expressions given in App. A.2-
A.3 and the electronic supplement to [32], can be unambiguously determined.

A.1.2 (Axial-)vector and (pseudo-)scalar MSSM vertex factors

In order to completely fix our conventions, we summarize in the following the expressions
for the (axial-) vector and (pseudo-) scalar coupling factors, that arise in the three-point
interactions of charginos and neutralinos with SM and Higgs particles. The definitions of
the coupling factors assume that we take x;” to be the particle and x; its anti-particle,
such that the Dirac fermion number flow, indicated by the arrow on the Dirac fermion
line for a chargino, will always refer to the direction of x; flow. The latter convention
agrees with that of Rosiek [62].

The generic form for the vertex factor, that describes the 3-point interaction of an
incoming neutralino X?, an outgoing chargino ;" and either an incoming charged Higgs
particle G or H' or an incoming W *-boson is given in the left-most diagram in Fig. A.3.
Note that the gamma matrix v* in the vertex factor has to be omitted in case of inter-
actions with the charged Higgs particles. The specific scalar and pseudo-scalar or vector
and axial-vector coupling factors, that have to be replaced for the generic r;; and g;;
couplings therein read

1 ZAjx 7 lix 1~i*~'* 7 1%
s i) = - 5[ Zi" <Z}4v] zy +Ezi (ZN" + tan Ow Z ))
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Figure A.3: Generic form of the vertex factors in three-point interactions of neutralinos
and charginos with SM and Higgs particles, upon which our definition of the (axial-)
vector and (pseudo-) scalar coupling factors given in the text is based.

Saicn L sansa i
Lz (ngZ“ — =27} +tan9wZ}V])> ] )

V2
oV = 1 <2’2j*21i + 223‘2’1@'* + LZ&‘*Z% N i24j22i*>
5 \ 4N “- N4+ SN A= T RN )

1 [~ o~ 1 o~ ~n. 1 o~y ~s

w 2j* r714 29 r7lix 3% 721 4j r720%

a; = -\ ZNZ-Z{Z"+ =227+ —=277Z , A4

j 9 ( N N “+ \/Q N \/Q N ~“+ ) ( )
where H" = H* and Hf = G, and the mixing matrices are defined as in Ref. [62].
The generic form of the three point interaction of either two neutralinos or two charginos
with an electrically neutral gauge boson or Higgs particle is depicted in the second dia-
gram in Fig. A.3. Again, the gamma-matrix v* has to be omitted in the vertex factor if
the corresponding reaction refers to interactions with the neutral Higgs particles. In the
case of an incoming X] and an outgoing x; , the (axial-) vector and (pseudo-) scalar cou-
plings, that encode interactions with the neutral scalar and pseudo-scalar Higgs particles
(h°, H°, G°, A%), the Z-boson or the photon are given by the following expressions:

Gl = - f[z (7278 2 7270) 1 (77 2 24 7)
b = - 5| an (72 7 220+ 2y (29 e 5 202 )
1
1)5 = — Ton, (Zth]*JrZh*Zl]Jrz(CW %/V)‘Sij) g
1 o
Z lix 7717 1i r71lj%
z _ 247y - 7875 |
all] 4CW< -
Uzj = —swdi ,
aj; = 0, (A.5)

where HY = H?, H) = h° and A9 = A%, A = G°. Finally, three-point interactions of an
incoming Xj and an outgoing x! with a (pseudo ) scalar Higgs particle or the Z-boson
involve the following (axial-) vector or (pseudo-) scalar coupling factors

1 ~ . o~
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(0) AY (pg)) ) _ i |: (ZZm Z4z* Z}lqm Z]?{;*) (2]2\?* _ tan QW Zv]l\?*) + ('L o ]):| - ’
1
Cw

The (axial-) vector and (pseudo-) scalar coupling factors in (A.5) and (A.6), which are
all related to interactions with neutral SM and Higgs particles, satisfy

* . * .
Vij = Yji, Qi; = Qg
* f— .o * P — .o
sij = Sji pz] = —DPji - (A?)

as a consequence of the hermiticity of the underlying SUSY Lagrangian.

The generic form of the vertex factor for three-point interactions of a neutralino or
chargino with a SM fermion and a sfermion is given in the right-most diagram in Fig. A.3.
In case of interactions of an incoming SM fermion f! with a sfermion 5j and an outgoing
neutralino xY, the specific (pseudo-) scalar couplings, that have to be replaced for the
generic sy;; and py;; expressions in Fig. A.3 read

1
my,

2v/2sin BMyy
1 ~o ~1i '
- ﬁ (TUZ?\; + (qu — Ty) Z tan HW) Z{]J* )
. 1 m)
dD/ dD Z1ix r7(I43)j d
s DYy — tan 0 Iy Z N~
717 (D1i7) \/5 4d W 2v/2 cos BMy,

uU( uU) —

1 Zdix r71j* 743 r7(1+3) 7%

Gu tan Oy Z\* 2P
<Z3Z*Z” + 731703 )

1 - o .
+ ﬁ (Tdez\/Z + (‘Jd — Td)ZJI\; tan 9W> Zzl)] )

v (v 2i ~1i Ijx
St (1) = <Z ZNtaneVV) zZ"
2f
IL _ 1 0 Z1¢*Z(I+3)j mlI ZBi*ZIjj:ZBiZ(I—I—?»)j
5m(ph]) = ﬁ q tanbwZy Zp _—QﬂcosﬁM N 4p N4L
w

1 - . .
=S (lefvz + (@ — T) ZY tan ew) Z (A.8)
V2
I = 1,2,3 denotes the generation index for the fermions, and j = 1,...,6 labels the
sfermion states (j = 1,2, 3 in case of sneutrinos ;). T and gy are defined as

T, = -1, = -T)= -,
Qu = 7 qcl:—g’(ﬂ:—l- (A.9)

The superscripts fS on the couplings in (A.8) refer to the fermion (f)- and sfermion (S)-
type involved in the underlying interaction. In case of chargino-fermion-sfermion inter-
actions we find (a sum over repeated indices is implicit)

I J
uD( uD my, IJ% 2% ryJj my IJ% 752i ry(J+3)j
s ) = —=——K'"7" "7 K777
= (phj ) = 2v/2sin S My, b 2v/2 cos B My, b

207



XaXpX; LaBx;
VaVaVie | g% (ka — kp)* + g"* (ki — ka)? + ¢ (kp — ki)
VaV5 S MW gaﬁ
V, 59 (kg — k;)°
SSV, (ks — ka)
SSs My
nnVy ks
nn S Mw

Table A.1: The generic form of the Lorentz structures Lapx,, that are part of the
Feynman rule igacapx, Lapx, for the X, XX, three-point vertex in Fig A.1. We assume

all four-momenta, k4, kg, k;, to be outgoing at the vertex. The case of X4, XpX; = V,5V,
is trivially related to the case V, V3 S.

1 SO
:FiKIJ*Z£ZZéJ7

I J

AU/, dUy _ my JI 752 rpd jix my, JI 752 r7(J+3)j%

s (p¥) = ———94 Mgy e ———C— S/

h]<phj> 2v/2 cos 5 My, v QﬂsinﬁMW v

1 JI 7 1i ryJj*
F 5[( Z ZU] ,
I

vl vk my 2 rr(I4+3)j L= 1j
sie(phs) = + ——+ 7y 777

h](plm) QﬁCOSﬁMW L + 2 L

I ( 1o ) mlI 72 7 Jjx - 121iZIj* (A.10)
S ) = ” — S .
133 \P1ij 2v/2 cos B My, 27 F

The coupling factors with fS = uD, vL refer to the interaction of an incoming up-type
quark (u!) or neutralino (v!) with a D;- or L;-sfermion and an outgoing x;". In case of
fS = dU,1i, the coupling factors in (A.10) are related to interactions of an incoming
down-type quark (d’) or lepton (I') with an Uj- or #j-sfermion and an outgoing ;" ¢
(denoting the charge-conjugate field of x;", see [62]).

For the specific capx, factors that emerge at the three-point vertex of the X, Xp
particle pair with the single s-channel exchanged particle X; in Fig. A.1, we refer to
the Feynman rules in [62]: a specific capy, is obtained as the factor that multiplies
the structure igoLspx, in the respective Feynman rule therein. The generic forms of the
Lorentz structures Lapx, are collected in Tab. A.1. Finally, (axial-) vector and (pseudo-)
scalar coupling factors r and ¢ of two SM fermions with a gauge or Higgs boson (see
Fig. A.2) can be directly taken from the corresponding Feynman rules in [62].
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. : (@) =~ + +(— 0 1,0
A.1.3 Example: construction of ¢, ;  in x. x;, = WG~ = x,,Xe,
In order to illustrate how the above rules should be applied, let us consider an example.
Suppose we wish to know the coupling factors cgl 21\/7 a =1,...4, of diagrams with s-
channel exchange of a Z-boson for the x_ xf — S WG — XY, ng processes. Following
the recipe above, we draw all tree-level diagrams for the x, x/, = WG~ as well as the
x° . ng, — WTG™ process and assign the same fermion flow as given in the corresponding
generic diagrams, Fig. A.1. Referring to that fixed fermion flow, we determine the
following vertex factors in the diagrams t; and s, associated with tree-level x_ x{ —

W TG~ annihilations:

Bt) _ G G a(ty) _ W W
‘/61“1 = Seiir +pelilfy5 ’ ‘/621'11 o ,70! (_UGQil + a62i1/75) ’
2
z z Sw
‘/elf(ez = /yli (_ve162 + a’61€2’y5) ’ waz = _CT . (All)
w

The coupling factors are those from (A.4) and (A.5). Note that there is no t-channel
exchange diagram t, for the above process, as it is forbidden by charge conservation.
Further, note that the sign in front of the vector-coupling factor in Ve‘zgl) and V&)

follows from rule 2b) above. In case of diagrams contributing to x?, ng — WTG™ we
find

Blt1) _ G G a(ty) W« W«
Veull = Sites T Dires V5 5 ‘/631'11 = 4~ ( U)o + az1e3’75) ,
altz) _ o W W B(ta)
64i12 - fy ( 1164 _'_ a1164fy5) ) ‘/e3i12 - Sileg _'_pl'legfyfj )
2
s Sw
Veﬁ(@, = ( ég)&; + ag)&ﬂ%) ) CwGaz = —% . (A.12)

To obtain the building blocks for the non-vanishing c, (@) i,v with a = 1, one has to combine
the coupling factor expressions in the first row of (A 11) (the factors related to diagram
tyin x_, x;, — W'G™ annihilations) with the coupling factor expressions in the last row
of (A.12) (expressions originating from diagram s in x? x2, — W*G"), as o = 1 refers
to the t1s product of tree-level diagrams. Similarly, for & = 2 and 4, one has to build
the combinations of expressions referring to st; and sto. Therefore, the building-blocks
for the non-vanishing 07(7,0;)1‘/ related to single s-channel V' = Z exchange read:

2

a=1: {8, 0.}, {=ul¥e, a%zy, (0%, a7}, (=23}, (A13)

€111 pelzl

e211) eszeq ) 6364 2
Cw
2
S
OJZQI {{_Uezwz’ a’ez162 ) {U;;Ves’ ag/e:’, ) {8524’ ph;}’ {_TW}} ) <A14)
a = 4 : {{_,UeZl627 anle2 ? {SgZ;),? pzlzg} ? {_U’LVI/&U 1164 {_ }} (A]‘5)

In selecting one element from each of the above given subsets and multiplying the selected

elements for fixed o with each other, the cgﬁlv expressions in x_ x5, — WG~ — x2 x2,
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reactions are obtained. Proceeding in that way, we obtain eight different coupling factor
combinations for fixed «, that are labeled with index n. Following our convention for
this label, n ranges over n = rrr,rrq,rqr, qrr,rqq, qrq, qqr, qqq. The 01(1?12»,1‘1\/ expression,
for example, reads

@ 8wz W G (A.16)

Coqr,inv 2 Qires Sitey -
W

erea Vijes

A.2 Kinematic factors at leading order

The kinematic factor expressions that refer to a specific xe,Xe, — XaXB — XesXes
scattering reaction depend on the external particles” mass scales m, m and M = m+m.
We remind the reader of our convention (see Sec. 6.1.2)

mel + m64 — meg + meg
m = ———— m = ——
2 2
bm = e om = e (A.17)

Further recall that we expand the scattering amplitudes in dm, dm and count these
quantities as O(v?). Hence, for the leading-order S-wave results presented below, the
mass differences dm = dm = 0, such that there are only two mass scales, m and m,
left, which characterize the external chargino or neutralino states. The masses of the
particles X4 and Xpg will be denoted with m4 and mpg. Let us introduce the general
notation m, for the rescaling of any mass m, in units of the mass scale M,

~ Mg

. = . A.18
fo = (A18)
Define the dimensionless quantities
AAB - 7/7’\1124 - ﬁlQB y
B = 12 (@ + k) + A%, (A.19)

where in case that X4 = Xp, ( is the leading-order term in the expansion of the velocity
of the X4 Xp particle pair in the non-relativistic momenta and mass differences. The
expansion of single s-channel (gauge or Higgs boson X;) exchange propagators in dm,
om and the non-relativistic 3-momenta leads to the following denominator-structure at
leading order:

P = 1—m?. (A.20)

7

Similarly, the leading-order expansion of t- and u-channel gaugino and sfermion prop-
agators in dm, dm and the non-relativistic 3-momenta gives rise to the denominator-
structures

~2
mpg,

3

~ = ~9 ~ ~92
Poap =mm+m; —m mjy —
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Ppa = Piap |acs - (A.21)

Using the above definitions, the kinematic factors for the leading-order S-wave Wilson
coefficients related to the selfenergy-topology in Fig. 6.1 are conveniently written as

BXAXB(23+15J) _ p BXAXB(%HSJ) , (A.22)

n,1112 s Ds n,11102
Pz‘1 Pl-2

where the labels i; and i5 refer to the particle species that are exchanged in the left and
right s-channel propagator. As generically either gauge boson (V') or Higgs () s-channel
exchange occurs in the processes under consideration, the combination iy is given by
1119 = VV, V.S SV, SS. Kinematic factors arising from the triangle-topologies shown in
Fig. 6.1 have the following generic form

) XaX 20016y B GO XaXe2etig ) g 219
’ PilAB PX '

cepeXnng,y - P geXanmng)  a-34 (A.23)
’ -PilBA PX ’

The index #; in the above expressions is related to the ¢- or u-channel exchanged par-
ticle species, whereas the subscript-index X indicates the type of the single s-channel
exchanged particle-species, X = V., S. Finally, kinematic factors associated with the
box-topologies of Fig. 6.1 generically read

7(7’111)1{;4)(}3 (25+15J) _ /B Dfll)ll)z(;XB (28+1SJ) ’
’ Piag Pi,pa "
() XaXp 2641g ) _ s H(2) XaXp 241 g
n,iiio ( J) PilAB P@'QAB n,i1io ( J) )
S)il)g;XB (25+1SJ) _ B D1(13)i§;XB (23+1SJ> ’
’ P paPi,ap "
4) XaXp /25 B ~(4) XaXB /2
DY Es,) = o DI ae(lg ) (A.24)

P A Pi,pa

Indices 7; and 5 in (A.24) refer to the exchanged particle species in the left and right ¢-
and u-channels of the 1-loop box-amplitudes, respectively.

Throughout this appendix, the labels A and B are related to the particles X4 and
Xp. Recall that these are the actual final-state particles in a x;x; — XaXp (tree-
level) annihilation reaction. The overall prefactors in (A.22-A.24) arise from the phase-
space integration (/) and from the leading-order expansion of s- or ¢- and u-channel
propagators in the non-relativistic limit.

Finally recall from Appendix A.1.1, that each individual index n in (A.22-A.24) is
given by a character string, whose elements indicate the type (1 or ¢) of the corresponding
generic coupling structures at the vertices of the respective underlying 1-loop amplitude
in Fig. 6.1. In the results that we quote next we only write explicitly the kinematic
factors for those n which are non-vanishing.
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A.2.1 Kinematic factors for X, Xg=VV

The kinematic factors BX ‘Z/m in case of 1S partial-wave reactions are given by

2

By (8) = ~ D Al | (A.25)
Byyvs('So) qq, sv(tS) = 3 mwlAag , (A.26)
BYV,s(180) — 4, (A27)
In case of 25 partial-wave reactions we have
~ 9 4 1
BxYVv<351) - + 3 B — 3 Alg . (A.28)

Only the kinematic factors Bn i, given explicitly in (A.25-A.28) with n = 77, qq are
non-vanishing. In case of X4 X5 = V'V the kinematic factors for the triangle- and box-
diagram topologies o = 3,4 are related to the corresponding expressions for diagram-
topologies o = 1,2 (see Fig. 6.1). The relations read

0(3 JVV 251y — _ 0(1 VV(28+1S ) lacs

OV (rSy)
C,SiYVV(?S“sJ) = —C&YVV(%“S ) Laos |
CO(18y) = O (1S |aos
Cll sy = CY (*18)) laos
D;3ZK;/(25+1SJ) _ ‘Dnl)zx;/(2s+1s ) |A<_>B ’
DEOYY (185) = DY (31S)) |acs - (A.29)

The minus sign in the relation for the triangle coefficients C,S : ‘\//V (A.29) arises from
interchanging the two gauge bosons X 4 and Xp at the internal three-gauge boson vertex.
The expressions C’T(Laz)l“/,v for diagram-topologies v = 1,2, that refer to leading-order 15,
partial waves read

23 0~ 3 -
Cﬁ;q,‘;vv( Sp) = % —3 (m —m)Aap — 3 A% +3 My, Aag (A.30)
COVI(18y) = COV L (1So) - (A.31)

In case of C’flaglvvv expressions related to ?S; partial waves and diagram-topologies o = 1,2

we find

Aap  A%p N

C‘ﬁ;’fﬁﬂ@sg = =z 5 + (m — m)T+ 5 B 43y, . (A.32)

We deduce the following expressions for C,S e Y coefficients and diagram topologies o =
1,2:

c*ﬁ;qV“VS< Sy) = ;j,,%( So) = —inyw (M —m + Aap) + 4 My iy, . (A.33)
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There are additional non-vanishing Cn i X expressions for X =V, S in both the case of
1S, and 35, partial-wave reactions, which are related to the expressions in (A.30-A.33)
in the following way:

C(l )Vv (25—1—15 ) _ vV (28+1S ) _ C( )Vv (28—1—15 )

qqr,i1 X rqq,i1 X rrr, i1 X Mgy —>—Miq
Hvv Yvv 4%
Ctgrq 21X(28+1S ) - quq le(28+1S ) = CT(’qZI le(28+1S )|mi1 ——mi; (A34)

Turning to terms related to box-diagrams, the non-vanishing expressions Dfl ZI‘Z/QV for
a = 1,2 are given by

a)VV 62
D7("7"7"7" mg( SO) = 7 ’ (A35)
AHLHVV 1 _ 62 ~ \2 AQ ~ A~
quqr,iliz( SO) - 7 (m - m) — Qg+ 4 My My
— Mgy (0 — T — Aap) — Mgy (M — W+ Aup) (A.36)
~ 2 R 2
DS;Z;}Y;I/@'QGSO) = - % + <T/T\?, —m+ AAB) +4 milmig
— (M, + Mgy (M — T+ Aap) (A.37)
and
D(I)VV 35« _ 2 2 [P —=\2 1A2 92 M A
rrrr, 1122( 1) - g 6 - 5 (m_m) + 5 AB + mg, My, ( 38)
2 1 /. =~ 2 L
Dﬁiiffm(?’&) = 3 B — 5 (m —m+ AAB) —2mim, (A.39)
1 1 L
Dr(*;)qr"/Zm@Sl) - 73 B - 9 (i — m)? + A — 2 my,my,
+ M, (M — M — Aap) +mi2(m — 7+ Aup) (A.40)
1 1 N
Dﬁiqy:le( Sl) = - g ﬁQ + 5 (m —m+ AAB) + 2 mg, My,
— g, (M — T+ Aap) — gy (M — T+ Aap) . (A.41)

The remaining non-vanishing kinematic factors D,‘{ ‘Z/Z for both spin-0 and spin-1 yx

states are related to the expressions given above by

2S+IS rqqr 1112 <2S+ISJ | m *) mll . <A42)

The notation in the second line of (A 42) means that the product m;,m;, is replaced,
but all other appearances of either m;, or m,;, are untouched.

qrqr 1112

DYV (*+is,) = DY), mﬁﬂs ),
rrqq72112(2s+15J) - qqrr ivia <2SHSJ> 7("7?{7"7"‘/2‘1/22 (***15))] Ty My — —1 Ty
qrrq72112(2s+1SJ) _ rqqr v <2s+1SJ>| i yob iy
rqrq @122(23+15J) rqqr s TS s iy
(TS, = )
)

213



A.2.2 Kinematic factors for X, Xz =VS
We find the following expressions for B

X fm terms in 1S, partial-wave reactions with
’ilig = V‘/, VS, SVV, SS:
By (180) = — iy, (A.43)
~ - ,ﬁ,\lw
Byvs('So) = Bypav('So) = — - (=3+Aup), (A.44)
2 2
svs ey B9 3 Al
qu,SS< SO) Z - Z + 5 AB — 4 (A.45)

VS

In case of 3S; partial-wave processes the corresponding B} 7.4, coefficients read

Kinematic factors C’fﬁ‘gl“//s, that are related to the four generic triangle-topologies o with
gauge boson (V') exchange in the single s-channel (see Fig. 6.1) are given by

OS5 = OBY080) =~ Tt Aap) — i, (A7)
@fi’i,vaGSo) = éq(éqll,‘fv(lso) = %(A — T — Aup) 4 My, (A.48)
as well as
Crmuv(*51) = CRIVC8) = = Ol (S) (A.49)
Crmiy(*81) = CLILC8) = = it (So)la, -, (A.50)
In case of éflazlxgs expressions we find
i) = =2 =2 =)+ (- 5) 22
+ % - ﬁ;il (3—Aup) , (A.51)
Crr s ("So) = Crnis(1So) (A.52)
Covses) = =4 @) - -7 s) S8
+ AffB + ﬁ;il (3—Aup), (A.53)
Cranns("So) = Crariis(*S0) - (A.54)
There are additional non-vanishing kinematic factors for C’flaz)g(s with X = V or §,
related to the corresponding expressions in (A.47-A.54) in the following way:
Comax("H187) = CUENCHS)) = = G0

rrr,ilX(28+1SJ>

My ==y s
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0(3 ) VS (25+1S ) _ C (28+1S ) — C( )VS (25+1S )|ﬁu1—>—ﬁu1 ,

qqr,i1 X rqq,le rrr, i1 X
Hvs 2)vs HVvSs
Ctgrq,le(QS—HS ) - qu()LuX(zs—‘rlS ) - - CT(’q()J,ilX(28+1SJ)|ﬁM1 — =My
3) Vs 4)yvs ~(3) VS
Ctgrq,le(QS—HS ) - qu()g, le(28+1S ) = CT(’qZL ilX(28+1SJ) |77A1i1 =My - (A55)

The non-vanishing kinematic factors for X4 X5 = V.S and the four box-topologies a are
given by

1

DIVSL(S0) = 1 B 2R — ) — & Al + g i,

+% g, (M —m —AAB)+% Mgy (M — T 4 Aug) , (A.56)
D7("(21q7‘"/25112< So) = i B — i (m m + AAB)2 — My, My,

— 5 (i, ) (70— 1+ Dap) (A57)
D (MS0) = Dl sy ("So)lacs (A.58)
Dygur s ("S0) = Digy 1, (150) oo - (A.59)

In case of 3S) partial waves we have

- 1 1 1
S ~ o~
Dﬁ)rv‘"/;ilig (351) = 1 B — 1 (m — m) + 1 A% g + My, Ty,
1 —~ ~ Ea 1 ~ ~ =
—§mi1(m—m—AAB)+§miQ(m—m+AAB) : (A.60)
- 2
DRV = — o B (A= Aap) i,
1 ~
+ 5 (M + 70 ) (7 =T+ Aag) | (A.61)
DEYE L (CS) =DUYE L (CS)nen - (A.62)
DYELCS) =DEYE . (CS) e - (A.63)
- (0 1)«
s, sy = g (A6

6

Relations for the remaining kinematic factors for both 1Sy and 35 partial-wave reactions
read in case of diagram-topologies o = 1, 2:

<S> (=) DL S s iy
b (T1Sy) = (1) T DY S s iy
m@sﬂsn = — DS S s s,

<S> = (=) D)5, SN gy =iy
D)8,y = (1) DS S s iy
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ﬁ(a) VfS" (23+1SJ) o

qrqr, 1112

rqqr,i112

D(a) VS (28+1SJ)| Fray o> g -

The corresponding relations for diagram-topologies o = 3,4 are given by

qz‘;qv,im@sﬂs ) = (=D DELELCTSN s sy

<S> (1) DY S S iy i, -

mﬁ%) DY S S s i

<S> (-1)° Dﬁ‘;“qfim@sﬂs ) sy gms —riiy g o

<S> (1) DI Yo S iy iy -
YL (Sy) =

() VS /2541
qrqr 1112 quqr lug( SJ)‘ milﬁ *Thil .

A.2.3 Kinematic factors for X, X5 =SS

The non-vanishing BSS . terms with iyiy = VV, VS, SV, VV read

n, 4142
nSS
qu VV( SO) - AAB )

qq VS( SO) = qu,SV( SO) = = mWAAB )

By ss("S0) = iy .

qq,

and in case of 25, reactions

Brr VV( Sl) =5

62
3

(A.65)

(A.66)

(A.67)
(A.68)
(A.69)

(A.70)

As in the case of X, Xp = V'V, the kinematic factors for X, Xp = SS and diagram
topologies a = 3,4 are related to the corresponding expressions that arise from diagram-
topologies @ = 1,2. This applies to both triangle- and box-topologies (see Fig. 6.1):

C(3 SS<2s+1S

n,i1V

C,§4zfvs(28+15J;
07(13“5 2541 G )
07(14“5 25+1SJ)
)
7)

(
(

D(3 SS(zs+1S
(

n,4112

DWSS 2s+1 ¢

n,1112

J

_ ~(1) 55(28-‘1-15

- Célzf\/s<23+ls ) ‘AHBv
- 012225\/S<28+1S ) ‘AHBv

|A<—>B )

5% )
2L CS)) Lae
Dnl)zif(QSHSJ) lacB

n 1122 (25+1S ) ‘A(—)B )

In case of expressions C’T(Laz)l‘sg/s for diagram-topologies o = 1,2 we find

oSS (1) = 2SS

rqq,11V

oSS (35 = 2SS

rrr,i1V

qqr,i1V

rrr,i1V

('So) =

(*S1) = —

Aup
2
ﬁQ
F .
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(A.71)

(A.72)
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The C’fl ;s expressions with a = 1,2 are given by

. T o
CL(1S0) = CR(1Sy) = ——% (i — T + Aap) — fwii, . (A.74)

rqq, qqr,i1S 2

All other non-vanishing expressions for C’n i X 5 with X = V.S and o = 1,2 can be related
to the terms in (A.72-A.74) in the following way:

~(1) S5 r2s 2)SS (25 1)SS /25
Coaninx (B1185) = O (C180) = = G S0l oo,
~(1) SS 2 2)SS (25 1)SS /25
Cérl)LilX(Q +ISJ) - Ctgrq,nX (2 +IS ) = - CvKQ,nX (2 +IS )|mi1—>—ﬁu1 : (A'75)
The expressions Dr(L i1, for diagram-topologies o = 1,2 and 1Sy partial waves read
~ 1 . AQ
)58 P PN
D£q2]T7i1i2(ISO) = Z (m - m)2 - iB + M My,
M, m ~
+ 21 (Mm—m—Aup)+ —= (M —m+ Aup) , (A.76)
~(2) S 1/ = 2 .
Dgz;r,iz‘z(ISO) =1 <m —m+ AAB> + Mg M,
1 ~
5 (e, + ) (71— 7+ ) (A77)

In case of a 35 partial-wave configuration we find

62

Dn (8 = (=) 5 .

rTrT,i142

(A.78)

The remaining non-vanishing kinematic factors related to both 1Sy and 3S; partial-wave
reactions read

)SS
qqq(]77«17«2 (28+1S ) Df’f’{rr 1142 (28+1SJ) )
)SS
7"7"(]%7«17«2 (2S+ISJ) = DéZTT 1112 <2S+ISJ) = _DT(‘T‘T)‘T‘ 1112 <2S+ISJ) )
SS
qrrq,zlzg (2S+ISJ) = Dv("ggr 142 <2S+ISJ>| Tig o= —Miy o
SS
Tqrq 1112 (2S+ISJ) = DE’Z‘ZT 1112 <2S+ISJ>| eriQ% 77?11'2 )
SS
Do 18) = = Din 5, S s iy - (A.79)

A.2.4 Kinematic factors for X, Xp = ff
The non-vanishing Bf f , terms with 413, = VV, V.S, SV, SS are given by

Biagvv(tS0) = 1= 3%+ 4 faiig — Al (A.80)
Bl vs('80) = Bty sy ("S0) = 2 (Ma+7ip — (s — p)dap) . (ASD)
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By ss(1S0) =14 8% + 4 maip — Ay (A.82)

and in case of 3S; partial-wave reactions

~ 2
Bfrfm v(®81) =1+ % +4 maimp — A4 (A.83)

There are additional non-vanishing terms B/ifzm related to the expressions in (A.80-

A.83). In case of 1135 = V'V, SS, the corresponding relations read

B{q{;r,ilig(zsﬂsﬂ = Bﬁrmlig(28+1SJ)|771A7%B—>—771A7713 ) (A-84)
B(J]Crfrq,ilig<28+1SJ> = B(J]C(qu,i1i2<2s+1SJ>|mAV?LBH*ﬁLAﬁLB ) <A85)

and our notation implies, that the product msmp has to be replaced, but all other
occurrences of my or fﬁBN are untouched. Similarly, in case of 115 = V.S, SV, the
additional non-vanishing B/’ . terms are given by

n,1112
BTJ’C(;(‘]hilig (28+1SJ) = - BTJ’CT?;’hilig (28+1SJ)|7/7\1A—>—7/7\1A ) (A86)
Bgiq,hm(QSHSJ) = _Bgqu,z‘ligesﬂsJ”mA%fmA . (A-87)

The relations among kinematic factors for diagram topologies a = 3,4 and diagram-
topologies @ = 1,2 in both the cases of box- and triangle-topologies are given by (X =
V,S)

COHLS)) = COHS)) lacs (A.88)
Cf(f)zf){(QsHSJ) = Cr(f)@fc)};(%HSJ) laen (A.89)
Dr(j)iff;(QSHSJ) = Dr(zl,)zfié<2$+1‘g]) laoB (A.90)
DI sy = DIRILS)) [acn (A.91)

compare to the generic diagrams in Fig. 6.1. The structures ér(ﬁz)l];f for topologies a = 1, 2
are given by

~(a 62 1 Y -
Cq(qq)q{J;V(lSO) = VI (1—=2ma)(1—2mp)
~ A A?
— (a4 —fp) =2 — =48 (A.92)
2 4
and in case of 3S; partial-wave reactions the respective expressions read
(o) ff (3 521 . N
Crrrr,il\/( Sl) = - E - Z (1 + 2 mA)(l + 2 mB)
~ A A
+ (fa — fp) == + —22 (A.93)

2 4
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The relations of the additional non-vanishing ce 21\/ expressions to the respective terms

in (A.92-A.93) read

CoIl 18y = COL L (3718)) = — COL S lma s -
rzzrf:iv@s“S» Nrfzrfflv<2s+lst]>|mﬁ_m ,
i sy = CO L (18y) = = COL S ) s
cﬁ;rj,ilvesﬂsn “VGS“SJ) = — G S s
Ol (1)) = qqqq,21v<2s+lsj>|mA+mA ,
COME 418,y = OO L (B1S)) = — Col Il (S s - (A94)

The terms er(LaZ)lfo for a = 1,2 read

2
~ 1
GO (1)) = %+_ (1—2ma)(1 -2 mp)

q999,11S
. L Ay A?
+ (ma — mp) 23 ZB )

e~

(A.95)

and all remaining non-vanishing Cr(lefsf terms are obtained from (A.95) in the following
way:

~(1) ff ~(2) ff ff
C£q3q7ils(28+15‘]) = (grt)gr,ils(28+1SJ) - nggq,zlS(QS—’—lSJ”mB—?—mB )
() ff ~(a) ff
é?gq,ils(zs—i_lSJ) = ;33q7i15(28+1SJ)|mA—> —ma
~(1) ff ~(2) ff Ir
Cirt)jq,ils(zs—‘rlsc]) = (gqir,ils(QS—’—lsJ) - Cq33q7215(28+1SJ)|mA,B_>—mA,B : (A96)

() ff

n.iri, Structures for

In case of box-diagram topologies a = 1,2, we find the following D'*
the 1S, partial waves:

o (o 1 R
Dﬁrzr{{lig(lso) 3 (1+2mp—Aap)(L+2ma+ Asp), (A.97)
2
a | PN
Df’r;qf{uz(lso) = % 5 mampg . (A98)

For 35; partial-wave configurations we have

DI (38 = <—1>“D£i2f{m<lso> , (A.99)
2
DL (38) = (—1)°t! @4 +5 mAr?zB) : (A.100)

Relations for the remaining non-vanishing kinematic factors related to both 1Sy and 35,
partial-wave processes read in case of diagram topology o =1

DWW (25+1SJ) — pWIs (28+1SJ>| Mma p— —MAB 3

qqqq,1112 rrrr, 4112
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qqrr o (7TIS,) = DI (S

rqqr ZIZQ(QSHSJ) DL L (1Sy) = DML (S piigs —siaiig
Drorin (718 = DL, S s~

qiz,ffm(%“SJ) = DI oS s g - (A.101)

In case of diagram topology a = 2, the corresponding relations are given by

e (LS) = DO S aps —ias
D((;m{/;w <2s+1SJ> ng;ﬁ;m(zsﬂsﬂ :
DL (H18y) = DS S acs i
DO L (41Sy) = DL S s i
DI LSy = DL (Sy) = DL (IS sigs —ag - (A102)

A.2.5 Kinematic factors for X, Xz =nn

In case of X, Xp = 17 one cannot directly construct the coupling factors b, ;,;, using
the recipe given in Sec. A.1.1, which is based on considering the ., xe, = XaXp and
XeaXes — XaXp tree-level annihilation amplitudes. In order to obtain the coupling
factor expressions b, ;,4,, that correspond to the kinematic factors presented below, one
should proceed as follows: First extract the (axial-) vector and (pseudo-) scalar coupling
factors associated with the interaction of the X, Xe, OF XesXe, Pair and the s-channel
exchanged particle species. This is done following the steps 1. and 2. in the recipe
given in Sec. A.1.1. Next, complex-conjugate the couplings related to the x., x., particle
pair. In order to determine the couplings to the ghosts, consider the 1-loop amplitude
XerXes — M — XesXes, similar to the selfenergy-amplitude in Fig. 6.1. Assign a ghost
flow to the lower line of the 1-loop amplitude (labeled with X 4 in Fig. 6.1), that flows
from left to right. Consequently there is a ghost flow from right to left on the upper
line, which is labeled with Xpz. Assume that the coupling factors at each of the two
ghost vertices are generically of the form igscapx, Lapx,, where the Lorentz structures
L px, are defined in Tab. A.1. Determine the expressions that replace the generic capx,
factors for the specific process under consideration. Now build all possible combinations
of two-coupling factor products from the set of the neutralino/chargino couplings to the
s-channel exchanged particles (including factors of —1 in front of vector couplings) in
the Xe, Xes = M1 — Xes Xes Teaction, and multiply them by the CABX;, and CABX,, factors.
The convention for the naming of the resulting coupling factor expressions b, ;,;, with
subscripts n = rr, qq is the same as in the cases X, Xp = VV, VS, SS, see Sec. A.1.1.
The coupling factors b, ;,;, derived in this way correspond to the kinematic factors given
below. Note that the mass parameter m 4 in the expressions below refers to the mass of
the ghost flowing in the lower line, and mp to the mass of the ghost in the upper line.
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The non-vanishing B". . terms with i1i, = V'V, VS, SV, SS read

n, 1112

- 1
By ("S0) = 5 (1= A%p) (A.103)
] m
B vs('So) = — TW(l + Aag) (A.104)
i m
By sv('S0) = Tw(l — Aup) (A.105)
By ss(1S0) = — iy . (A.106)
Similarly,
271 3 _ 5_2
Brr,VV( Sl) - 12 (A107)

A.3 Kinematic factors at O(v?)

Throughout this section we rely on the same definitions and conventions for the masses
m,m, the mass differences dm, dm and the mass ratio m, as established in (A.17) and
(A.18) in Sec. A.2. Further, the same definitions for the parameters A and 3, (A.19),
are used and parameters P’ and P, ap, P; g4 are defined through (A.20) and (A.21).

Regarding the presentation of results for the kinematic factors related to dimension-
8 operators in 0L..., it is however convenient to use a notation where factors of the
leading-order propagator and (m ﬁ), as well as the factor [ arising from the phase-
space integration are pulled out. This implies that the relations (A.22) and (A.23),
introduced to clearly arrange the presentation of leading-order S-wave kinematic factor
results corresponding to selfenergy- and triangle-diagrams, differ from the corresponding
relations, that we now introduce for the kinematic factors related to the dimension-8
operators: For the kinematic factors related to dimension-8 four-fermion operators, that
derive from the selfenergy topology we define

BfiiB(%JrlLJ) = (fﬁ %)fps e Bfﬁ?§3<2s+1[]]> ’ (A.108)
i1 " 12

where the labels i; and i5 refer to the particle species that are exchanged in the left and
right s-channel propagator of the selfenergy diagram. As before, the combination ;s is
given by ijio = VV, V.S, SV, SS. Note that compared to (A.22) there is an additional
factor (7 77)2 in the denominator of (A.108). Likewise, we rewrite the kinematic factors
of dimension-8 Wilson coefficients arising from the triangle-topologies as

ORIy = L) a1
’ m m PilAB P)S( ’
01(1?{31))((AXB (28+1LJ) — 6 Cyé?fgli((AXB (28+1LJ) a=34 | (A109)

mmPhBAP)S(
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such that compared to (A.23) there appears an additional factor m 7 in the denominator.
As in (A.23), the index 4; is related to the t- or u-channel exchanged particle species,
and the subscript-index X indicates the type of exchanged particle (X = V. .S) in the s-
channel. Finally, the kinematic factors associated with the box topologies are written in
the same form as the correspondent expressions related to leading dimension-6 operators
(A.24):

=

S)“);L}XB(ZS-FlL ) _ m 1(11)252;;)(3(2%1[/ )

SL)“)EXB(QSHL ) _ ﬁ 122)255;4XB(28+1L )

XaXo 201y ) ﬁ O XaXs 201y 1y
Dy = P pwxneep (A.110)

Pi.a Pi,pa

In (A.110) the indices i; and iy refer to the exchanged particle species in the left and
right ¢- and u-channels of the 1-loop box amplitudes, respectively.

The conventions for the label n are the same as in Sec. A.2 (see Sec. A.1.1 for the
corresponding definitions). Again we quote in the following only those kinematic factors
with a given label n, that are non-vanishing.

A.3.1 P-wave kinematic factors for X, X =VV

The only non-vanishing kinematic factor BYY . in case of ' P, partial-wave reactions is

given by

n,i112

_ A2
BqVqYVV(lpl) =5 (8 82 =3 A% — 27) (A.111)

while for the combined 3P; waves the non-vanishing kinematic factors read

By () = - S (-6 AY,) (A112)
By CPs) = 5 (8.5~ 3 A4y~ 27) | (A113)
BYYys(*Pr) = BYsy(Py) = =5 fuw Ay A (A114)
BlYss(*Py) = miy . (A.115)

As regards kinematic factors related to triangle- and box-topologies in the case X4 Xp =
V'V, the relations (A.29) among the o = 1(2) and o = 3(4) kinematic factors are ful-
filled for any **1L; configuration (in particular also for the kinematic factors associated
with the absorptive part of the next-to-next-to-leading order S-wave Wilson coefficients,
§(2118,) and hy(»*1S,)). By virtue of the relations (A.29), we therefore only need to
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give here the kinematic factors for diagram-topologies a = 1,2 for both the cases of
triangle and box diagram kinematic factors. Starting with the expressions C’T(Lagl“//v for

L P partial waves we have

A 2
erq,nV( 1) A 'f/\lﬁ m T 12 leAB ( m— 6 mg, + AB)
A,
e (6 A% A — An(5 82 =3 A%) —3 Aup) ,  (A.116)
Craniv("P1) = Crativ (Py) (A.117)

whereas for the combined 3P, quantum numbers we find

~ 3 my, 2 A,
oty (3PJ) -2 Ay, Aap + 67 (A +2 Aap)

rrr,ilV 4 ’f/\lﬁ 192 Pz‘lAB
A,
—— (2A%LAup— A, (B2 =3 A%5) + Augs) (A.118)
8 mm
Cy (CPy) = C V(P (A.119)
- 3 32
CWVV spy — 2T A
rqq,uV( J) 9 T/flm 9 Pz‘lAB
1
————= (58 =9+9 A}, =305 (An+Aup)) , (A.120)
12 mm
~(2)VV (1) VvV
C‘ng'y’ilv(spj) = Cf‘q()],’il‘/(BPJ) : (A.121)

The coefficients @(le‘gv(lPl), corresponding to triangles with a Higgs particle exchanged
in the s-channel, vanish for all n. The corresponding expressions related to ® P; reactions
read for diagram topologies a = 1, 2

Crlins(Ps) = —

rrr,i1S

iy S MW A A1) (A.122)
m 6 Poap 4 mm

All the remaining non-vanishing kinematic factors éflaglxg(v associated with !P; and 3P,
scattering reactions with both X =V, S are related to the above expressions by

é(l)VV (25+1PJ) _ 6(2) \7a% <2s+1PJ) _ Cy(l)VV (23+1PJ>

qqr,i1 X rqq,i1 X rrr, i1 X Mgy —>—M4q
S VYV 2541 _ ADVV 2541 _ ~AOVV 2541
quq,i1X< PJ) - quq,hX( PJ) - erq,hX( PJ) Mgy —>—Miq (A123)

where these relations hold in particular in case of separate *P;, J = 0, 1, 2, partial-wave
configurations and hence trivially for the combined 3P, waves. Finally, the terms related
to box diagrams give rise to the following non-vanishing coefficients
~LHVV 1
Drrrr,ilig( Pl)
M, M, M,
4 (mm)? 4(mm)2< " )
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1 B
— (A% (28 =3 A%p) +3) —
48 (mm)? (& (25 ) +3) 12 Piiap Pi,pa

o= (Bm Aap + 20, ~n+{aeBioi), (A.124)
mm ;

D(2) Vv (1P1)

TTTT,i112

=12 L (A, Aup+1
4 (mm)? 4 (mmy( ap+1)
_#(AQ (2 8° =3 A%p) — 6 ApAup —3) + 2k
48 (mm)2 " Ap " 12 P, ap Piyan
2
—Aé—(Am AAB—QT/T\lw—'—l)—i—{Zl HZQ} , (A125)
12 mm -PilAB

D(l) 4% <1P1)

rqqr,itiz

milm,é ]_

=Ty Bany (12 Ay, — A2 (12— 4 5%+ 3 A%p) + 3)
32 2 ~
G 2Am—|—Am Qmil—A —1
12 M Pryag ( ( an) 1)
62

- 2 A2, =2 Ay (M, + 2 4 8 iy,
12 Pi1ABPiQBA( " iy i) 5748 i,
+2 (M, — ,) Aap — 2 AZp) + {A & B o 2'2} . (A.126)

D(2) 4% <1P1)

rqqryitiz

~ 2
-l T (3A2 A, (2, — Aum) — 1)
4 (mm)? 12 mm Pyap
1
e (12 A% (A 4 Aap) — A% (1244 82— 3 A%,)
48 (mm)?
-6 A, Asp+3)
2
N B

2A2 —2 A, (M, +m, —2 A
12 P, ap PiyaB ( " (77, + i, a5)
—2 Aup (Mg, + My, — Aap) — 57+ 8 My, )

+{’Ll <—)’LQ} .

(A.127)
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In case of combined *P; waves we have

D(l) Vv <3Pj)

rrrra1io

M\ My 2 iy 2
= TR (A2 41 (2A2 A, Aup— 1
1
b (I8 AL 43 A2 (82— 2 A%, —10) — 4 B2 46 A%, + 12)
48 (mm)?
62
—————— (5 A2 + Ay Aup +2 (2 7, + i, — 2))
12 mm P ap
52 2 2 o s 2
3 A2 +4 (B =3 myMmy,) —3 A
* 12 PilAB PiQBA ( " - (6 . 1m2) AB)
+ {AH B.i HZQ} , (A.128)

~(2)VV
Df’ri’r,ilig (3P\7)

~
mg,

My My 2 2
= 12 (14 A2 —2 _(2A2 +3A, Aup+1
2 (mm)ﬂ( )3 (mm)Z( Az +1)
—— (I8 A}, + 12 A%, Ayp —3 A2 (B°—2A%5+6)+12 A, Ayp
48 (mm)?
— 482 +6 A%p+12)
B’ > L
—————— (3AL — A, Aup +2 (2 My, + My, — 2))
12 mm P ap
ﬁQ 2 2 A~ 2
— 9 A2 118 A, Aup — 12 (8% — 3 My, miy) +9 A
36 P, ap Pi,aB ( mt AP (8 iy ) + AB)
+{in il (A.129)

D(l) 4% (3Pj)

rqqr,itiz

. mil miQ 2

AL A,

2 (mm)? mim
1

+———— (6 AL, +3A2 (8°—6)—83>+6 A%z +6)

48 (mm)?

é—z (Afn+Am (2 my; —4 my, — Aap) —2)

12 mm Py ap

2

+ P (3 A2 —6 Ay, (M, +My) +2 (8% + 6 My, M)

12 Py, ap Pi,Ba

+ 6 (7, — i) Aap — 3 A%y) + {A & B 2'2}, (A.130)
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D(Q)VV (3P )

rqqr,t112

__mZ/I\Tr/L\Z-2 iL—ZAAAm
2 (mm)? mim
1
—————(6A5, —=3A2 (B#+2)+12 A, Aup—8 °+6 A% 5 +6)
48 (mm)?
2
- A,ﬂ\— (3AZ — A, (27, +4 My, — Aup) — 2)
12mm P“AB
62 2 ~ ~ 2 ~ o~
3A, —6 A, (my i» — Aap) — 2 — 6 m;,m;
+12 PilAB PigAB ( m (m1+m2 AB) (6 m1m2)
— 6 (M, + Miy) Aup +3 A%y) + {i1 “ z'Q} . (A.131)
The remaining non-vanishing kinematic factors Dfl i Y for diagram topologies o = 1,2

are related to the expressions given above by

(a A%
qqqq 1142

() VV 2541
Drrqq 1112 L

() VV /2541
qurr i1i2 L

(25+1L
(
(
D(a )Vv (23+1L
(
(

[) () VV 25417

TTTT,142 |mi1’2—>—mi1’2 ’

[) () VV 25417

TTTT 2122

[) () VV 25417

TTTT 2122

) = (
) = (
) = (
) a) 4% (23+1L
) = (
7)) = T

J J |mi2_>_mi2 )

J J |mi1_>_mi1 )

qrrq,i1i2 J

(a A%

rqqr i1ig
oz) Vv

2s+1
L rqqr i1i2

2$+1L

J J

rqrq 1112

() VV /2541
quqr i1i2 L

)

)

)
J)|mi1’2_>_mi172 )
Mmig—s—miy
rqq”m 2541 ] )

J)Imiy ——miy (A132)

where these relations hold for the kinematic factors related to any 2°*!L; partial-wave
reaction.

A.3.2 P-wave kinematic factors for X, Xz =VS

The only non-vanishing kinematic factor expression associated with 'P; partial-wave
reactions and related to selfenergy diagrams reads

~2

m
BYS('P) = TW A2 (A.133)

In case of combined P, waves we have

VS (3 My A2

Brr,VV( Pj) = - T Am 5 (A134)

AVS (3 Miy

By v (*Pg) = S (A.135)

. -
Brr VS(3PJ) = Bx:gsv(gpj) = N A, (3—Aag), (A.136)



~ 1
BlPss(*Py) = 15 (B =946 Aup = Alp) (A.137)

The non-vanishing kinematic factors CN’T(LO‘Z?X,S related to the four generic triangle topologies

with gauge boson exchange V' in the single s-channel read
2 = A
- Bm - p 138y

~ M M, Mo A
COVE (1P = T2 W Sm (A2 LA, — 14 Agp) + oS
v (A = 0= tn 0= (Bt *Aas) + 5 Piap
Crany (P = i (P (A.139)
~ m Ai - Am
Cﬁgé‘fvcpl) = — %Afn — mv[: = (Afn — A, — 1+ AAB)
o 4 mm 8 mm
> mw A
B, (A.140)
12 P pa
~(4) VS ~(3) VS
Crannv("P1) = COEN(PY) (A.141)
In case of combined ?P; wave reactions the kinematic factors éflazl‘{,s read
(1) VS ~(2) VS ~ (1) VS
Cr(rz’,l'l‘/(BPj) = Cr(rz,iw(BPJ) = - Cﬁq;,iﬂ/(lpl) ) (A.142)
~(3) VS ~(4) VS ~(3)VS
Cﬁrz’,l'l‘/(BPj) = Cﬁr?‘,il‘/(BPJ) = - Cr(q;,il\/(lpl) T’Y\Lh*)ffﬁil 5 (A143)
S VS ~(2) VS
Claniny CPs) = C) 5 (CPy)
_ W W (N A1) - T (A.144)
2mm  4dmm 6 P aB
%(3) VS 5(4) VS
Craniny CPs) = Coal 5 CPy)
T Ty W (A Ay — 1) — (A.145)
6 PilBA

- - ~

2mm 4mm

a) VS

Turning to C~’7(L ;s factors we find that all kinematic factors corresponding to the Lp
configuration vanish. Kinematic factors C~¢T(LO£Z)1\;S in combined ®P; partial-wave reactions

read
GOVS 3 1 5 )
rnins(CPg) = ———= (07 =3+ (4 — Aup) Aup + (A), + A,)(3 = Aup))
' 16 mm
Miy, A 52 R
— (3 — — (A, 2 M) . A.146
Yy (3 AB)+24P1'1AB( + 3+ 2 my,) ( )
Ci(CPy) = COCPy) (A.147)
- 1
COVECPr) = — ———= (2 =3+ (4= Aup) Aap + (A% — A,)(3 — Aup))
' 16 mm
Miy, A 52 .
LT3 A — (A, —3—2M), A.148
+8ﬁzm (3 AB)+24PilBA( 3—2my) ( )
CivisCry) = COY(CPy) . (A.149)
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The additional non-vanishing kinematic factor expressions C ‘;S with X = V. S are
related to the above given expressions via (A.55) (where the Tabel 25118 in the latter
equations should be replaced by 2**1L;, indicating that the relations hold for both the
expressions related to dimension-6 and 8 terms in L,,,).

Finally, kinematic factors Dfl ii, fOr L P, partial-wave reactions are given by

62

DL (P) = ———,
’ 24 (mm)?
~ (1) VS
Dﬁqzjr,ilig(lpl)
A, . . . N
= - ~ ((A?n -1+ AAB) (mil =+ miz) - Am(m“ - mlz))
8 (mm)?
mhmm 2 1 2 2
- A7 — — (A;, (3AZ, —9+6A
4 ()2 48 ()2 (B 45)

~B*+3—3(2—Aap)Aap)

2
——Aé (A (A, +2 M, —2)—1—2my,)
24mmPZ‘1AB

2
Aé—(Am(Am+2mil+2)—1+2mi2)
24mmPZ-QBA

/82 A~ A~ 2 A~ o~
2P 1nPonn (A, +2 My, + 2 Myy) + B2+ 4 Mg, my,

—(2 My, —2 My, + Aup) Aup) , (A.150)
@V
quqr Zﬂg( Pl)
mi, Ay, M
— 11 A2+A —].+A + 21/\12 ?n
qee )

1
+—————(3(AZ, + A — 1) (A7, + Ay — 142 Ayp) — B2+ 3 A%p)
96 (mm)?

2
B P
24 mm P ap
B )
24P¢1ABBQAB(< +2 (M, + Miy + Aap)) B2+ 4 my;,my,
+ (2 (i, +m@'z)+AAB)AAB> - {z’l HZQ} . (A151)
~(3)VS A1) VS
f’qz]r,iligc 1) = 7("q317",i1i2<1 1) My <> My (A152)
HAHVS 1 _ /@VSsS 1
rqqr,i1i2( ) - qur,i1i2< 1)‘m9ﬁ, fnilgﬁ,milz . (A153)
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The kinematic factor expressions Dﬁf“zl ,, related to ? Py partial-wave reactions read

HOVS 3y
= Am ((fﬁ —fﬁA)(AQ ‘|‘AAB_1)_(T/’\1‘ +T/l\1)A )_ mzlmi2 AQ
8 (mm)2 T T ymm)r
1
= ((3 A2 +4B8-9+6 AAB)A?n_g(BQ_(l_AAB)Q))
48 (mm)?
B S ~
————=—— (A +2(2 M4, + My + Bap +1))Ap + 2 My, + 1)
24 mm P ap
/82 AN AN A~
————=—— (A = 2(2 My, + My, + Dap +1))An + 2 My, + 1)
24 mm P,pa
3’ )
Ay, (A 2 (my. —my)) — 12 i iy
- 12 Py a Piypa (3 m (B +2 (i, — M, )) Mg, Miy + 3
—3 Aup (2 (Myy + My) + Aap)) (A.154)
- Vs
7(’3’2’T7i1i2(3p )
my, A . e
= - AT (AL (A + 1)+ A —1) — —222 A2
8 (mmy( ( )+ Bas —1) =3 ()2

1
m((z& A2 46 Ay —4 B =346 Aup) A2

+6AMAM—D—3W%41—AMFU

2
_Aé—(Am(?)Am—l—Q(Qﬁ%+ﬁ1i2+AAB))_2mh_1)
24 mm P ap
3? ( - N o ,
3ALA,,+2 (my ; A 12 7 7y, —
"2 Prag Poas (A + 2 (g, + Tty + Aap)) + 12 Mgy iy, — 3

+3 Aup (2 (Miy, +Miy) + AAB)) - {i1 < z'g} . (A.155)

DGO = DS (R e i
D in(CPs) = DL CP) s (A.157)
Dl s (*P7)
o m (i ) Do B = iy ) = 5
+ m (AZ(B* =3 A%p)+3) + % (A App +2 My, — 1)
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B B

— (A, Apyp +2my, + 1)+ , A.158
12 mm PiQBA ( AP ! ) 6 PilAB -P’iQBA ( )
HE2)VS 3
quqr,hig( Pj)
i, M, M,
= — (A, Aup + 1)+ =
4 ()2 (B Bap 1)+ 7 ()2
_ ! (A2 (B> =3 A%p) — 6 Ay Aup —3) + B
48 (mm)? "~ " AB " 12 Py, apPiyan
2
12 mm leAB
~(3)VS ~(HVS
i CP7) = Dy 3, CPD a0 g, (A.160)
H@)VS 3 _ AH@VS (3 ~
rqqr,ilig( ) - rqqr,ilig( )|r’ﬁ<—>m, T?Lil’Q*) 7T?Li1’2 : (A161)

Note that relation (A.156) implies that the denominator structures P; 45 and P,,p4 in
the kinematic factor corresponding to diagram topology a = 1 have to be replaced by
P, ap and P, g respectively, in order to arrive at the kinematic factor related to diagram
topology a = 3. Likewise, in (A.157) the replacement rule for the kinematic factor for
diagram-topology a = 2 implies the replacement of P;, ap and P, a5 by P;,pa and P, g4,
respectively. Similar replacements are needed to obtain the a = 3,4 kinematic factors
from the a = 1,2 expressions with n = rqqr using (A.160) and (A.161). The relations
among kinematic factors in (A.156-A.157) and (A.160-A.161) also hold for the individual
kinematic factors related to 3 P; partial-wave reactions with J = 0, 1, 2.

The remaining non-vanishing kinematic factors [)flag ., for diagram topologies o = 1, 2
and o = 3,4 derive from the above given expressions using the relations (A.65) and
(A.66), valid for D) VS (25+1], 1) expressions related to any 27! L partial-wave reaction.

n,11%2

A.3.3 P-wave kinematic factors for X, X5 =S5S

In case of X4Xp = S the only non-vanishing kinematic factor B35 . in 'P; partial-

n, 1112
wave scattering reactions reads

- 62
B (tP) = a2 (A.162)

while the corresponding kinematic factors for combined 3P, reactions read

= 1

By (CPy) = 5 AL Mg (A.163)
2SS (3 B

qu,VV( Pj) = g ) (A164)
= ~ m

Byys(CPr) = Blsy(PPy) = TW Am Aap , (A.165)
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B 2
Blss(Py) = =% (A.166)

The kinematic factors for diagram topologies v = 3(4) and a = 1(2) obey in both
the cases of triangle and box diagrams the relations (A.71), that generically apply for
the respective kinematic factors related to a given 2*!L; partial-wave configuration,
including kinematic factors related to coefficients §(2715,) and h;(2*15,). Expressions
for certain triangle- or box-topology related kinematic factors, that we do not write
explicitly below, can therefore be obtained from the relations (A.71).

In case of 1P, waves we find the following expressions for kinematic factors C’fbazl‘?/s
and diagram topologies a = 1, 2:

é(l)SS 1P :é(Q)SS 1P _ _ -
CH) Ch) Umm " 12 Py

rqq,11V qqr,i1V

(A, +2m;, + Aap). (A.167)

In case of combined 3P reactions the corresponding expressions read

Crnnv(CP) = CL5V (CPy)

rrr, i1V rrr, i1V
m; A, A 2 A, A
== TIA A, Aap — % (A Aap +1) + u, (A.168)
4mm 8 mm 12 P aB
2
~(1) S8 ~(2) S f
Cvgqt)z,ilv(gpj) - Ctgqy)gilv(gpj) - o (A.169)
Turning to kinematic factors C’T(LO‘Z)ISSS with a = 1,2 we find
~(1) S8 ~(2) SS
7E7"7)",i15’(3P\7) = Cﬁrl,ns(gPJ)
My mw 32 .
Smm< ap+1) = = 12 Poag W ( )

and, as in the case of leading-order 1S, and 3S; kinematic factors, the remaining non-

vanishing expressions for C’T(LO‘Z)&S with both X =V, S and o = 1,2 that are associated

with 1P, and 2P; (as well as the separate 3P;, J = 0,1,2) partial-wave configurations,

derive from the above given expressions using (A.75). Finally, the box-diagram related
p@s

kinematic factors nmf for diagram topologies @ = 1,2 are given by

5 Az . 5% A,
96 (mm)? 24 mm Pap
62
24 Py aBPi,Ba

b(l) SS (1P1) _

rqqr,i1i2

(A +2 my, + Aup)

(A%, +2 A, (M, + )
+(2 My, + Aap) (2 My, — Aag))
+{A<—>B,z’1 <—>¢2} , (A.171)
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DRSS (‘P = CRA _ 52 A,
rqqr,i1i2 96 (T/T\l m)2 24 mm PilAB
62
_'_
24 P apPi,aB

(A +2 my, + Aup)

(A% +2 Ay (7, + 1, + Aag)
+(2 miy + Aap) (2 M4y, + Aap))
+ {2’1 o 2'2} . (A.172)
For the combined 3P reactions we have

~ o~ ~
ml-l mig mil

DWSS 3py = S L (A, Aup—1
rrrr,zlzg( J) 3 ('f/\lm)2 3 ('f/\lm)Q ( AB )
5 _ Ch
L (ApAup -2, — 1)+
24 Wi Pyag (AnBas Y Py apPiypa
1
 (AZA%, 1)+ {A & B o ¢2} . (A7)
32 (mm)?
PSS epyy = MaMn My N A
rrrr,zlzg( J) 3 ('f/\lm)2 3 ('f/\lm)Q ( AB )
B - g
- (A, Aup+2 My, + 1) +
24 'ffl/m -P’ilAB ( A8 ) 24 PilABPiQAB
1 2 . .
b (A Aup 1 —|—{z HZ}, A174
32 ()2 (B B L] i 2 e (A.174)
D) = 1y (179
qar it 24 (mm)?

The remaining non-vanishing kinematic factors can be related to the above given ex-
pressions by making use of the following relations among Dfl 2122 kinematic factors with
different labels n:

23+1LJ

Digaia*F'Ls) = D)0, O L) iy =iy

rglzlffug(%—HLJ) - Dy(f:?)»fiig(%HLJﬂ iy 1y

q325i12(23+1LJ) = - biﬁfiig(%ﬂbﬂ iy =~

qﬁfim(zsﬂh) = ﬁi‘;‘éfim(%*%) iy =

rqrq Zm(zSHLJ) = — DS L) s iy
s )

= — D55 CHL i s, - (A.176)

qrqr i12 Tqqr, 112

Note that these relations hold among the kinematic factors associated with any of the

Wilson coefficients f(>*1L;), §(>**1S,) and h;(215,).
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A.3.4 P-wave kinematic factors for X, Xp = ff

The relevant kinematic factors B/, . | related to the selfenergy diagram topology with

n, 11427
a fermion-fermion final state, read

AQ
B vy (P1) = =2 (8% +3 = 12 g — 3 M%) (A.177)

for the ' P, partial-wave configuration, and

B, w(Py) = - AT%L (B2 — 1+ 4 mamp + A%p) (A.178)
Bﬁﬂr,vs(:spj) Brrrr sv(PP7) = —% (ma—mp — (Mma+mp) Aag), (A.179)
éfir,ss(BPJ) = le (B2 +1—4 maimp — A%p) , (A.180)
B({qqu vv(gpj) = é (5 +3—-12mymp — 3 AAB) , (A.181)

for the P, case. In the case that the s-channel exchanged particles are of the same
type (i1ie = V'V, SS), the additional non-vanishing kinematic factors are related to the
expressions (A.177)-(A.181) as

quj;r 1112 (28+1PJ) - BTfT“f;‘T‘ 1112 (28+1PJ)|75\7/A7/7\TB_>_7/7\1A7/7\1B ? (A182)
Bgvf:"q,ilig (2S+1PJ> - ng};q Q1o (25+1PJ)‘T?LA7%B‘>*WLAV?LB ) <A183)

where the notation for the replacement rule applies to the term mamp, but all other
occurrences of m 4 or mp shall be left untouched. Similarly, in case of s-channel particles

of different type (i1is = V.5, SV), the additional non-vanishing Bfifl i, terms are given
by

Br{;;r i1i9 (2S+1PJ> = - Bgﬂ;r i1i9 <2S+1PJ)|7?LA‘>*7%A ) <A184)
B(]]cvfrq,ilig (28+1PJ) = B(]]cqqu 1112 (28+1PJ)|7/7\1A—>—771A . (A185)

The relations (A.91) among kinematic factors for diagram topologies a = 3(4) and dia-
gram topologies a = 1(2) for both the cases of box and triangle diagrams are valid among
kinematic factors associated with any 27! L ; partial wave (in particular also for §(***1S9,)
and h;(2118,) associated kinematic factors). Therefore we give only non-vanishing kine-
matic factors related to triangle- and box-topologies o = 1,2 in the following.

The structures Cflaz)lg (33+1P;) that we obtain for diagram topologies @ = 1,2 read

a AN . N R R
Céngﬁlx(lpl) T s mm <6 (M4 +p)Aap — 6 (M4 — )

— A(B? 312 Mg — 3 AiB))
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B2 A, .
T Em (g — g — A
+ 7 }%1AI;(W1A mp AB)

and, for the combined 3 P; partial-wave reactions,

(e} Am A~ A~ A~ A~
Cﬁrgrﬁlx(gpj) = 16 e (‘2 (ma+mp)Aap+2 (Mg —Mmp)
FANBE =1+ 4 faiig + A?AB))
- — A
12 Prag (ma —mp+ Aagp) ,
1 1 . N . _
Cﬁqzﬂﬂlx(BPJ) = 24 mﬁ@ (mA +mp — (mA - mB) AAB) Ay,
+ B2+ 3+ 12 Maip — 3 A?AB)
62 AN A~
— 1—muy+mp) ,
6 -leAB ( A B)
2)ff W rf
Cért)gr,ilX(?’Pj) - erZ’q le(?’Pj) :
The following relations for the additional non-vanishing C’flal)lg hold:
~(D) ff
rqrq,i1V<1P1) qrqr 11\/( ) - quqq 11\/( )|mB%*mB )
(@) ff
qrrq,i1V<1P1) qqqq 11\/( )|mA% ma
~(1
ﬁr;;f,élV(lPl) qqrr 11\/( ) - quqq 11\/( P1>|mA,BH*mA,B )
~(1
C(Eq?"?{J;V(spj) Crrqq 11\/( Pj) = - Cﬁr?‘v{{ﬂ/( Pj)‘mA,BH*mA,B )
~(a 1
Ot vCPg) = =G C P g s mas -

(A.186)

(A.187)

(A.188)

(A.189)

(A.190)

Turning to the expressions C’fl i.s» we find that all kinematic factors in case of Lp
reactions vanish, as it has to be due to total angular-momentum conservation. The

non-vanishing kinematic factors in combined 3P; reactions read (a = 1,2)

~(a 1 R . . .
ORLsCPs) = oo (2 (a4 0 + (1 4 05) D) A
+62+1—4mAmB—AjB)
62
2P (1+ma+mp) ,
11AB
1 1
C(qrfJ;S(:SPj) = TErZ]iJ;lS(?)PJ) - Cﬁrr:f{lS(BPJ”mA,BH*mA,B :

(A.101)

(A.192)

In case of ! P, partial-wave reactions the kinematic factors DY for o = 1,2 read

n,1119

A Ff

rrTTr, 11492

(‘P
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1 _
_ W(52 (14+A2) = (312 faing — 3 A%p) (1 - A2))

62
48 mm Py ap
62
48 P, apPopa
n {A & B o 2'2} , (A.193)

(1 + My +mp+ A, (Mo —Mmp +AAB)>

(1+2ﬁlA+AAB)(1+2mB_AAB)

ﬁ(Q) ff ) (1P1)

rrrT, 142

1 ) o
— A2 — 1)+ (3—12 mamp — 3 A%p) (A2 +1
= s (F B0 D+ (- 12 iaie =3 Aly) (4,41

—12 A, (M4 — g — (Ma + M) AAB))

32 ( L P
———=——(1+Mma+mp— Ay, (Mg —Mmp+A )
A8 M Pyap AT (M4 =+ Aas)
52
+ (1+2mA+AAB)(1+2mB—AABH{z'l<—>¢2}, (A.194)
48 Pi P, aB

ﬁ(l)ff ) (1P1)

rrqq,t1t2

1

= (B =343 A%+ 12 Ay (7a — i — (4 + ) Aup)
192 (mm)?

— A% (824 3+ 24 Fiafig — 3 AiB))

W(l+ﬁm+ﬁls gAY (mA_mB+AAB)>
%(1 g — g — Ay (g — g —AAB))
Dyt (P

7%2(52—:”3 A2+ A2 (3213424 mAmB—:ij))
e (14 at i+ A (a1 + D)

1— g — g — A, (mA—mB—AAB))

I

W

o

3

Shlw
e

b
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5° 9 PN
—4 . A.196
* 24 P aPi,aB (6 mAmB) ( )

The corresponding expressions for combined ®P; partial-wave reactions are

DU CRs) = =3 DRLL0P) + e 1)), (A.197)

DAL CPs) = 3D P+ (1- %), (A.198)
e e 24 (mm)?

DULCPs) = D 0P — A o P iy (A9

DL (CPy) = = DS (MPr) - 27%%2 “3B. f B2Pz‘2AB 2 mamp . (A.200)

The following relations can be used to obtain the remaining non-vanishing D,g 2 i, EXpres-

sions in case of diagram topology a = 1. Note that they hold for any ™1 L partlal—wave
configuration.

D (L) = DO L) s
quim(?s“m) oA Gy %) | IR

DG L) = DI (L) g
qilg”ﬁm<28+lLJ> = D L) s
<L> = DI L) g

m@S“LJ) = DI L) s - (A.201)

In case of diagram topology a = 2 analogous relations exist:

DI L) = D2 L) s s

DL Ly = D L) s
rilg”ﬁm(%“Ln D L s

o Ly = DR L) g

m@S“LJ) DAL L) s

<L> = DI L) s - (A.202)

A.3.5 P-wave kinematic factors for X, Xz =nn

In order to properly construct the coupling factors that go along the kinematic factors

i, Presented below, we refer the reader to the rules set up in A.2.5.
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For ! P, partial-wave processes, there is only one non-vanishing kinematic factor with

ghosts in the final state:

Bnﬁ

qq,VV

(‘P) =

EA2
48 ™

(A.203)

The corresponding kinematic factors in combined 2P, partial-wave processes read

By (*Py)
By (*Py)
By s(*Py)
B g (*Py)

B s(*Py)

AQ

= =2 (1 - Ap)

16
52
_ﬁ’
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% Ay (14 Aup),

(A.204)
(A.205)
(A.206)
(A.207)

(A.208)
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Appendix B

Explicit expressions for the MSSM
potentials in Lyot

This appendix contains explicit expressions for all leading-order non-relativistic potential
interactions that can arise between MSSM neutralino and chargino two-particle states.
In Tab. B.1 we provide the coefficients of the Yukawa terms e™™X:"/r generated by
the exchange of boson X; (X; = Z, W% ~ H A% H*) in tree-level Xe, Xe, — XesXes
scattering processes of NRMSSM two-particle state ye, Xe,.' The complete leading order
potential in Xe, Xe, —> XesXes Scattering is obtained as the sum of the coefficients in
Tab. B.1 multiplied by the corresponding e™™Xi" /r terms. As we have pointed out in
Sec. 7.1, the contribution from the pseudo-scalar Goldstone boson (G° = AY) does not
have to be considered, since it cancels against a gauge-dependent piece of the Z-exchange
potential, which has been consistently dropped in Tab. B.1. A similar cancellation occurs
between the potential from exchange of the charged pseudo-Goldstone bosons G* = Hy
and the gauge dependent part of the W*-exchange potential. Accordingly the potential
from G*-exchange does not have to be considered and the contributions from W=*-
exchange in Tab. B.1 comprise only the corresponding gauge-independent terms. The
coefficients are written in terms of the (axial-) vector and (pseudo-) scalar coupling
factors defined in Appendix A.1.2.

Note that we use the common notation HY = H° and HY = h°.
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as 67]\42 T as eiJMW T as e*m(p T
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NZ007,,
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X61X62 — X64X63 %,Z (0),Z O _36461 €3€2
e eses
AZ Z ,UZ
4. - 4o VeserVeses _ P [
X31X62 —> X64X63 Z O 86461 86263
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Table B.1: Potentials that describe the non-relativistic interactions among chargino and
neutralino pairs in the MSSM at leading order in the non-relativistic expansion. The
potential from neutral scalar exchange ¢ has to be summed over the “physical” neutral
The expressions obtained from the table correspond
The potentials for the channels not shown are
obtained trivially by interchanging indices (like x"x™ — x~x " or x"x* — x"x) or are
vanishing (like x~x™ — x"x 7). We have introduced the variable A\g = (3 — 45) as well
as M2/W =1+ 5me4615m6362/M§/W.

Higgs bosons, ¢ =
to the potential entries in method-1.

HO hY A,
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Appendix C

Equivalence between method-1 and
method-2

In this appendix we show by means of an example, that in the formula for the Sommerfeld
enhancement factors in (8.34), written in terms of annihilation matrices and wave func-
tions (resulting as solutions of matrix-valued Schrodinger equations with corresponding
potential matrices) we can use either potential and annihilation matrices referring to
the method-1 basis or the corresponding method-2 expressions; the outcome will be the
same.

Instead of considering (8.34) it is more convenient for the following analysis to re-
fer to the equivalent formula (8.35), where the 7" matrices encode the corresponding
information on the wave functions. For the definition of the 7" matrix see Chap. 2.

Let us first recall from Sec. 7.2 that the method-1 two-particle basis treats as different
the states xe, Xe, and Xe, Xe, With non-identical species x., and x,. In method-2 however,
the second, redundant state x.,X., — describing the same physical particle pair as the
first state xe,Xe, — is left out. We can therefore already expect that the redundancy of
certain states in the method-1 basis translates into the corresponding solutions of the
Schrodinger equation and eventually the Sommerfeld enhancement factors, while in the
method-2 calculation redundant solutions will be automatically absent.

We consider here the simple example of a system consisting of three method-1 basis
states. The first state shall be composed out of identical particles. The second and
third basis states involve two different individual particle species but are redundant
with respect to the physical particle content. The corresponding method-2 basis thus
contains only two states, the one with the two identical particles, and one of the two
other redundant method-1 states. We can think of this system as the neutral two-
particle sector of the pure-wino NRMSSM: the method-1 basis states then correspond to
the three states x?x?, x{ x1 and x; x;, while in method-2 we encounter the two neutral
basis states (x°x%)11 = xIx? and (x™x )11 = x{ X, see Sec. 7.2.2. Referring to this
situation we establish the generic notation xix1, x2x3 and xzx2 for the three method-1
basis states, with the obvious correspondence between y; and ! as well as similarly
between 33 and xi. The method-2 basis then contains the states (xx)11 = x1x1 and

241



(xX)23 = X2X3.! For these basis states we discuss now in turn the determination of the
corresponding Sommerfeld factors (8.35) in x1x;1 and xox3 pair-annihilation reactions
relying on potential and annihilation matrices corresponding to method-1 and method-
2.

The multi-component Schrédinger equation written with respect to the method-1
two-particle state basis in our example becomes a 3 x 3 matrix differential equation. The
corresponding leading-order potential matrices for total spin s = 0, 1 generically read

Ve Ve Vi
VIO = vy v v | (C.1)

where the first, second or third row (or column) refers to the x1x1, X2X3 Or X3X2 State, re-
spectively. For instance, the component V73 is given by the leading-order spin-s potential
in x1x1 — X2x3 scattering. It is worth to recall from Sec. 7.1 that a difference between
the spin-0 and spin-1 potentials can only arise in case of non-vanishing axial-vector cou-
plings. As in the pure-wino NRMSSM all axial-vector couplings vanish, we encountered
the same potential matrix for both cases s = 0,1 in that scenario, see Sec. 7.2.2. Here
we will consider the generic case where VS(:I)O(T) and VS(:l)1 (r) are not necessarily equal. In
(C.1) we have used that the potential matrix entries V% and V5 are the same. This is be-
cause the scattering reactions x1x1 — X2Xx3 and x1x1 — X3X2 give the same amplitudes:
while the exchange of x2x3 by x3x2 corresponds to crossing the lines of the ys and x3 in
the corresponding diagram, the amplitudes remain the same due to the identical particle
nature of the incoming x;x; state. The same reasoning obviously applies to V5 and V3.
Further we have taken into account that V3, = V55 as well as V55 = V53, which follows
from the fact that the amplitudes related to the corresponding reactions differ only by
a relabelling of the respective internal vertices. Finally note that the hermiticity of the
underlying MSSM Lagrangian, from which the potential interactions in the NRMSSM
derive, implies the relation V3 = V;>*.

In order to determine the Sommerfeld factors we have to construct the matrices 7" in
(8.35) involving certain basis solutions of the corresponding radial Schrodinger equation
subject to a certain orbital angular momentum L and spin s. The radial Schrédinger
equation in (2.23) can be written as

(DD 14V | at9) = 0, (€2)

IThe explicit composition of the two-particle basis states in terms of single particle constituents is
to a certain extent arbitrary for our purposes here. The essential point is not the single particle content
but the properties of the two-particle system. For instance, without reference to the neutral sector of
the pure-wino NRMSSM we could have chosen as well the notation xi1x1, x1X2, X2x1 for the three
method-1 basis states. Accordingly, the method-2 basis states would then be denoted by xix1 and
X1X2. However, with the above convention for the composition of the two-particle basis states out of
individual particles xi,2,3, the contact to the neutral sector of the pure-wino NRMSSM discussed in
Sec. 6.3 and Sec. 7.2.2 becomes most apparent.
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where we have introduced the L-dependent differential operator

1 > L(L+1)
+7

Ly _
D& — :

- — FE| . C.3
mMsp dr? r MMrsp (C3)

The matrix T is related to the three linear independent regular solutions @ =) (r), i =
1,2,3, to (C.2), see Chap. 2 and in particular (2.42). To determine the regular solutions,
the structure of the potential matrix (C.1) suggests to first transform to a block-diagonal
Schrodinger equation with potential matrix \N/s(l)(r) defined by

Vi V213 0
v = R. VORI = V2V§ Vas + Vi 0 . (C4)
0 0 Vag — Vi3

The constant, L- and s-independent 3 x 3 matrix R is given by

1 0 0
1 1
0% —»

Note that R = Rf = R~!. Let us denote the three linear independent regular solutions
of the corresponding block-diagonal Schrodinger equation by a®O@s) = R . gO&s) I
order to simplify the notation, we drop in the following the indices L and s on the wave
functions. However, it has to be kept in mind that we generically obtain different regular
solutions @ =123 (r) and @ ="23)(r) for different pairs (L,s). Further we promote to
the matrix notation established in Chap. 2, where the regular solution vectors a® or
@ of the corresponding Schrédinger equation appear in the columns of 3 x 3 matrices
@ and u. Due to the block-diagonal form of the Schrodinger equation for @, the solution
matrices obtain the generic form

tnn tz 0 (8 Uip 0
U= | Gy fm 0 w="R-a=| La L L (C.6)
U2 Uz ’ 3 W21 5 U2 5 Us3 : ‘

~ 1~ 1~ -1 ~
0 0 us3 \/ium ﬁum ﬁugg

We can now use relation (2.42) to determine the matrix 7" from the product of matrices
uFY and M. Without having to know the explicit form of the entries we infer from
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(C.6), that the matrices uL*1) and M~! must have the generic structure

Ull 012 O Mll M12 O
WO = fu G On |, M= My Mp Ma (C.7)
V2 V2 V2 V2 V2 2
Uy Uz =Uss My My =Mz
NV RNG) V2 V2 2

Similarly this also applies to the generic structure of matrices @“+Y and M that follows
from @ in (C.6). Note that we use capital letters to denote the (L+1)-th derivatives of the
respective components of matrices 4 and u. The final ingredient for the determination
of the Sommerfeld factors is the corresponding method-1 annihilation matrix, which
depends on the (L, s) quantum numbers and has the generic form

_1)s+L _1\s+L _1\s+L
e T
F(l)[QerlLJ] — w Ty Ty (—1)5+L Ty, , (C.8)
_1)s+L
LEDTE 1y (—1)5+E Ty Ta

as can be verified using the symmetry properties (5.9, 5.14) of the underlying Wilson
coefficients. Further recall that I' ), = I';,. For later convenience it is worth to note that
the transformed annihilation matrices TV = R-T(™W. R have the following generic form,
distinguishing the cases where L + s is even or odd,

'y \/§F12 0 00 0
PO L) =| vary 20 0 | Tl L= 00 o |. (C9
0 0 0 0 0 2Ty

In (C.8, C.9) we suppress the labels L and s on the matrix entries I'y, = Ty (*T1L;). To
avoid confusion let us therefore note that although the expression I's; appears in both
matrices in (C.9) it does not denote the same term. In the first case the 'y, refers to the
(2,2) entry in a corresponding matrix '™ (?>**1L ;) where L + s is even. In the second
case the entry I'y; is associated with a matrix I (>%1L ;) with odd L + s.

It is now easy to obtain the Sommerfeld factors from (8.35). Up to a global prefactor
given by [(2L+ ) /((L+1)! k,(ILH))]Q, the enhancement factors in annihilation reactions
of the basis states @ = 1 (x1x1) and a = 2 (x2x3) subject to a **1L; partial-wave
reaction with L + s = even are given by

2+2 M22021_M21022 2@
M12 M21 - Mll M22 1—‘11

geven _ M22 Ull - M21 012
! M12 M21 _Mll M22
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+ 2\/§ Re |:<M22 021 - M21 022) <M22 Ull - M21 Ul2>* &:|

| My Moy — Myy Moo |? 'y
geven _ Mg Uyy — My Upy | 1| My Uy — My Uy | I'n
2 My Moy — My My 2 | Mig My — My Moy | Too
4 V3Re (Myy Uyy — Myy Upy) (Myp Uyy — My Uys)* L (C.10)
| Myo Moy — My Moo|? P '

whereas for annihilation reactions of 2**1L; states where L + s is odd we obtain

Spdd =0,
U |

SOdd —
2
M3

(C.11)

The enhancement factors for the third method-1 basis state x3ys2 agree with the corre-
sponding expressions for the second state, x2x3; this should be the case since both states
are physically equivalent. We observe that the enhancement factors for even L+ s do not
depend on the matrix entries (733 and M33: only those wave function solutions that are
associated with the upper 2 x 2 matrix in the block-diagonal Schrodinger equation with
potential (C.4) determine the enhancement factors in (C.10). To the contrary, the non-
vanishing enhancement factor for odd L+ s in (C.11) depends only on the wave-function
associated with the 1 x 1 block in the block-diagonal Schrodinger equation. The factor
S9dd vanishes as two-particle configurations with L+ s= odd are totally symmetric while
a state of two identical particles such as x;x; has to be totally antisymmetric.

Let us now turn to method-2 and construct the corresponding potential and annihi-
lation matrices. For the former we obtain, using the rules set out in Sec. 7.2.1 and thus
distinguishing even and odd L + s,

Ve V2V 0 0
VO L (r) = ! Pl VP = . (Ca2)
V2V Vi + Vi, 0 Vo5 — V5

In case of the annihilation matrices we have

1 1
=Ty =T 0 O

re n,)=| ° v , TP = . (Ca3)
% F21 F22 O F22

For given orbital angular momentum L and spin s with L + s even, the potential matrix
V. agrees with the upper 2 x 2 block in the corresponding Vi in (C.4). Similarly the
annihilation matrices T, correspond, up to a global factor of 2, to the upper 2 x 2

block of (), in (C.9). From (C.6) we therefore obtain immediately the generic form of
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the method-2 matrices [u(LLH)(O)] and M for even L + s:

Ull 012 My Mo
P (0))even = ;M = . (C.14)

021 UQQ M21 M22

The functions that appear for given L and s in the components of the matrices in (C.14)
are the same as the Uab and My, functions with a,b = 1,2 in the corresponding method-1
matrices in (C.7).

In order to obtain the method-2 matrices [u(LL+1)(O)] and M for the case of odd L+ s
we can use the correspondence of method-2 potential and annihilation matrix entries
to the associated method-1 expressions as well. Here we find that for given (L, s) the
non-vanishing entry in the potential matrix Vfo)dd in (C.12) agrees with the lower 1 x 1

block of the corresponding matrix v in (C.4). Likewise, the non-vanishing entry in
the annihilation matrix I‘(()i)d in (C.13) agrees up to a factor of 2 with the entry in the
lower 1 x 1 block of the associated block-diagonal fggd in (C.9). For given (L, s) with

odd L + s we thus obtain the generic form of the matrices [u(LL+1)(0)] and M

0 O 0 0
[U(LLH)(O)]odd = , Moaa =

0 033 0 M33

, (C.15)

where the function Ugg is the (L + 1)-th derivative of the function 33, which appears in
the lower 1 x 1 block of the corresponding block-diagonal method-1 matrix @ in (C.6),
and Mss is derived from this function uss as well.

It is now straightforward to determine for given (L, s) the Sommerfeld enhancement
factors related to pair-annihilation reactions of the first (¢ = 1, (xx)11) and second
(a =2, (xX)23) method-2 basis state. The results agree with the respective expressions
for the Sommerfeld factors in (C.10) and (C.11), which were derived using method-1.
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1 Introduction

We provide a documentation of the numerical code that allows to calculate the annihi-
lation matrices in pair-annihilation reactions of non-relativistic neutralino and chargino
pairs including O(v?)) effects in the non-relativistic expansion and at leading order in the
expansion in the couplings. The annihilation matrices are built from the absorptive parts
of Wilson coefficients of four-fermion operators. The latter encode the hard annihilation
reactions of non-relativistic neutralinos and charginos in the NRMSSM, an effective field
theory designed to determine the enhanced radiative corrections in neutralino/chargino
co-annihilation processes.

The construction of the NRMSSM is described in detail in [1-4] as well as in the
preceeding thesis. The first two publications [1,2]' cover the determination of the Wil-
son coefficients encoding the hard annihilation reactions, while the third focuses on the
technical aspects in the calculation of the Sommerfeld enhancements. In [4] a dedicated
discussion of several MSSM benchmark scenarios in view of the impact of Sommerfeld
enhancements in the x{ relic abundance is given. For the underlying physics and tech-
nical aspects of the calculation we refer the reader to [1-3]. This documentation deals
exclusively with the numerical code that determines the annihilation matrices.

The outline of this documentation is as follows. Sec. 2 contains a general overview
on the structure of the code, which can be divided into two main parts with respective
extensive substructure. Part 1 of the code refers to elementary functions and building
blocks related to the construction of the partial wave separated Wilson coefficients.
Consequently, part 2 deals with the construction of annihilation matrices, thereby relying
on functions that are the subject-matter of part 1.

The first part of the code is described in detail in Sec. 3. Starting with the basic build-
ing blocks, Sec. 3.1 and Sec. 3.2 cover the hard-coded kinematic and coupling factors.
The generic functions that allow to determine a specific exclusive final state contribution
to the absorptive part of a Wilson coefficient from the kinematic and coupling factors
are then described in Sec. 3.3. In Sec. 3.4 a description of necessary hard-coded infor-
mation is given that allows to determine partial wave coefficient contributions related to
scattering reactions with exclusive physical final states.

The second part of the code is the subject-matter of Sec. 4 and deals with the func-
tions determining the annihilation matrices, which are related to non-relativistic neu-
tralino and chargino pair-annihilation reactions. Sec. 4.1 introduces the enumeration
convention for the neutralino and chargino pairs (yx pairs) that we have chosen in both
the numerical ”annihilation matrix” and ”Sommerfeld enhancement” programs.? The
enumeration convention for the xx pairs fixes the position (row and column) where the
contributions from a specific yx annihilation reaction appear in the annihilation matri-
ces. The question which version of the hard-coded kinematic factors should be chosen for

LAll conventions and definitions in [1,2] and the thesis agree, such that regarding the contents of [1,2]
the reader may refer to Chaps. 5 and 6 of the thesis as well.

2This documentation deals exclusively with the piece of the code determining the short-distance
annihilation matrices, that is the ”annihilation matrix” program.



a specific annihilation reaction as regards the expansion in mass differences is addressed
in Sec. 4.2. Subsequently, in Sec. 4.3, we introduce the functions that determine the
absorptive parts of the proper Wilson coefficients, referring to the inclusive annihilation
reactions. The issue of symmetry factors and relations among certain Wilson coefficient
functions defined in the code is the content of Sec. 4.4. The following Sec. 4.5 introduces
a convenient function that allows to sets to zero annihilation matrix entries that are very
small compared to the leading annihilation matrix entries. The functions that determine
the final annihilation matrix expressions are described in Sec. 4.6.

For the sake of clarity, those expressions are summarised in Sec. 5, whose definition or
nomenclature in the numerical program is slightly different with respect to the definition
or naming established in [1-4].

2 Generic structure of the code

The numeric code is designed to calculate all diagonal and off-diagonal hard annihilation
rates in co-annihilation reactions of non-relativistic and nearly mass-degenerate neu-
tralino and chargino pairs including O(v?2)) corrections in the non-relativistic expansion.
While in the current version of the code the final expressions for the annihilation ma-
trices refer to the respective inclusive annihilation rates, all contributing exclusive rates
are determined in intermediate steps.®> By appropriate and easily implementable modi-
fications in the current version of the code it is therefore possible to obtain annihilation
matrices referring to exclusive final states.

The code relies on the explicit calculation of the absorptive parts of the (partial-wave
separated) Wilson coefficients of four fermion operators in the NRMSSM at leading
order, O(a3), in the expansion in the couplings. We use ay = g3 /47 where gy denotes
the SU(2). gauge coupling. For the explicit form of the four-fermion operators we refer
the reader to [1,2] or to the thesis. According to the latter references, the Wilson
coefficients corresponding to the four-fermion operators can be written in terms of a sum
over products of kinematic and coupling factors. Schematically, the absorptive part of
a Wilson coefficient f can therefore be obtained from a suitable set of kinematic and
coupling factors as

~

f = Z coupling factor x kinematic factor . (1)

The definition of the four-fermion operators and their Wilson coefficients as given in
[1,2] and the thesis and as underlying the numerical code described herein is the same.
Therefore the expression for a Wilson coefficient can be unambiguously obtained either
following the prescriptions given in [1,2] or from the code described hereafter. However,
the definition of the kinematic and the coupling factors is not identical in [1,2] and the
numerical code. For instance, in the convention of [1,2] a sign can be associated with a

3Let us note that the calculated hard annihilation rates refer to the annihilation reactions at tree-
level, such that exclusive rates are infrared safe and can be given separately.



specific kinematic factor appearing in the sum (1). In the conventions of the numerical
code, the sign can be absent in front of the kinematic factor but will then be attributed
to the corresponding coupling factor. As a consequence, the expression for the Wilson
coefficient stays always the same. Such difference between kinematic and coupling factor
expressions in [1,2] and the numerical code originates from the fact that the reference
processes used in the determination of the kinematic and coupling factors for [1,2] and
in the code are different. The reader should be aware of this difference, implying that
intermediate results obtained from expressions in [1,2] or from the numerical code cannot
be used interchangeably. The end result, which is the Wilson coefficient, is unambiguous,
also in case of exclusive final state reactions.

Once more, to make the above explicit, note the following: [1,2] and the thesis contain
explicit analytic results for the kinematic factors associated with leading order 'Sy- and
35 -wave Wilson coefficients as well as analytic results for the kinematic factors related to
1Py and 3P partial-wave annihilations. The 3Ps-wave Wilson coefficients are a suitable
linear combination of the respective three corresponding P-wave coefficients associated
with spin S = 1, see [2] or eq. (6.29) in the thesis. The code uses an equivalent set of
kinematic factors calculated in the same way as the corresponding expressions in [1, 2]
and the thesis. However, the kinematic factors given in [1,2] and Appendix A of the
thesis are not identical to the kinematic factors used in the code. In both cases we used
a certain reference process Xe,Xe, = XaXB — XeyXes t0 determine the kinematic and
coupling factors that built the Wilson coefficients. For instance, in case of final states
X4 Xp built from two gauge bosons, the kinematic factors used in the code rely on the
reference process Xgl ng — WtW~- — XQ4X23. To the contrary, we used the reference
process Xe,Xes — V'V — XesXes, Where x., denote generic Majorana fermions and V' a
generic gauge boson in the calculation referring to [1,2]. Similar small differences exist
for the other processes. Results on the kinematic and coupling factors can therefore not
be used interchangeably in the code and the publications. Each calculation is however
self-consistent and the final results on the Wilson coefficients encoding physical rates
are identical. A list of reference processes underlying the results for the kinematic and
coupling factors used in the numerical code is provided at the end of Sec. 3.1. Taking
these reference processes into account and following the generic steps for the kinematic
and coupling factor construction described in [1,2] or Chap. 6 and Appendix A of the
thesis, the reader can reproduce the kinematic and coupling factors expressions that are
hard-coded in the numerical code.

Conceptually the code is divided into two parts where the first refers to the deter-
mination of the Wilson coefficients and the second is subsequently associated with the
construction of the annihilation matrices from the former results. Part 1 and part 2 rely
on different Mathematica “.m” files introduced in the following.

13

1. a. Within part 1, the following Mathematica “.m” file contains hard-coded results

for the kinematic factors used in the code:

kinfactors_Code.m .



This includes all results referring to box, triangle and selfenergy diagrams. We
discuss the structure of the kinematic factors in Sec. 3.1.

b. The corresponding hard-coded coupling factor results are collected in the three

files

couplingFactors_boxes.m,
couplingFactors_triangles.m,
couplingFactors_selfenergies.m.

A closer description of the above files is given in Sec. 3.2.

c¢. The generic routines that build the different box-, triangle- and selfenergy-
diagram contributions to a Wilson coefficient from the kinematic and coupling
factors are contained in

partialwavecoefficients.m

and will be discussed in more detail in Sec. 3.3.

d. In order to build the specific xe,Xes, — XaXB — XesXes contribution to a
certain Wilson coefficient that refers to the inclusive Xe, Xe, — > Xa4XB = Xey Xes
reaction, we have to further specify which particles are exchanged internally in the
s-, t- or u-channels of the respective selfenergy, triangle or box diagrams. This is
needed because the kinematic and coupling factor expressions are still generic in the
sense that they use place-holder masses and indices referring to a certain neutralino
or chargino state. The latter have to be set to the corresponding particle masses
and indices when a specific Wilson coefficient is determined. For each possible
exclusive reaction the information on the internally exchanged particles in the box,
triangle and selfenergy amplitudes is collected in the files

scatteringchannels_boxes.m,
scatteringchannels_triangles.m,
scatteringchannels_self.m.

When building the Wilson coefficients with the help of the functions defined in
partialwavecoefficients.m, the information encoded in the latter files is used.
The nomenclature of the hard-coded lists in the above scatteringchannels_xxx.m
files is given in Sec. 3.4. In addition, this section contains the description of the
functions written in

partialwavecoefficients_channels.m,

which contain the definition of the Wilson coefficient contributions referring to
exclusive physical tree-level annihilation reactions xe, Xe, — XAaXB — Xe, Xes-

5



2. Part 2 of the code, dealing with the construction of the annihilation matrices, is
based on the functions collected in the file

annihilationmatrices_vx.m

where x is a place-holder for the version number. The current version is x=7.
Details on the functions and definitions related to this part are given in Sec. 4.

3 Part 1: Building the partial wave coefficients

3.1 Kinematic factors

As described in [1,2] and in the preceeding thesis in Sec. 6.1.4, the Wilson coefficient
of a NRMSSM four-fermion operator is given by a sum over products of kinematic
and coupling factors. The numerical code comes with hard-coded expressions for the
kinematic and coupling factors that refer to all relevant box, triangle and selfenergy
amplitudes. As stated in Sec. 2 above, the conventions underlying the definitions of
kinematic and coupling factors are different in [1,2] and the code, while the outcome
for the partial-wave coefficients agrees. We discuss the structure of the code’s kinematic
factor expressions in this section and subsequently describe in Sec. 3.2 the form of the
corresponding coupling factors.

Within the numerical code, the hard-coded kinematic factor expressions are collected
in the file kinfactors_Code.m. Also the nomenclature in the code differs slightly from
the one in the publications. The code’s kinematic factors referring to a selfenergy topol-
ogy have the generic structure

kE[n,"chi chi -> (i1) -> XA XB -> (i2) -> chi chi",{2s+1}LJ,mci,alphal. (2)
In case of triangle topologies the following nomenclature is used
kD[n, "chi -> (X) -> XA XB -> chi chi", {2s+1}LJ, mci, alphal , (3)
and box topologies are referred to as
kC[n, "chi chi -> XA XB -> chi chi", {2s+1}LJ, mci, alphal . (4)

In the above expressions the terms XA XB, {2s+1}LJ and mci denote place-holders that
can be set to the following values

e XA XB refers to the type of particles X4 and Xp in the final state of a yx — X4 Xp
annihilation reaction. Both X4 and Xp can be given by a vector boson (V),
scalar (.5), fermion (f) or a ghost (). Taking all possible two-particle final state
combinations into account the argument XA XB in the code can be given the values

vV (VV final state)
Vs (V'S final state)
XA XB = Ss (SS final state)
f fbar (ff final state)
gh gh (nn final state) .



e {2s+1}LJ specifies the partial wave configuration and is given by one of the fol-
lowing strings

"1350","3S1", for leading order S-wave coefficients,
"1P1","3Px", for ! P and the combined *P; coefficients,
"3PO","3P1", "3P2", for the individual 3PJ:07172 coefficients,
"180,p2","3S81,p2", for p? proportional nnlo S-wave coeff.,
"180,dm","3S1,dm", for dm proportional S-wave coeff.,
"1S0,dmbar","3S1,dmbar", for 4 proportional S-wave coeff..

{2s+1}L] =

\

Let us recall that the absorptive part of a 3P; Wilson coefficient f is obtained
from the spin-1 P-wave Wilson coefficients by the following linear combination

FCPy) = Liem)+

3 JE(?’Pl) + gf (3P2) . (5)

1
3
The corresponding kinematic factor expressions obviously obtain from the same
linear combination.

e mci specifies which expansion in mass differences is chosen. It can be set to the
two values mci = mcl, mc2. For a discussion on the two possible expansions in
mass differences we refer the reader to [1,2] or Sec. 6.1.2 in the thesis.

The further arguments of the kinematic factors kE[...], kD[...] and kC[...] above
differ for differing topology. We discuss these arguments for each topology in turn in
Sec. 3.1.1 - 3.1.3

In order to determine the kinematic factor expressions used in the numerical code
we have calculated the box, triangle and selfenergy amplitudes in processes X21X22 —
X4 Xp = x2x2, with X, X given by

WTW ™ serving as reference for V'V final states,
WG~ for VS final states, 6
GG~ for SS final states, (6)

u' @’ for SS final states.

Here the superscripts I, J indicate the family index for the SM up-type quarks. The
steps to be followed in the calculation of the code’s kinematic factors can be found in [1]
or Sec. 6.1.2 — 6.1.4 of the thesis. In the latter also the reference processes used in the
calculation of the kinematic factors in [1,2] and the thesis are given.

3.1.1 Selfenergy topologies

The generic form of a selfenergy diagram in yxy — Xa1Xp — x)x scattering is given in
Fig. 1. In case of the kinematic factors XE[...] related to such selfenergy topology the
arguments n, i1, i2, and alpha can get the following inputs:

7



selfenergy (ss)

Figure 1: Generic selfenergy diagram in xyxy — XaXp — xx reactions, with X, and
Xp representing any two-body final state of SM and Higgs particles. The shorthand ss
notation indicates that the selfenergy amplitude corresponds to two s-channel exchange
tree-level diagrams that are associated with ¢, Xe, = XaXp and xe,Xes — XaX5B
annihilations, respectively. (Also see Fig. 9, 10 in paper I and Fig. A.1, A.2 in the
thesis).

e n refers to a character string that contains information on the type of couplings at
the vertices of the selfenergy diagram. It can be set to

n = "rr","pp" for XAXB=VV, VS, SS, gh gh

The first (second) character in this two-character string refers to the type of coup-
ling at the vertex that involves the incoming y., xe, pair (the outgoing X, Xes; pair)
in the selfenergy diagram referring to the xe,Xe, = XaXB — Xe,Xes reaction.
While r indicates a coupling of either vector or scalar type, the character p refers
to a coupling of axial-vector or pseudo-scalar type. The couplings of the inter-
mediate particles in the selfenergy amplitude are fixed once XA XB and i1,i2 are
specified and therefore do not need to be indicated in the string n. However in
case of selfenergy diagrams with X, Xz = ff the type of coupling of the final state
fermions X 4 Xpg to the s-channel exchanged particles needs to be specified. In this
case

n = "rr rr","rr pp","pp rr","pp pp" for XA XB = f fbar.

Here, the character r or p at the first (second) position in the string indicates the
type of coupling of the incoming X, xe, (outgoing x.,Xe;) pair to the respective s-
channel exchanged particle. Similarly, the character at the third (fourth) position
in the string n refers to the type of coupling between the final state fermions
X4Xp and the particle exchanged in the left (right) single s-channel. As before
and throughout the character r is used to refer to a vector or scalar coupling and
p indicates a coupling of axial-vector or pseudo-scalar type.

e i1, i2 are given by either V or S. These inputs denote the particle species — vector
boson V' or scalar S — that is exchanged in the left (i1) or right (12) single s-channel
of the corresponding selfenergy amplitude.
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Figure 2: Generic triangle diagrams in yx — XaXp — xx reactions, with X, and
Xp representing any two-body final state of SM and Higgs particles. The shorthand
aa notation, with a, a = s, tq, t9, is used in order to indicate the tree-level diagrams a
and a in the xe, Xe, = XaXp and xe, Xe; — XaXp processes, respectively, to which the
left-hand or right-hand part of the triangle diagrams are related (see Fig. 9, 10 in paper
[ or Fig. A.1, A.2 in the thesis for further details).

e alpha is used to label selfenergy diagrams with different type of particle species
exchanged in the two single s-channels, that is

1 for i1,i2 =V,
doha — 2 for il =V, i2=8,
PR8 = Y 3 for i1 = 8, i2 = V,
4

for i1,i2 = S.

Having specified i1 and i2, the value of alpha is immediately obtained.

3.1.2 Triangle topologies

The generic form of the triangle diagrams relevant in xx — X1 Xp — X scattering is
given in Fig. 2, where also our enumeration convention for these diagrams is established.
As regards the kinematic factor expressions kD[...] in the code that are related to
these triangle topologies, the arguments n, X and alpha can have the following values:

e n is a character string containing the information on the type of couplings at the
vertices of the respective triangle diagram. It can take the values

n="rrr","pp r","rp p","pr p" if XAXB=VV, VS, SS,
and in case of XA XB = f fbar
n = Ilrr rll’llpp rll’llrp pll,llpr pll’ Ilrr pll’llpp rll,llrp rll’llpr rll-

If alpha = 1,2, the two characters at the first and second position in each string
indicate the type of couplings at the first and second vertex in the corresponding
triangle amplitude, where we have enumerated the vertices from top to bottom and
left to right. The last character then refers to the type of coupling at the vertex with
the outgoing Xe, Xe; pair. For alpha = 3,4 the first (second) character in the string



Y Xp X Xp Xa Xa
€1 _ €3 — — VNV —— —‘W
XD—“\NVV\/‘&—(X D—“\AAMM ) — ( D—c— — (
“ X4 “ Xa Xp Xp
box 1 (tltg) box 2 (tltl) box 3 (tQtl) box 4 (tgtg)
Xes X Xes Xp X4 X4
—_—— —_—————————o—
\ X 1 1 1 1 1 1
1 I I I I I I
: | ! I> < ! ! ! I> <
—_—e ¢ — ¢ —
X(ig XA X(i4 XA XB XB
box 1 (tltg) box 2 (tltl) box 3 (t2t1> box 4 (tgtg)

Figure 3: Generic box diagrams in yx — Xa4Xp — x)x reactions, with X4 and Xp
representing any two-body final state of SM and Higgs particles. The box-amplitudes
in the first line refer to X, Xp = VV,V S, SS while the box-amplitudes in the second
line apply to X4 Xp = ff. The shorthand aa notation, with a, a = t1, t5, indicates
the tree-level diagrams a and a@ in the x,, Xe, = XaXp and e, Xe; — XaXp processes,
respectively, to which the box diagrams are related. For further details on the tree-level
amplitudes we again refer the reader to Fig. 9, 10 in [1] and Fig. A.1, A.2 in the thesis.

n refers to the coupling with attached external x., (xe;). Consequently the last
character then indicates the type of coupling at the vertex with the incoming xe, Xe,
pair. Note that the characters in the string n refer only to the couplings involving
the external fermionic x., states. This information together with the knowledge of
the s-channel exchanged particle is sufficient to fix the type of coupling between
the latter and the final state X4 Xpg pair.

e X denotes the particle species (vector boson V' or scalar particle S) exchanged in
the single s-channel of the respective triangle diagram,

X =1V,S.
e alpha labels the specific triangle diagram and can take the values
alpha = 1,2,3,4.
The enumeration convention for the triangle diagrams, which specifies the respec-
tive label alpha can be read off Fig. 2.
3.1.3 Box topologies

Finally let us come to box amplitudes. Fig. 3 collects all corresponding diagrams relevant
in xx = XaXp — xx reactions. The arguments n and alpha of the kinematic factors
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kC[...] related to these box amplitudes read as follows:

e n is a four-character string where the ith character refers to the coupling at the
1th vertex of the box amplitude. Here the vertices of the box amplitudes are
enumerated according to the respective attached external particles x.,,7 = 1,...,4.
The string n can take the form

n = l’rrrrll , llppppl’ s l’rrppll , llpprrll , l’rpprl’ s llprrpll , llrprpl’ s l’prprll .
e alpha labels the four box diagrams,
alpha = 1,2,3,4,

where our enumeration convention for the box diagrams can be read off Fig. 3.

3.2 Coupling factors

When the three files couplingFactors_boxes.m, couplingFactors_triangles.m and
couplingFactors_selfenergies.m are loaded in a Mathematica session, coupling factor
expressions will be constructed that together with the corresponding kinematic factors
described in the previous section will finally allow to build the absorptive part f of
Wilson coefficients related to a specific xe,Xe, — XaXB — XesXes reaction. In this
section we discuss the nomenclature of the coupling factors used in the numerical code
and describe the functions that determine these expressions from specific hard-coded
lists. The latter contain the coupling factors that occur at each vertex of a specific box,
triangle or selfenergy amplitude.

3.2.1 Selfenergy diagrams
Coupling factors corresponding to selfenergy diagrams have the generic form
eCln, "chi chi -> (i1) -> XA XB -> (i2) -> chi chi", alpha] . (7)

The arguments n and alpha of the expression eC[...] take the same values as the
corresponding arguments of the kinematic factors kE[...], which are given in Sec. 3.1
and Sec. 3.1.1. In contrast to the generic kinematic factors, however, the additional
argument "chi chi -> (i1) -> XA XB -> (i2) -> chi chi" of the coupling factors
specifies the exact particle species involved in the respective selfenergy diagram. This
implies that the sub-string chi refers to either species x°, x* or x~ and therefore can
take the following values

chi = chiO, chi+, chi-.

Both i1 and i2 refer to the s-channel exchanged species and being an argument of the
process specific coupling factors generically can be given by the photon (), the elec-
troweak gauge bosons (Z, W*) and the MSSM Higgs particles (h°, H°, G°, A°, H*, G*),

i1,i2 = gamma, Z, W+, W-, hO, HO, GO, AO, H+, H-, G+, G-.
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type of final state | possible values of the coupling factors’ argument XA XB

vV W+ W-, Z Z, gamma gamma, Z gamma,
W+ Z, W+ gamma, W- Z, W- gamma,
W+ W+
VS Z hO, Z HO, Z GO, Z AO, gamma hO, gamma HO, gamma GO, gamma AO,

W+ G-, W+ H-, W- G+, W- H+,

Z G+, Z H+, gamma G+, gamma H+, W+ hO, W+ HO, W+ GO, W+ AO,
Z G-, Z H-, gamma G-, gamma H-, W- hO, W- HO, W- GO, W- AO,

W+ G+, W+ H+, W- G-, W- H-

Ss h0 hO, hO HO, HO HO, GO hO, AO hO, GO HO, A0 HO, GO GO, GO AO, AO A0,
G+ G-, G+ H-, H+ G-, H+ H-,

G+ hO, G+ HO, H+ hO, H+ HO, G+ GO, G+ AO, H+ GO, H+ AO,
G- hO, G- HO, H- hO, H- HO, G- GO, G- AO, H- GO, H- AO,

G+ G+, G+ H+, H+ H+, G- G-, G- H-, H- H-

f fbar u ubar, d dbar, nu nubar, 1 lbar,

u dbar, nu lbar, d ubar, 1 nubar

gh gh gh+ ghbar+, gh- ghbar-, ghZ ghbarZ

gh+ ghbarZ, ghZ ghbar-, gh+ ghbarF, ghF ghbar-
gh- ghbarZ, ghZ ghbar+, gh- ghbarF, ghF ghbar+

Table 1: Values for the argument XA XB in the coupling factors eC[...], dC[...] and
cCl...].

The proper value depends on the specific diagram under consideration. Finally, the sub-
string XA XB refers to the possible Standard Model (SM) and Higgs two-particle final
states. Tab. 1 contains a list of its possible values. Note that at this point we also have to
include two-particle states XA XB that involve unphysical states such as pseudo-Goldstone
bosons and ghosts. This is because our calculation refers to Feynman gauge; see [1] or
Sec. 6.1.3 of the thesis for a discussion on this choice of gauge. The final absorptive parts
of the Wilson coefficients, referring to physical annihilation reactions will obviously be
given by the appropriate sum over all corresponding physical and unphysical final states.

The coupling factors eC[...] are given by a product of four corresponding coup-
lings associated with the four vertices of a given selfenergy diagram. Once the file
couplingFactors_selfenergies.m is loaded in a Mathematica session, these four-coup-
ling products are constructed automatically from predefined lists. For instance the coup-
ling factor eC[...] in X21X82 — W~ — XS4X23 scattering that is related to the
selfenergy diagram with Z exchange in both single s-channels and which involves vector
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couplings of the external x? x2 and x? x?, pairs, is then given by

eC["rr", "chiO chi0O -> (Z) -> W+ W- -> (Z) -> chi0O chi0", 1]
= cW? v0zlel,e2] v0Z[e3,e4] = cW? v0Z[el,e2] v0Z[e4,e3]*. (8)

Here cW denotes the cosine of the electroweak mixing angle.? The factors v0Z[el,e2]
and vOZ[e3,e4] denote the vector couplings of the external neutralino pairs Xglng and
x? . ng to the intermediate Z boson, respectively. They are kept as symbolic expressions
as long as their arguments ei with i = 1,...,4 are not set to integer values and if no
slha MSSM spectrum card is read in. Only for integer-valued arguments these couplings
are later expressed in terms of mixing matrix entries and angles. The definition of
v0Z[1i,j] agrees with the definition of vi(JQ’Z) given in Appendix A of [1] and Appendix
A.1 of the thesis. In the numeric code the definition of v0Z[i,j] in terms of mixing
matrices and angles is given at the end of the couplingFactors_boxes.m file, where
also all other relevant coupling factors involving the external y., states are given. As in
case of vOZ[i,j] and vi(;]’z), their nomenclature derives directly from the nomenclature
of the couplings in [1], Appendix A or the thesis, Appendix A.1. Further definitions of
coupling factors that refer to interactions of the final state pair X 4, X g with the s-channel
exchanged states can be found at the end of the file couplingFactors_selfenergies.m.

In order to work with the numerical code it is, in principle, sufficient to have at
hand the final coupling factor expressions as given in the example above. Let us
nevertheless say a few words on the internal determination of these expressions: The
couplingFactors_selfenergies.m file contains predefined lists that contain, for each
possible selfenergy diagram, the occurring coupling factors. The list related to the above
example, for instance, reads

listSelfenergy["chiO chiO -> (Z) -> W+ W- -> (Z) -> chiO chiO",1]
= {{v0Z[el,e2], a0Z[el,e2]},{v0Z[e3,e4], aOZ[e3,e4]},{cWWZ},{cWWZ}}; (9)

The factor cWWZ is a place-holder for the vertex factor related to the three-point interac-
tion of the two W-bosons and the Z. It is assigned to the proper vertex factor at the end
of couplingFactors_selfenergies.m. In order to obtain the eC[...] expressions from
lists such as the one written above, an element from each sub-list has to be chosen and
multiplied with the chosen elements from the three other sub-lists. This is automatised
with the help of two simple functions,

GenerateSelfenergyCouplingFactors[...],
GenerateSelfenergyCouplingFactorsffbar[...], (10)

which can be found in the file couplingFactors_selfenergies.m. The procedure is
similar to the coupling factor construction described in [1], Appendix A.2 and the thesis,

4At this stage in the code the experimental value is not yet assigned to cW; this will only happen if
an slha-formatted MSSM spectrum file is read in a Mathematica session. We come back to this point
of assigning numerical values to the parameters in later sections.
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Appendix A.1.1. However let us stress that the generic reference processes used to
determine kinematic and coupling factors that are used in the numerical code differ from
those presented in [1,2] and in the thesis. For that reason there can be sign differences
between the kinematic and coupling factors derived in [1,2] and the thesis and the
corresponding expressions used in the code.

3.2.2 'Triangle diagrams

Coupling factors related to triangle amplitudes generically read
dC[n, "chi chi -> (X) -> XA XB -> chi chi", alphal, (11)

where the arguments n and alpha can take the same values as the corresponding ar-
guments of the kinematic factors kD[...] described in Sec. 3.1 and Sec. 3.1.2. The
sub-strings in the additional argument "chi chi -> (X) -> XA XB -> chi chi" refer
to the actual particle species involved in the triangle diagram under consideration. As
noted in Sec. 3.2.1 the sub-string chi can take the values

chi = chiO, chi+, chi-.

The place-holder X in the argument "chi chi -> (X) -> XA XB -> chi chi" of the
coupling factors dC[. . .] refers to the specific s-channel exchanged particle and therefore
can take the values

X = gamma, Z, W+, W-, hO, HO, GO, AO, H+, H-, G+, G-.

The possible values for the place-holder XA XB referring to the final state particles in a
neutralino/chargino pair-annihilation reaction have been collected in Tab. 1.

Similar to the case of the coupling factors eC[...] related to selfenergy diagrams,
the coupling factors dC[...] are automatically constructed from predefined lists once
the file couplingFactors_triangles.m is loaded in Mathematica. For example, the
coupling factor with n = "rr r" related to the triangle diagram with alpha = 1 and
single s-channel Z exchange in the reaction x? x2 — WTW~ — x? X9 is then given by

dC["rr r", "chiO chiO -> (Z) -> W+ W- -> chi0 chi0", 1]
= cW v0Z[el,e2] v0Z[ed,e3]" vW[e2,i1]". (12)
While the labels ei refer to the external Xgi states, the label i1 is related to the X;E
states that can be exchanged in the t-channel of the triangle diagram. The predefined
list from which the above expression is obtained reads
listTriangle["chiO chiO -> (Z) -> W+ W- -> chiO chiO",1]
= {{vW[lel,i1], aWlel,i1]l},{CC[vW[e2,i1]], CClaW[e2,i1]]},
{v0Z[e3,e4], a0Z[e3,e4]},{cWWZ}}, (13)

and the function that builds the corresponding factors dC[...] from this list is named
GenerateTriangleCouplingFactors([...]. (14)

It can be found as well in the corresponding file couplingFactors_triangles.m.
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3.2.3 Box diagrams

The form of coupling factors associated with box diagrams is given by
cCln, "chi chi -> XA XB -> chi chi", alphal. (15)

Similar to the case of selfenergy and triangle diagrams described in the preceeding sec-
tions, the arguments n and alpha in the coupling factors cC[...] take the same values as
the corresponding kinematic factors kC[...] discussed in Sec. 3.1 and Sec. 3.1.3. Again,
the sub-strings chi in the additional argument "chi chi -> XA XB -> chi chi" of
cC[...] take the values

chi = chiO, chi+, chi-.

The possible values of the sub-string XA XB are collected in Tab. 1.
When the file couplingFactors_boxes.m is loaded all relevant cC[...] factors are
generated with the help of the function

GenerateBoxCouplingFactors[...] (16)
from predefined lists, such as for example

listBox["chi0 chi0 -> W+ W- -> chi0 chi0",1]
= {{vWlel,i1], aWl[el,il]l}, {CC[vW[e2,i1]], CCl[aW[e2,i1]]},
{cCclvW[e3,i2]11, CCl[aW[e3,i2]11}, {vW[e4,i2], aW[e4,i2]}} . (17)

The labels ei refer to the external states Xgi, while labels ia with a = 1,2 are associated
with the internally exchanged chargino states X;;, which occur in the t-channels of the
corresponding box diagram. From the above list we obtain for example the following
coupling factor cC[...] referring to the reaction X21X82 - WtW- — XS4X23 that is
related to the box diagram labelled with alpha = 1 and that refers ton = "rrrr":

cCl"rrrr", "chiO chi0 -> W+ W- -> chiO chiO", 1]
= vWlel,i1] vW[e2,i1]" vW[e3,i2]" vW[e4,i2] . (18)

The neutralino-chargino W= vector coupling vW[i, j] is evaluated only for integer argu-
ments i,j and otherwise left as it stands above. Its definition in terms of mixing matrix
entries and angles is given at the end of couplingFactors_boxes.m.

3.3 Partial wave coefficients: generic routine

In this section we describe functions provided in the file partialwavecoefficients.m,
which allow to determine the absorptive part of a specific partial wave coefficient in the
NRMSSM. Kinematic and coupling factor expressions have to be loaded in advance in
Mathematica and an slha-formatted MSSM spectrum card has to be read in, before the
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respective coefficients can be calculated.’ In Sec. 3.3.1 we first discuss the central function
PartialWaveCoefficient[...] that allows to determine the coefficients. Sec. 3.3.2
then contains a summary on further auxiliary functions needed in building the partial
wave coefficient expressions.

3.3.1 The function PartialWaveCoefficient![...]

The function PartialWaveCoefficient[...] allows to determine the contribution to
the absorptive part of a partial wave coefficient that is associated with a specific exclusive
Xer Xes — XAXB — XeyXes Teaction. Let us recall that the actual coefficient is determined
from the inclusive reaction. The inclusive result is obtained from a different function
discussed in Sec. 4.3.

PartialWaveCoefficient[...] has the following arguments

PartialWaveCoefficient [Process, {pl,p2}, {p3,p4}, {pA,pB}, Wave, mcil.  (19)

e The first argument, Process, is given by a string that specifies the exclusive reac-
tion Xe, Xes —> XAXB — XesXes- 1t has to have the same form as the strings that
appear as arguments in the coupling factors cC[...] referring to box diagrams, see
Sec. 3.2.3. For example, if a partial wave coefficient associated with the reaction
X — WHTW = — XX shall be evaluated, the argument Process is given by the
string

"chi0 chiO -> W+ W- -> chiO chiO".

The possible strings that are viable arguments are easily built from the generic
form

"chi chi -> XA XB -> chi chi"

by using Tab. 1 to identify the possible values of XA XB and choosing the value for
chi out of the set of values chi = chiO, chi+, chi- according to the exclusive
Process Xe; Xes — XAXB — Xey Xes Under consideration.

e The arguments pl,p2,p3 and p4 refer to the particle species Xe,, Xeq, Xes and Xe,
in the process. Each argument pa with a = 1,2,3,4, can take the values

Neu[i] if xe, =x9, i=1,....4,
pa = . . 0 .
Chalj] if Xe, = X5, J=1,2,

and has to be adjusted according to the particle species x., in the reaction. In the
above example of )\ — WTW = — x9x? scattering we would have to set all pa
with a=1,2,3,4 to Neu[1].

5In order to read such a MSSM spectrum card we use the same file, readLHA .m, as in the Sommerfeld-
enhancement part of the code. This file contains the function ReadMSSMInput [filename], where the
input filename must be an slha formatted MSSM spectrum card. In order to adjust the nomenclature
slightly to the annihilation matrix code, one has to load the file readSUSYparameters.m after calling
ReadMSSMInput [filename]. In this way only certain names for masses and couplings are adjusted. For
details on the nomenclature we refer the reader to the self-explanatory file readSUSYparameters.m.
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e The values of pA (pB) are given by the values of XA and XB, which can be read of
Tab. 1, where however all signs have to be dropped. In our exclusive scattering
reaction example x?x? — WTW = — x%\? | for instance, pa and pB have to be set
topA = pB = W.

e The possible inputs for Wave specify the partial wave configuration and agree with
those specified under {2s+1}LJ in Sec. 3.1.

e The possible values for mci are mci = mc1,mc2 and indicate the underlying expan-
sion in mass differences, see the corresponding paragraph in Sec. 3.1.

To summarise, we obtain in our x{x? — W~ — x%\? exclusive process example from

PartialWaveCoefficient["chiO chi0 -> W+ W- -> chiO chiO",
{Neu[1],Neu[1]},{Neu[1],Neul[1]},{W,W},mc2,"150,p2"]

the contribution to the next-to-next-to-leading order 1S, Wilson coefficient associated
with x{x° — WFTW~= — x%\? scattering. This corresponds to the next-to-next-to-
leading order 'Sy-wave contribution to the %! — W*W = annihilation cross section.
As a side remark let us recall that in case of identical particle annihilation y., = xe, and
further xe, Xe, = XesXes the choice of either mass expansion option mcl or mc2 gives the
same result for the coefficient, see [1,2] or Sec. 5 and 6 in the thesis.

The absorptive part of any Wilson coefficient of a NRMSSM four fermion operator
is obtained from the sum of contributions related to box, triangle and selfenergy dia-
grams. Accordingly, the function PartialWaveCoefficient[...] calls three individual
functions that have the same arguments as the former and that separately evaluate the
contributions from box, triangle and selfenergy diagrams. These functions are named

BoxCoefficient [Process, {pl,p2}, {p3,p4}, {pA, pB}, Wave, mcil,  (20)
TriangleCoefficient [Process, {pl,p2}, {p3,p4}, {pA, pB}, Wave, mcil, (21)
SelfCoefficient [Process, {pl,p2}, {p3,p4}, {pA, pB}, Wave, mci]. (22)

The type of diagrams that appear in case of a final state fermion pair X4 Xg = f f differs
slightly from the case of final states built from gauge or Higgs bosons. In particular, as
can be inferred from Sec. 3.1 and Sec. 3.2, the number of kinematic and coupling factor
expression is larger for X, Xpg = ff. Therefore there is a separate function

PartialWaveCoefficientFermions[...], (23)

that covers the case of reactions where X, Xp = ff and which, in addition to the
unchanged function BoxCoefficient[...], calls

TriangleCoefficientFermions[...] , (24)
SelfCoefficientFermions[...]. (25)
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The arguments of the above functions are as in PartialWaveCoefficient[...]. How-
ever, there is one subtlety regarding the nomenclature of fermion final state parameters
pPA,pB:

uQuark [I] denotes the up-type quark of the Ith family, u’,
dQuark[I] denotes the down-type quark of the Ith family, d’,
neutrino[I] denotes the neutrino of the I'th family, v/,

lepton[I] denotes the lepton of the Ith family, I’ . (26)

For example, in case of the reaction xIx{ — tb — x{x? the values of pa,pB inside the
above functions have to be set to pA = uQuark[3] and pB = dQuark[3].

3.3.2 Auxiliary functions in partialwavecoefficients.m

In order to determine the exclusive final state contribution of a certain partial wave
coefficient with the function PartialWaveCoefficient[...], the terms in the generic
kinematic factors and the coupling factor expressions have to be set to numerical values.
To this end a slha-formatted MSSM spectrum card has to be read in the Mathematica
session. Once the MSSM spectrum is read in, all values for the masses, angles and mixing
matrices are available and only have to be assigned according to the x¢, Xe, = Xa X5 —
Xes Xes Teaction under consideration.

For each exclusive scattering reaction we can generically distinguish between the set
of external particles and the internally exchanged (virtual) states. The former set of
states contains the x.,, @ = 1,...,4 species as well as the on-shell accessible final states
X, Xp. The function PartialWaveCoefficient[...] calls the subroutine

SetExternalVar[pl, p2, p3, p4, pA, pB, mcil. (27)

This function assigns numerical values to the process specific external mass parameters
M, m,m and dm, dm (denoted by M,m,mbar and dm, dmbar in the numerical code) as
well as m4, mp (given by mA,mB in the program). Let us recall from [1,2] and from the
thesis that the mass parameters M, m,m depend on the choice of the mass expansion
option, mci, where

1 1

mzé(mel +m€3) ) mzé( eo +me4) for mci

mcl,

(28)

1
e 2 (Mey +Me,) , M= 2 (e, +me,)  for mei

and similarly also for §m and ém. Further, SetExternalVar[..] also extracts the labels
e; of the external ., states that refer to a specific neutralino or chargino species. For
instance, if the argument p1 of the SetExternalVar function is Neu[1], the value of el
is set to el = 1. Note that the argument el is the same as the one appearing in the
coupling factors.5

mc2,

6 As noted in Sec. 3.2 the coupling factors cC[...], dC[...] andeC[...] can be assigned numerical
values only if all the arguments ea with a=1,2,3,4 and ib with b=1,2 (indices ib refer to the internally
exchanged particle states) related to the individual couplings at each vertex are set to integer values.
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While the parameters related to the external states y., and X4, Xp can be assigned
once and for all their corresponding numerical values, the case of the intermediate states
is more involved as typically a summation over several internally exchanged states in each
diagram has to be taken into account. For instance, in the four box diagrams labelled
with o = 1,...,4 and related to x0x? — WTW = — x%?, in each of the two t-channels
both chargino species X;r, j = 1,2 can be exchanged. Consequently, each of the box
topologies « in this case actually represents four different diagrams: the intermediately
exchanged chargino species can be given by x{ X1, x7 x5, x4 x{ and x5 x5 where the
first (second) element in each tuple refers to the chargino species exchanged in the left
(right) t-channel. In each case the masses of the ¢-channel exchanged species and their
corresponding label have to be set accordingly in order to determine the numerical value
of the kinematic and coupling factor expressions. This is taken care of by a Do []-loop in
PartialWaveCoefficient[...], which calls elements from predefined lists containing
all possible tuples of internally exchanged particles related to each of the diagrams in
Fig. 1-3.

At this stage the only missing point before a numerical value for a specific partial
wave coefficient can be given is the introduction of predefined lists that, for each possible
process, contain the information on the internally exchanged particle species. We discuss
the structure of these lists in the next section.

3.4 Partial wave coefficients: physical reactions
3.4.1 Listing internally exchanged states

When the function PartialWaveCoefficient[...] is called for a specific exclusive
reaction, it accesses predefined lists collected in the files scatteringchannels box.m,
scatteringchannels triangles.m and scatteringchannels_self.m, which summa-
rise the relevant information on the internally exchanged particles in each contributing
diagram. FEach of the latter scatteringchannels_xxx.m files generically contains two
types of lists. In the following we discuss their form for each of the three relevant
topologies in turn.
The file scatteringchannels_box.m summarises the following two types of lists:

BoxSubProcess[Process], (29)
tChannelBox [Process, alphal.

In both cases the argument Process specifies the exclusive reaction under consideration.
Accordingly, it takes the same values as in the function PartialWaveCoefficient[...],
see Sec. 3.3. The argument alpha refers to the label of the box diagram according to
our counting scheme, see Fig. 3 and Sec. 3.1 and 3.2. For each possible x¢ Xe, —
XaXpB — Xe,Xes Process BoxSubProcess[Process] is given by a hard-coded list with
two elements. The purpose of the list is to provide the arguments for the coupling
and kinematic factors that have to be multiplied with each other, respectively, when
building the Wilson coefficients. Consequently, the form of the two elements of each
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list is dictated by the nomenclature that we have chosen for the kinematic and coupling
factor expressions: The first element is given by the process-specifying string that occurs
in the coupling factor expressions related to the reaction, while the second element is
the string arising as argument in the corresponding kinematic factor term. In case of all
processes X0 X2, — WHTW~ — x2 X2, irrespective which neutralino species with labels
e; are involved, we have, for instance,

BoxSubProcess["chi0 chi0 -> W+ W- -> chiO chiO"]
= {"chiO chiO -> W+ W- -> chiO chiO", "chi chi -> V V -> chi chi"}. (30)

The elements of the lists tChannelBox[...] are given by sublists with two elements,
where the first (second) element gives the particle species exchanged in the left (right)
t-channel of a contributing box amplitude with label alpha. In our x? 1)(22 — Wt~ —
X2, X2, example — for all the box diagrams with labels a = 1,2,3,4 — the ¢-channel
exchanged species are given by the two chargino species sz- Consequently the corre-
sponding tChannelBox[...] list reads, for all alpha=1,2,3,4,

tChannelBox["chiO chiO -> W+ W- -> chiO chiO", alpha]
= {{Cha[1],Cha[1]},{Cha[1],Cha[2]},{Chal2],Cha[1]},{Cha[2],Chal2]}}. (31)

The lists provided in scatteringchannels triangles.m are named

TriangleSubProcess[Process], (32)
tsChannelTriangles [SubProcess, alphal,

and have a similar form as the lists related to box diagrams described above. The
possible arguments Process of the expressions TriangleSubProcess[...] are identical
to the arguments of BoxSubProcess[...]. The lists that are obtained when calling a
specific TriangleSubProcess[Process] are built from several sub-lists, where each of
the latter contains as first element a sub-process specifying string occurring as element of
a corresponding coupling factor expression. The respective second argument is the string
corresponding to the related kinematic factor. Under a “sub-process specifying string”
we understand a string that explicitly contains the s-channel exchanged particle species.
Eor triangle diagrams in the example scattering process x2 x2, — WTW ™ — x? 2. we
ave

TriangleSubProcesses["chiO chi0 -> W+ W- -> chiO chi0"]
= {{"chi0O chi0O -> (HO) -> W+ W- -> chiO chiO",

"chi chi -> (S) -> V V -> chi Chi”},
{"chiO chi0 -> (h0) -> W+ W- -> chiO chiO",

"chi chi -> (S) -> V V -> chi Chi”},
{"chi0 chiO -> (Z) -> W+ W- -> chiO chiO",
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"chi chi -> (V) -> V V -> chi chi"}}. (33)

The argument SubProcess in a list tsChannelTriangle [SubProcess, alpha] can take
the values provided by the first elements of the sub-lists in TriangleSubProcessl[...].
The corresponding tsChannelTriangle[...] lists contain sub-lists where the first (sec-
ond) element gives a particle exchanged in the ¢-channel (s-channel) of the corresponding
triangle diagram with label alpha. Again, for our explicit Xglng — WTW— — 4X23
example we have for all alpha=1,2,3,4,

tsChannelTriangle["chiO chiO -> (HO) -> W+ W- -> chiO chi0", alpha]
= {{Cha[1], HO}, {Cha[2], HO}}. (34)

According to the sub-lists in the corresponding TriangleSubProcess[...] for our ex-
ample there are in addition two further tsChannelTrianglel[...], where the s-channel
exchanged state is given by a h° or a Z boson.

The structure of the lists contained in scatteringchannels_self .m follows immediately
from the above discussed cases. Here the nomenclature for the lists is

SelfSubProcesses[Process],

(35)
ssChannelSelf [SubProcess].

The argument Process of the first type of lists takes the same values as in the corre-
sponding box and triangle diagram related cases: Process is a place-holder for a string
specifying the exclusive ¢, Xe, = XaXp — XesXes Scattering reaction. The elements of
a certain SelfSubProcesses[Process] list are again sub-lists that contain as elements
the process specifying strings related to coupling and corresponding kinematic factors.
For instance we have

SelfSubProcesses["chiO chiO -> W+ W- -> chiO chiO"]
= {{"chiO chi0 -> (Z) -> W+ W- -> (Z) -> chiO chiO",
"chi chi -> (V) -> VV -> (V) -> chi chi", 1},
{"chiO chiO -> (Z) -> W+ W- -> (HO) -> chiO chiO",
"chi chi -> (V) -> V V -> (S) -> chi chi", 2},

IR N (36)

The enumeration index that occurs as third element of the sub-lists is the label alpha
related to selfenergy topologies which we introduced in Sec. 3.1.1. The possible ar-
guments of ssChannelSelf[...] are now given by the respective first sub-elements
of SelfSubProcess[...], and the latter lists contain as elements pairs {i1,i2} of all
possible s-channel exchanged particles i1,i2. For instance

ssChannelSelf["chiO chiO -> (Z) -> W+ W- -> (Z) -> chiO chi0"] = {Z, Z},
ssChannelSelf["chiO chiO -> (Z) -> W+ W- -> (HO) -> chiO chiO"] = {Z, HO},
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. (37)

where we do not write explicitly the remaining seven lists related to the selfenergy
topology in Xglxgl - WW- — XS4X23 scattering.

3.4.2 The function pwc[...] related to the physical exclusive process

We have noted before in Sec. 3.3 that the function PartialWaveCoefficient[...] de-
termines the contribution to the absorptive part of a Wilson coefficient that arises from
a specific exclusive X4 Xp final state.” As our calculation refers to Feynman gauge, we
have to sum over a certain set of final states X, Xp to arrive at corresponding con-
tributions from physical final states. In order to immediately have at hand a func-
tion that gives the exclusive physical final state contribution to the Wilson coefficients,
the function pwc[...] (abbreviating partialwavecoefficient) is introduced in the file
partialwavecoefficients_channels.m. It has the form

pwc[Process, {el,e2}, {e3,ed}, Wave, mci], (38)
where the arguments can take the following values:
e Process is a string indicating the exclusive physical reaction
"chi chi -> XA XB -> chi chi"

where all sub-strings chi and XA XB have to be adjusted according to the exclusive
reaction under consideration. Note in particular, that the generic species of the
external states (neutralino, chiO, or chargino, chi+, chi-) is fixed by this string.

e el, e2, e3, e4 denote the labels e; of the external states x., in the physical
XesXes — XAXB — XeyXes reaction.® As the particle species type of each Xe; s
either being a neutralino or a chargino, is already determined by the argument
Process, only the labels ei need to be specified as additional inputs here.

"Let us recall in addition from Sec. 3.3 that in case of an exclusive final state built of a fermion pair
the corresponding function is named PartialWaveCoefficientFermions[...].

8A caveat has to be added here, related to the use of the functions pwc[...]: These functions
currently contain no internal query if a given final state X 4 X5 is on-shell accessible in x¢, Xe, = XaXB
and Xe,Xes — XaXp reactions. However an absorptive part is only present in xe, Xe, = XaXp —
Xea Xes Scattering, if X 4 and X p can simultaneously go on-shell. Consequently, the result for a pwcl...]
should be zero, if the state X 4 Xp cannot be produced on-shell in the corresponding xe, Xe, — XaXp
and Xe, Xes; — XaXp annihilations. But when calling pwc[. ..], the hard coded analytic results for the
underlying kinematic factors are called, which rely on a calculation under the assumption that X, Xp
can be produced on-shell. Therefore, in the current version of the code, the user himself has to make
sure that X4 Xp is on-shell accessible when using pwc[..] and if X4 Xp is not on-shell accessible he
has to set the result for the exclusive contribution to the partial wave coefficient to zero by hand. Let
us note that in the case of the determination of the inclusive reactions, referring to the absorptive parts
of the Wilson coefficients, described in Sec. 4.3 it is taken care of that only those X 4 X5 exclusive final
state contributions are considered that are on-shell accessible.
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e Wave takes the same values as in the function PartialWaveCoefficient[...], see
Sec. 3.3 and Sec. 3.1 for the possible values.

e mci can be either set to mcl or mc2, specifying the mass expansion option, see
again Sec. 3.3 and Sec. 3.1.

Let us imagine we wish to determine the contribution to the leading order 35, partial
wave coefficient in x5 — x7x3 scattering that arises from a physical WTW ™ exclusive
final state, and we chose the mass expansion mc2. In this case we have to call

pwc["chi0 chiO -> W+ W- -> chiO chi0", {1, 2},{2, 1}, "3s1", mc2]. (39)

Note the order in which the indices ei of the external states x., are given: according
to ascending ¢, while we denote the scattering reaction itself by Xe,Xe; — XesXes- That
is, the indices of the particles with labels e3 and e, appear in the opposite order. This
nomenclature goes back to the conventions that we have chosen for the order of indices
on the four-fermion operators in [1,2] and in the thesis. It implies, in particular, that a
certain partial wave contribution to the exclusive pair annihilation cross section of two
non-identical states xe, xe,, Which is related to the absorptive part in X, Xe, — Xej Xeo
scattering, is obtain from pwc[...] by setting the arguments {el,e2},{e3,e4} to
{e1,e2},{e2,e1}. Therefore the output of our above example is proportional to the
leading order 3S; wave contribution to the exclusive x{x3 — W W~ annihilation cross
section.

The file scatteringchannels channels.m contains the definition of all functions
pwc [Process, ...] with differing arguments Process that are related to possible ex-
clusive physical xe,Xe, = XaXB — Xe,Xes reactions arising in neutralino and chargino
scattering reactions. In case of fermionic final states X 4 Xp the colour factor of N, = 3
is taken into account in the definition of the corresponding pwcl[...].

4 Part 2: Building the annihilation matrices

In this section we describe the functions that finally allow to obtain the annihilation
matrices encoding hard x., Xe, = > XaXB — Xe,Xes Pair-annihilation reactions. These
annihilation matrices are an input to the Sommerfeld enhancement part of the code.
Collecting and representing the hard e, Xe, — Y. XaXB — Xe,Xes Tates in matrix
form requires the introduction of an enumeration convention for the x.,xe, two-particle
states. Sec. 4.1 summarises our enumeration convention for the two-particle states xe, Xe,
in each of the charge sectors referring to neutral, single- or double-charged x., X, pairs.
In Sec. 4.2 we comment on the choice to be made for the mass expansion option, either
mcl or mc2. While in the first part of the code, discussed in Sec. 3, we have described
functions that allow to obtain partial wave separated contributions to the NRMSSM
four-fermion operators arising from exclusive (physical) final states, we finally introduce
in Sec. 4.3 functions that determine the full absorptive part of the Wilson coefficients
related to inclusive reactions. Symmetry factors and symmetry relations between certain
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(xx)s state | method-1 label | method-2 label || (xx); state | method-1 label | method-2 label

XXt 1 1 X3 X1 3 -
Xi X3 2 2 X3 X3 4 3

Table 2: Enumeration scheme within method-1 and method-2 for double positive charged
(xx)r states. The same conventions hold for double negative charged states.

partial wave coefficients are discussed in Sec. 4.4. Compared to the order of magnitude
of leading entries in the annihilation matrices, certain entries can be numerically very
small and can be set to zero for our purposes; a corresponding function that addresses
this issue is discussed in Sec. 4.5. The functions that determine the annihilation matrices
are finally given in Sec. 4.6

It is worth to note here that all functions described in the following are introduced and
defined in the file annihilationmatrices_vx.m, where x denotes the version number,
which is currently x=7.

4.1 Enumeration convention for yy states

The entries of the annihilation matrices encode the absorptive part of partial wave sep-
arated Xe, Xes — XesXes Scattering reactions. As they refer to two-particle scatterings
we can first divide all possible pairs built from the neutralino and chargino states into
sets of neutral, single positive (single negative) and double positive (double negative)
xx states. In the following we will consider x.,X., pairs rather than individual y., and
Xe, States and therefore introduce a single label I to refer to the pair xe,Xe, = (XX)1-
Let us note that we generically consider all possible xx pairs as external states in the
annihilation matrices. This implies that not only those (xx); pairs built from NRMSSM
states are considered, but also those (xx)x pairs that are too heavy to be part of the
NRMSSM. As described in [3] as well as in Sec. 8.6 of the thesis, the effect of heavy yx
states — not being part of the NRMSSM set of xx states — is taken into account in the
last loop prior to the hard annihilation reaction in the ladder-diagrams accounting for
the Sommerfeld enhancement effect. One input in the corresponding calculation are the
perturbative hard annihilation rates involving the heavy xx states. Therefore also these
rates are determined in the annihilation matrix part of the code.

Within a given charge sector — neutral, single positive (single negative) or double
positive (double negative) — the I.J entry of an annihilation matrix I';; encodes the ab-
sorptive part of the inclusive (xx)s — (xx)r scattering reaction. Note the order of states
in the reaction: the columns (rows) of I' contain all processes with one fixed incoming
(outgoing) state. In each charge sector the Jth column (Ith row) of the annihilation
matrices I' refers to the incoming (outgoing) two-particle state with enumeration label
J (I) according to the enumeration convention of the states summarised in Tabs. 2-4.
Note that this enumeration convention obviously has to agree with the one set up in
the ”Sommerfeld-enhancement part” of the code. Further recall from [3] or Sec. 8.3 of
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(xx)s state | method-1 label | method-2 label || (xx); state | method-1 label | method-2 label
XIX{ 1 1 XXz 5 5
heret 2 2 X3X3 6 6
X3X1 3 3 X3X3 7 7
XX 4 4 X3 8 8

Table 3: Enumeration scheme within method-1 and method-2 for single positive charged
(x°x™"); states. The same conventions hold for single negative charged states (x~x°);.

(xx)s state | method-1 label | method-2 label || (xx); state | method-1 label | method-2 label
XIxd 1 1 XX 13 -
XX 2 2 XX 14 -
XIX3 3 3 XX 15 -
Xix4 4 4 XX 16 10
XoXY 5 - X1 X 17 11
X5X5 6 5 Xi Xz 18 12
X5X3 7 6 Xo X1 19 13
X5X4 8 7 X5 Xz 20 14
X3XY 9 - X1 X7 21 -
XIX5 10 X1 X 22 -
X9X3 11 8 Xa X1 23 -
X3X4 12 9 X2 X 24 -

Table 4: Enumeration scheme within method-1 and method-2 for neutral (yx); states.

the thesis that the Sommerfeld factors can be calculated within two different methods;
method 1 counts and treats as different the two particle states ., xe, and Xe,Xe, for non
identical particles x., and x.,, while in method 2 the second, redundant state is omitted.
For the explicit definition of method 1 and method 2 we refer the reader to [3] or Sec. 7.2
and 8.3 of the thesis.

4.2 The choice of the mass expansion

Recall from [1,2] or Sec. 6.1.2 of the thesis that our analytic results for the kinematic
factors refer to two different expansions in mass differences. As discussed in several of the
subsections of Sec. 3 we use the labels mc1 and mc2 in the numerical code to refer to and
to distinguish expressions referring to the one or the other expansion. As we have noted
before, option mc2 is suited to reproduce the partial wave separated contributions to
(exclusive as well as inclusive) (yx), pair-annihilation rates. Since the diagonal entries
of any annihilation matrix are proportional to these pair-annihilation rates, all diagonal
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entries of the annihilation matrices rely on a calculation using mc2 kinematic factors.

However, in case of off-diagonal annihilation matrix entries referring to reactions
(xx)s — (xx)r with J # I it is a priori not clear whether mc1 or mc2 expressions should
be chosen in the calculation. Generically the mass differences dm, dm should be small
for the mass expansion to be consistent, see the discussion in [1] or Sec. 6.1.2 of the
thesis. In order to decide which expansion mci should be chosen in the evaluation of
off-diagonal entries I';; in the code we introduce functions that address this question
based on the given MSSM neutralino and chargino mass spectrum. These functions, in
case of neutral Y, Xe, — XesXes tWO-particle state scatterings, are named

Mcinnnn[el,e2,e3,e4] for Xgl X22 — X24X23 reactions,

Mcinncc[el,e2,e3,e4] for X21X22 — X;;X:s reactions,

Mciccnn([el,e2,e3,e4] for x,, X:Q — X24X23 reactions, (40)
Mcicccclel,e2,e3,e4] for x_ x7, — X, X, reactions,

while in single charged reactions the corresponding functions are named
Mcinccn[el,e2,e3,e4] for X21X:2 — X24X:3 reactions, (41)

Mcicnnc[el,e2,e3,e4] for X;XSQ — X;lxgs reactions.

In case of double charged reactions the function Mcicccclel,e2,e3,e4] introduced in
(40) can be used. The four arguments ei, i=1,2,3,4 of all these functions are the labels
of the external x., states, respectively. The reason why so many different functions are
introduced is related to these arguments: if we have only the information on the label
but have to deal with particle masses, we need an additional information on the involved
particle species (neutralino or chargino).

The output of all functions given in (40) and (41) is either mc1 or mc2. Which output
is returned should be related to the value of the mass differences dm, dm calculated for
both expansion options mcl and mc2, respectively, given a specific underlying MSSM
spectrum; the mass expansion mci where the mass differences are smaller should be
chosen. This is because the smaller the mass differences the better the convergence of
the expansion of the perturbative yx — X4Xp — xx rates in mass differences dm
and dm. The currently implemented criterion reads as follows: if particle x., is lighter
(heavier) than x., and at the same time particle x., is lighter (heavier) than y.,, then
option mc2 is chosen and the output of the corresponding functions in (40) and (41) is
mc2. Otherwise the output of the above function is set to mc1.

The Mcixxxx[...] functions will appear inside some of the functions described in
the following that determine the full partial wave coefficients.

4.3 Inclusive reactions: the final partial wave coefficients

In order to build the full partial wave coefficients referring to inclusive reactions from
their respective exclusive X4 Xp final state contributions? we have to decide — based

9Recall that the functions pwc[...] providing the contributions to the absorptive parts of the Wilson
coefficients from exclusive (tree-level) reactions e, Xe, = XAXB — Xea Xes are described in Sec. 3.4.2.
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on the given MSSM spectrum — which X4 Xpg final states are on-shell accessible in a
XeaXe, — XX p annihilation reaction. Obviously, the heavier the states x., and x., the
more final states X4 X will be accessible on-shell. However, our currently implemented
criterion to tread a X4 Xp state as viable final state in a x.,x., — X4Xp annihilation
reaction related to Xe, Xe, — XaXB — Xe, Xes Scattering —and hence our criterion to take
into account an exclusive final state in the construction of the annihilation matrices — is
based on the lightest two-particle state x?x?. The reason for this is related to the Som-
merfeld enhancements that shall eventually be calculated using the annihilation matrix
results provided by the code, and reads as follows: Off-diagonal potential scattering can
convert an incoming x{x{ pair to another neutral y., x., state that eventually undergoes
pair annihilation. The latter annihilation reaction is encoded in the annihilation matri-
ces. Therefore we have to take care that in Sommerfeld enhanced reactions with initially
incoming x{x{ states only those X 4 Xp final states are considered in the inclusive partial
wave coefficients, encoded in the annihilation matrices, that are accessible for the x{x!
pair. Our criterion is therefore such, that all X 4 X final states that cannot be produced
on-shell in X%\ — X4 Xp processes are excluded as exclusive final states for any par-
tial wave coefficient. Even more, in our NRMSSM effective theory set-up, the on-shell
accessible final state particles X 4 X g should not be non-relativistic, otherwise we would
have to consider them among the set of non-relativistic states of the theory and even co-
annihilation rates of such additional non-relativistic states could be relevant. Therefore
we establish the following criterion to account for a X4 Xp final state in the numerical
code: If the sum of masses m4 + mp is smaller than half the mass of the x{x{ pair a
corresponding flag is set to 1 in the code, otherwise the flag is set to 0. The full partial
wave coefficients are obtained from the sum over all X 4Xpg state contributions, where
each contribution is multiplied by the corresponding flag. Consequently only those final
state contributions are taken into account for the full partial wave coefficient that fulfill
the above stated criterion related to the x{x{ mass. Note that the flags are introduced
in the file annihilationmatrices_vx.m as well.

The following functions determine the absorptive parts of the full partial-wave coeffi-
cients related to Xe, Xe, —> XesXes Scattering, taking only those exclusive X 4 X final state
contributions into account that are on-shell accessible in x?x? — X4 Xp annihilations:

pwcFullnnnnALT[{el,e2,e4,e3}, Wave, mci] for x"x" — x"x" reactions,
pwcFullccccALT[{el,e2,e4,e3}, Wave, mci] for Y xT = x x" reactions,
pwcFullnnccALT[{el,e2,e4,e3}, Wave, mcil for x"x” — x x" reactions, (42)

are the functions relevant for neutral scattering reactions. The absorptive parts of the
Wilson coefficients in off-diagonal xy~x* — x"x° scattering can be obtained from the
corresponding x°x® — y~x" expressions. Note the order of arguments e4 and e3 that
now appear in the same order as in Xe, Xe, — XesXes- Lhe values that all the arguments
of the pwcFullxxxxALT[...] functions can take should be obvious from the preceeding
sections. In case of single charged reactions we have the corresponding functions

pwcFullncen([{el,e2,e4,e3}, Wave, mci] for YOxT = x°x " reactions,
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pwcFullcnnc[{el,e2,e4,e3}, Wave, mci] for y x" — x~ X" reactions. (43)

Finally, for double charged reactions the corresponding full partial wave coefficients are
obtained with functions

pwcFullcpcpALT[{el,e2,e4,e3}, Wave, mci] for x"x" — x"x " reactions,
pwcFullcmemALT [{el,e2,e4,e3}, Wave, mci] for x "y~ — x X reactions. (44)

Note that mci appears as an argument of all the above functions. There is a version
pwcFullxxxx[...] of these function — in case of neural and double-charged reactions
without the ending ALT!® — where the appropriate mci value to be used in the calculation
of a partial wave coefficient is internally determined inside the function with the help of
the Mcixxxx[...] functions described in Sec. 4.2.

4.4 Symmetry factors and symmetry relations

Certain entries of the annihilation matrices have to refer to reactions y*xy~ — x°x°
instead of x“xT — x"x® and to x°x* — xtx~ instead of x°x* — x~xT. Similarly
there are entries related to x " xT — xTx ™, x™x~ = x x" or xTx~ — x"x~ scattering
instead of x"xT — x“x*. The respective Wilson coefficients that are not determined
by the functions given in Sec. 4.3 can be obtained from the latter by making use of
certain symmetry properties of the Wilson coefficients under exchange of labels. For the
corresponding relations see for instance eq. (8) in [1] or eq. (5.9) and eq. (5.14) in the
thesis.

In the code we introduce the parameter SymFac [Wave] that, depending on the argu-
ment Wave, is either given by 1 or —1 and that agrees with the parameter 1 in eq. (9)

of [1] and eq. (5.10) in the thesis. This allows to finally introduce the following functions

pwcFullnnmpALT [el,e2,e3,e4, Wave, mci] for Xglng — X;;X;, reactions,
pwcFullpmmpALT [el,e2,e3,e4, Wave, mcil for x. x., = X, x;, reactions, (45)

derived from corresponding functions pwcFullxxxxALT[...] in Sec. 4.3. For details of
the relations to the Sec. 4.3 functions we refer the reader to the part of the code where
the definitions of the above functions are given as well as to the relevant paragraphs
in [1] or Chap. 5 of the thesis.

The annihilation matrices used in the ”Sommerfeld-enhancement part” of the code
shall already involve the spin-summed inclusive annihilation reactions. For that reason
we further introduce certain spin-weight parameters in the code, named SpinSum[Wave].
These will multiply the appropriate partial wave coefficients when building the annihila-
tion matrices from the latter. In our case SpinSum[Wave] takes always the value 1 apart
from the case of 35, partial wave reactions where it is given by 3.

10The ending ALT denotes “alternative” and was introduced in case of annihilation matrices related
to neutral and double charged reactions in course of the code development.
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4.5 Chopping numerically small annihilation matrix entries

Due to small numerical inaccuracies in the calculation of the partial wave coefficients
some of the annihilation matrix entries that should be exactly zero happen to be non-
vanishing. In addition there are further entries that are non-vanishing but strongly
suppressed with respect to the leading entries.!* Within the part of the code that
determines the Sommerfeld enhancement factors both these types of strongly suppressed
entries can potentially cause numerical problems. For that reason we introduce a function
that sets all those annihilation matrix entries to zero that are smaller by a certain factor
than the leading entry. The relevant function is named

chopRoutineALT [Matrix, Wave]. (46)

Its first argument Matrix will in our application be an annihilation matrix and the
second argument specifies the partial wave configuration of that annihilation matrix.
The output of chopRoutineALT [Matrix, Wave] is the input Matrix where however all
those entries that are by a certain amount smaller than the leading matrix-entry are set
to zero: In case of leading order S-wave related annihilation matrices those entries are
set to zero that are smaller than the leading entry by a factor of 1072, For the case of
all P- and next-to-next-to-leading order S-wave matrices the factor is chosen to be 1078,

4.6 Calculation of the annihilation matrices

Now we have all functions available that allow to determine the annihilation matrices.
Particularly relevant for the determination of the respective matrix entries are the func-
tions pwcFullxxxxALT[...], pwcFullnccn[...] and pwcFullcnnc[...] discussed in
Sec. 4.3 that give as output the absorptive parts of the full, partial wave separated Wilson
coefficients; apart from possible spin weight factors, the latter determine the respective
annihilation matrix entries. Our last step is therefore the construction of the matrices
[’ from their individual components I';; related to (xx); — (xX)r scattering. Let us
recall that our specific enumeration convention for the states (xx) in each charge sector
is given in Sec. 4.1, see in particular Tabs. 2—4 therein.

We provide the following functions that give as output the partial wave specific
annihilation matrices in each charge sector corresponding to the method-1 enumeration
convention:!?2

GammaNeutralALT [Wave] for neutral xyy — xx reactions,

' The typical order of magnitude of such numerically strongly suppressed annihilation matrix entries
is 10725 GeV~2 in case of leading order S-wave matrices while the corresponding leading entries are
typically of O(10719 — 10712 GeV~2). In case of P- and next-to-next-to-leading order S-wave annihi-
lation matrices, the corresponding numerically strongly suppressed entries are typically smaller than
O(10725 GeV~%) while leading entries are typically of O(1071¢ — 10718 GeV~*). The order of magni-
tude of annihilation matrix entries obviously depends on the underlying MSSM spectrum and the above
quoted numbers are rather given as a rough guideline for the orders of magnitude to expect.

12 The ”Sommerfeld-enhancement part” of the code requires method-1 annihilation matrices as an
input. In the latter part of the code, the corresponding method-2 matrices are then subsequently
constructed from the method-1 expressions.
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GammaOpALT [Wave] for x"x™ — x°x™ reactions,

GammaOpALT [Wave] for x " x° = x X" reactions,
GammappALT [Wave] for xtx* — xTx " reactions,
GammammALT [Wave] for " x~ — x x_ reactions. (47)

The possible values of the single arguments Wave agree with the possible {2s+1}LJ values
specified in Sec. 3.1.

Let us say a few words on the internal construction of the annihilation matrix output
performed by the above functions. First recall that the annihilation matrices are hermi-
tian such that in their construction it is possible to calculate just one triangle — either
the upper or the lower — of the corresponding matrix and to subsequently obtain the
full matrix from this triangle matrix using the hermiticity requirement. Moreover the
annihilation matrices in the neutral sector and the two double charged sectors contain
redundant informations as not all states in the method-1 enumeration convention corre-
spond to physically different states (for instance, the states x{x5 and x9x? are physically
equivalent). In case of annihilation matrices related to neutral and double charged re-
actions the steps that are performed inside the functions GammaNeutralALT[...] and
GammappALT[...], GammammALT[...] are the following

o As first intermediate step start to create the upper triangle of the matrix I'T, where
[ is the matrix related to the proper annihilation matrix I' that takes only those
method-1 states (yx); into account that also appear in the method-2 set of states.
Annihilation matrix entries appearing in I that we leave out in this way do not
need to be calculated explicitly as we can obtain their value easily from calculated
expressions in I using symmetry relations; for the latter see the discussion and
the cited references in Sec. 4.4. It is convenient to consider the transpose of T’
here as its entry f{, encodes a (xx)r — (xx)s scattering processes and in the
calculation of the upper triangle we only need to consider reactions with I < J;
the restriction to the method-1 states that are also present in method-2 then implies
that we can a priori fix the mass expansion to be used in the calculation of the
pwcFullxxxxALT[...] annihilation matrix entries to either mc1 or mc2. All states
(XX)1 = x1,x1, that appear in the method-2 enumeration convention are built such
that the mass of the first state y;, is smaller than the mass of the second state
X1,, mr, < my,. Consequently, following our criterion set out in Sec. 4.2, the value
of mci can be fixed a priori and does not depend on any specific MSSM mass
spectrum. Therefore we do not need to call the functions Mcixxxx[...] here.

e In the next step use the hermiticity requirement to construct the full matrix I'Z.
At this point we take care of possible spin-weight factors to be incorporated in the
final annihilation matrix expressions, using the function SpinSum[Wave] described
in Sec. 4.4.

e Determine the full method-1 annihilation matrix I'7 expression from I'Z by mak-
ing use of symmetry relations between redundant entries that have to be added
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when constructing I'7 from I'7. At this point no further call of the functions
pwcFullxxxxALT[...] is required as all numerical values — apart from possible
signs — have been already determined as entries of I'. Symmetry factors are imple-
mented using SymFac [Wave], see Sec. 4.4 for the latter function.

e In the last step transpose the obtained I'” expression to arrive at the final method-
1 annihilation matrix. The latter annihilation matrix is then given as output
of the GammaNeutralALT[...], GammappALT[...] and GammammALT[...] func-
tions. This output can be called with

AnnMatrix[Wave] in the neutral sector,
AnnMatrixcpcp[Wave] in the double positively charged sector,

AnnMatrixcmcem[Wave] in the double negatively charged sector. (48)

The latter expressions should be written to a .m file which can then be read in the
”Sommerfeld-enhancement part” of the code.

The procedure to determine the annihilation matrices in the single charged sectors,
used within the functions GammaOpALT[...],GammamOALT[...], is very similar to the
one described above. Note however that in case of the single charged sectors the num-
ber of states within method-1 and method-2 agrees and we do not have to construct
a reduced matrix T first but can directly determine I'. There is another small differ-
ence in the construction of the single charged annihilation matrices with respect to the
above listed steps: here we cannot a priori decide which mass expansion mci has to be
chosen for a certain annihilation matrix entry: this has to be determined based on the
specific MSSM spectrum.'® Therefore we have to use the functions pwcFullxxxx[...]
without the ending ALT here, which internally determine the mass expansion to be used.
Consequently the steps are in this case:

e Build the upper triangle of the annihilation matrix I'", where the entries are de-
termined with the help of functions pwcFullxxxx[...].

e Using the hermiticity of the full annihilation matrix I' subsequently determine
I'" from the corresponding upper-triangle matrix. At this point incorporate spin-
weight factors for the annihilation rates using the function SpinSum[Wave].

e Transpose the result from the last step to obtain the numerical expression for
the respective annihilation matrix I', which is then the output of the functions
GammaOpALT[...] and GammamOALT [Wave]. This output can be called with

AnnMatrixcpn[Wave] in the single positively charged sector,

AnnMatrixcmn[Wave] in the single negatively charged sector, (49)

13As an example consider the state xJx;: here it is not a priori clear if Mg <Myt If the spectrum

has a bino-like LSP and wino-like NLSP states, the latter relation holds. However, in case of a wino-like
LSP the NLSP state will be the x;, such that my+ < Mg,
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and is conveniently written to a .m file for future use in the part of the program
that determines the Sommerfeld-enhanced annihilation rates.

5 Comparison to the publications’ nomenclature

For some of the expressions in the numerical code we have used a differing nomenclature
than the one established in the publications [1-4] and in the thesis. For clarity and in
order to avoid confusions we list in this section, especially in Tab. 5, all the quantities
that are affected by such renaming when going from the expressions used in the code to
the notation in the publications [1-4] and the thesis.

5.1 Kinematic and coupling factors

e Note that all expressions for the kinematic factors in the publications and
the thesis refer to mass expansion mc2.

e Further let us stress again that even for mci = mc2 a particular kinematic factor
expression provided with the code can differ with respect to a global sign
from the corresponding kinematic factor given in [1,2] and the Appendix A of the
thesis: as stated in Sec. 2 and Sec. 3.1 above this difference arises because we
use different reference processes for the determination of the respective kinematic
and coupling factors. For the reference processes used in the calculation of the
kinematic factors in the program see Sec. 3.1.

e The same kind of difference with respect to a global sign arises in the comparison
of the corresponding coupling factor expressions.

When comparing the nomenclature for the kinematic and coupling factor expression
collected in Tab. 5, the latter difference has to be kept in mind; that is, the corre-
spondence is not one-to-one but there can be — but not necessarily are in every
case — different global signs associated with individual kinematic and coupling factor
expressions.

In order to understand the origin of such global signs it might be useful to familiarise
with the steps in the calculation of kinematic and coupling factors set out in [1,2] and
in the thesis. The significance but also the — to a certain extend existing — arbitrariness
in the choice of the reference processes underlying the calculation should become clear.
Comparing then, for instance, the coupling factors obtained for a specific diagram in
XerXes — V'V = Xe,Xes scattering, referring to generic Majorana fermions y., and
generic vector bosons V', with the coupling factors obtained for the same diagram but
referring to external neutralinos Xgi and a WHW ™ final state, the origin of global signs
can be understood.
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5.2 Annihilation matrices

As described in Sec. 4.6 we determine annihilation matrices I'(**1L;) in the numerical
program, which refer to a method-1 set of states, see Tab. 2-4. Recall that according to
(48) and (49) the numerical matrices can be called with

['[Wave] = AnnMatrix([Wave], AnnMatrixcpn[Wave], .... (50)

The relation of these matrices to the matrices [f(271L ;)] in [3] is given by transposi-
tion:

{2s+1}L31" = [f(>TL,)|W. (51)

Finally let us recall that within the numerical annihilation matrix program we determine
solely the method-1 annihilation matrices, corresponding to [f(271L )]V, Expressions
that are related to [f(2*1L;)]® are not determined within this part of the code, also see
footnote 12. In the transition from the method-1 to the method-2 annihilation matrices
certain prefactors (v/2 or 2) have to be taken into account in front of certain annihilation
matrix entries, which is taken care of in the Sommerfeld enhancement part of the code.
For further details on calculations relying on either the method-1 or the method-2 bases
of xx states we refer the reader to [3] or alternatively Sec. 7.2, 8.3 and Appendix C of
the thesis.
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Table 5: Nomenclature used in the numerical code and the publications. The correspon-

dence between the kinematic and coupling factors in the code and [1,2] and the thesis
is not one-to-one, but there can be global sign differences. See the text for details.
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