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Abstract. The toolkit for multivariate analysis, TMVA, provides a large set of advanced
multivariate analysis techniques for signal/background classification. In addition, TMVA now
also contains regression analysis, all embedded in a framework capable of handling the pre-
processing of the data and the evaluation of the output, thus allowing a simple and convenient
use of multivariate techniques. The analysis techniques implemented in TMVA can be invoked
easily and the direct comparison of their performance allows the user to choose the most
appropriate for a particular data analysis. This article gives an overview of the TMVA package
and presents recently developed features.

1. Introduction

The TMVA project[1, 2] has been started in 2005 and has become since then a mature software
package for multivariate data analysis[3, 4, 5]. A recent change in the underlying framework
allows for several new applications such as multivariate regression, generic boosting, multi-
class classification, cross-validation etc. The first new features, such as regression and generic
boosting have been implemented and will be made available to the users in June 2009. In this
article an overview of the workflow in TMVA will be given. TMVA relies on the ROOT analysis
framework|[6] and a recent stable release is included into the ROOT package. The newest TMVA
versions are available from tmva.sourceforge.net.

2. Preprocessing

Before performing classification or regression, the data have to be read in into TMVA. TMVA
offers several possiblities for doing this task conveniently for the user. Selection cuts and event-
weights can be applied if there is the need. For each chosen classification/regression-method a
transformation (normalisation, decorrelation, principal components analysis, gaussianisation) of
the input and target variables can be defined.

2.1. FEvents

Data can be read into TMVA from ROOT TTrees or from ASCII files. The user can define
as input variables any variable of the tree or mathematical formulas combining one or more of
them!. For better readability a label can be defined which is used in the TMVA printout and
furthermore a title and a unit for the variable which will be used in the evaluation plots.

1 gee TTree::Draw in the ROOT documentation for constraints on formulas
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(a) Input variable distributions for signal and (b) Variable distribution after application of the
background gaussianisation transformation

Figure 1: Variable distribution of signal and background before (a) and after (b) the application
of the gaussianisation transformation. As reference class, the background has been chosen. The
background signal has therefore a gaussian shape.

In the case of a signal/background classification, the class (signal or background) of each tree,
which is read in, can be defined. Alternatively the class of the events can be defined by applying
cuts.

In the case of regression, at least one target value has to be defined apart from the input variables.
The target variables are defined in the same way as the input variables.

2.2. Selection cuts and event-weights

Selection cuts can be applied on the tree and on the class (signal/background) level. As for the
input variables formulas can be used to define the cuts. In the same way event weights can be
set. In this this way the actual number of weights can be adjusted to the cross sections the
signal and background events (possibly different background compontents) are expected to have
in measured data.

2.8. Variable transformations

TMVA provides several mathematical transformations which can be applied to the input
variables (and regression targets) alone or in combination with others (e.g. decorrelation and
normalisation). For each transformation, the user can define the event class (signal, background
or both; for regression typically only one event class is defined) which is taken as the basis for
the calculation of the transformation.

The following transformations are available in TMVA:

e Normalisation: The variable values are normalised to the interval [—1, 1] (see figure 77).

e Principal Component Analysis (PCA) (see figure 2d).

e Decorrelation: Linear correlations are taken into account through computing the square-
root of the covariance matrix (see figure 2c).
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Figure 2: Plots of the input variable distributions of the signal (a). Figure 7?7 shows the
distribution after being normalised, figure (c) after decorrelation transformation and figure (d)
after a principal component analysis transformation.

e Gaussianisation: The events of the chosen class will be distributed according to a Gaussian.
It is not possible (for mathematical reasons) to transform (non-gaussian) signal and
background classes simultanously to gaussian distributions. But a transformation of both
(signal+background) to a gaussian distribution is possible (see figure 1b).

In the case of regression, a back-transformation of the targets is automatically performed. The
back-transformation is implemented up to now only for the normalisation of the variables.

3. Classification

In the high energy and nuclear physics, the signal which is searched for, for example a
signature of a Higgs boson, is typically overlayed by background processes with a similar
signature. Commonly used methods of classification into signal and background events reach
their limitations when the signal is very small and/or part of the information of if an event is
signal or background is hidden in not well known correlations between the observables. The
automated multivariate analysis toolkit TMVA provides the ability to exploit the available
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Figure 3: For each method a classification output y is computed. Classification outputs close to
0 (1) denote the event being background-like (signal-like). Since for the training the true class
of the event (signal/background) is known, the classification output is plotted for both classes
independently (a). From the classifier outputs y the Reciever Operating Characteristics (ROC)
curve of all classifiers are computed (b). They show the background rejection as a function of the
signal efficiency. In the case of the example shown in figure (b) the result of the MLP-method
coincides with the Fisher result and thus the two ROC curves cannot be distinguished.

information from the observables efficiently.

For the classification, a mapping from the N-dimensional phase space of the N input variables to
one dimension. A further mapping to the signal and background class completes the classification
(see equation 1):

RY —R— {Csignala Cbackground} . (1)

For the “cuts”-classification method, the mapping from R to the signal and background classes
is done directly, without the intermediate step to R.

Classification in TMVA derives from the input variables (observables) a classifier output where
signal- (background-) like events have values close to 1 (0). The mapping to the signal and
background class is done by defining all events with a classifier output y > ycut as signal and
all other events as background. For each cut value ye,; the signal efficiency € o, purity and
background rejection (1 — epyg o) are calculated.

3.1. FEvaluation of the Classification
TMVA provides a multitude of evaluation outputs which help the user to decide on the best
classifier to choose for a particular classification problem.

For each trained classifier the distribution of the classifier output y for signal and background
events can be inspected by the user (see figure 3a). Signal and background efficiencies are
computed for a set of cuts on the classifier output. All events with a classfier output larger than
the cut value are classified as signal, all events below the cut are classified as background. From
the number of events which are classified right or wrongly as signal or background, the efficiencies
can be calculated. In figure 4a several exemplary ROC curves with different classification
performances are shown. The larger the area below the curve, the better the separation of
signal and background which can be achieved.
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Figure 4: The ROC curve (a) shows the relationship between signal efficiency (e signai) and
background rejection (1 — €ff background)- In figure (b), the significance, the purity and the
efficiencies for signal and background as well as the signal efficiency multiplied with the purity
are shown.

From the sets of signal efficiencies and background rejections (1 — €cf background) defined by the
cuts on y the Reciever Operating Characteristics (ROC) curve is plotted (see figure 3b). Which
point on the ROC curve the user should choose as working point (i.e. which signal efficiency
and which background rejection) depends on the type of analysis the user wants to perform. For
trigger selection, a high efficiency will be chosen to prevent from signal events being discarded
at a too early stage. For a signal search, the best cut is where S/ VB has a maximum. When a
signal is found, the best cut for measuring the cross section is where S/1/S + B has a maximum.
Finally for precision measurements one aims for a high purity.

Given the event yields, TMVA calculates significances, purities and efficiencies and proposes an
optimal cut value to get the best performance. In figure 4b the output of the tool is shown
which computes the those values as a function of the cut on the classifier output.

4. Regression

The aim of regression analysis is to create a model which maps N observables (input variables)
to M response variables (targets) (see equation 2) such that the deviation of the estimated target
values (output of the regression analysis model) and the true target values is minimal.

RY — RM (2)

Typically M is 1 or at least smaller than N. Most methods which are implemented in TMVA
for classification can also be used for regression. In the linear description (LD) method a
linear model is assumed for the dependence of the target value from the input variables. Using
the formula description analysis (FDA) method the user defines a model (e.g. a linear model
with some quadratic terms). More sophisticated models such as the neuronal network (MLP),
the probability density estimator - range search (PDE-RS)[7], probability density estimator -
foam (PDE - Foam)[8, 9] or boosted decision trees[13, 14] (BDT) implicitly create a problem
dependent models. Those methods have the capability to adapt to the problem and deliver a
good performance even for complex problems.

An example where regression analysis can be applied in high energy physics is the estimation of
a corrected jet energy from energy and jet shape variables.
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(a) Regression example with two input variables and
one regression target.
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Figure 5: Example of one target-value (fvalue) depending on two input variables (varl, var2) (a).
Evaluation plot for the LD method and regression. The difference between the estimated and
the true target value is plotted as a function of the true target value for linear description (b)

and neuronal network (c). for a perfect result of the regression analysis a straight horizontal

line at 0 would be drawn.

4.1. Ewvaluation of the Regression
For the evaluation of the regression, a plot is produced showing the deviation of the estimated

from the true target-value as a function of the target-value. Further plots are produced which
show the deviation as a function of each input variable. In that way, the user can easily detect
if there are phase space regions where the regression analysis with one of the methods does not
perform well and which of the methods perform well (see figures 5b and 5c).

5. Methods for Classification and Regression implemented into TM VA

A multitude of methods are implemented into TMVA. All of them are capable of
signal /background classification and most of them of regression with one regression target. Some
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Table 1: Methods implemented in TMVA and their ability to perform classification and
regression. If the method can be used for regression analysis, the number of targets is given
which can be trained simultanously in one analysis.

Method name Classification  Regression
(# targets)

Fisher[12] yes no
Linear description (LD) yes 1
Functional description analysis (FDA) yes 1
Projective likelihood yes 1
Cuts yes no
Probability density estimator—range search (PDE-RS)[7] yes N
Probability density estimator—foam (PDE-foam)[9] yes N
Neuronal network (MLP) yes N
Boosted decision trees (BDT)[13, 14] yes 1
Support vector machine (SVM)[16, 17, 18] yes 1
Rule ensembles (RuleFit)[15] yes no
MVA METHOD
CRITERIA Cuts Likeli- PDE- PDE- H- Fisher MLP BDT Rule- SVM
hood RS / Foam Matrix /LD Fit
k-NN
No or linear * ok * * * *k ok * _k *
Perfor-  correlations
mance Nonlinear ) ) *k *x o ) *k *k *x *k
correlations
Training ) Hok *x *x *k *x * ) * o
Speed
Response *ox *k o * *x Ak . * *k *
Robust- Overtraining ok * * Hox Fox * o * Hox
ness Weak variables %% * o o _x ok * ok * *
Curse of dimensionality o *ok o o ok Fok * * *
Transparency *ox *k * * >k *x o o o o

Table 2: Assessment of MVA method properties. The symbols stand for the attributes “good”
(xx), “fair” (%) and “bad” (o). “Curse of dimensionality” refers to the “burden” of required
increase in training statistics and processing time when adding more input variables. “Weak
variables” refers to variables with no or only a small discrimination power. The FDA method is
not listed here since its properties depend on the chosen function.

(e.g. MLP) are capable of multitarget regression as well.
In table 1 all methods and their capabilities are listed. In table 2 an overview of the performance

of the different methods is given with respect to linear and non-linear correlations, to speed in
training and response, robustness, transparency etc. Note, that the performances indicated with
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(a) Minuit (b) Monte Carlo

(¢) Genetic algothm (d) Simulated annealing

Figure 6: Principle of the minimization algorithms implemented in TMVA. Minuit (a) searches
along a path following the steepest ascent. Monte Carlo minimization (b) searches the phase
space randomly. The genetic algorithm (c) is modelled after biological evolution. Simulated
annealing (d) is modelled after the annealing in metallurgy.

stars and circles only show the tendency (“good” (xx), “fair” (x) and “bad” (o)), since the actual
performance is influenced as well by the type of the classification/regression problem.

5.1. Minimization in TMVA

Many methods in TMVA require an efficient finding of global minima. In TMVA a flexible system
for minimizing with four different minimizers is implemented. In figure 6 the four minimizers
Minuit, Monte Carlo, Genetic algorithm and simulated annealing are outlined.

5.1.1. Monte Carlo sampling Monte Carlo sampling (see figure 6b) is a brute force method.
The entire parameter space is sampled and the solution which provides the minimum estimator
after a user defined number of sampling points is taken as global minimum. Monte Carlo
sampling is a good, but very slow global minimum finder. The probability of being tested is
equal for each point in the phase space. Hence, usually many points have to be tested before
one point is found which is close to the minimum.

5.1.2. Minuit Minuit[10] (see figure 6a) is widely used in high energy physics. It is a gradient-
driven search, using a variable metric and can use a quadratic newton-type solution. Minuit is
a poor global minimum finder, since it gets quickly stuck in the presence of local minima.
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TMVA Rarity for classifier: Fisher
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Figure 7: In figure (a) the ratity of signal and background events is shown. The rarity
transformation produces a uniform distribution for the events of the background class. Figure (b)
uses the ROOT implemented parallel coordinate plotting function to display the input variables
and their dependencies.

5.1.3. Genetic algorithm The genetic algorithm (see figure 6¢) is a biology-inspired tool for
optimisation. A “genetic” representation of the points in the parameter space is used. Points
which produce bad estimator values are discarded, better ones are preserved for mutation and
crossover. That way, the “knowledge” of good regions where the estimator values are closer
to the optimum is kept and used to produce new points. The genetic algorithm is capable of
approximately finding global minima and it is considerably faster than Monte Carlo sampling.

5.1.4. Simulated annealing Simulated annealing[11] is modelled after the “annealing” process
done for metals where the metals are heated up and slowly cooled down. The atoms in the
metals move towards the state of lowest energy while for sudden cooling atoms tend to freeze in
intermediate higher energy states. In simulated annealing (see figure 6d) the system is slowly
cooled down to avoid freezing at a local minimum.

5.2. Additional Evaluation Output

A set of additional evaluation outputs are created which visualize different aspects of the
classification /regression analysis, such as Correlation matrices for the input variables of all event
classes (signal/background or regression), convergence plots for neuronal networks or control
plots for BDT. Two examples of evaluation output are the rarity transformation and parallel
coordinates. The rarity transformation[19]

Y

R(y) = / iy dy, (3)

—00

with y5() being the probability density function for the background which is calculated for the
output classifier of signal and background classes (see figure 7a). With this transformation, the
background distribution is uniformly distributed from 0 to 1 and the signal shows peaks where
its probability density function differs from the one of the background. The input variables and
the output classifier are also shown in parallel coordinates (see figure 7b). There, input variables
and the classifier or the regression targets are shown in parallel and the user can inspect the
mapping of one variable onto the others.
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(b) MLP: Neuronal network structure

(a) BDT: Decision trees

Figure 8: In figure (a) a BDT decision tree is shown. Each decision tree can be inspected.
Figure (b) shows the structure of a trained neuronal network.

Apart from the evaluation output which is produced for all methods, for some methods additional
plots are created. Examples for those are the decision trees (see figure 8a) and the network
structure of a MLP neuronal network (see figure 8b).

6. Summary

TMVA is a software toolkit for multivariate statistical analyses. It has been originally designed
for the use in high energy physics but it is not constrained to that. TMVA is a mature
package which is constantly maintained (e.g. bugfixes, implementation of feature requests)
and with a very active developer community. TMVA 4 is the first release after an important
change of the underlying framework which provides the ability for regression analysis and
several planned features which will be implemented in the coming releases (e.g. multiclass
classification). Although signal/background classification has been and is still the main task of
TMVA, regression analysis will give the users a new powerful tool for their scientific work.
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