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H mapouoa epyacia €xel wg okoTro TNV avalnTnon agloviwy (cwuaTidiwv ZKoTeIVAS "YANG) uéoa
ATTO ACTPOPUOIKEG TTAPATNPNOEIG. ATTO TIG TTPWTEG TTAPATNPNOEIS TNG TAXUTATOG TTEPICTPOPNG
aoTéEpwy o€ opnvn MaAagiwv ammoé Tov Zwicky kal PETA, EyIveE OQQEG OTNV ETTIOCTAMOVIKN
KOIVOTNTA TTWG N UTTapgn OKOTEIVAG UANG KaBwg Kal n karavénon tng eival BepeAitudoug
onpaciag yia Tnv KoopoAoyia. To TT0000TO TNG OKOTEIVAG UANG Tou oupTtravTog (~21%), o€
ox€on ME TO Autd TNG UANG TTou TTapaTtnpoupe (~4%), kaBioTd cagr Tnv avaykaidétnta yia
evraTikf £peuva oTo Tedio autd TG PUOIKNG. Avaykn &€, TTPOKUTITEI ETTIONG YIA TNV EEEPEUVNON
TNG OKOTEIVIG EVEPYEIQG N OTTOIA ATTOTEAEI TO UTTOAOITTO ~75% TOU ZUpTTavVTOG. ‘Eva PIKpd pépog
TNG TTapoucag épeuvag oto CERN éxel emKevipwOei Kal oTnV PEAETN ZKOTEIVAG EVEPYEIQG
Kabwg, 1o TrEipapa p€oa atrd 1o o1roio TTpooceyyiletal N avalitnon agloviwv (CAST — CERN
Axion Solar Telescope), TTpooavaToAi(eTal CUYXPOVWG OTNV €PEUVA OCWHATIOIWY ZKOTEIVIAG
eVEPYEIOG (XOMaIAEOVTEG) . 2TO Ke@AAalo 10 avamrTuooETal AETITOPMEPWS N €PEUVA  TOU
meipdpatog CAST yia TNV avixveuon NAIOKWY XOPAIAEOVTWY KABWG Kal n OUPBOAR NG
TTapoUCag Epyaaciag yia TNV avatTugn Tou avixveutr KWISP.

Eikova 1. Mavw, 10 TTOCOOTO KATAVOMPNAG TNG UANG OTO ZUUTTaV OUPQWVA UE KOOHOAOYIKEG
TTapatnpenoelis. Karw, n karavou TnG opatig (BapuovikAg) Kal TNG ZKOTEIVAG UANG O€ éva OuAVOG
yoAaglwv O6TTwg TTPOKUTITEI aTTd ACTPOYUOIKES TTapaTnprocig atmd To Hubble Space Telescope (NASA-
ESA).



To kKaBiEpwPEVO TTPOTUTTO TNG QUOIKAG £XEl TTAEOV TTAYIWOET JETA KAl ATTO TNV avak&dAuyn Tou
owpaTidiou Higgs. Mapd 10 yeyovog autd, AAAQ avattavinta EpWTHPATA gyEipovTal, OTTWG aUTO
NG un TmapaBiaong Tng CP (popTiou - OUOTIYIOG) CUPHETPIAG OTIG I0XUPEG aAAnAemdpdoels. H
QCD Bewpia TNG XpwHOdUVANIKAG TTPORAETTEI pIa TTapaBioon TNG cuppeTpiag CP n otroia Opwg
oev emIBEPAIWVETAI TTEIPAPATIKA. Zav AUon oTo TTPORANUa TNG CUPHETPIAG, ol Peccei kal Quinn
(1977) TrpdTEIvav Tn diatrpnon NG cupueTpiag CP utrd Tnv mapoucia evog weudoBabuwTtou
owpaTidiou, Tou agloviou. H véa auth TTpdTaon Twv Peccei kal Quinn atToTeAEl pia eAGXIOTN
ETTEKTOOT TOU KOBIEPWHEVOU TTPOTUTTOU.

H auBdpuntn prgn TG CUUMETPIag Ot KATTola evepyelakh KAipaka fpq gival n aitia, kKatd 1o
Bewpnpa Goldstone, yia TNV ep@Avion EVOG CWHATIOIOU TO OTTOI0 OVOUAOTNKE «AEIOVIO».

To cwpdTio auTo gival NAEKTPIKA OUDETEPO, PE OTABEPA CeUENG KAl ACA TTOU E€ival avTIOTPOPWGS
avahoyeg TNG evepyelakng KAiuakag fpq. EAv N evepyelak auTr KAiJOKa €ival QpKETA JEYAAN,
TOTE TTPOKEITAI VI £VA TTOAU €AA@PU OCWUPATIO KAl, CUPPWVA PE KOOHOAOYIKEG TTAPATNPNOEIG,
TnPoUVTal Ol TTPOUTTOBECEIC EKEIVEC WOTE TO CWHATIO auTd va gival €vag aTrd Toug Bacikoug
uTTOYN®@Iioug oUCTOONG TNG OKOTEIVAG UANG.

Eikéva 2. O 'HAiog 6mwg avagépbnke Tmpoéo@aTa [164] ptmopei va eival pio aoTeipeutn nyn
agloviwv. O1 12¢e1eig avaAuoelg dedopévwy atrd TNAECKOTTIO QAVEPWVOUV TNV UTTapén METABAANOuEVNG
por¢ akTivwv X atrd Tov ‘HAIo kal aAAnAeTTidpacn TNG porg auTig PE TO payvnTiko 1edio NG 'ng, KATI
TTOU TAIPIACEI UE TNV CUMPTTEPIPOPA TOU AIoVioU. ZNnNUAvTIKO €ival va TOVIOTE TTWG, av OVIWG atrodelxOei
TeipapaTiké n dnuioupyia agloviwv otov 'HAIo, éva aTTé Ta TTI0 oNUAVTIKA TTPORAARUATA TNG YUOIKNG TTOU
eivai To MpoéBAnua g HAlakAg Kopwvag, Ba £xel AuBki.

AC16via utTopoUV va TTapaxboUlv GTOUG TTUPAVES TWV AOTEPWY, HECW TOU Qaivouévou Primakoff
Kal Adyw Tn¢ eyyutnTag Tou ‘HAlou, TTOAAEG QOTPOPUOIKES TTAPATNPNOEIG £XOUV OUYKEVTPWOEI
OTO AOTPO QUTO.



A16via utTopouV va TTapdyovtal CUPQWVA JE BewpnTIKEG HEAETEG OTO KEVTPO Tou MaAadia i pe
TeIipduaTa Laser yéoa oto gpyactrplo. EmITAéov, £xouv TTpoTaBEi TTEIPAPATA JE OKOTTO TNV
avadnTnon apx€yovwy agloviwv atmmo Tov Kaipd Tng MeydAng ékpnéng (o xpovog (wng Twv
agloviwv gival HEYAAUTEPOG ATTO AUTOV TOU 2ZUPTTAVTOG) AAAG o€ auTr TNV epyacia divetal Baon
otnv avagitnon agloviwv pe TNy Tov ‘HAI0 Kail o€ peBddoug avixveuons péow HAIooKoTTioU.

H por Twv agloviwv 1mpog tnv I'n Aappdavovtag utrown 1o HAIokd povTEAo diveTal atrd Tn oxéon
do,
dE
ue oTaBepd CeUENG L10=ELa)/10 GeV1. H pory Twv aloviwv otnv I'n SiveTal OTO €TTOPEVO
OIAYPANMA CE YPAUMIKI-AOYapIOUIKR) KAl AoyapIOuIKr)-AoyapIOuIKr) KAiJaka.

— g%060 X 1olocm—2s—1kev—1E2.481e—E/1.205

ZxAua 1. Pon Twv agloviwv atnv I'n. H yéon niyn g évraong eivai ota ~4.2 keV. H

H peTatpoTtrh Tou agloviou o€ wTovIo AauBdvel xwpa O€ I0XUPA hJayvnTIKA TTedia Kal auTh TNV
apxn xpnoipotroiei To Treipapa CAST (Cern Axion Solar Telescope) otnv 'evedn TTPOKEIPNEVOU
va avixveuaoel nAiakd agidvia akoAouBwvtag Tnv 16€a Tou Sikivie. To HAlookdTTio Tou CAST €xel
€WC TWPA TNV JEYOAUTEPN euaIoBNnaia PETACU TwV TTEIPAUATWY YIa TNV avixveuan agloviwy.

H apxf Aeiroupyiag Tou OTTWG TovioTnKe gival To @aivopevo Primakoff: eicepxoueva agidvia
EMOPOUV PE TO KABETO payvnTikd Tedio Tou LHC payvriTn 0 oTroiog 0TOoXEUElI OTO KEVTPO TOU
‘HAlou (katd Tnv avatoAr kai Tnv 800N TOU) KAl AVOUEVETAl VA WETATPETTOVTIAI O QWTOVIA
akTivwv X. H mBavoTnTa PeTatpoTrAg agloviou o€ gwTovio gival JEYIOTN OTAV TO EICEPYXOUEVO
agIOVIO KAl TO HETATPETTOUEVO QWTOVIO €ival o€ cup@wvia (coherence).



To Baoiké oToixeio Tou CAST egival o dITTOAIKOG Tou payvATNG uAkoug 10 HéTpwyv Kal PTTopEi va
onuioupyei payvntiké 1edio Evraong 9 T. O payvATnG auTdG TTOU KATAOKEUACTNKE WG TTPOTUTTO
yia Tov LHC oto CERN, Asitoupyei wg HAIOOKOTTIO a@ou PTTopEi Kal euBuypaupieTal ue 10
KEVTPO Tou ‘HAIoU yIa 3 WpEG TTEPITTOU TNV NUEPA KATA TNV avatoAn kal Tnv duon Tou. Auto
oupBaivel TTEION 0 HAYVATNG €ival EYKATECTNPEVOG O€ PIA KIVOUPEVN TTAOTPOPHPA TTOU TOU OiVvel
TNV IKAVOTNTA va KIveiTal atrd -8° o€ +8° atnv kABeTn dicuBuvon kai £40° otnv opifévTia. Adyw
TNG MNXAVIKAG eykaTdoTaong, To HAIookoTTio &€ uttopei va akoAouBei Tov 'HAIO yia TTEPICCOTEPO
ato 1,5 wpa KGBe @opd.

Ta aldvia TTou PETATPETTOVTAI OTOV HAYVATN MUTTOPOUV VA aviXVEUTOUV HE TNV BonBeia
QVIXVEUTWV XapnAouU uttopaBpou akTivwy X kal oto CAST xpnoigoTtroienkav katé Tnv dIdpKeia
eKTEAEONG TNG TTapouoag dIaTpIBAG 3 avixVveUTEG TeXVoAoyiag Micromegas Kal €Vag aviXVeUTNG
CCD mpooappocuévog o€ éva TNAEoKOTTIO akTivwy X. O1 avixVveuTéG gival TOTTOBETNUEVOI O€
KABE AKPO TWV 2 KOIAWV CWARVWY TOU JayviTh KaBévag atrd Toug oTToioug £XEl DIAUETPO 43mm.

Eikéva 3. H ouvepyaoia CAST pe Ta JéAN TNG YTTPOCTA OTOV PAYVATN TOU TTEIPAUATOG. Xdpn OTOUG
60 kai TTAéovV OUVEPYATEG Kal TEXVIKOUG, UTTO TV KaBodriynon Tou apxnyou Tou treipdauarog K. ZiouTa,
€yive duvartry n peAETn kai n péBodog auth avixveuons HAiakwyv agloviwv n otroia eival akéua
TTPWTOTTOPA PETA aTTO 15 £TN.

H tmmapouca diatpifr) €xEl WG OKOTIO TNV E£TTECEPYATia TwV OEOOPEVWIV TWV AVIXVEUTWYV TNG
OUTIKAG TTAeUpdg Tou payvATn, TeEXvoAoyiag Micromegas bulk kai Micromegas microbulk. O
QVIXVEUTEG TEXVOAoyiag microbulk avTikaréoTnoav Toug TTPWTOUG AYoU £XOUV TTOAU KAAUTEPN
OIaKPITIKA IKavOTATA, TTOAU XounAf €yyevr) akTivoBoAia kai €ival 10avikoi yia TreipauaTa
avixveuong cwuaTIdiwv xaunAou pubuodu.

H avdAuon Twv dedouévwy agopd TIG HETPOEIS TTou £yivav Ta €Tn 2009 kal 2010 oTo TreEipapa
CAST kaAUTITOVTaG TO €Upo¢ pdadag agloviou 0.66-1.01 eV/c?. To aépio 2He Trou BpiokoTav yéaa
OTIG KOIAOTNTEG TOU PAyVATN AVTIOTOIXEI O€ €UpOog TTieong 37.5-82.52 mbar o€ Beppokpacia 1.8
K.



2NMUAVTIKA  €ival Kal N TTPoo@opd oTnv PEAETN TNG BepuoduvauIKAG KATAOTOONG TOU QEPIOU
HAiou-3, péow Trpocopoiwong ME TRV PEBODO TWV TIETTEPACUEVWY OTOoIXEiwv. [ Tnv
Karavonon TNG OTATIKAG KAl QUVAMIKAG KATAOTAONG TOU AEPIOU HECT OTOV hAyVTN £YIVE XPron
TOU TTpOoypPAPpaTog Ansys 15.0 agou TTpwTa gixe oXeDIOOTEI TO JOVTEAO TTOU TTPOCOMOIACEI TO
a€PIo Kal TO JETAAAIKO OTEAEXOG TTOU TO TTEPIRBAAAEI, O€ TTEPIBAANOV CAD.

H T1oooTik Kal TToIoTIKA avAAuon TnNG OUUTTEPIPOPAS TOU OTIAVIOU QUTOU aegpiou uTrd
KATOOTAOEIG XOUNANG TTiEONG Kol BEPUOKPACIAg EPTTEPIEXEI MIO ATTO TIG TTIO ONUAVTIKEG
TTapaPETPOUG TOU TTeIpApaTtog CAST TTou €ival TO TIPAYHATIKO IRKOG OUVOXNG. To uAKOG dnAadn
€KEIVO TOU payvATn KAaTd TO OTTOIO0 TO EICEPYXOUEVO ALIOVIO KAl TO HETATPETTOMEVO QWTOVIO Eival
o€ oup@wvia (coherence). H TTapdueTpOg autr XPNOIUOTTIOIEITAlI GTNV avaAuon Twv OEOPEVWV
TWV avIXVEUTWYV Micromegas.

Eikéva 4. H katavopr NG TaxuTNTag KAatd WAKOG TNG KOIAGTNTAG TOU JAYVATN KAl N KATavoun Kai n
évraon Tng TaxUTNTAG TOU PEUCTOU O€ MIO EYKAPOIA TOPA KABETA OTOV payvhTn (MIKpoypagia).

Katd tnv ekTéAeon Tou TTEIPAPATOG, MEAETAONKE €TTiong N OUVAMIKA TOU agpiou, KABWS O
MayvATNG KIvOUTaV O€ OIAQOPETIKEG YWVIEG KAIONG KAl TTPOEKUWAV ATTOTEAEOUATA VIO TO TTEDIO
TAXUTATWYV, BEPPOKPATiag Kal TTUKVOTATAG 0€ KABE onueEio Tou agpiou Héoa oToV PayviTn.



Eikova 5. H katavoun Tng TTUKvATNTAS Tou agpiou 3He dTav o yayvATng Bpioketal uTtd BETIKN KAioN
+4°, 01w Qaivetal N TTUKVOTATA eV €ival OPOIOYEVWG KaTaveUnPévn oTa 9.26 m Tou payvATh Kabwg n
UdPOOTATIKA TTIECT KAI TA QUVAMIKA QAIVOUEVA JETAPOPAS AOYwW BIVWV €TTIOPOUV [E DIAPOPETIKA £vTaon
oTa AKpa Tou PJayvATn. MNa KaAUTepn atreikovion €Xel yivel yeyéBuvon pe ouvteAeoTh 15.

To pnkog cup@wviag (coherence length) ouvexwg peTaBaAAeTal avaloya pe TNV KAion OTTwg
Qaivetal 010 TTapadelypa TG Eikdvag 5. H oxéon Tou HAKOUG OUVOXNG EI0EPXETAI OTOV
uTTOAOYIONO Tou 0TaBEPAC (eUENG Tou agloviou Kal aTrd Ta OedouEva auTA yIa TRV SUVAIKK TOU
agpiou pe TTO00C0TO AKPIBEIOG ~1% TTPOKUTITEI TO SIAYPAPUA ATTOPPIYNG WE Ta dEdOPEVA TwV
avixveutwv yia Ta £€1n 2009-2010.

Ta dedouéva TwV AVIXVEUTWY O€ CUVAQPEIa JE TNV OUVAMIKN Tou cuoTruatog HAiou-3 o€ kB¢
TTieon Kal KAion TOu JPAyvATh, ATTOTUTTWVOVTOI OTO TTAPOKATW OlIAypapua amoppiyng Tou
Treipduarog CAST oTo oTT0i0 atreikovidovtal o @AoE€I§ Tou Trelpdpartog atrd 1o 2003.

O utroAoyiop6g Tou opiou oTaBEPAC CelENG Tou afloviou €yive PE TNV MEYIOTOTTOINON TNG
ouvapTnong MeavatnTag. v TTapouoa epyaaia To 6plo oTnV oTabepd gy, UTTOAOYIOTNKE

OAOKANpWwvoVTag oTo ETTITTESO EUTTIOTOOUVNG £WG 95%, TNV MTTeldiavr) TBavoTnTa (Bayesian
probability) ka1 yia To eUpo¢ palag aloviou 0.65-1.01 eV/c? TTPOKUTITEL:

Jay < 429 X 10710 GeV =" at 95% CL



Eik6va 6. Aigypappa atréppiyng yeyovoTtwy Tou TreipdpaTtog CAST OTO KeVO, JE TNV Xpron agpiou
HAiou-4 kai HAiou-3. To didotnua yia 1o €0pog padag agloviou amd 0.65-1.01 eV TTapouciadeTal 01O
YKpiCo dia@aveég didotnua. H kitpivn wvn TTapouciddel TUTTIKA BewpnTIKG JovTéAa evw dlakpivovTal Ta
opla atod Toug aoTépeg Tou OpigdvTtiou Topéa (HD stars), Ta 6pia atrd TV Bepuf okoTev) UAN (HDM)
Kal n ouykpion ue 1o lattwvikd HAlookoto SUMICO.

2NMAVTIKA €ival €TTionNg N CUPPOAR TNG TTapoUoag £pyaciag oTnv €peuva yia TNV avalitnon
owpaTidiwv ZkoTtelvig Evépyeiag. Zwuatidia 6TTwg o1 XaPaIAéoVTEG, €ival OUUQWVA  HE
TTPoo@aTa BewpnTIKA POVTEAQ, UTTOWAPIO Yia TNV ZKOTEIV) Evépyela n oTToia emTaxuvel TNV
OI00TOAr} TOU CUUTTAVTOG.

O1 xapaiAéovTeg ptTopouv va dnuioupynBouv o€ pia Treploxr Tou HAiou og atréoTtaon 0.7 Ro
atTo TO KEVTPO ToU. 270 CAST £xouv AdN Yivel ETPAOEIG YIA TNV METPNON NAIGKWY XOUAIAEOVTWV
ME TNV Xprion Tou HAlooKoTTiou O€ KEVO. 2€ avTioTolXia he To gaivopevo Primakoff n avixveuon
TOUG UTTOPEI va YiVEl JE TNV €EQAPUOYA TOU EYKAPOIOU PayvNTIKOU TTEQIOU TOU payvhTn Kal TNV
XPron TOU VEOU aVIXVEUTA XapNAWYV evepyeiwv akTivwy X InGrid (<1 keV).



Ta mpwta dnuooicupéva atroteAéopara Tou CAST Bdlouv éva Avw O6plo oTnv oTaBepd Ceugng
XOAMAIAEOVTA-QWTOVIOU

B, <9.26-10'° at 95% C.L

O1 nANIaKoi XAPAIAEOVTEG UTTOPOUV ETTIONG VA AVIXVEUTOUV ATTO TNV AAANAETTIOPACH TOUG PE TNV
UAn péoo TnG TTieong TNG akTivoBoAiag Toug (radiation pressure) o€ PIKPO-PEUBPAVN N OTToIx
MTTOPEI VO PETOKIVEITAI HEOA O€ PIa OTITIKN KOIAOTATA (Fabry-Perot). ‘Evag tétoiog aiobntripag
(ovopagdéuevog KWISP) €xel kataokeuaoTei oto IlvoTitouto INFN oTtnv ITaAia kai TTpokeITal va
xpnoigotroinBei oto CAST avtikaBioTwvTag Tov InGrid avixveuTh.

Eikéva 7. Apiotepd n okl koIAOTnTa Fabry-Perot péoa oTtnv otmoia €ivalr TommoBeTnuévn n
MIKpOPEUBPAvN. Acgid @aivetal n Smmx5mm, mdayxoug 100 nm pIKpoueuBPAvVN KOTAOKEUAOHUEVN aTTO
SizNa.

2TNV TTapoUCa pyaacia £yIvav TTPOCOPOIWOEIG OTTWG TTEPIYPAPOVTal 0TO KEQAAaio 10.6, ye Tnv
MEBODO TWV TIETTEPACHPEVWYV  OTOIXEIWV  YIO TOV  XAPOKTNEIOMO Twv I8IOTATWY  TNG
MIKpoueupBpavng.  Me xprion Tou Tpoypdupatog Ansys 15.0 €yive o oxedloOPOG, N
MovTEAOTTOINGN Kal N avaAuon Twv TPOTTWYV TAAAVTWONG TNG MEPPBPAVNG N oTToia £XEI TTpOEvTaon
800 MPa. Zko1ré¢ TNG avaAuong autrig ATav va eAeyxBoUv Ta TTEIPAPATIKA OTTOTEAECUATA UE TO
BewpnTIKO HOVTENO TNG TTPOCOPOIWONG YIA:

1. Tov umrohoyioud TnG euaicBnoiag duvaung (force sensitivity) Tou aioBnThpa pe TNV
XpPnRon tng «otabepds eAatnpiou» TNG MEMPPAVNG. H apxikr) povTeAoTToinon €ixe oTdXo
VQ TTPOCOPOIWOEI TNV PJIKPOUEUBPAVN YE Eva aTTAG eAaTrpIO.

2. Tnv €0peon Twv KAVOVIKWV TPOTTWV  TaAdvTwong TG MePBPAvVNS KaBWwS Kal TNG
1I8100UXVOTNTAG QUTAG.

3. Tov uttoAoyioud Tou d¢iktn TTo16TNTAG (Quality factor) Tng pepBpdvng.

Ta amoteAéopaTta ATAvV TTOAU IKAVOTTOINTIKA KAl O€ TTAAPN AVTIOTOIXia PE TA TTEIPANATIKA
ATTOTEAEOUATA TA OTTOIO TTAPOUCIAdovTal avaAUTIKA 0TO Ke@AAaio 10.6.
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1. Dark Matter

1.1 Introduction

Dark matter is a non-baryonic type of matter that accounts for the total amount of mass in the
Universe. After many observations, starting with the pioneering ones, of Jan Oort in 1932 and
Fritz Zwicky in 1933, physicists have discovered that a large mass constitute of the Universe
exists in a non-luminous and non-absorbing form. The evidence of the missing mass came up
by observing the rotation curves and orbital velocities of stars in the Milky Way, as also the
orbital velocities of galaxies in clusters of galaxies. The velocities of various luminous objects
(stars, gas clouds or entire galaxies) reveal that these objects move faster than expected if they
only felt the gravitational attraction of other visible objects. The existence of Dark Matter (DM)
became plausible after the observed gravitational lensing of background objects by galaxy
clusters, the temperature distribution of hot gas in galaxies and clusters of galaxies and recently
the pattern of anisotropies in the cosmic microwave background.
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Figure 1.1 Radial velocity of NGC 6503 cluster. The halo, disk and gas velocities contributions are

also shown.
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F. Zwicky, observing the radial velocities of eight galaxies in Coma cluster [2], found an
unexpectedly large velocity dispersion ov = 1019+360 km s From these observations, he
concluded that for a velocity dispersion of ~1000km s* the mean density of the Coma cluster
would have to be ~400 times greater than that derived from luminous matter. According to the

observations there should be some kind of matter to hold galaxies together in the cluster.

In our typical spiral galaxy Milky Way, we live at a distance ~8.5 kpc from its center, while stars
and gas extended out to a distance ~10kpc. If the visible stars and gas provided all the mass
in the Galaxy, according to the Keplerian relation v2=GMons/r, the rotation velocity should decline
at a distance larger than 10kpc. Instead, one observes that rotation curve remains constant at

much larger radii.

The DM envelops the galactic disc and extends well beyond the edge of the visible galaxy. This
is the called Galaxy Dark Matter Halo and it consists of DM that cannot be observed directly.
Radio observations from light emission from neutral atomic Hydrogen reveal the absence of
any visible matter to account for the increase of the rotation velocity and implies the presence

of unobserved (i.e. dark) matter.

The DM halo, with mass density p(r) ~1/r?, leads to a lower bound of the DM density, Qom>0.1,

where Qx=px/pcrit, and pcrit being the critical mass density that corresponds to a flat Universe.

Another evidence for the existence of DM in the Universe is by making accurate measurements
of the cosmic microwave background fluctuations. WMAP is able to measure the basic
parameters of the Big Bang model including the density and composition of the universe.
WMAP measures the relative density of baryonic and non-baryonic matter with an accuracy of
order 1 to 10°. The cosmic microwave background (CMB) is an almost-uniform background of
radio waves that fill the universe. The CMB is, in effect, the leftover heat of the Big Bang itself
- it was released when the universe became cool enough to become transparent to light and
other electromagnetic radiation~100,000 years after its birth.
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Figure 1.2 The angular fluctuations in the cosmic microwave background (CMB) spectrum provide

evidence for dark matter.

The small scales anisotropies in the Cosmic Microwave Background (CMB), which are found
by studying its power spectrum, can give us information about the dark matter density. The
angular scale of the first peak determines the curvature of the universe. The next peak—ratio
of the odd peaks to the even peaks—determines the reduced baryon density. The third peak
can be used to acquire information about the dark matter density.

According to the WMAP team, the universe is 13.798 + 0.037 billion years old, and contains
4.9% ordinary matter, 26.8% dark matter and 68.3% dark energy.

Dark matter plays a key role in structure formation because it feels only the force of gravity. As
a result, dark matter begins to collapse into a complex network of DM halos, well before ordinary
matter. Without DM, the epoch of galaxy formation would occur substantially later in the
universe than observed. The dark matter is therefore crucial for understanding the evolution
and present structure of galaxies, clusters, superclusters and voids. The rate at which
structures formed in the universe, implies a matter density of 1/4< Qm < 1/3, which is far more

than observed in our local universe.
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There is another constraint that can be extracted from the Big Bang nucleosynthesis (BBN) era.
BBN takes place between eras with (CMB) temperatures T~ 3 MeV and T ~ 10 keV, in the
cosmic time window t = 0.1 = 10* sec, and may be characterized as a freeze-out from nuclear
statistical equilibrium of a cosmic plasma at very low (~ 107°) baryon-to-photon number ratio. It
produces the bulk of “He and ?H (D), as well as good fractions of the 3He and ’Li observed in
the current Universe, whereas all other elements are believed to be produced either by stars or
cosmic rays. A part of the dark matter can be in the form of dense baryonic matter, such as
planets and black holes. BBN however places a firm upper limit on the maximum baryonic
density. To develop a consistent ratio with absorbed abundance ratios, it requires the baryon

density to be far below the total matter density Qm, with value: Qb < 0.05.

Another way to study DM is by its gravitational effects on more easily visible particles. The most
direct method for this is “gravitational lensing”, the deflection of photons as they pass through
the warped space-time of a gravitational field. Light rays from distant sources are not “straight”
(in a Euclidean frame) if they pass near massive objects, such as stars, clusters of galaxies or
dark matter, along our line of sight. In practice, the effect is similar to optical refraction, although
it arises from very different physics. The effect was first observed in 1919, during a solar eclipse
in front of the Hyades star cluster, whose stars appeared to move as they passed behind the
mass of the sun. This was also the first verification experiment of general relativity. Although
neither Einstein nor the observers saw any further uses for the effect [3], Zwicky suggested that
the ultimate measurement of cluster masses would come from lensing [4], and it has indeed

become the most successful probe of the dark sector.

Gravitational lensing is most easily observable around a dense concentration of mass like the
core of a galaxy or cluster of galaxies. In the “strong lensing” regime, nearby space-time is so
warped that light can travel along multiple paths around the lens, and still be deflected back
towards the observer. The effect is strong enough to produce multiple images, arcs or even

Einstein rings.

Most lines of sight through the Universe do not pass near a strong gravitational lens. Far from
the core of a galaxy or cluster of galaxies, the light deflection is very slight. Weak gravitational
lensing is thus an intrinsically statistical measurement, but it provides a way to measure the
masses of astronomical objects without requiring assumptions about their composition or

dynamical state.
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Figure 1.2 On the left strong gravitational lensing as observed by the Hubble Space Telescope in
Abell 1689 cluster. The strong gravitational lensing creates multiple images near the cluster core. On
the right The Bullet Cluster of galaxies is depicted. The total projected mass distribution reconstructed
from the weak and strong gravitational lensing is shown in blue, while the x-rays emitted hot gas is

shown in red (Chandra X-ray Observatory)
Historically, three categories of dark matter candidates had been postulated.

-Cold dark matter (CDM), the form of DM that the constituent particles move slowly compared
with the speed of light when structures formed in the universe. Cold matter is necessary to

explain the large-scale structure of the universe.

-Hot dark matter, which consists of particles that travel with ultra-relativistic velocities. The
best candidate for the identity of hot dark matter is the neutrino. They only interact by weak
interaction and gravity. Hot dark matter cannot explain how individual galaxies formed from the
big bang. The microwave background radiation as measured by the COBE satellite is very
smooth and fast-moving particles cannot clump together on this small scale from such a smooth

initial clumping.

Warm dark matter (WDM), has properties between those of hot DM and cold DM. The most

common WDM candidates are sterile neutrinos and gravitinos.

CDM matter is currently the area of greatest interest for DM research, as hot dark matter does
not seem to offer viable ways for galaxy and galaxy cluster formation, while most particle

candidates become non-relativistic at very early times, hence are classified as cold.
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1.2 Dark Matter particles

All current models of DM use the standard concept of quantum field theory to describe the
properties of elementary DM particle candidates [3]. They can be characterized by the mass
and spin of the DM patrticle. The mass of the proposed candidates spans a very large range as

can be seen in the Table 1.

Type Particle Spin | Approximate Mass Scale

Table 1. Properties of various Dark Matter Candidates

WIMPs are considered one of the main candidates for cold dark matter, the others being

massive compact halo objects (MACHOs) and axions.

WIMP-like particles are predicted by R-parity-conserving supersymmetry, a popular type of
extension to the standard model of particle physics, although none of the large number of new
particles in supersymmetry has ever been observed. The main characteristics of a WIMP are:

e Interaction only through the weak force and gravity and possible interactions with cross-
sections no higher than the weak scale.

e Large mass compared to standard particles.
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The axion remains one of the earliest suggestions of a viable particle candidate for dark matter,
and in fact one of the most attractive. This is not least due to the fact that its existence was
motivated by solving the strong CP problem in particle physics.

The axion is a hypothetical elementary particle postulated by the Peccei—Quinn theory in 1977

to resolve the strong CP problem in quantum Chromodynamics (QCD) [5].
The basic properties of a candidate DM must satisfy the following
1. It must be stable or long lived, which can be achieved by an appropriate symmetry

2. it should be electrically and color neutral, as implied by astrophysical constraints on

exotic relics

3. it has to be non-relativistic, which is usually guaranteed by assuming that it is
adequately massive, although even very light particles such as axions can be non-

relativistic for different reasons

22



2. Axions

The Strong CP problem

Elementary particle physics is described by the gauge theory of the standard model including
the strong, weak and electromagnetic interactions. But there is still an unresolved problem in
the theory that cannot explain why the predicted violation in weak interactions, that is the charge
conjugation times parity (CP) symmetry, is not observed in strong interactions.

This is the unsolved question that is widely known as the strong CP problem.

Quantum Chromodynamics (QCD) is a non-Abelian field theory that describes the mechanism
of strong interactions between colored quarks and vector gluons. The calculations in the theory
are generally perturbative, meaning that particles and interactions are defined by expanding
the field around the ground state or vacuum.

The QCD Lagrangian that describe the interactions between quarks and gluons is
= a-(ivH 1 a Ky
Lpert = qr (l)/ Du - mf)Qf - ZGqua (2. 1)
f

where f is referred to all flavors of quarks, g are the quark fields with constituent quark masses
ms, Gz are the eight vector gluon fields with a=1,...,8. D# represents the covariant derivative
and is defined as

D, =8, +igT,G (2.2)

The termsy*, are Dirac matrices connecting the spinor representation to the vector
representation of the Lorentz group.

In the limit of vanishing quark masses my — 0 , the QCD Lagrangian for f flavors is invariant

under global axial and vector transformation and has a global symmetry: U(f)vxU(f)a. As muand
md <<Aqcp are relatively small compared to the dynamical scale of the theory, one would expect
the strong interactions to be approximately U (2)vxU(2)a invariant.

Experimentally, it is found that the vector symmetry corresponding to isospin times baryon
number, U(2)v = SU(2)xU(1)s , is a good approximate symmetry of nature and leads to baryon
number conservation. But quark condensates <uu>, <dd> are breaking down the axial
symmetry spontaneously. The axial symmetry U(1)a =U(2).-r should lead to a symmetry
between left and right handed quarks, which has not been observed in nature. As a general
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theorem, whenever a continuous global symmetry is spontaneously broken, the spectrum will
have a massless spin-zero boson (Nambu-Goldstone boson)

Following the above mentioned theorem— four Goldstone bosons are expected according to the
Lagrangian (Equation 2.1). Three of them (corresponding to the SU(2)a breaking) have been
noticed. The pion triplet 7, 1% w*.However the expected fourth boson that in case of
SU(2)xSU(2) symmetry is the n, has a mass of 548 MeV and it is far too high compared to that
of pions. The absence of a satisfactory candidate for the fourth Goldstone boson is known as
the U(1)a problem [6].

2.2 Axions and the QCD vacuum

The resolution of the U(1)a problem came through the realization by 't Hooft [7] that the QCD
vacuum has a more complicated structure.

't Hooft [[3], [6]] bypassed the problem by introducing an anomalous breaking of U(1)a, which
resulted in an additional term Lg to the Lagrangian. Anomalous here has the meaning that it is
not a really anomalous one, but it is broken by quantum effects.

QCD vacuum has infinitely degenerate vacua, topologically different and the transition from one
vacuum class to another is classically forbidden. But because of the quantum tunneling, the
transition has a non-zero amplitude. Instantons can give a solution, in which a vacuum of class
n-1 evolves into another vacuum of class n. The integer n is the topological winding number
that labels each of the vacua. The superposition of an infinite number of vacuum states, that is
the ground state denominated as 6-vacuum, can be expressed as:

(ee)

|0 >= z e n > (2. 3)

n=—oo

By taking into account the electroweak interactions, the parameter 6 is transformed as:
0 = 0 + arg(detM) (2. 4)

where M is the quark mass matrix and 0 effectively takes into account both QCD and
electroweak information.

The effect of the 08 -vacuum is introduced in the Lagrangian of the QCD as an additional term:

Locp = L+ Lg (2. 5)
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The following term in the Lagrangian allowed by the gauge symmetry is

2
A g ~ UV
Ly = QmGﬁvGa (2. 6)
where g is the coupling constant and G, is the gluons field strength tensor. Its dual Ga is given
by

1
Gy = &1 P76y (2.7)

The arbitrary parameter 6 is an angle between 0 and 21r.

The CP-violating term is not invariant under CP transformations, so it could be large unless the
parameter could be really small. Experimentally, CP violation is not observed in strong
interactions.

The CP-violating term contributes to the neutron electric dipole moment (nEDM) of order [8]

4 = efm, 2. 8)
n — 2 )
my
where
m,m
my = _ud (2.9)
mu + md

and my is the neutron mass.

Recent experimental bound on the NEDM reads |dn| < 2.9% 107%%e cm (90% CL) [9]. This leads
to the constraint on the 8 parameter as 6 <0.7 x 107L. This low 6 value is allowed, but it would
imply that either both contributions in Equation 2.5 are really small, or that they cancel
themselves, leading to a fine tuning of both parameters.

There seems to be no reason in the SM why 8 must be so small. The question of why, the term
that violates the CP symmetry cannot be omitted by the theory because of the vacuum topology
and the 8 parameter that emerges from two independent contributions is so small, is known as
‘the Strong-CP problem”. The strong CP problem cannot be solved in the Standard model
theory approach [11], [12].
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2.3 Approaches to the Strong CP Problem

One easy and attractive way to solve the strong CP problem of QCD is to introduce a massless
quark. If the lighter u quark had only a bare mass, meaning that has no interaction with the

Higgs field, but it became massive only by the other quark interactions through quantum effects
and by instantons interactions, the CP problem would not exist.

An axial global transformation of uz quark can modify the L4 Lagrangian by 8'=8-+a but can
also introduce a complex mass component in m,, that is physically forbidden. But in the case
that m,, = 0, we can freely rotate the fermionic field and cancel the anomaly term, leaving
unaltered the Lagrangian. The massless quark solution, from a theoretical point of view, solves
the problem by ejecting the & term that violates the CP symmetry. But experimentally, one
cannot insist that the lighter u, d, s quarks are massless, though, the experimental errors that
incorporate into the mass ratio of m,,/mgzand m,;/mgsare enormous. [13]. One can estimate

that m,~4MeV and that m,,/m = 0.56. So it seems that the massless quark scenario is not
viable although the small quark mass could emerge from instanton effects with heavier quarks.

Another possible solution to the strong CP problem is given by considering the CP symmetry
spontaneously broken. This is interesting and one can set & = 0 at the Lagrangian level.
Theories of spontaneously broken CP symmetry, although seemingly attractive, need complex
vacuum expectation values (VEVS), leading to more difficulties in the theory. The biggest
drawback of this “solution” to the strong CP problem, is that experimental data are in excellent
agreement with the Cabibbo-Kobayashi-Maskawa model where CP is explicitly, not
spontaneously broken.

Peccei and Quinn approach to the Strong CP problem, was, that they introduced a
spontaneously broken global chiral symmetry, U(1)rq for the QCD Lagrangian, that effectively,
rotates the B-vacua away. This solution is perhaps the most cogent to the strong CP problem.

They proposed to solve the strong CP problem treating € not as a parameter, but as a

dynamical variable which allows different states with a vacuum state at 0 =0, leaving no
strong-CP violation. From the breaking of the symmetry a pseudo Nambu-Goldstone boson
emerges, the axion. The chiral symmetry U(1)rq, which is spontaneously broken at the energy
scale, f,, resulting in the Lagrangian which introduces the axion field a and its coupling to
gluons.

2

_4. 9
fo’ 32m?

L, Gy G, (2. 10)
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where ¢ is a model depended parameter, and f, a free parameter that is well known as the
Peccei-Quinn scale.

The axion field under a U(1)rq transformation, translates to

a(x) - a(x) + af, (2. 11)

In order to make the Lagrangian of the Standard model U(1)rq invariant, the axion interactions
must be augmented.

2

g

LQCD = Lpert + ém vaggv + L, (2.12)
1 2 a g* s
L, = _E(a“a) + 5_‘132772 GL'GE, (2. 13)

The first term in 2.13 is the kinetic energy of the axion field and the second term represents the
interaction of axions with gluons.

L, is the additional contribution of the axion field to the effective potential Ves of the QCD
Lagrangian and the minimum of this potential determines the vacuum expectation value (VEV)
of the axion field < a >

av, Ea g° ~
ff
aJa
It forces the VEV of the axion field to have a value
(a) = —];—“é (2. 15)

For this value the term Géfv(jﬁ‘v vanishes, so it cancels out the 8 term and provides a dynamic
solution to the strong CP problem.

Obviously, the Lagrangian (1.23) no longer has a CP-violating 8 term. Expanding Ve at the
minimum gives the axion a mass because of the potential curvature.

aZVeff ¢ gf

2 —_> —
da? ) fou32m?% 0

mg = {

(G GE_ o 1o (2. 16)

?9

In that way the axion, is the most attractive and elegant solution to the strong CP problem and
what is left is for it to be discovered.
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Standard axion

The SM of particle physics does not contain any particle qualified as a dark matter particle. But
extensions of the SM do, providing viable particle candidates as axions. The axion being the
pseudo-Nambu-Goldstone boson of the Peccei-Quinn solution to the strong CP problem is a
strongly motivated particle candidate. As shown by Gerardus’t Hooft, QCD possess a non-trivial

vacuum structure that permits the CP violation. The strong CP violating term @, which includes
the weak interactions effect, appears as a SM input parameter. Although, large CP violating
terms would induce a large electric dipole moment of the neutron (nEDM), that is not

experimentally observed, leading us to the conclusion that the ] parameter must be extremely
small.

By introducing the axion with appropriate properties the strong CP problem can be solved. In

the original PQ model [13], they proposed to implement the ] parameter as a dynamical field
(particle). This is accomplished by adding a new global symmetry (U(1)ro symmetry ) that is

spontaneously broken and as a result the axion appears relaxing the CP violation term 0 to
zero. This is the reason Wilczek gave this new particle the name of a laundry detergent. It has
the notion that axion can “clean up” the strong CP problem in physics.

2.3.1 Axion Properties

The axion, being a very light neutron pseudoscalar particle, interacts very weakly with matter
and its properties depend on the Peccei-Quinn breaking scale fa. Axion properties can be
defined via the axion mass ma and its coupling to other particles, which are inversely

proportional to f,, .

ma~1/fa & gai~1/fai

Figure 2.1 The triangle loop of the interactions of axions to gluons, where gs is the strong coupling

constant and gzthe axion-fermion Yukawa coupling.
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2.3.2 Axion Couplings

Axion models are related to axions interactions with various fundamental particles. Axions
interact mainly with gluons and photons. In some models however axions can interact with
fermions, like electrons or nucleons [16]. The models that have been proposed can be divided

in two categories, depending on the size of f,, and the coupling to other particles g,;.

2.3.1.1 Axion -Gluon coupling

The global U(1)rc symmetry is spontaneously broken due to the axion’s anomalous triangle
coupling to gluons as can be seen in Figure 2.1.

The coupling to gluons, as a result of the chiral anomaly of the U(1)rc leads to the

as

L. -~ =
“ e,

aGy’ GE, (2.17)

where g is the fine structure constant of the strong interactions. Although axions are massless,
they obtain their mass via the interaction with gluons following the equation above.

This interaction can induce transitions to qq states leading to the neutral pion. That means that
axion and 1% are mixing with each other so the axion acquires a small mass given by the relation
Mgy fo~M0 fr where m,0=135 MeV and f;; ~92 MeV [16]. In more detail one finds

z'/? fomg  0.60 meV

_ _ 2. 18)
1+z fA fA/loloGeV

my

where z = m,, /m,. The value z =0.56 is used, but the range z =0.35-0.60 is also acceptable.
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2.3.1.2 Axion-Photon coupling

The axion two-photon interaction is the most important and arises because of the axion-pion
mixing. This interaction plays a key role for many searches and is described by the Lagrangian

1 ~ - —
where F is the electromagnetic field-strength tensor, F its dual and o the axion field. The axion-
photon coupling strength g, with the dimension (energy)tis given by

a <E 2(4+Z+W)>

N 3(1+z+w) (2.20)

9or = "2a,

where a =1/137 is the fine structure constant and z, w are the mass ratio of the u to the d
quark and the u to the s quark respectively.

z=my,/my = 0.553 + 0.043 (2. 21)
w =m,/m, = 0.029 £+ 0.004 (2. 22)
Using the quark mass ratios for z and w, the coupling strength can be re-written as:

_ a
Y = onf,

E
(N ~1.95+ 0.08) =——Cy (2. 23)

a
27 fq
- E -
The coupling constant depends on the model-dependent factor ﬁ the ratio of two anomaly

coefficients, E = ZZfoQ]%Df the electromagnetic anomaly and N =Zfo the color

anomaly of the axion current, where Xf and Qf denote the PQ and the electric charges
respectively. In the existence of external electric or magnetic fields, this type of coupling allows
both the axion decay @ — y and conversion through the Primakoff effect @ < y.

E E
Large values of ﬁ can enhance the axion-photon coupling, while values of E~2 suppress it.
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/ y

Figure 2.2: Diagram for the interaction of an axion with two photons via a fermion triangle loop. Two
Feynman diagrams contribute to the axion-photon coupling: coupling of the axion to two photons via a
triangle loop through fermions carrying PQ and electric charges (left image), and axion-pion mixing (right
image)

2.3.1.3 Axion-fermion coupling

In some models axions can also couple with fermions, like electrons and nucleons. Electrons
and quarks would show Yukawa coupling to axions if they carry PQ charge. Free quarks do not
exist due to confinement below the QCD scale ~200MeV, so one can study the effective
coupling of axions to nucleons.

The interaction with a fermion can be described in a general form:

Cfmf _
Laf = ﬁlzuf]/ﬂ]/qufaﬂa (2 24)
where Cris the effective PQ charge, mt is the fermion mass and ¥ is the fermion field.

The dimensional parameter

Crm
_=rf
Jer =28,

plays the role of a Yukawa coupling with the fermion. The axion coupling for electrons in terms
of the axion mass is given by

C,em m
Jae = “;a ° = (,,0.85 x 10—108—;‘ (2. 25)

where m,, is expressed in eV and C,, is a model depended parameter.
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In the KSVZ axion model C,, = 0 at the tree level' although some couplings induced by
radiation can exist [17].

In the DFSZ model
Cqe = c0S*B/Ns (2. 26)

where cos?f is the vacuum expectation values x and Nf the number of families, which is 3.

Figure 2.3 Direct coupling of an axion with an electron on the left, which is valid only for DFSZ
axions. Right image: higher order coupling of an axion and an electron [16]

When two nucleons collide in a dense hot star as in a supernova, one of the axion emission
processes appears and it is the nucleon bremsstrahlung as shown in the Figure 2.4. In the
axion-nucleon coupling the PQ charge is given by ~30% of protons and 70% of neutrons in the
supernova core region?,

N

Figure 2.4 Coupling of an axion with a nucleon

! In general tree diagrams are those without closed loops. Loop diagrams ( those with internal closed loops ) tend to have
larger powers of the coupling constant ; i.e. the right image of the Feynman diagram in Figure 2.3

2 When the iron core of the supernova begins to collapse the ratio of protons and neutrons is N,/N,~0.4. Later on N,
decreases because during the infall phase the v. escape before all neutrinos are trapped.
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C,n = \/O.BCO%p + 0.7C2, (2. 27)

The axion couples to the axial vector current of the fermions, i.e. to the particle's spin, so that
the axion-proton interaction strength depends on the proton spin.

The mixing of axions with 77 and 77 can lead to an effective coupling with nucleons with
equivalent PQ charge Xp' for protons and X, for neutrons according to Cr = Xf'/N where

N = unarqs Xy represents the absorption of the color anomaly. The coupling strength to
nucleons is related to the axion mass ma according to the relation

Cym
Jan = % =Cy-1.56-10""m, (2. 28)
a

The charges for proton and neutron are [17]
Cop = (Cy —m)Au + (C, —nz)Ad + (C; — nw)As (2. 29)
Con = (C, —m)Ad + (C4 —nz)Au + (C; — nw)As (2. 30)

wheren = (1+z+ w)~1 and Au is the fraction of the nucleon's spin carried by the u quark
and the rest respectively

Au = +0.85
Ad = -041
As = —0.08
with uncertainties of £0.03 each [16].
In the DFSZ axion model,
sin?p
C, = 2.31
u N, (2. 31)
cos?p
C; = C, N, (2. 32)
Using the relations
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Cy, — Cq = —cos2/N¢ (2. 34)
Cqg=Cs =Cpe (2. 35)
with number of families Ny = 3 we obtain the proton and neutron PQ charge
Cap = —0.10 — 0.45cos?B (2. 36)
C,n = —0.18 + 0.39co0s?pB (2. 37)

where f is a parameterization of C, = coszﬁ/Nf, In the KSVZ axion model which only

assumes axion interactions with hadrons and C,, = C; = C; = 0 the relation gives

Cop = —0.39

Cpp = —0.04

2.3.2 Axion models

Axion properties and the coupling to matter depend on the axion model used. The axion can
be seen in the context of different models. The parameters that distinguish the two major axion

model classes are the size of the PQ scale f,,, which is inversely proportional to the axion mass
m, as mentioned. Axions in generally can mix with pions in a way that the axion mass and its
coupling to photons must be f;/f, times those of 7¢. The two main axion model branches are:

e f,small - m, large: Visible axion

e fu large »m, small: Invisible axion

Visible Axions

The standard axion model as it was originally proposed by Peccei Quinn and extended by
Weinberg and Wilczek (PQWW) [11]. In this model the axion has, a decay constant that is

related to the electroweak constant f, — fiyeak ~250GeV, implying an axion mass of the order
of ma ~200 keV. In this model, one needs to introduce two independent Higgs fields, ®1 and
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2, in order to describe the PQ mechanism. Quarks, leptons and intermediate bosons of
PQWW theory acquire a mass, because the vacuum expectation values of the Higgs doublets
are supposed to be non-zero. The symmetry must be spontaneously broken at an energy scale

fo that is equal to the electroweak scale [21].

The vacuum expectation values of the fields are fl/\/f and fz/\/i and the they follow the
relation

(2. 38)

Ly = f1Q,®qdg + fd&R(p;QL + fu Quug + fuaR(Ec-ll-QL (2. 39)

The ratio of the vacuum expectation values of the Higgs field is denoted by x = f; /f,. Bardeen
and Tye [126] used current algebra methods to estimate the axion mass in the PQWW model.
PQ current has a color anomaly and the axion gets its mass.

The axial vector current is constructed form the axion and quark - lepton transformations under
the CP symmetry are:

x 1 -
]gQ = f,0 a + Ez uytysu + ﬂz d y*ysd + (lepton currents) (2. 40)

where « is the axion field, u is the +2/3 quark charge and d is the -1/3 quark charge. The lepton
current is neglected for the axion mass estimation. Using standard current algebra methods the
axion mass is estimated by the divergence of the anomaly free chiral current.

a,jh —N(x+l)L(ﬂ“ u + dy*ysd) (2. 41)
;JPQ_ xmu+md VVS VVS '
The above equation gives:
Yy o 1\ Z _ _
mafa =N (X + ;) m(—mdﬁ/LU) — mu(dd))

2.42
N2  Z (2. 42)

= N? (X-l—;) —(1+Z)2m7zrofnz

where m, o = 135MeV and f, =93 MeV for the pion mass and decay constant
respectively, and Z = m, /m;~0.56 and N the number of quark doublets.
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Then the axion mass is obtained as:

1) VZ fymgo

1
~ — 2.43
12 7, _25N<x+x>keV ( )

my, =N (x +—
* X
and it is at least ~100 keV. However, several experiments have excluded the existence of the

'visible' axion. Such a quite light axion (O(100 kev)) has decay time (O(10 sec)) but in the
Crystal Ball experiment such a signal was excluded. They estimated the axion coupling with

gluons by determining the branching ratios for both / /1) and Y decays to y + a [127].
e J/Y andY decay

From the heavier meson decays J /Y (cC )andY (bE) we can extract useful information. The
decay rate of the heavier meson J/y to a photon plus an axion is given by:

B(J/Y - ya) « x? (2. 44)
and for Y decay :
B(Y - ya) x 1/x? (2. 45)

where the free parameter x is the ratio of the vacuum expectation values of the two Higgs fields.
To eliminate the free parameter we combine the equations (2. 44) and (2. 45)

+ - + - (Gchmb)z (2' 46)
B(J/Y »ya) B(Y »ya) =B/ > uTu”)B(Y - utu )W

= (144 0.3) x 1078

Gr is the Fermi coupling constant, m,. = 1.44GeV is the mass of the charmed quark and
my = 4.9 GeVl is the mass of the bottom quark and « is the fine structure constant.

The Crystal Ball experiment obtained an upper limit for [22]

B(J/¥ - ya) B(Y - ya) < 5.6 x 10710 (2. 47)

from which we conclude that

fo > 103GeV or my, < 6 keV (2. 48)

Hence the experimental search ruled out the originally proposed axion of the PQWW model.
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The invisible Axions

After the experimental exclusion of the PQWW axion, new ideas came up for the solution of the
strong CP problem keeping alive the attractive and elegant way of the PQ symmetry. The main

problem of the PQWW axion and the U(1)rq symmetry breaking scale f,was that it was related

to the electroweak symmetry breaking scale f,, .4 Physically, there is no favorite way of nature
to do that. Instead, new extensions of the PQWW theory appeared in a way that the symmetry
breaking scale could be much higher than the electroweak one f; > fear - In that case the
coupling of axion becomes weaker so much that it can have eluded all experimental searches.
It would be 'invisible'. In the invisible axion model the symmetry scale is an arbitrary parameter,
implying that the coupling of axions is not fixed. It is therefore preferable that the adjustment of

the strong CP parameter 6 = 0 works for any scale of f,. The invisible axion models introduce

a new electroweak Higgs complex scalar field o with vacuum expectation value (o) = Ja >

V2
fweak. The o field is not participating in electroweak interactions. U(1)rq Symmetry should be

broken by the vacuum expectation value of the scalar field o and the axion field, it is just the
phase of the singlet complex scalar field that can be described by the Lagrangian [23]

L= (auU)*(a“U) — V(o) = (GMJ)*(G”J) + u?c*o — A(c*0)? (2. 49)

where u is the mass and A the coupling. This Lagrangian is invariant under the chiral phase
transformation of the form:

o - elg (2. 50)

where a is a constant. This chiral symmetry is often referred to as the Peccei-Quinn (PQ)
symmetry U(1)rq .The potential I/ (o) is chosen to be a “Mexican” hat, with absolute minimum

at |o| = pr/\/E where pr is some large energy scale. Ground state is characterized by a
non-vanishing vacuum expectation value

(0) = (fa/N2)e'® (251

where @ is an arbitrary phase. It spontaneously breaks the PQ symmetry because it is not
invariant under the transformation of equation 2.49.

Then we may write
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L
V2

in terms of two real fields a and p which represent the “axial” and “angular” excitation. The

(2. 52)

0 = —=(fo+ p)ee/fe

V (o) potential provides a large mass for p, which will be of no interest for our low-energy case.
[24]

The main groups of models that have been considered in the invisible axion theory are the:

One is the Dine-Fischler-Srednicki-Zhitnitskii (DFSZ) axion, the so called GUT axion, where
one introduces additional Higgs doublets and they carry non-vanishing PQ charge as the light
quarks does [23].

The other is the Kim-Shifman-Vainshtein-Zakharov (KSVZ) axion, the so called hadronic axion
or heavy quark axion that has to introduce heavy quarks [24].

KSVZ Axion

In the frame of this scenario, axions decouple from ordinary particles, implying that axion
interactions with matter take place through the axion-gluon coupling introduced by PQ. Leptons
and quarks do not carry PQ charge while some exotic heavy quarks do. The statement that
C, =C, =C4 =C, =0, implying that the KSVZ axions do not interact with electrons and
qguarks at the tree level and this is why they are called hadronic axions.

Simplifying equation (2. 28) and taking into account that w < z it follows that,

(2. 53)

a (E 24+2\1+z m,
9oy = 5= )

_% N 3 \/E mnfn

N 314z
In the standard KSVZ model the ratio E/N is equal to zero, but different assumptions

depending on an anomaly for the E'/N ratio, related with the electric charge of the new heavy
guark introduced, can give values between 0 and 6.

That is

E
— =602, (2. 54)
N

and the charge Q,,, can take values Q.,, = 2/3,—1/3,1,0 [25]. In general there is no
physical motivation to introduce a new heavy quark.
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DFSZ model

This model was introduced by Dine, Fischler, Srednicki, Zhitnitskii [27] and allows axion
coupling to ordinary quarks and leptons. Because fermions carry PQ charge, there is no need
for exotic quarks and the axion couples directly to the Standard Model matter fields. The DFSZ
model can be introduced in GUT theories. In that case one should consider that in models
where the inflationary scale is super-heavy (SUSY GUT scale), large axion contribution to the
CDM is disfavored because WMAP set stringent bounds to the isocurvature perturbations that
emerge at the QCD phase transition.

The PQ field emerges with non-zero value at the end of inflation era, because the 8 -angle
acquires a superhorizon spectrum of perturbations and these perturbations turn into an
isocurvature perturbation in axion energy density. Kasuya and Kawasaki proposed an axion
model with isocurvature fluctuations and large scale structure observations or even the
PLANCK mission, which could see such existence with a huge blue tilt. However in the DFSZ

model, GUT theories predict E/N = 8/3 and the value ofg,,:

a

DESZ ~ —0,75
gay ana

(2. 55)

Figure 2.6 The various axion models coupling strength as a function of axion mass. [169]
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The Primakoff effect

The most interesting mechanism for axion production is the Primakoff effect [26] according to
which a real photon interacts with the static Coulomb field of a charged particle (usually a
nucleus) and an axion is produced. For hadronic axions that are not coupled to leptons, this is
the main production and detection mechanism. The differential cross section for this process
is:

dO'a_>y _ géyyzzaem ) ||ﬁa X ﬁ)/”Z (2. 56)
o~ 8m 5, — | |
”pa - p]/”

where Z is the nucleus charge that produces the Coulomb field and the axion interaction takes
place.

MWK

Y

AN

LA

nucleus

Figure 2.5 Left: A photon interacts with the electromagnetic field of a nucleus and an axion is
produced. Right: an axion is transformed to a photon in an external electromagnetic field.
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2.4 Why are axions a DM candidate?

As mentioned, WMAP measurements predict that 22% of the energy density of the present
Universe consists of CDM. The nature, origin and composition of this important component, is
still being explored and Particle physics along with Astrophysics can provide the candidate
particles out of which CDM can be made. The main properties of such a candidate must satisfy
the following:

1) It should be stable and long lived, which can be provided by an appropriate symmetry

2) It should be color and electrically neutral as implied by astrophysics constraints on
exotic relics

3) It has to be non-relativistic assuming that it is adequately massive, although it can be
very light.

The Standard Model of particle physics does not contain a particle that qualifies as a DM
particle. Extensions to the standard model do, however providing viable particle candidates.
The axion, that is the pseudo-Nambu-Goldstone boson of the Peccei-Quinn solution to the
strong CP problem, is a strongly motivated candidate particle. The axion has a lifetime

comparable to the age of the Universe today, t, = 14 Gyr. Because of their weak coupling
to matter, axions have a very low decay rate, i.e. the lifetime of the axion is governed by the
decay @ — y and itis:

E -2 f/N 5
~ 4.6-10% (— — 1.92) ("‘—) (2. 57)
ta S\ 1019GeV

for E/N = 0, this relation leads to an axion lifetime 7, > t, for f,,/N > 3 * 10°GeV and thus

m, < 20 eVl thatis a favored region as can be seen in the following section, from astrophysical
and cosmological constraints.

Axions satisfy the criteria necessary for cold dark matter:

(1) A non-relativistic population of axions could be present in our universe in sufficient quantities
to provide the required dark matter energy density and

(2) They are effectively collisionless, i.e., the only significant long-range interactions are
gravitational [28]. Axions have a very small mass

(2. 58)

1012GeV
my, = 6 X 107%V

fa
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but axion DM is non-relativistic, because cold populations are produced out of equilibrium.
Since axion mass is an arbitrary parameter, axions could favor the HDM contribution
component, in case that its coupling strength is strong enough, or the CDM component for

larger PQ scale factor, f,.

The HDM axions contribution could have been produced in the early Universe and thermalized
before the QCD phase transition (T~200MeV), in case f,, < 108 GeV.

There are three mechanisms via which CDM axions are produced: vacuum realignment, string
decay and domain wall decay.

2.4.1 Topological axion production

One important parameter is the temperature at which the PC symmetry breaks, Tpq . Which of
the three mechanisms contribute to the cold dark matter population depends on whether this
temperature is less or greater than the inflationary reheating temperature, Tp . It is the
temperature at which the axion mass, arising from non perturbative QCD effects, becomes
significant [30]. The axion mass becomes important at time t; , when m,t;~1 and the
temperature of the universe at that time is T;~1 GeV. At an early age, the universe
temperatures are greater than Tp, and the PQ symmetry is unbroken. At Tp(, the symmetry
breaks spontaneously and the axion field can have any value. Axion strings appear as
topological defects. If Tz < Tp( the axion field is homogenized over vast distances and the

string density is diluted by inflation. When Ty > Tp, the strings radiate cold massless axions
until QCD effects appear at temperature T{. Axion decay from string radiation has two
possibilities to occur in order to fulfill the expected axion spectrum. Either strings are oscillating
many times before complete decay, or a more rapid decay occurs. Rapid decay produces ~ 70
times less axions than slow string decay?3. At the time t1, when the universe temperature cools
down to T'1, the axion strings become the boundaries of N domain walls. In the case where N >
1, the domain wall problem arises because the vacuum is multiply degenerate and there is at
least one domain wall per horizon. For the case where N = 1 or T < Tpq, axion string density
is diluted by inflation. In the case where T > T pg, string and wall decay contribute to the axion
energy density, but in both cases there is no significant contribution to the density of cold axions.

8 Either strings oscillate many times before they completely decay and axion production is strongly peaked around a dominant
mode or much more rapid decay occurs, producing a spectrum inversely proportional to momentum [28]
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Axion models have spontaneously broken U(1l)rq symmetries and inflation, if occurred, it
occurred after the spontaneous breaking of this symmetry. Thus the axion production by this
mechanism depends on the average energy of the axion produced by string dissipation at time
t. The contribution of the axionic strings that turn into axions would be

-1.175
Oup h2 = mgeV
string 10_3

restricting the axion mass to m, = 10~*eV. Sikivie et al's reasoning [29] assumed that string
radiation goes more into kinetic axion energy and these axions would not increase significantly
the relic axion density, at least no more than the “misalignment mechanism” defying an axion
mass bound:

(2. 59)

m, = 107%eV (2. 60)

2.4.2 Vacuum realignment mechanism

Cold axions could have been produced by vacuum realignment for any Tp. For T < Tp,

inflation could lead to homogenization and the axion field should be single valued. The axion
field acquires a potential because of QCD effects and the axion field will oscillate in its potential.
These oscillations do not decay and contribute to the energy density of axions. The axion

expectation value in the early Universe is zero (8 = 0) but as it cools down to a temperature
range comparable to the PQ scale the axion field acquires a value 8, (initial “misalignment”).

AtT~A, where A is the confinement scale, non-perturbative QCD effects give the axion a
mass, which is temperature and time dependent. An effective potential is created

V(0) = mZ(T)f2(1 — cos 0) (2. 61)
in this case the initial axion field takes the value
o; = £, (2. 62)

where 6 the initial misalignment of the 8 parameter and 0 < 8 < m. At early times, the axion

mass is insignificant and 6 can have a constant value but when the universe cools down to the
critical temperature, the axion field will begin to oscillate in its potential. [31]

In the realignment mechanism, a field can take any value in the early universe, but later on it
rolls down towards the minimum of the potential. When it reaches the bottom, it overshoots the
minimum and starts to oscillate. In the case that the quanta of the field are cosmologically
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stable, these oscillations behave as a cold dark matter fluid. A scalar field ¢ of mass m, has

a Lagrangian of the form:
1 1 s o
L= > L PO*p — > Me® + L (2. 63)

where L;, includes the interactions of the field with itself and the rest of the particles in the
primordial soup. In each causally connected patch of the universe the scalar field has an initial

value @; .

If inflation already happened, @ is equal to ¢; for all the times of the universe. The equation of
motion in the expanding universe for the scalar field is given by the relation:

$+3Hp+mg =0 (2. 64)

[PV

Figure 27  Atthetimet; =2x 10 s (NIZW) , characterized by 3H(t;) = m,(t;), the potential

starts to oscillate [28]

The energy density in these oscillations of the axion field should not exceed the energy density
which closes the universe and can be defined as

1.175

1ueV
O h? ~ 1.9 x 3%1 (T’;—) 0%£(0,) (2. 65)
a
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where f(0;) is a function that incorporates all the inharmonic corrections on the axion potential
and h the Hubble constant .

Coherent oscillations produce the initial energy density that can be expressed as

1
pr = 5 7 (8)6F .60

where 6 is the initial, “misalignment” angle. The production of axions by this mechanism
accounts for the contribution to the dark matter density for some values of fa, which are given
by [150]

£, >7/6 (2. 67)

2 -
Q.h% =03 (1012

which can be compared to the total cold dark matter density .pp * h~0.13. That implies that

axions with mass ~10 ueV would be the only dark matter candidate, assuming abundance for
the axions of the same order. This value varies according to different producing mechanisms
(string and domain walls as also non-zero modes of the axion field) and a conservative limit for
the axion mass could be

my = 1075 eV (2. 68)

The results are defined in the case where axions were never in thermal equilibrium, the scale
f, is quite large (f,, = 108 GeV) and axions are weakly interacting. In the case where axions

would have been in thermal contact with the hot plasma, there should exist an invisible sea of
background axions but astrophysical arguments do not support this idea.

2.5 Astrophysical axion bounds

Axion emission by hot and dense plasma is an energy loss channel for stars. The rate of this
loss modifies the solar sound-speed profile, solar neutrino flux, helium burning lifetime of
globular cluster stars and also accelerates the white-dwarf cooling and alters the neutrino burst
duration of the supernova SN 1987A. Astrophysical phenomena provide us a natural laboratory
for high and low energy exploration of elementary particle physics. Especially for axions, stars
are well suited for sensitive axion tests because of the high energy available. Stars are potential
powerful sources of weakly interacting particles such as neutrinos, gravitons, axions and others.
The properties of stars should be altered in the case when those particles provide an additional
energy loss mechanism. Extensive research can show up these properties.
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The Sun would be ubiquitous the brightest axion source in the sky, since a photon can convert
into an axion in the presence of an external magnetic or electric field by means of the two
photon coupling:

. gany

Law _T u

vFWa = —gg, E - Ba (2. 69)
Yayy 1 the axion to y-y coupling constant, F the electromagnetic field-strength tensor and E,
B the electric and magnetic field respectively.

This is the so called Primakoff effect, which was first proposed for the creation of mesons in the
nuclei electric field. The high concentration of thermal photons in the presence of a strong
electromagnetic field of the stellar plasma, makes the Sun and stars in general, a rich source
for axion production and other similar particles like ALP's (axion like particles) paraphotons and
chameleons (Dark energy particles).

Using the standard solar model, the calculated solar axion luminosity is
L, = g%,1.85 x 1073 Lg (2. 70)
where Lo = 3.90 X 1025 W s the solar luminosity and
910 = Gayy/(1071°GeV ™) (2.71)
Solar axion luminosity cannot exceed the photon luminosity and that constrains
Jay < 3+10°GeV ™! (2.72)

In case gqy~2 — 5 * 10~%GeV =1 the Sun could live only for 1000 years. A more stringent

constraint could be given by a deeper study of the solar physics model. Existence of axions
with a stronger coupling constant would imply modifications in the actual Helium abundance in
the core of the Sun and this would change substantially the sound speed profile of the star that
can be diagnosed by Helioseismology. This provides a conservative limit

Jay <1%107°GeV ™1 (2. 73)
that corresponds to L, < 0.20Lg.

Enhanced solar axion emission increases the energy loss by nuclear burning and that would
increase the Sun temperature. Solar models with axion losses make it clear that a

Gay~4.5 * 10~°GeV 1 implies a 20% increase of the solar B neutrino flux. [31].
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The all-flavor measured value for 8B neutrino flux is 4.94 * 10°cm=2s~1. Therefore, the
measured neutrino fluxes put a limit on the coupling constant

Jaay <5x1071°GeV 1 (2. 74)

and that value corresponds to L, < 0.04Lg [164].
Globular clusters axion limits

A more restrictive limit on axion photon coupling g4, can be obtained by globular cluster stars,

i.e. stars that belong to a gravitationally linked system that formed at the same time and differ
in their mass. Stars on the horizontal branch (HB) have reached helium burning and they have
masses below Mg. They can be classified using a color-magnitude diagram (see Figure 2.8)
that represents the surface brightness vs. surface temperature. From this diagram one can
identify their state of evolution and estimate the accelerated consumption of helium due to axion
production that is related with the axion coupling.

Figure 2.8 A globular cluster color-magnitude diagram where the different evolutionary stages of
stars have a representative pattern distribution. The y-axis represents the brightness of the star, while
the x-axis is related with the surface temperature of the star, hot stars laying at the left of this plot. In
this map different types of stars can be distinguished, main sequence (MS): core hydrogen is burning,
main-sequence turnoff (TO): central hydrogen is exhausted, red-giant branch (RGB): growing radius till
helium ignites, and horizontal branch (HB) stars: helium burning in the core, between others. Extracted
from Ref. [31]
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The Primakoff energy loss rate should accelerate the helium consumption and reduce the HB
lifetime. The HB lifetime is calculated by the axion production and it could be reduced by a

factor of 1/ (1 + 3(g10)2/8) and can be measured relative to the red giant branch (RGB) time

evolution which is the ratio between the HB and RGB stars. This number ratio agrees with
expectations within 20-40% in any globular cluster and this error is of statistical origin because
the number of HB stars measured is typically around 100. The helium burning lifetime estimated
by 15 globular clusters, agrees with expectations within 10-15% and a reasonable conservative
limit for the coupling constant is [20]

Jayy < 10710GeV 1 (2. 75)

This globular cluster limit varies due to uncertainties and precludes Primakoff production of
axions, thatisy + Ze > a + Ze.

White-dwarf cooling

After the HB phase, stars ascend through the red giant branch evolving to the asymptotic red
giant branch (AGB). AGB stars have a degenerate carbon-oxygen core and helium burning in
a shell. The fast mass loss creates a “planetary nebula” which surrounds a compact remnant,
which is a white-dwarf, cooling down firstly by neutrino emission and later by surface photon
emission. The observed luminosity reveals that the cooling speed can constrain axion emission.

The derived limit results of the axion-electron coupling is
Agee < 1 X 10726GeV 1 (2. 76)

and it is similar to the globular cluster limit (2. 75). This limit evaluated according to recent
analyses allowing one to set a limit that corresponds to axion losses according to

e < 43 x10713GeV 1 (2. 77)
at a statistical 95% CL.

This axion limit is from the GC M5 (NGC 5904) and it is based on a large set of observations
from high precision photometry, while the predictions are based on contemporary stellar
evolution theory.

AXxions can interact with electrons in the vertex form

Celljeyﬂyslpeaua/zfa (2- 78)
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where C, is a model-dependent coefficient and the Yukawa coupling is usually defined as

Jae = Ceme/fy (2.79)

In the case of the DFSZ model the coupling with electrons is defined explicitly as

1
Yae = §tan2 (BYme/fo (2. 80)

where tanf is the ratio between the two-Higgs field expectation value. In WD's a
bremsstrahlung process that an axion-nucleus can increase the cooling rate of a white-dwarf
as follows

et+Ze—->Zet+e+ta (2. 81)

The cooling speed of a WD can also be tested by the period decrease of pulsating WD's (ZZ
Ceti stars). The additional cooling required, corresponds to m,~15 — 20 meV

where

Mg = MyCc0s2p (2. 82)

Supernova 1987A

The lowest-lying upper bound for the axion mass can be extracted from the SN1987A. The
core-collapse of a massive star evolves to a proton-neutron star of enormous density such as
that even neutrinos cannot escape. Remarkable, this collapse can produce in a few seconds
as much radiation as the Sun in its total lifetime. The axions produced in a proton-neutron star
are emitted by nucleon bremsstrahlung N + N - N + N 4+ a and depends on the axion-

nucleon Yukawa coupling g,y - In such a case, energy loss of the SN1987A would have the
following effects:

Firstly decrease the observed neutrino pulse in the IMB and Kamioka water Cherenkov
detectors (19 neutrinos in 10 seconds). The axion-nucleon coupling g,y can affect the cooling
time process by this additional energy loss channel. For small axion-nucleon coupling, axion
emission is too weak to alter the burst duration time. For larger coupling the burst duration
becomes shorter as the axion emission increases. Then it reaches the minimum in the case
where the axion mean free path is about the size of the SN. When axion-nucleon coupling
becomes larger, axions are trapped and they are emitted from an “axion sphere”.

49



||||ll1 |||I11‘ |||IIT1 ||||H lmlq TTIT

-

[« TN

Relative Cooling Time
[#:]
lllllllllllllllltl

A4
Free
.2 [— Streaming Trapping
u E vl o o el oud ol
10-12 10~10 10'“ 10°¢

Axion—Nucleon Coupling g,y

Figure 2.9 Burst duration in seconds vs. axion-nucleon coupling. On the left side, axions are emitted
freely from the entire core but on the right side axions cannot escape [166].

Secondly, in the case of “strongly” interacting axions, axions would have interacted with oxygen
nuclei, leading to y rays and increase the number of events to the detectors that registered the
SN1987A. So according to the observations axion-nucleon coupling range between

3% 1071°GeV ! < gy <3 % 1077 GeV ™2 (2. 83)

is excluded resulting in an exclusion range for the axion mass:

0.01eV <mKSV2 < 10eV (2. 84)

The detection of the neutrinos measured by the SN 1987A might lead to some uncertainties in
the axion mass range excluded. The statistics from the detectors mentioned is low and this
can lead to some incompatibilities. These results however plus the calculated astrophysical and
cosmological bounds on axion properties leaves only a relatively narrow window open to the
axion mass range.

CAST continues the exploration and the searching of axions in that allowed range. In the figure
below the astrophysical and cosmological bounds are summarized in parallel with the sensitivity
of some axion experiments that will be referred in the next section.
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Figure 2.10 Excluded axion mass regions according to astrophysical and cosmological bounds [31]

Axion detection experiments

In 1983, Sikivie [32], proposed that invisible axions could be traced by several experiments, all
based in the axion-photon conversion i.e. the Primakoff effect. The Primakoff effect describes
the conversion of photons into axions in the presence of virtual photons produced by external
electric or magnetic fields. These fields can be provided by the Coulomb field of the nucleus,
the electric field of charged particles in the dense hot plasma of astrophysical origin (Stars,
WD's etc.) or even a strong magnetic field in the laboratory. We can use the inverse process,
which is the axion to photon conversion to detect axions in most of experiments. Experiments
in which axions or axion like particles couple to photons can be distinguished in three types

e Axions of galactic origin — Axion Haloscopes
e Axions produced in the Sun — Axion Helioscopes

e Laboratory Axions — Laser experiments
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Axion Haloscopes

Microwave cavity experiments are searching for galactic halo axions that are resonantly
converted into RF photons, in a microwave cavity permeated by a strong magnetic field. Tuning

the cavity to adjust the resonant condition i.e. the cavity resonant frequency (w) matches the
axion mass mg, that is

hv = myc?(1+ 0(B?~1079)) (2. 85)
and axions will convert resonantly to photons according to conversion power

VB®p,Q

a

P = géw (2. 86)

where B is the magnetic field strength, V is the volume of the cavity and Q is the quality factor
of the cavity. The converted photons are measured by sensitive microwave receivers which
respond to the increased power related to the increased number of photons that have been
converted. For example a 5 peV axion quasi at rest would convert to a 1,2 GHz photon. The

predicted halo axion velocities ,8~10_3 can cause a spread in the axion energy and the relation

1
E = mgc?+ Emaczﬁz (2. 87)
would cause a variation of the order 10~®and this translates into a 1.2 kHz upward spread in

frequency of the converted photons.

Early attempts were made by the Rochester-Brookhaven-Fermilab (RBF) [34] and the
University of Florida Experiment (UF) [167]. These were proof-of-concept experiments because
of their small cavity size and high noise temperatures but they were able to scan and preclude
a range in the mass of axions

4.5 ueV <m, <16.3 pev

although they were not sensitive enough to reach the prediction of the theoretical axion models
(Figure 2.11)

A second generation experiment, the ADMX (Axion Dark Matter eXperiment) was built at the
Lawrence Livermore National Laboratory (LLNL) and has provided some constrains in the

region m, = 1.9 — 3.5 ueV, which translates into f,, = 1.8 x 1012 — 2.2 x 1012 GeV.
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A new experiment, called ADMX-HF is planned to operate at Yale University with better

sensitivity so to scan the parameter space of ALPs in the range 10 — 100 pueVand reach the
axion band.

A smaller experiment in Japan, CARRACK | (Cosmic Axion Research using Rydberg Atoms in
a resonant cavity in Kyoto) has been built, using Rydberg atoms and has searched for axions
at the 10ueV region. The experiment has been upgraded to CARRACK II, which intend to probe

in higher mass ranges and cover masses between 2 — 50 ueV.

Figure 2.11  Axion exclusion plot showing published and “long term” projected sensitivity of ADMX
and ADMX-HF programs. The KSVZ limit is called “hadronic” and the DFSZ limit is labels as Minimum
coupling.

2.6 CAST as an Antenna for relic axions

The last years in CAST the idea of implementing at one of the magnet pipes end, a “dish
antenna” that can transform CAST to an antenna for direct dark matter axions, is under
development [35]. The Dish Antenna can be also used for Axion Like Particles (ALP’s) and
paraphotons. By using the antenna at the end of the CAST’s magnet bore, the experiment is
transformed to a suitable Haloscope for streaming axions and other exotica. The antenna
reflective surface can effectively convert the dark matter particles into electromagnetic radiation
emitted perpendicular to the surface as shown in the Figure 2.12. By using a spherical surface
the emitted radiation is concentrated in the center of the sphere detector where it can be
detected. The advantages of this setup over conventional resonant cavities searches are the
following
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- the emitted power is proportional to the surface area and therefore possible to scale up

- The setup is sensitive to the whole mass range in one measurement without the need to
scan

- It provides sensitivity to higher masses that are difficult to access in cavity experiments

The limit for the axion mass provided for such a setup in the CAST experiment is

_.eV
m, = 10 Fforﬂs 1cm

In principle, the concentration mechanism is effective for the sensitivity of such an experiment
as long as the diffraction is small. The wavelength of the incoming particle should be much
smaller than the size of the dish antenna.

Figure 2.12  Non-relativistic dark matter particles are converted to monochromatic photons (black line)
emitted from the surface of a spherical dish antenna. The electromagnetic radiation is focused in the
center of the dish where a broadband detector is placed. The red line represents photons emitted from
other boundaries or from distant sources that are typically not focused.
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2.7 Optical and Radio Telescope searches

A search for optical line emission from the two-photon decay of thermally produced axions can
be searched with optical telescopes. The two-photon coupling of the axion will lead to
monochromatic line emission from axion decays to photon pairs. The axion life-time is much
longer than the Hubble time, but the density of axions in a galaxy cluster is high enough so that
the optical line emission of such decay could be detectable. This line should be detected
through the density profile of the galaxy cluster. Telescope searches for this emission line were
first attempted by observations of well-studied clusters ( Abell 1413, 2218 and 2256) at Kit Peak
National Observatory, in which a null search imposed an upper limit to the two-photon coupling
of the axion in the mass window

3el/l <m, <8eV

Recent observations [128] using spectra of the galaxy cluster Abell 2667 (A2667) and Abell
2930 (A2930), obtained with the Visible Multi-Object Spectrograph (VIMOS) Integrated Field
Unit (IFU) set up new upper limits to the two-photon coupling of the axion in the mass window

45eV <m, <7.7¢eV

that is a limit where many improvement factors have been used. The collecting area of the
telescope, the integration time and the observed collected area give a factor of ~13 more
stringer bound than in Ref [37].

Radio telescope searches include axions that would have decayed into photons in the radio
power spectra band. The assumption is that axions that decay in this radio emission line
dominate potential walls. The radio telescope at the Haystack Observatory was able to rule out
coupling constants of

Jay < 1.2X 107°GeV
and axion masses in the range

298 ueV <m, < 363 uelV
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Figure 2.13  Constraints on intensity as a function of wavelength for A2667 and A2390. CGS units for
o—1 _ .
specific intensity are erg cm™2s~'A “arcsec™?, andXi, =X/ (1012M@pix 2), where X is the

projected mass density of the cluster, measured using strong lensing. The over-plotted dashed lines are
theoretical Gaussian spectra for axion decays, with central wavelength A,, corresponding to an axion

mass of Mg oy = 24,800A(1 + 2) /4, .

2.8 Laser Induced axion searches

While solar axion experiments probe axions that would escape from the Sun, laboratory laser
experiments should produce axions from a polarized magnetic field in a transverse magnetic
field. The production and detection mechanism is still the same: the Primakoff effect. In this
way, purely laboratory bounds on axions or generalized pseudoscalars have also been
established. In addition to astrophysical axion searches, laser-based experiments can also
perform precise QED tests and search in parallel for other scalar or pseudoscalar (paraphotons,
milicharged etc.) particles that couple to photons . The principle mechanism is that axions are
produced through the interaction of polarized photons with the virtual photons of the applied
magnetic field.

)4 + Yvirtuat > @

In general, laser based experiments can be divided to the following categories:
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e the so called “Shining through the wall” or “photon regeneration” experiments

e Experiments that can probe the magneto-optical vacuum properties

2.8.1 Light shining through a wall

Axions can be coherently created by shining a light beam (usually laser) through a transverse
dipole magnet, and reconverted to real photons in a collinear dipole magnet on the other side
of an optical barrier (wall).

Figure 1.7: Schematic view of the principal of operation of “Photon regeneration” or “light shining
through the wall experiments” [41]. A fraction of the laser photons can be transmuted to axions or similar.
The laser light is absorbed by the wall while axions would pass it. A second magnetic field is used to
reconvert the axions to photons.

This method performed by the Brookhaven-Fermilab-Rutherford-Trieste (BFRT) collaboration
and since no signal was found they could set an upper limit of the coupling constant and the
axion mass [41]

Jay < 6.7-1077 GeV for my, < 10 3eV

Current limits from photon regeneration can be set from a new experiment at CERN. The
Optical Search for QED vacuum birefringence, Axions and photon Regeneration (OSQAR)
experiment using two 15m long LHC superconducting dipole magnets could set an upper limit,
constraining the coupling of scalar or pseudoscalar particles that can couple to two photons to
be less than

Gay < 8.0x1078 GeV™?
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2.9 Detecting the magneto-optical vacuum properties

The second kind of laboratory experiments searching for axions and axion-like particles is
based on the theoretical prediction that these particles can affect the polarization of light that
propagates in vacuum through a transverse magnetic field B, because of their two photons

coupling. If a light beam is linearly polarized at an angle 8 with respect to magnetic field

direction, it is expected to acquire an ellipticity ¥ (Linear birefringence) and a rotation @ (Linear
dichroism), according to the formula and as explained in the figure.

B%L3m?
Y = NW]W;ZSIH(ZH) (2- 88)
2L2
O ~N TITE sin(20) (2. 89)

where m, is the axion mass, M = 1/g,,, is the inverse of the coupling constant to two

photons, w is the photon energy, L is the effective path length and N is the number of paths
that the light travels. Any result that could predict a measurable effect and an even small value
for ellipticity and rotation, would manifest a deviation from the QED where no such effects are
expected.

Figure 2.14 The axion induced linear dichroism (upper figure) together with linear birefringence
(bottom figure) is portrayed.

The first attempt to search for axions using this method was carried out in the BFRT experiment,
setting a bound on the axion-to-photon coupling constant

Jayy < 3.6 x1077GeV™?
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for axion masses
Mg <5%X107% eV

at the 95% CL.

The Polarizzazione del Vuoto LASer (PVLAS) collaboration [38] has been taking data to test
the vacuum birefringence in a presence of a magnetic field having magnitude 5.5 T, created
from a 1m long dipole magnet. In 2006 they claimed that they have found a signal for the
amplitude of the rotation £ of the polarization plane, but later it was excluded by several
experiments including PVLAS itself. [39]

2.10 Bragg diffraction experiments

A pioneering idea and a different approach to search and detect solar axions, was proposed by
E. A. Paschos and K. Zioutas [42]. The detection principle uses the intense Coulomb field of
the nuclei in a crystal lattice instead of an external magnetic field to convert axions to photons
according to the Primakoff effect. The crystal can be used solely as an axion converter or as a
thin film that covers a reflective parabolic antenna that focuses the converted photons on a

detector in their focal plane. The electric field at 0.1 A from a nucleus with =10 is equivalent
to a magnetic field of 5¥10° T. The axion mass can be considered extremely small compared
with the nucleus mass in the crystal so recoils from the crystal nuclei can be neglected. The
differential cross section for the conversion is given by

do _ Gayy

E = WFO{Z (q)sinz (2@) (2. 90)

where 20 is the scattering angle and F, is a form factor that describes the crystal atomic
structure. Using the Sun as an axion source where the mean axion energy is E,~4 keV, the

axion wavelength A can be comparable to the lattice spacing d of the crystal (a few A), so a
Bragg-reflection pattern could be expected. Constructive interference can occur in the case
where reflected waves from different lattices are in phase. The Sun is a moving source so care
should be taken for the detector movement to be synchronized with the Sun’s rotation so as to
keep the entrance angle constant. There are several underground experiments using different
detector materials such as Germanium (CDMS [43] SOLAX, COSME) or Nal(Tl) (DAMA) with
their main purpose the search of WIMPs, but by analyzing their data they were able to provide
mass-independent bounds to the axion to photon coupling.
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Jay < 2.7%107°GeV ™! (SOLAX)
Jay < 2.8x107°GeV ™" (COSME)
9oy < 1.7x107°GeV ™! (DAMA)

Jay < 2.4 % 107°GeV " (CDMS)

The CDMS experiment is using Germanium and Silicon detectors and it can also search for
galactic axions.

The bounds provided from the Bragg-diffraction experiments are in the same range and have
a major advantage; its sensitivity does not depend on the axion mass. Nevertheless their
sensitivity cannot compete with the sensitivity provided from the Helioscopes.

Figure 2.15  Schematic view of the axion Bragg-reflection from different layers in a crystal. The axion
enters at an angle ©. In the case that the Bragg condition holds, the reflected x-ray waves from different
layers can interfere constructively and enhance the signal.
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2.11 Axion Helioscope Experiments

The most sensitive experiments up to date are based on the idea presented by Sikivie in 1983
[46] and they are composed by a powerful magnet with their magnetic field transverse to the
axion source; the Sun. Axions that are produced in the hot solar core, will reach the Earth after
500sec as a parallel axion beam. For the axion detection, they make use of the inverse
Primakoff effect, i.e. & + Vyirtuar = ¥ Where the axion interacts with the virtual photon
provided by the transverse magnetic field and reconverted to a real photon that can be detected.
The photons created in the magnet from the axion-to-photon conversion have the same energy
and momentum as the incoming solar axions, so their energy distribution is the same to the
solar axion energy spectrum scaled down by the conversion probability. A low energy X-ray
detector can be used to detect the reconverted photons, placed at the end of the magnetic field
and search for the axion signal above the detector background as shown in Figure 2.16. These
kinds of experiments can search for axions in a wide mass range of

107%eV <m, < 1.16eV

The first axion helioscope was performed by Lasarus et al. [45] at the beginning of the 90’s and
they explored two regions in the mass range

Jay < 3.6 X107°GeV ™! for m, < 0.03 eV
and

Jay <7.7%107°GeV ™! for 0.03 <m, < 0.11eV

Later on, an improved in sensitivity experiment of this kind (Tokyo Axion Helioscope) continued
the search for solar axions setting a more restrictive limit at that time [46]

Jay < 6X1071°GeV ™! for m, < 0.03 eV
and

Jay < 6.8—109x1071%GeV ™! for m, < 0.3 eV
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Figure 2.16  Detection principle of Sikivie's idea. The Sun is used as an axion source and the magnetic
field converts the axions to detectable x-ray photons.

The CERN Axion Solar Telescope (CAST) is by far the most sensitive helioscope up to date
and has provided the most restrictive experimental limits. It is the main topic of this thesis and
will be fully described on chapter 4 where the research program of the past and the future is
analyzed in detail and in parallel with the coupling limit values reached.

2.12 Axion Like Particles (ALP)

There are many theories that extend beyond the Standard model of particle physics and they
have new symmetries. Anytime, one of them is spontaneously broken, if it is a global symmetry,
a Goldstone or a pseudo Goldstone boson appears. An example is the lepton number symmetry
that would produce majorons or symmetries related to particle flavor or the R-symmetry in
supersymmetry. In general, in theories beyond the standard model there are many light scalar
and pseudoscalar particles and since phases are dimensionless, the canonical normalized

theories at low energies, always include the combination ¢/f, where f,, is the scale of the

spontaneous symmetry breaking. We denote these new light particles as axion-like-particles
(ALPs) for the scalar and pseudoscalar cases. [48]

The ALPs potential can be defined as

V(p) = mgfy [1 — cos <£>] (2. 91)
fo

The new particle that we call ¢, will couple to two photons. In case ¢ is a scalar

, 1
L gy = ZgwaquW‘P (2. 92)

and when ¢ is pseudoscalar
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1
L‘PVV = 8_M5uv po-F”vaa(P (2. 93)

In general, there is no relation between the mass of the ALP patrticle and its couplings, as it is
for the axion. Through analyzing ALP models we can focus in two independent parameters

which are the mass of the light particle and the energy scale M of the new physics. It is

convenient to focus on the coupling of the light particle to two photons as this is the case used
by most experiments searching for axions. The bounds of the ALPs are looser than those of

axions as in the case of the SN1987A because one assumes only the @yy coupling, and
measurements from the Solar Maximum Mission satellite, imply a bound on the coupling

M > 3 x 10! GeV (2. 94)

In the same way based on coherent axion-photon conversion in a strong magnetic field that
Sikivie realized, ALP can couple to two photons. In the case that the particle is a pseudoscalar
one can define

Loyy = GoyyE - Bo (2. 95)
while in the scalar case

, 1 (2. 96)
Ly = Eg@’)/(EZ —-B*) ¢

Both, axions and ALPs, induce photon-ALP transition in a strong external magnetic field. The
probability of the ¢ — y transition is always multiplied by the factor 1/M2. If ¢ — y conversion

in the magnetic field is coherent, the probability P is enhanced. This conversion is coherent
provided that there is an overlap in the wave functions of the axions and photons while they are
propagating in a linear path of distance L, i.e.

|ky, — kpi|L < 2m (2.97)

Then the probability of conversion becomes

1
P(y - ¢) = Zgé,wB%Lz (2. 98)
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3. Solar Axions

3.1 Axion flux from the Primakoff conversion in the Sun

Standard Solar Model explains the stellar nucleosynthesis and provides the physics of the
energy source and energy losses in stars. Hans Bethe, winning the Nobel Prize for his paper
“‘Energy Production in Stars” in 1939, revealed the two main processes of stars energy loss:
the proton-proton chain and the Carbon-Nitrogen-Oxygen cycle. Proton-proton chain can
provide more than 98% of the energy required to produce the observed solar luminosity. Fusion
reactions from the proton-proton chain in the solar core produce a vast amount of heat with Tc
~ 1,55x107 K. Solar core is about 20% of the solar radius and has a density 156 g/cm?3. The
plasma frequency in the solar core is ~ 0.3 keV and near the solar center, the Debye-Huckel
radius is k~ 9keV [49].

The Sun is a powerful axion (or axion like particles) source because the solar core can offer
the electric fields of nuclei and electron targets in its hot plasma, that will consequently convert
photons to axions due to the E*B fluctuation caused by the presence of electromagnetic
radiation as also by the collective and random motion of charged particles [52]. The magnetic
field term can be provided by the propagating thermal photons. Small momentum transfer cases
produces axions via coherent plasma field fluctuations [56] while the large momentum transfer
can be viewed as the manifestation of the Primakoff effect in Figure 3.1

v+ (e ,Ze) » (e",Ze)+a (3. 1)

Recoil effects can be neglected because of the small photon energies (few keV) compared to
the electron mass.

Figure 3.1 On the left is presented the Feynman diagram of the incoherent Primakoff effect by the
interaction with a virtual photon by an electric field produced by a nuclei or a certain electron density in
the solar core, while on the right the diagram represents the inverse laboratory process for the axion
detection that is the coherent process in a magnetic field. The external magnetic field compensates the
spin and momentum mismatch in case of axion-photon oscillation [56]
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Standard Solar Model provides us information for the energy loss channels of the axion
interactions and the solar fluxes derived can consider the Primakoff effect as the manifestation
of the axion production mechanism in the Sun.

In the solar core, a charge distribution g is able to provide an external electric field E in which
a photon of energy w = kc could convert into an axion. The differential cross section ignoring
recoil effects for a target charge Z-e is:

2
oo _ JayZia |ky X ka
dQ 8m q*

(3. 2)

where q = ky— k,, is the momentum transfer while the axion and photon energies are the same.

It is clear that the maximum differential cross section is reached when the axion-photon
interaction is transversal. The calculation of the solar axion flux is straightforward but the
screening effects of the long range Coulomb cut off should be included. The differential cross
section is modified by a factor

a*/(k§ +q*) 5-3)

In the non-degenerate solar plasma core the screening scale is expressed by the Debye-Huckel
formula

3.4
K§=T ne+ZZj2nj 5.4

nuclei

where n, is the electron density and n; is the density of the j¢ ion of charge Z; and kg modifies
the Coulomb potential as

V(T') = E : " (3.9)

The transition rate of a photon of frequency w into an axion of the same energy can be derived
by summing over all targets assuming non-relativistic plasma

2 2 2 2
gayTKS Kg 4w

R =——||1+—|Inl1+—]—-1 3.6

e = "3om K +4w2>“< * ) ] >0

The effective photon mass and the axion mass are considered very small compared to the
energy E. The energy loss per unit volume is calculated by integrating the decay rate
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0~ 2d3k, T, E g2, T’
(2m)3 eE/T — 1 AT

F(k?) (3.7)

where F is a function of order unity. From the transition rate, van Bibber et al [52] integrated the
energy loss equation over the solar model to calculate the axion luminosity.

Ly = g%1.7 x 1073L 3. 8)

Where L, is the solar luminosity and g;9 = ggp X 101°GeV. In order to obtain the differential

flux of axions on Earth, the transition rate must be folded over the blackbody photon distribution
of the Sun and by integrating over a standard solar model Raffelt [49] calculated the total
differential axion flux

do,
dE
where Eis measured in keV. It is essentially a blackbody distribution of the thermal conditions

in the solar interior. The differential axion flux presents a maximum at 3 keV and has a mean
energy value of <E,> = 4.2 keV. The reason for the higher energy values reached than that in

= g%2,6.0 X 1019cm =25 1keV "1E2481¢~E/1205 (3.9)

the solar core (K7~ 1 keV) is that the low energies are suppressed in total by a factor of ~ 25
due to the screening effects.

Figure 3.2 The differential solar axion flux on Earth from the Primakoff conversion of photons in the
Sun plotted in log-linear and inverted log-log scales. The maximum axion intensity is reached at 3 keV
while the average axion energy is <Eq >= 4.2 keV. The sub-keV energy range was experimentally not
accessible before. Axion Helioscopes are best suited for low energy searches because the screening
effects that appear in dense materials are quasi-suppressed.
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Axion emission from the Sun is directly related with its plasma core temperature and since there
is a gradient of the interior temperature, the flux of axions relative to the Sun radius is
considered. The flux is also calculated according to the blackbody radiation spectrum applied
to the temperature of the solar core (Figure 3.2).

3.2 Axions Detection Principle

Solar axions detection with Helioscopes is based on the inverse coherent Primakoff effect
(Figure 3.1). The solar axions that escape from the Sun will be re-converted to x-ray photons
in the presence of a strong transverse magnetic field. The conversion is only effective when the
polarization of the outcoming photon is parallel to the magnetic field that has to be transversal
to the propagating axion [53]. The axion field a is characterized by its amplitude and in case
where it is propagated in a media along the z axis the relation of the field state is given by the
relation

/ E, —mj JayB \

AN | 2B, —irjz T2 y

9 —

H0z (a) | JayB E,—m; (a
2 E,

) (3. 10)

Where A is the parallel photon component, B is the transversal magnetic field, I" is the
inversion absorption length for x-rays in the medium and m,, is the effective photon mass
corresponding to the plasma frequency, that is given by the buffer gas as a function of the
number of electrons, which is expressed as (h = ¢ = 1)

(3. 11)

Where n, is the number of electrons of the buffer gas and it is related with the gas density
according to the relation

Ny
Nne = ZWAP (3.12)

In this relation Z is the gas atomic number and W,is the atomic weight. The relation 3.11 can
be re-written as a function of the gas density
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my || = 2877 (3.13)

CZ

The axions that have been transformed to photons in the buffer medium inside the magnetic
field can be seen in X-ray detectors located outside the magnetic field region. The number of
photons that is expected to reach these detectors is given by the relation

i,
N, = j o Py ALE (3.14)

Where d®,/dE is the solar axion spectrum expected at the Earth, F,_,,, is the probability of

axion-to-photon conversion, t is the time of observation and A is magnet aperture area.

The conversion probability for a uniform optical medium inside a transverse homogeneous
magnetic field extend of coherence length L can be expressed as [52]

2
— g“VB 1 -IL -IL/2
Py, = ( 2 ) 7 [1+ e Tt —2e7TL/2 cos qL| (3. 15)

The photon mass m, has been encoded in the momentum transfer of the axion—photon
interaction and is given by the relation

2 2
y — Mq
2E,

m

q = (3. 16)

In case where the medium inside the magnetic field region is vacuum it follows that I' = 0,
m, = 0 and the momentum transfer becomes

mg
g =

= 3.17
T (3.17)

In the next figure, the axion conversion probability is plotted against the axion rest mass by
assuming an axion coupling constant of gg,,=1x10"° GeV,
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Figure 3.3 In black, the line shows the conversion probability inside a 10 m long pipe of magnetic
field at 9T. Above the limit of the axion mass in the vacuum (m,<0.02 eV) the conversion efficiency
breaks down because of deconstructive interference. In red line, the conversion probability is shown for
a specific Helium density. The resonance curve has a very narrow width for which coherence is restored
over the whole magnetic length.

The maximum conversion probability can be achieved in case of zero momentum transfer (q =
0), where both axion and photon field remain at phase over the magnetic field length. This

coherence condition is met when gL < m which yields an axion limit in vacuum of m, <
\2mE, /L. This limits CAST to the axion mass sensitivity in vacuum at mg < 0.02 eV.

In case where the magnetic field region of CAST is filled with a buffer gas the coherence
condition is fulfilled in a narrow mass range

2nE,

<m, < |mi+ (3.18)
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3.3 Axion-electron coupling

In non-hadronic axion models however, where there is a tree-level axion-electron interaction,
the Sun can produce a strong flux by bremsstrahlung, Compton scattering and axio-
recombination, a process that is known as the “BCA process”. In the DFSZ non-hadronic axion
model, axions can couple to electrons and thus new axion-production channels are opened in
stars, which could be more effective than the Primakoff effect. The most important processes
summarized are:

. The Primakoff effect: y+Q —- Q + a

. Compton scattering:y + e —> e +a

. Electron-lon bremsstrahlung ( free- free transition): e + | - e+ 1+ a
. electron-electron bremsstrahlung: e +e - e +e +a

. Axio-recombination ( free- bound transition): e + | - |I" + a

. Axio-deexcitation ( bound — bound transition): I' — | + a

where Q refers to any charged particle, e for electrons, | for ions and I” is the excited ion state.

The Primakoff effect dominates when coupling to electrons is absent at the tree-level. When
this is not the case the BCA process dominates.

Figure 3.3 The Feynman diagrams for the processes of solar axion emission. The Primakoff effect
depends on the two-photon coupling. BCA process comes from bremsstrahlung on hydrogen and helium
nuclei for low energy axions when the Primakoff effect is absent, axio-recombination of metals (O, Ne,
Si, S and Fe) contribute at intermediate energies and Compton take over for higher energies. Axio-
deecxitation is mainly dominated by Lyman transitions and the axion flux energy peak ~ 6.5 keV.
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The total solar axion flux on Earth including all the processes mentioned above can be
represented in the following figure [61]

Figure 3.4 A DFSZ model solar axion flux on Earth with interaction strength to electrons gge =103
GeV. The blue line corresponds to the Primakoff flux scaled by a factor of 50, and the red lines show
the different components of the BCA flux. FF is free-free (bremsstrahlung), FB is the free-bound (axio-
recombination) and BB is the bound-bound( axio-deexcitation). The black line represents the total flux.

In the analysis of CAST data in search for non-hadronic axions, there was set a new upper
bound on gaexgay, that is the product of the electron-axion coupling and the two-photon
coupling. For axion masses ma < 10 meV CAST data analysis constrains

Jay X Jae < 8.1 % 1073GeV~1(95% CL)
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4. The CAST Experiment

Introduction

The CERN Axion Solar Telescope situated at the LHC Point 8 of CERN (Conseil Européenne
pour la Recherche Nucléaire) is an axion helioscope that aligns a traverse magnetic field
created from a decommissioned LHC (Large Hadron Collider) superconductive dipole magnet
to the solar core; i.e. allows the axion to photon conversion according to the Primakoff effect.
The magnet is installed on top of a moving platform and can move vertically and horizontally in
order to align with the Sun twice a day (during sunrise and sunset) for about 1.5 hours each
time. The twin aperture LHC magnet is about 10m long and can reach a field of 9T [57]. This
prototype magnet is fabricated to have its bores straight in comparison with standard LHC
magnets, so that their bores are bended in order to have all together (~2700 magnets) the LHC
machine radius of curvature. In each end of the bore tubes four low-background X-ray detectors
are mounted in order to identify converted X-ray photons generated in the strong magnetic field.
These state of the art detectors are implemented by the CAST collaborators in places like Paris
(Saclay), Saragossa (University of Saragossa), Athens (NTUA), Thessaloniki (Aristotle
University) and Geneva (CERN), improving their sensitivity, reducing their background as also
updating the analysis code and upgrading their data acquisition systems and electronics.

4.1 CAST magnet set-up

A decommissioned LHC superconductive magnet forms the basis of the CAST experiment.
Each bore of the twin aperture prototype magnet has a cross section area A = 14.5 cm? and
the applied nominal field is 9T over a length of 9.26 m. A schematic view of the cross-section
of the CAST magnet is shown in Figure 4.1

The high magnetic field of this magnet is provided by a current of over 13kA and the magnet
has to be operated at a temperature of 1.8K (niobium-titanium coils become superconductive
below 4.5K). This temperature can be achieved by a whole cryogenic plant in order to cool
down the dipole magnet and keep it superconductive. The cooling systems needed to support
and maintain the operation of the magnet were adapted from the dismounted e*e” LEP collider
and DELPHI, while a new purchased Roots pumping group provides the final stage of cool
down and operation.
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Figure 4.1 Cross-section of the CAST magnet

In Figure 4.2 the orientation of the magnetic field and its strength that is position dependent is
shown inside the magnetic cross section.

Figure 4.2: The magnetic field configuration of the CAST dipole magnet.
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The Magnet Feed Box (MFB) is fixed on top of the magnet towards its western end (see Fig
4.3) supplying the magnet with all needed cryogenic and electrical feeds while the other side of
the dipole is closed by the Magnet Return Box (MRB, see Fig. 4.3). The MFB is connected to
the liquid helium supply, the gaseous helium pumping group and the quench recovery system
via seven flexible transfer lines as shown in the left picture of fig 4.3. The transfer lines were
designed to allow the magnet movement without any interruption of the helium flow. The
“Potence”, a movable gibbet is required for the power supply lines movement.

The magnet bores, denominated also as cold bores, are isolated from the environmental
temperature via the isolation vacuum inside the cryostat where liquid nitrogen flows and cools
down the system to about 77K in a first cooling stage. Further details of the cryogenics can be
found in Ref. [58]

Figure 4.3: Image of the CAST’s Magnet Feed Box (MFB) on the left, the Magnet Return Box (MRB)
in the middle and the Potence gibbet for the power supply lines on the right.

A very important part of the cryogenic system is the quench recovery system that is activated
when there is a sudden change in the superconductive coil and a part of it enters in its resistive
state. Certain cases, like a power cut or a fluctuation of the current, can lead the superconductor
to its normal-conductive state in which an electric resistance occurs. In this situation the magnet
temperature increases rapidly and so does the pressure inside the dipole. In order to prevent
both the cryogenic plant and the magnet from damage, a fast discharge of the current is
triggered along with the closing of the liquid helium supply valve. The heat that is generated by
the Joule effect is dissipated during the quench by the presence of cold helium in the magnet
cryostat. When a quench is triggered Helium gasifies and generates an overpressure of Helium
gas in the cryostat that must be released as it is shown in figure 4.4
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Figure 4.4 Quench in the CAST experiment. In the case of a sudden change of the magnet from its
superconducting state to its normal-conducting state the cooling helium is released in order to protect
the system from damage.

After a quench, the re-start of the automatic cool-down system is necessary in order to achieve
the 1.8K in the cold mass plant (that was warmed up to 40K as a result of the dumped energy).
This procedure requires a manual acknowledge by the operator and it usually takes 6-8 hours
to accomplish.

4.2 Vacuum System

A system of vacuum pumps is connected to the CAST magnet setup in order to evacuate the
cold bore while the detector vacuum is pumped independently. There are in total four gate
valves (VT1-VT4), each one installed at every detector bore end, in order to separate the cold
bore from the detector side. The detector vacuum is the vacuum between each detector and
the corresponding gate valve. The gate valves separate the detector vacuum from the CAST
general vacuum. The CAST general vacuum is separated by the cold bore area where the
buffer gas is included by the Cold windows as shown in figure 4.6. Blue color dedicates the
cryostat vacuum that provides thermal insulation of the cold magnet and the cooling helium
system against ambient temperature. A system of interlocks provides the function algorithm in
parallel with a PLC (Programmable Logic Controller) for the pn-CCD detector. The interlocks
system automatically protects the vacuum setup, the buffer gas, the detectors vacuum side and
the cryostat whenever a problem occurs. Various pressure probes and the corresponding
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gauges are installed to the vacuum as also in the buffer gas system and they are able to send
warnings or alarms in cases of irregularities in the experiment or even in a possible vacuum
breakdown. The interlock system will close the gate valves (VT1-VT4) and thus can protect the
whole system. Other alarms can be triggered in case of a quench, where a proper sequence of
logic interlock functions protects the magnet and the vacuum system from damage. This safety
protection system is also triggered in case of a gaseous leak, a vacuum malfunction or even
CAST user erroneous manipulations.

Figure 4.6 Different vacuum systems of the CAST magnet.

The vacuum system is also equipped with two residual gas analyzers (RGA) in order to detect
any possible gaseous leak in the CAST vacuum system. They are working as mass
spectrometers and allow the real time identification of various gases that can be found in the
CAST magnet.
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4.3 Solar tracking system

CAST platform movement

CAST as an axion helioscope has to track the solar core with an accuracy of better than 0.01°.
In order to achieve this accuracy an extremely precise system is essential to move the CAST
setup with its weight that is over 40 tones. A movable platform (girder) was built in order to allow
the magnet to track the Sun for the longest possible period (and so increase the data taking
time). The magnet is supported by the moving platform which consists of two metallic supports
and thus allows the movement of the whole structure horizontally and vertically as it is shown
in Figure 4.7.

Figure 4.7 The CAST 10m magnet is moving sitting on a platform that is adjusted on a turntable on
the right (that allows the magnet to move +40° horizontally) and a girder on the left that using two screws
can move the magnet vertically +8°. The turntable can hold the weight of the MFB where the flexible
helium transfer lines do not disturb the cryogenic operation, while the less weighted MRB side is held
by the screws of the girder.

Mechanical constraints were imposed by the magnet manufacturer taking into account the
magnet cryogenics. The mechanical strains in the cryostat that sits inside the metallic vessel
(blue color in figure 4.7), which is connected via thermally isolated feet, put a maximum allowed
limit for the vertical movement of the platform and it is constrained to £8°. Mechanical
constraints allow the magnet to be aligned with the Sun for approximately 3 hours per day (1.5
hour during sunrise and the same time during sunset).
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Solar tracking

The movable platform is roll along by two motors (accompanied by two encoders each), one of
them is responsible for the vertical movement and it is used to rotate two lifting jacks in the
MRB side, while the horizontal movement is achieved by using the other motor (also placed in
the yellow girder). In order to track the Sun, the motorized system is taking orders from a
software program that directs the magnet. This software is also responsible to move the magnet
or to point it to any other direction like the center of the galaxy. To perform a tracking for data
taking, CAST makes use of the ephemeris of the Sun.

An ephemeris is a look up table that provides the position of celestial bodies like the Sun or
planets at a given time. In order to calculate the Sun’s ecliptic* CAST uses NOVAS (Noval
Observatory Vector Astrometry Subroutines) software that is provided by the U.S. Naval
Observatory [54]. CAST uses NOVAS that is implemented in the LabView (Laboratory Virtual
Instrumentation Engineering Workbench) control software for tracking. The tracking software
system guides the magnet movement and it also records all the necessary information (ambient
temperature, pressure and the magnet field intensity, tracking or no tracking) about data taking
conditions to log files that later can be used as input for the data analysis. The software reads
out the time and date of the computer and can calculate exactly the azimuth (AZ) and zenith
distance (ZD) of the Sun for the specific CAST coordinates® at every minute. The AZ and ZD
values can be transformed into motor encoder values Vx(AZ,ZD) and Vy(AZ,ZD) with an
accuracy of 0.001°. This accuracy is achieved with the help of the surveyors of the EST® division
at CERN by recording a large number of magnet positions and converting them to encoder
values (1 vertical encoder unit = 30um of magnet movement, 1 horizontal encoder unit = 35um
of magnet movement).

Gaps between discrete data points provided by the surveyor's measurements can be filled by
using the spline interpolation.

The magnet movement has also many emergency stops in the magnet setup to prevent any
damage. These stops are hardware switches as also software limits to magnet positions
beyond the proper safety angles that the magnet can move.

4 Ecliptic is the geometric plane that contains the orbit of the Earth. Most of the Solar System planets are close to this plane
346°15'N, 6° 5" E ,330m above sea level
¢ Engineering Support and Technology
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Figure 4.8 Image of the vertical encoder (left) that converts the magnet position in encoder values.
On the right the vertical movement system is shown.

Of similar importance for the tracking software is also the time synchronization. The system
checks —and corrects if necessary- the clock of the hosting PC. The checking is performed by
the two CERN time servers and it is running a NTP’ demon that produces time synchronization
with an accuracy of 1ms. According to the previous paragraphs a sketch that depictures the
tracking software algorithm is the following

CERN

ut % cocyd'inates

N

NOVAS

Asks for

Solar AZ and DZ

Figure 4.9 The operation principle of the tracking software.

" Network Time Protocol (NTP) is a networking protocol for clock synchronization between computer systems over packet-
switched, variable-latency data networks. In operation since before 1985, NTP is one of the oldest Internet protocols in

current use
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The precision of the tracking system is maintained by some specific tests that can provide the
magnet alignment accuracy. Before CAST first data taking in 2002, some specific tests that
measured the alignment accuracy were accomplished. The required tracking accuracy that
should be less than 1 arcmin was fulfilled. The method used was a GRID measurement.
Another method to provide the necessary tracking accuracy is the Sun filming. A snapshot of
the tracking software implemented in LabView is shown in figure 4.10

Figure 4.10 Picture of the user interface of the tracking software that controls the magnet movement
and saves log data for time, position tracking and other useful information for data analysis.

4.4 GRID measurements

In order to confirm the stable and accurate operation of the tracking system a GRID
measurement is performed regularly in CAST with the help of the Survey group of CERN. The
first calibration of the encoding of the motors has been done in 2002. The GRID measurements
consist of a set of independent magnet positions in a set of reference coordinates (GRID) that
cover a wide range of the magnet'’s allowed movement range. According to the first calibration
in 2002, every year this measurement is reproduced in order to detect any drift in the point
accuracy of the system. A second reference GRID performed in 2007 showed no significant
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deviation from the original measurement in 2002 (all the prefixed positions had a deviation less
than 1 arcmin). The latest measurement in 2011 found the system substantially unchanged with
respect to the reference values of the previous GRID measurements as can be seen in figure
4.11. In this figure a comparison between 2007 and 2011 GRID measurements is shown and
the results are represented in a projected plane at 10m in order to compare any deviation from
the required precision. The 10% of the Sun’s core projected at 10m is also shown for
comparison purpose.

Figure 4.11  GRID measurements performed in 2007 and in 2011 compared with the initial calibration
in 2002 for both magnetic bores V1 and V2. The green circle indicates the required precision of 1 arcmin
while the red circle represents the 10% of the Sun projected at 10m. The point located out of the green
circle on the right, referred to a position that lies in the limit of the magnet movement range and so is of
no importance.
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4.5 Sun filming

In order to cross-check the tracking system precision, the Sun-filming measurement is required.
This measurement is performed by directly observing the Sun and testing whether the CAST
magnet setup is able to point to the Sun twice per year. In the CAST host building a window is
specifically positioned for this purpose. This measurement can provide enough information in
parallel with the GRID measurement for the system accuracy. Sun-filming can be done twice
per year during March and September when the Sun passes through a special window of the
building if weather permits. The tracking software® points the magnet to the Sun and a SLR
camera that is aligned to the axis of the magnet with laser targets can film for less than 5
minutes. Analysis of the Sun’s images using the LabView software is shown in figure 4.12 where
the center of the Sun is calculated.

Figure 4.12 A snapshot of the LabView program analyzing Sun’s images. Many pictures are used to
calculate the center of the Sun in average and so the standard deviation is used as the error.

In table 4.1 the total estimated CAST tracking precision is given and it is better than 0.01° taking
into account all the error sources.

8 This is another version of the tracking software where the refraction of light in the atmosphere is taken into account.
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Source of Error

Typical value Maximum value

Astronomical calculations 0.002° 0.006°
Uncertainty of coordinates ~0.001°
Clock time ~0°
Grid measurements (0.2mm precision) 0.001°
Interpolation of Grid measurements ~0.002° <0.01°
Horizontal encoder precision ~0.0014°
Vertical encoder precision ~0.0003°
Linearity of motor speed <0.002°

TOTAL <0.01°

Table 4.1 Summary table of the main error sources in the tracking accuracy
4.6 Slow control system

To monitor and log the main parameters of the CAST experiment is of great importance. For
this purpose a dedicated software program has been built since 2003 based on LabView
language. The system uses the information of several NI (National Instrument) cards that
acquire analog and digital signals from many sensors and gauges and produce output signals.
The software is continuously upgraded and more signals have been added. Among others the
Slow Control application can check and log information as

e Vacuum and cryostat pressure as also pressures in the cold bores — detectors

e Various temperatures in different parts of the magnet

¢ Magnet movement parameters (loads on lifting screws), motor encoder values, angles
e Magnet valves status ( open or closed)

e Safety of the system and alarms

All the values of CAST measured by the Slow Control are recorded every minute. Abnormal
variations in system values out of their safety range can trigger alarms, or trigger the fast
acquisition and logging mode and can finally send warning messages and emails to the
responsible people.
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Figure 4.13  Snapshot of the Slow Control system user interface.
4.7 CAST scientific research program

The CAST experiment started taking data since 2003 and has since then provided the most
restrictive experimental limits on the axion-photon coupling for a wide range of axion masses.
In 2003 and 2004, CAST operated with vacuum inside the magnet bores (CAST phase |) and
set the best experimental limit for the axion-photon coupling constant for axion masses up to

m, < 0.02eV/c? [63].

Phase | completed in 2004 using a conventional time projection chamber (TPC), a gaseous
chamber Micromegas and an X-ray telescope with a charge coupled device (CCD) as data
taking detectors. The axion signal should appear as an excess of photons above background
in the three different X-ray detectors.
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The best fit values of gfgy obtained for each of the detector’s 2004 data and the combined result

in addition with the Bayesian probability function of 2003 data analysis give the final limit for the
CAST vacuum setup of

Jay < 88-107M GeV~' at 95% CL

In the second phase (CAST phase Il) a buffer gas was used in order to restore coherence.
Beyond 0.02 eV for the axion mass the coherence is lost and “He gas filling the magnet bores
provides a higher effective mass to the transformed photon. The refractive buffer gas
maximizes the probability that axions can be converted into photons for a mass-range higher
than in CAST Phase | and up to about 0.39 eV [64]. “He has a saturation vapor pressure of
16.405 mbar at 1.8K, so in order to avoid problems like He? liquefying, CAST made use of 3He
and extended the sensitivity to axion masses up to ~1.16 eV.
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Figure 4.14 The axion mass coverage in terms of conversion probability. The probability is directly
related to the number of axions that CAST is able to detect at a given axion mass.

In order to cover the axion mass range by using a buffer gas, the density was increased in small
equal steps such as to assure a smooth coverage for different axion masses (Figure 4.14).
These steps corresponded to 0.08 mbar (or 1 dP that is the nominal pressure setting) at 1.8K
in the cold bore.

In 2007 CAST finished its extensive research using “He as a buffer gas and after upgrades in
the helium CAST system, the magnet bores have been filled with 3He. By using “He an
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improved limit for the axion to photon coupling constant that was inside the theoretically favored
region has been derived [70]

JayS2.17-101° GeV! at 95% of CL

for 0.02 eV < m;<0.39 eV

With this result CAST is the first helioscope to have crossed the KSVZ model line. The
replacement of “He by *He extended the research to higher axion masses and finished at the
end of July 2011. The CAST experiment has covered axion masses up to 1.18 eV closing the
hot dark matter limit and actually overlapping with it. The limit in the range 0.39 eV/c? < m, <
0.64 eV/c? has been published in PRL and the limit provided in [64] was

Jay < 23-107'% GeV™"at 95% of CL

Figure 4.15  Exclusion region for the axion-photon coupling constant versus axion mass achieved by
CAST in the vacuum pipes, “He and 3He results appears in red [71]. Constraints set by the Tokyo helioscope
are shown in grey [129], the horizontal branch (HB) stars and the hot dark matter (HDM) bounds are also
shown. The yellow band represents theoretical models with |E/N -1.95] = 0.07-7. The green solid line
corresponds to E/N = 0.

86



4.8 The X-ray windows

In order to confine the gas in the magnet bores, four cold windows were developed at the CERN
cryolab. The original design given by CEA-Saclay for the cold windows consists of a 15um thick
polypropylene foil that is protected from pressure differences by being glued onto the stainless
steel strongback. The strongback is attached to the polypropylene layer sitting at the vacuum
side and forming a grid of square mesh as can be seen in figure 4.16

Figure 4.16 A picture of a cold window (left) and a cross section view of the design (right).

The cold windows position in the CAST gas system can be seen in figure 4.6. These windows
have to operate at low temperatures (1-120K), must have a high X-ray transmission of 1-7 keV,
robustness and tightness. The differential pressure between the buffer gas in the cold bores
and the vacuum in front of the detectors can reach the value of 1.2 bars in case of a quench.
To achieve the aforementioned requirements the cold windows were leak and pressure tested
at CERN cryolab by applying sudden pressure changes and measuring the leak rate that was
found less than 1-107 mbar-I/s.

The X-ray windows are in contact with the helium gas at 1.8K, so in order to keep the windows
at a constant temperature, it is required that a heater system is applied on them. The windows
were heated up to 120K in “He phase while in 3He phase the temperature was about 80K. Once
every two months a procedure called bake out was taking place by emptying the magnet bores
and by applying the maximum heater power to the windows. The purpose of this procedure was
mainly to evaporate frozen air or water molecules that could probably have stacked in the
polypropylene foil. Another advance of the bake-out was to provoke the outgassing of the
molecules absorbed by the foil.
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4.9 The 3He gas system

Once the saturation pressure of the “He was reached, a significant upgrade of the CAST gas
system took place in order to use 3He as a buffer gas of the CAST magnet and thus, to access
higher axion masses. The gas system needed to accomplish the second phase of CAST by
using He had to be accurate, stable and capable to precisely measuring small quantities of
gas inserted into the cold bore volume in a reproducible way. The design of the whole system
was based on a small error in any pressure setting needed to be reproduced, of about
0.01mbar. The metering system was upgraded for accurate and metered transfer of gas into
the cold bores of the magnet. (Section 4.3.1)

The 3He gas is extremely valuable so one of the main specifications was to avoid any gas loss.
A safe storage volume and a carefully designed transfer system of gas pipes were installed.
(Section 4.9.1)

A purging system to purify the *He gas was installed to avoid any contamination from the
pumping system. (Section 4.9.2)

A system to recover the 2He gas was also installed in order to save the gas in case of a quench
and also to prevent any damage from the sudden increase of pressure in the cold windows.
(Section 4.9.3)

A PLC system to control and monitor the valves, pumps flow meters and all the gas system
sensors was also installed. (Section 4.9.4)

A detailed behavior of the 3He gas in the cold bore is also needed in order to calculate the
density profile and the actual length of the pipes where coherence is restored for the axion
conversion. A detailed model based on CFD (Computational Fluid Dynamics) simulates the gas
inside the cold bores. (Chapter 5)

Figure 4.17 A picture of the CAST 3He system (left) and the metering system (right).
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4.9.1 The 3He metering system

The metering system (Figure 4.17) consists of two cylindrical metering volumes of different
capacities. The small one (MV2) has a volume of 1.63 liters and its purpose is to increase the
gas density in the magnet bores in the middle of the Sun’s tracking. The larger volume (MV10)
contains 8.58 liters and is suitable for injecting large amounts of gas into the magnet bores in
a short period of time (in case of a quench or a bake-out). The accuracy of using the metering
system was reproduced via the pressure difference measurement and by keeping the volumes
into a thermal bath at a constant temperature of 309K. The pressure is measured with high
accuracy before and after the gas injection in the magnet bores. The temperature is also kept
constant with stability of about £0.01K. A LabView based software was developed that can
record the bath temperature at any moment and send alarms in case of any system change.

Figure 4.18. The filling scheme of the metering volume for the *He gas injection. An accurate system
filling for gas density increase at each pressure setting is shown. In this filling scenario that has been
chosen as the most attractive in CAST collaboration, the density inside the cold bores is increased in
the middle of each tracking by one pressure setting.

4.9.2 Purging system

The impurities of the gas must be removed and thus a system of two charcoal traps is used.
The first one (RT) is at room temperature and its purpose is to trap water vapor and oil from the
gas system pumps while the second one (LN) is immersed in a liquid nitrogen bath of about
77K and removes the rest of impurities. The traps need to be periodically purged and
regenerated to maintain their efficiency.
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4.9.3 Expansion volume and recovery of 3He

In the case of a natural quench event or a quench event provoked by interlocks, the magnet
temperature raises rapidly. The temperature rises in case of a quench by a factor of 21 in
200sec (40K). In order to protect the cold windows from damage because of the gas volume
increase, a 10 meter long, 450 liter volume has been installed above the magnet (Expansion
volume) as can be seen in Figure 4.19.

The cold bore is connected to the expansion volume via safety valves that can be triggered
when the pressure is raised above the safety range. The valves are opened by the quench
alarm interlocks and the 3He gas is transferred to the expansion volume. The expansion volume
has been designed to sustain with a safety factor of 1.2, the amount of gas in the cold bore that
has pressure 140 mbar at 1.8 K.

Figure 4.19 The expansion volume above the CAST dipole magnet.

A hermetic *He pump recovers the gas into the Storage Volume, that is a container of 963 liters
and it is designed to contain the whole gas supply at room temperature and pressure below the
atmospheric. The following diagram represents the He system and the procedure followed.
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Figure 4.20 The 3He gas system of CAST. The green arrows indicate the filling procedure of a small
amount of gas from the metering volume to the cold bores, while the red ones show the transfer line of
the gas in case of a quench event.

494 The PLC system

A Programmable Logic Controller (PLC) is used to control and supervise the gas system. The
high complexity of the 3He gas, the large amount of signals involved from the large number of
instruments that have to be monitored, remote controlled and provide safety led CAST to
choose a PLC. A Supervisory Control and Data Acquisition system (SCADA) based on PVSS
Il was set up using the standard control architecture developed at CERN. SCADA provides a
graphical user interface for the PLC as can be seen in Figure 4.20. The relative simple user
interface can help the user to perform tasks like the gas recovery, refilling of the metering
volumes and of most importance for every CAST shifter to fill the magnet bores in the middle
of the tracking.

91



Figure 4.21  The SCADA interface of the PLC. Manual and automated processes can be performed
involving valves and pumps control and monitoring of sensors levels. UNICOS (UNified Industrial
COntrol System) is an industrial framework that targets to Siemens PLC hardware and uses PVSS Il at
the supervision level.

4.10 CAST detectors

In order to detect the X-ray photons originated from the axion-to-photon conversion in the strong
magnetic field, CAST setup has four X-ray detectors sensitive to 1-10 keV range. There are
three Micromegas (MICRO pattern GAseous Structure) and one pn-CCD (Charged-Coupled
Devise).

The two MRB (sunset side) bores are covered by two Micromegas detectors while on the MFB
side (sunrise), one Micromegas and one pn-CCD detector placed at the end of an X-ray
telescope are installed. The detectors are characterized by their low background and high
efficiency and they are suitable for the x-ray photons that can be converted in CAST’s magnet
bores. The Micromegas detector and the detector data analysis of 2009-2010 will be reviewed
in next chapters.
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In sunrise, Micromegas and the CCD are taking data for about an hour and a half while in
sunset the other two Micromegas are taking data for the same time. The remaining time,
background measurements are performed for each detector.

The X-ray Telescope and the pn-CCD detector

A very sensitive detector of CAST was a combined X-ray mirror telescope and a CCD detector
placed at the focal plane. In the sunrise side the telescope is assembled in front of one of the
magnet bores and it is able to focus the photons emerging from the 1452 mm? aperture to a
spot size of 9 cm? of the CCD chip. The focusing of photons improves the signal to noise ratio
by two orders of magnitude (without taking into account that the mirror system efficiency is
35%). Another advantage of the system is the simultaneous measurements of signal and
background, diminishing the systematic effects.

The X-ray Telescope

The X-ray telescope of the CAST experiment [65],[66] is a prototype Wolter I° telescope that
was developed for the German X-ray satellite mission ABRIXAS?? [67] that finished in 1999. Its
focal length is of 1600 mm and consists of 27 gold coated Ni parabolic and hyperbolic mirror
shells. The maximum aperture of the outermost shell is 163 mm while the smallest one has a
diameter of 76 mm. There is a spider-like structure that supports the individual mirror shells and
divides the aperture of the telescope in six sectors. The CAST’'s magnet bore is 43 mm in
diameter so only a fraction of the telescope is used; thus only one of the six sectors is used to
focus axions converted into photons. The telescope efficiency for each of the six sectors was
measured at PANTER [68] facilities and the best in performance sector was chosen for CAST
usage. The transmission efficiency is decreased by any contamination on the mirror reflective
area; therefore the telescope is operated under vacuum conditions (below 10> mbar).

? Wolter | is parabolic-hyperboloid type of telescope with internal reflections
10 A BRoad-band Imaging X-ray All-sky Survey
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Figure 4.22 CAST’s X-ray telescope mounted at the MFB (sunrise) side of the magnet

Figure 4.23  The front view of the X-ray 27 nested mirror shells on the left. CAST’s magnet bore side
is indicated by the the white circle. On the right a plot represents the telescope efficiency as a function
of the photon energy. The on-axis angular resolution of the telescope is 34 arcsec and 43 arcsec
(~0.01°) Half Energy Width at 1.5 KeV and 8.0 KeV respectively. That is a factor 10 better than the
expected axion spot size of the Sun (~0.1°).
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The pn-CCD detector

The detector that is mounted on the focal plane of the X-ray telescope is a fully depleted pn-
Charged Coupled Device (CCD); it is a prototype developed for the XMM Newton!! mission of
ESA'? [69]. The detector is 280 ym thick and its sensitive area is 2.88 cm? that is divided into
200x64 pixels. Each pixel covers a region of 150 x 150 um?2. The detector’s design is based on
the silicon drift detector proposed in 1983 by E.Gatti and P. Rehak. It has the advantage of low
background applications because of the passive shielding of Cu and Pb, as also the advantage
of high quantum efficiency (95%). A Stirling cooling system is used to keep the detector
operation stable over time at a temperature of about -130° C and a very thin entrance window
(20 nm) at the backside of the chip, allows the chip to operate in vacuum directly connected to
the magnet vessel.

The axion signal coming from the Sun’s core covers an effective area on the CCD chip that is
of diameter of about 2.83mm (19 pixels).That feature enables the simultaneous measurement
of the signal inside the spot mentioned and the background in the rest of the detector’s area.
The background reduction was improved by a shielding of Cu and lead inside the detector’s
vessel as can be seen in Figure 4.23

Figure 4.24 Front view of the pn-CCD detector on the left. The black area in the center is the active area
of the CCD chip. On the right an inside view of the detector with the Cu shielding. The shielding reduces
the background produced from external sources like cosmic rays.

11 X-ray Multi Mirror design that honors Sir Isaac Newton
12 European Space Agency
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5. 3He CFD simulations for CAST

5.1 CFD introduction

CFD is not a science by itself but a method to apply the techniques of one discipline (numerical
analysis) to another (heat and mass transfer). CFD is a branch of Fluid Mechanics that uses
numerical methods to solve and analyze fluid flows. The main purpose of using this method, is
the determination of entire fields like temperature T(x,t), velocity v(x,t) or density p(xt).
Computational power is needed to perform the required calculations to simulate the interactions
of liquids or gases with solid surfaces that can be defined as boundary conditions.

The set of equations that describe the process of momentum, heat and mass transfer are known
as the Navier-Stokes equations. These are partially differential equations with no analytical
solution but can be discretized and solved numerically. There are different numerous solutions
that can solve the CFD codes but the general one is known as the finite volume method. In this
method the fluid region of interest is divided into small sub-regions, the control volumes. The
equations are discretized and are solved iteratively for all the control volumes. The variable of
interest is solved approximately for any specific point in the control volume. In this way a full
picture of the flow behavior can be obtained.

Navier-Stokes equations are derived by application of Newton’s second law for an arbitrary
portion (control volume) of the fluid, assuming that the stress in that fluid portion is the sum of
a diffusing viscous term and a pressure term. The solution of these equations dictates a velocity
field or a flow field rather than some discrete point’s trajectories. Convective acceleration
produces nonlinearity in Navier-Stokes partial differential equations because of change in
velocity over position. The nonlinearity is due to convective associated which is an acceleration
associated with the change in fluid velocity over position.

Turbulence is a chaotic behavior that can be experimentally seen in many fluid flows. It is a
rather complicated phenomenon due to the fluid’s inertia as a whole. To properly describe the
turbulence length scales in most simulation models, the control volumes (especially those that
surround the region of interest) should be very small. A very fine mesh (topology of the control
volumes) should be produced but in some cases the computational time and cost became
infeasible.

In the general case the Navier-Stokes equations together with supplemental equations, like
conservation of mass and well defined boundary conditions, seem to model fluid flows
accurately. They can be used to model the weather, ocean currents, fluid flows in a pipe or the
flow of air around a wing. Coupled with Maxwell's equations they can be used to model and
study magnetohydrodynamics.

In an inertial frame of reference, conservation of momentum alongside with mass and energy
conservation, the general form of the Navier-Stokes equations of fluid motion is
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v
p<§+v-VU)=—Vp+ V- T+f (5.3)

where v is the flow velocity, p is the pressure, T is the stress tensor component of order two

and f are the body forces that are acting on the fluid volume.

5.2

CFD methodology

A graphical user interface is used to define preprocessor procedures where

Physical bounds of the real geometry are defined

The geometry volume is discretized by the cells (volume controls). That is called a mesh
Physical properties are also defined, that is the fluid properties, thermodynamics of the
system simulated and equations of motion

Boundary conditions are set. The fluid or solid properties (behavior) at the fluid
boundaries are specified.

The simulation can be solved iteratively as a steady-state (at a specified moment) or
transient (where the simulation evolves with time)

The discretization method is applied by integration of an equation (momentum equation) over
the control volume of a computational cell. Ansys CFX, that is the software used!* to simulate
CAST 3He gas dynamics, uses an element base finite volume method to discretize the spatial
domain using a mesh. The mesh is three dimensional but for simplicity the figure below shows
a two dimensional mesh.

element center

element

control volume

node

Figure 5.3 Control volume definition sketch. All solution variables and fluid properties are stored at
the nodes i.e. at the mesh vertices

14 Star-CCM+ was also used for this study but will not be presented
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5.3 Thermodynamics of the simulated system

The cold bore temperature should be constant!® at 1.8K, but as can be seen in Figure 5.4 the
cold bores ends are connected with other pipework beyond the limits where magnet cryogenics
keep the temperature down to 1.8K. Those volumes (pipework’s connections) in MRB and MFB
side will transfer heat loads by the conduction mechanism. The heat is transferred through the
cold windows and this can be measured by the temperature sensors placed in a hole made
over each cold window flange. The measured temperature of the sensors is around 20K. The
law of heat conduction, known as Fourier’s law, states that the time rate of heat transfer through
a material is proportional to the negative gradient in the temperature and the area, at right

angles to that gradient, through which the heat flows. The heat flux density g, that is the amount
of energy flowing through a unit area per unit time is

G= —kVT (5.4)
where k is the material’s conductivity and VT is the temperature gradient.

Heat is transferred by conduction from the gas inlet tube where a temperature sensor is also
installed and indicates the phenomenon. The displayed temperature at the inlet and outlet is
also higher than 1.8 K. In the outlet there is a needle valve that insulates the gas system from
the rest of pipework. Gas is transferred through a small diameter tube (2 mm capillary tubes
that their orifices have a diameter of 0.7 mm) and thus heat transfer is minimized. This assembly
configuration assumes an adiabatic boundary condition at the outlet or the same temperature
as the inlet. The outlet configuration is shown in Figure 5.4

Figure 5.4 Catia design shows the vacuum pipework attached to the He gas system. The outlet is
shown in blue. Cryogenic valves are shown in green and the by-pass pipe in yellow.

I3 There is a variation of +(10-15) mK in the cold bore temperature when magnet tilting occurs due to cryogenic circuit
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Gas
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Figure 5.5 Arrows show the transfer of heat by conduction. The cold bore is connected via pipework
to the system and since there is a temperature difference with the general CAST vacuum system, the
conduction mechanism is applied [76]. Gas inlet and outlet are also shown.

According to the pipework configuration and the cold windows construction parts'®, the heat will
flow:

e Through the metallic parts that surround the fluid, to the fluid according to the heat
transfer coefficient between stainless steel walls and gas

e Through the Polypropylene (PP) attached to the cold window metal grid

e Between the metallic parts according to their thermal conductivity

The metallic walls close to the cold windows are hotter than the walls in the cold bore and the
fluid will become less dense in these regions because the temperature gradients will cause
convective heat transfer. The convective heat transfer implies the mass transfer of gas by
advection and diffusion. The temperature gradient close to the hotter regions of metallic
boundaries will cause the fluid to increase its temperature, becoming less dense and it follows
that it will rise, while the cooler gas that is denser will occupy its place. The density differences
due to temperature gradients will cause a mechanism known as natural convection. The driving
force of this mechanism is buoyancy.

The expression that describes the convective heat transfer from the solid walls to the fluid is

dQ
_* - _ _ 55
= —hA(Ts = T) (5.5)

16 A 15um Polypropylene (PP) foil is glued onto the stainless steel strongback , forming a grid of a square mesh
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e h is the heat transfer coefficient
e A is the solid wall area in contact with the fluid

o T, — T4 is the temperature difference between solid wall and the fluid temperature

away from the wall

Convection currents will increase heat and mass flow at the ends of the cold bore giving rise to
turbulence effects. The gas inside the cold bore should remain still at a great extent. The cooling
system forces the gas to have a temperature of 1.8 K. But close to the end of the cold bores
natural convection phenomena arise and buoyancy is the main force that drives the gas in a
circulation at MRB and MFB side respectively.

The fluid at these ends is less dense and turbulence effects that should be studied arise. Natural
convection stops being the dominant heat transfer mechanism at the region where fluid is
cooled down to 1.8 K inside the cold bore. Conduction phenomena are taking place and the
gas becomes denser.

Radiation effects are neglected as not important for the 3He system study due to very low
temperatures involved.

The situation becomes more complicated when the magnet moves and hydrostatic pressure
is taking place by the tilting of the magnet. The contribution of the hydrostatic pressure induced
is considered small but not negligible due to the small 3He gas density.

T<1.8K in magnet cooled
region

Figure 5.6 Heat transfer in the CFD model. The blue metallic region indicates the cooling of the
cold bore at 1.8K. The red region is the cold windows at a temperature around 20K. Heat is transferred
by conduction between solid parts (steel — polypropylene). The streamlines inside the solid region
indicate that the convection mechanism is stronger close to the warmer windows. The heat and mass
transfer from warmer regions to the cooled denser gas inside the cold bore indicate the natural
convection mechanism through which buoyancy is driven.
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In Figure 5.7 the expected behavior of 3He gas is shown and the regions of the dominant heat
transfer mechanism are specified.

It is important to mention that the full model solution requires a Steady State Thermal solution
from Ansys Workbench?’. The output of this solution should be a contraction of the whole steel
structure i.e. shrinkage of the cold bore because of its very low temperature. This could change
the volume of the gas system and potentially it could affect the result of the simulations. In this
study it is considered that the effect of contraction is infinitesimal.

3He is cooling and

falling by gravity Conduction

dominating region Convection

C dominating region

Q conduction

—y

Figure 5.7 The 3D arrows indicate the flow of *He at some depth inside the cold bore. In convective
regions the fluid gets warmer and less dense by absorbing the heat of the hotter windows. Natural (free)
convection phenomena arise because of density gradients in the vicinity of the hotter windows and mass
(fluid) transfer occurs. The lighter and warmer gas will flow upwind and a stream will start because colder
and denser gas should occupy the upward gradient flow of mass. The natural convection current
appears at both magnet ends (MRB and MFB) [76] with intensity that is analogous to the corresponding
cold window temperature and the tilting angle!®. In conductive regions the transferred hotter fluid that
follows the upper bound of the tube trajectory gets colder by means of conduction. Therefore at this
region the gas will increase its density and as the blue arc arrows show, it will fall down by gravity.

17 This model has been worked out in Ansys 14.5
'8 Hydrostatic pressure induced by tilting the magnet
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5.4 The CFD model

The CFD simulation’s purpose is to understand the real behavior of the *He gas in the CAST
cold bore and quantify the effects mentioned as the transfer of heat into the regions of interest.
To accomplish that, a model resembling the real CAST geometry should be made. However,
the real sketch up of CAST 3He system cold bore and surrounding pipework in addition with the
cold windows is too complicated as seen in Figure 5.8; therefore a simpler geometrical model
should be made. This can be achieved thanks to the sensors that measure the necessary
information like pressure and temperature at different points. Sensor’s experimental values can
be used as boundary conditions to a simpler model and these values are the CFD input
parameters. In the following, tables with the specified values that had been used as boundary
conditions to the model simulated will be presented.

The CAST model for CFD simulations is an assembly of parts like stainless steel, Polypropylene
and the gas itself. Geometric simplifications have been made taking into account the
computational cost and time cost for the opposite choice.

Figure 5.8 CATIA designs of the 10 m cold bore and pipework connections. To fully define the
model, dead volumes should be added to the model geometry. Instead, having all the required
information needed, a simpler geometrical model can be made.

5.4.1 Model Geometry

The model’s volume is totally closed at both ends (MRB and MFB) by the cold windows and
Polypropylene foil as also the inlet and outlet of the system is closed by a closing surface. The
metallic bellows that absorb the contraction or extraction of the gas volumes were not modeled
(Figure 5.9). Smooth edges have been designed as in the real construction model for a change
in the pipe diameter from 63.5 mm to 46.2 mm at the end of the bores. This has an impact on
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the turbulence model and the fluid flow. In the case where smooth edge change is not used,
turbulence effects should be different than in reality.

Figure 5.9 CATIA design view of the MRB end of the model. The picture included shows the real
configuration and the bellows exposed.

The model for the CFD simulations has been built using Ansys CFX geometry. It consists of

103

Stainless steel (SS) cold bores of 1.6 mm thickness

MFB and MRB ends of SS of the same thickness as the cold bores

Polypropylene (PP) foil of 15um thickness attached at the end of MRB and MFB ends
respectively, closing the MRB and MFB ends

Windows SS net as shown in Figure 5.10 that is attached to the PP foil

Inlet and outlet closing surfaces (SS) at MFB and MRB ends of 1.6 mm thickness

3He gas that is a continuum inside the closed metallic structure.



5.4.2 Geometry domains

The cold bore domain consists of two parallel tubes and is inside the magnet’s cryogenic cooling
system. The cooling power is sufficient to cool down the cold bores to 1.8K so it is reasonable
to assign this temperature to the external cold bore surface.

The tubes of the cold bore are closing by the MRB and MFB domains made of stainless steel
as the cold bore, having also the same thickness. The inlet and the outlet are closed surfaces
and thanks to a sensor attached to the inlet MFB end, the temperature is known and can be
used as a boundary condition. The inlet temperature value can be assigned to the closing
surface of the outlet, although there is no sensor in the outlet domain. In case where the magnet
is horizontal this is reasonable, but when the magnet is tilted this assumption can lead to
deviations from reality since the gas flow and heat modifies the outlet temperature value.

In Figure 5.10 a thermal study shows the temperature gradients in the pipework attached to the
CAST's inlet and outlet. However, the results of this study cannot be used in this model since
the fluid-solid interaction has not been taken into account.

Figure 5.10  MFB (left) and MRB (right) temperature distribution of the inlet and outlet pipework
attached respectively. This study contains no fluid-solid interaction. It is shown as a visualization of the
temperature distribution from the cold bore domain to the hot (ambient temperature) outside world.

The cold windows attached to the MRB and MFB ends have a strongback net where the
Polypropylene (PP) foils of 15 pym thickness each are glued. Since there are 4 sensors at each
cold window there is no need for it to be designed as a whole structure (Figure 5.11). Instead
the stainless steel net strongback is suitable, closing the MRB and MFB ends attached the PP
folil.
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Figure 5.11  Cold window and the pipework attached (left). On the right a CATIA design view of the
window. The foil is attached to the metal grid.

Figure 5.12  The geometry model in the MFB side. Each domain is pointed by arrows. The same
configuration exists in the MRB side. The full model is attached. Bellows have been neglected

The geometry model was designed in Ansys CFX Geometry application using the CATIA
software 3D model. Using the geometry software provided by Ansys the regions and domains
mentioned have been defined. Parts that are composing bodies have been defined as regions
where boundaries or interfaces have been created. The continua that are either solids or fluids
are assigned to the regions created.
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The continua created are

e 3He gas that is assigned to the MFBIN, MRBIN and CBIN regions

e Stainless steel solid assigned to the CBOUT, MFBOUT, MRBOUT and the WINMFB and
WINMRB regions

e Solid Polypropylene that composes the PPMFB and PPMRB regions

Geometry has been designed using the following sketch that CAST provided.

Sketch 5.1 Geometry dimensions that CAST provides. Lsieeve = 25mm, Distance between center of each
cold bore = 180 mm and CB connection pipes in between have a ¢= 34 mm and V = 0.12984 liters

5.4.3 Boundary conditions

By specification of conditions applied on a domain boundary, the equations related to the fluid
flow can be numerically closed. The boundary conditions produce the solution for a given
geometry and the sets of physical models. It is the boundary conditions that determine to a
large extent the characteristic of the solution, so it is important to set boundary conditions (BC)
accurately in order to obtain accurate results. Boundary conditions are a set of properties on
surfaces of domains that are required to fully define the flow simulation.
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The sensors installed in the gas system are suitable monitors of the values that can be used
as boundary conditions. The information provided is temperature and pressure.

The windows temperature is measured by four sensors installed in a hole made over each
window flange. There are also heaters attached to the windows flanges in order to heat up the
windows in a bake out case or in case CAST wants a higher windows temperature
measurement. The sensors (CERNOX) uncertainty is 0.01 K.

Figure 5.13  Position of the temperature sensors attached in the windows flanges

There are sensors also installed in the inlet and outlet region. The value provided by these
sensors can be used as BC’s in the CFD model. A pressure sensor is also installed in the MRB
end (Baratron 690A) [77]. The sensor is inside the gas volume and its accuracy provides the
necessary information of pressure at any moment. The sensor uncertainty of the pressure
inside the gas volume is 62 ppm.

The 3He gas mass can be measured accurately before injection in the cold bore. The gas
system setup with the thermal bath and its constant temperature (309.15 +0.01 K) in addition
with the pressure valve used, can provide accurate measurement of the amount of gas released
from MV2 (metering volume). However, it should be considered that a small amount of gas
could be trapped inside the pipework. In this study, the amount of gas that can be trapped is
considered negligible because the pipework is at high temperature (room temperature) and it
is assumed that all gas flows towards the cold bores where temperature is at 1.8 K. The
uncertainty of the number of moles of gas measured is about 37 ppm.

The number of moles N can be used as a boundary condition that tests the validity of the
simulations. In the CFD simulation program one should set the pressure inside the gas volume
(close to the experimental measurement place — if there is no recirculation of gas at this point)
and after solving the problem can integrate over the volume and extract the mass of the gas.
The reverse process is not allowed, meaning there is no way to set as input (BC) the number
of moles inserted and measure the pressure as an output in the CFX program.
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Figure 5.14  Schematic view of the sensor’s location in the CAST gas system.

The configuration of the BC’s can be seen in Figure 5.14. Apart of the solid-gas interfaces along
the whole structure, the uniform temperature in the cold bore and the adiabatic conditions that
the MRB-MFB ends and the PP foil have been set, it is important to mention that the
temperature of the windows-net is applied in the stongback net perimeter as shown in red. The
inlet and outlet temperature BC’s have been applied in the red region (Figure 5.14) that closes
the MFB and MRB ends respectively.

The cold windows temperature value is measured continuously and each sensor value can be
used independently, applied in the perimeter of the window as seen in Figure 5.15. To apply
the sensor’s value in the window perimeter is the best choice, rather than applying it to the
whole strongback net. This is firstly because the sensor is located at this point (although in the
outer side of the perimeter) and secondly because by applying adiabatic BC at the rest of the
net domain inner fluid-solid interactions are taken into account.
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Figure 5.15 Boundaries condition configuration. Sensor’s values have been applied at the specified
regions and fluid-solid interfaces have been created.

5.5 CFD model meshing

In this study a CFX-Mesh has been used, that is a mesh generator aimed at producing high
quality meshes for CFD simulations. The CFD mesh requires meshes that can resolve
boundary layer phenomena. CFX-Mesh produces meshes containing tetrahedral, prism,
pyramids and hexahedra [78].
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The meshing purpose is to discretize each domain, create small elements called cells where
integral Navier-Stokes equations can be solved numerically. Meshing the fluid domain is a very
crucial operation for the accuracy of the solution and convergence. Important physical
phenomena could be overlooked if cells are too big or if meshing is too coarse. It is then
mandatory to find the optimal solution between a refined mesh (computational time cost) and a
coarser one that is less costly.

The CAST model includes a scoped method control mesh (Sweep or Multizone) for the cold
bore fluid area (Multizone method) and a sweep method for the outer metallic cold bore area.
Automatic method has been used for the MRB and MFB outer metallic ends.

Ansys CFX- mesh uses as its automatic method a tetra mesh method that is based in Delaunay
triangulation with an advancing-front point insertion technique used for mesh refinement. The
Patch conforming Tetra mesh method applied to the MRB and MRB fluid ends, as itis, supports
the 3D inflation. The method creates tetrahedrons that can be adjusted in size by Face sizing
tools.

5.5.1 Cold bore meshing (Fluid)

Multizone meshing has been applied to the cold bores of the CFD model. The mapped mesh
type is hexahedra and the surface mesh method is uniform. Face sizing and inflation have been
applied to the domain. The inflation method used is the First Layer thickness option with first
layer height of 1e-02mm, growth rate 1.1 and maximum height of the inflation layer 3mm.

Figure 5.16  Cross view of the interface of the cold bore at the MRB end. Multizone meshing and
inflation is shown.
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5.5.2 MRB and MFB meshing (Fluid)

The MRB and MFB ends, are meshed using tetrahedrons with the Patch conforming method.
Inflation has also applied using the Last Aspect ratio option. This option controls the heights of
the inflation layers by defining the aspect ratio of the inflations that are extruded from the
inflation base. The aspect ratio is defined as the ratio of the local inflation base size to the
inflation layer height.

Inflation is useful for CFD boundary layer resolution, especially for eddies currents that can be
resolved close to the wall. The layers have been created in every fluid domain are 21. A detall
of the layers used can be seen in Figure 5.16

Figure 5.17  The “Last Aspect Ratio” method which has been used is the Base/Height ratio. In MRB
and MFB fluid domains, the ratio is 5.5 and the inflation result can be seen in the figure. The Patch
conforming method builds tetrahedrons and by use of a “Face control” option, elements are created with
a smallest size of about 8e-004m. Growth rate is 1.05, so from a small element, a smooth growth is
preserved to neighbored elements. Same condition is applied to the inflation elements. The first layer
height is 5e-002 mm.
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5.5.3 Solid meshing

Solid domains of stainless steel and polypropylene are meshed in a default way using fewer
elements except than the strongback net where the inflation algorithm has been applied. The
automatic method was used for the PP foils and the mesh system choice was the Multizone
method.

The mesh should be as fine as possible but there is a limit in this study depending on the
memory of the computer used and the number of the available solver CPU’s. A detailed table
of the mesh elements for each domain is given in table 5.1. A symmetry plane could possibly
resolve this issue but since the results, using about 12 million elements, show nice behavior
and converge, it is physical and reasonable to keep this configuration.

Figure 5.18 : The final mesh setup. MRB end and a part of the cold bore domain are shown (Fluid).
At the MRB fluid domain end, the solid inflated strongback net is also depictured.
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5.5.4 Mesh Quality check

A check for measuring the mesh quality is the Skewness. Skewness is one of the primary quality
measures for a mesh. Skewness determines how close to ideal (i.e., equilateral or equiangular)
a face or a cell is.

Highly Skewed

Equilateral Triangle Triangle

Equiangular Highly Skewed
Quad Quad

Figure 5.19  Ideal and Skewed Triangles and Quadrilaterals

Mesh Skewness check in the CFD model revealed that the minimum value is 1.305E-10,
maximum value is 0.88 and the average value is 0.12. There are only few elements with
Skewness value above 0.75 that is characterized as poor and convergence is achieved not
easily.

Orthogonal Quality

The orthogonal quality for cells is computed using the face normal vector, the vector from the
cell centroid to the centroid of each of the adjacent cells, and the vector from the cell centroid
to each of the faces. Figure 5.18 illustrates the vectors used to determine the orthogonal quality
for a cell. The range for orthogonal quality is 0-1, where a value of O is worst and a value of 1
is best.

The Mesh metric “Orthogonal quality” has been checked in the CFD model and the minimum
value is 0.167, the maximum value is 1 and the average value is 0.951.
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Figure 5.20  On the left Vectors used to compute orthogonal Quality for a cell. On the right some
elements created with orthogonal quality of about 0.2 are shown.

5.6 Physical properties of the model

Physical and thermal properties of the continua used to the CFD model are of excessive
importance for the accurate problem description. The properties of 3He will be described as
also the solids used in the model, which are stainless steel and polypropylene.

5.6.1 3He (Helium-3)

Helium-3 is a very rare light isotope of helium with two protons and one neutron. It is used for
neutron detection, ultra-low temperature research and fusion reactions. CAST uses helium-3
because its high saturation pressure makes it suitable for research of axions having higher
masses.

National Institute of Standards and Technology (NIST*®) [74] database provides the properties
of 3He in comparison with “He.

Property Helium-3 Helium-4
Formula 3He “He
Molar mass (M ) [g mol] 3.01603 4.002602
Critical temperature (Tc) [K] 3.3243 5.1953
Critical pressure (pc) [Pa] 116000 116000
Saturation pressure (psat [mbar]) at 1.8 [K] 135.58 16.405

19 NIST: it is the National Institute of Standards and Technology: http://www.nist.gov/srd/nist23.cfm
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Table 5.2 NIST database properties of 3He and “He.

In order to fully describe the thermodynamic properties of the fluid, an equation of state is
needed, that is a relation between state variables such as temperature, pressure and volume.
The fluid in the CFX-Pre program of Ansys [79] can be considered as an ideal gas or a real
gas. In the case where the fluid is considered as ideal, intermolecular forces would be
neglected.

Van der Waals in 1873 proposed an equation of state that takes into account intermolecular
forces and in his remarkable equation he introduced an attractive and a repulsive parameter.
Nowadays more complex equations describe the real gases more accurate.

Since the beginning of this CFD study the equation of state proposed and used throughout all
models developed is the Peng-Robinson equation. The equation proposed in 1976 satisfies the
following requirements

v/ The parameters are expressible in terms of critical properties and the acentric factor?®
v' The model provides accuracy close to the critical point
v' The equation should be applicable to all calculations of all real fluids

This equation of state is the most complete among the real gases although new extensions
concerning the centricity have been developed.

The formula of the Peng-Robinson equation is

RT a(T) (5. 6)

P = -
V.,—b V2 +2V,b— b2

Where P is the pressure, V,,, is the relative volume, T is the fluid temperature and R the molar
gas constant. The constants a and b are defined as

c

Pc

b =10.778

(5.7)
and

a(T)=ay| 1+n|1- (5.8)

T
Te

20 The acentric factor is a measure of the non-sphericity (centricity) of molecules
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R2T?

a, = 0.45724 (5. 9)

c

and the parameter n is computed as a function of the acentric factor, w:

(5.10)
n = 0.37464 + 1.54226w — 0.26993 w2

NIST developed a preliminary Helmholtz equation of state based on experimental
measurements for 3He. The equations of state mentioned are compared in a single plot (Figure
5.21) of density versus temperature for constant pressure.

The density at low temperatures is high and density gradients at this temperature range (1.7-
1.9 K) should be taken into account in the CFD model. The equation of state and fluid transport
properties that are temperature dependent can include all the fluid transport phenomena. The
scales at which such variations in density exist are very small and hence the mesh refinement
should consider such effects. The Peng-Robinson equation of state is implemented in the
Ansys-CFX program that is the setup environment of this CFD model.

In the Ansys-CFX program thermal conductivity and heat capacity at constant pressure are
expressed as functions of temperature.

5.6.2 Thermal properties

Thermal conductivity and dynamic viscosity have been considered as temperature dependent
neglecting the influence of pressure. Data has been obtained from Hurly and Moldover (2000)
for T < 50K and Lemmon (2011) for T > 50K [75]. The plots in Figure 5.22 show the thermal
conductivity?* and dynamic viscosity?? versus temperature.

2 Tt is the property of a material to conduct heat
221t is the amount of heat needed to provide to 1 kg of substance to increase its temperature by 1 K.
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Figure 5.21 Equation of State (Eos) plot. Density is plotted as a function of temperature for a given
pressure (setting) P=67.45 mbar. The detailed plot includes the differences in low temperatures and the

Temperature [K]|

deviation from the real gas behavior is obvious.

Figure 5.22  Thermal conductivity on the left and viscosity plot on the right as a function of

temperature.

The influence of pressure and temperature should be taken into account for heat capacity at
constant pressure Cp?2 evaluation. For each pressure value used in the CFD model, a different
temperature dependent polynomial equation is plotted and by applying fitting methods, the fifth

2 It is the amount of heat needed to provide to 1 kg of substance to increase its temperature by 1 K.
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order polynomial coefficients are extracted. Ansys-CFX program uses NASA format to specify
the heat capacity of 3He. The formula used is the following
CO
?p = a; + a,T +asT* + a,T3 + asT* (5.11)
Ansys-CFX uses a temperature limit that defines two temperature ranges for the upper and the
lower interval. The same method is applied for extracting the polynomial coefficients for specific
enthalpy

HO

a as Qg as
—= T+ =T?*?+=T3+—T*+=2T" (5.12)
R a, T + > + 3 + 2 + c + ag
and specific entropy
S0 as a, as
F= a, lnT+a2 T+7T2+?T3+ZT4+G7 (5- 13)

There are seven coefficients in each interval for a total of 14 coefficients. Figure 5.23 shows a
plot of Cp for different pressures versus temperature. The fitting method to extract the
coefficients is a polynomial of fourth order. The fit is accomplished using ROOT software chi-
square method.

Figure 5.23  Cp/R fit method. The polynomial fit is a fourth order one. There are two NASA
coefficients intervals and in this example of 83 mbar, the Cp/R is fitted at the temperature range 1.5- 4K
on the left while on the right plot the fit is between 4 and 23K.
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Figure 5.24 Heat capacity is plotted against various pressures. As temperature decreases the
capability of the gas to store energy is greater.

5.6.3 Solid Properties

Stainless Steel

Pipework thickness as also the strongback nets are made of steel. A stainless steel coded as
AISI 316NL has been used by CAST. The type used is the Cr-Ni, austenitic stainless steel AISI
316LN type (designated UNS S31653 under the UNS). Due to the difficulty to find the thermal
properties of this particular stainless steel at the low temperatures occurring in the problem,
they have been assumed similar as the kind of stainless steel from the same series, UNS
S31600. Thermal Conductivity values have been obtained from Marquardt et al. (2000), while
constant heat values have been obtained from Du Chatenier (1965) for 1 K < T < 3 K and
Marquardt et al. (2000) for T > 3 K. [80].

The data obtained have been implemented in Ansys-CFX as functions. Then, expressions are
created based on the functions generated for each variable. The following plot in figure 5.25
reveals the trend of thermal conductivity and heat capacity of the SS used as implemented in
Ansys-CFX.
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Figure 5.25 On the left, thermal conductivity is plotted versus temperature for SS 316 in Ansys-CFX. The
low values of thermal conductivity-k close to absolute zero temperatures means that heat will flow towards
the fluid instead of being transferred by conduction to the pipework. On the right, Heat capacity is plotted
against temperature for SS 316 in Ansys-CFX. Close to absolute zero temperatures, the capacity of steel to
store heat is decreasing and subsequently the heat will flow into the fluid.

Polypropylene (PP)

The cold windows at each end of the CAST telescope consist on a 15 um thick polypropylene
(PP) foil attached to a metallic strongback net. There are several types of PP depending on its
tacticity?* and on its crystallinity. The PP is a thermoplastic polymer, formulated -(C3H6)n -. The
PP foils in CAST can be assumed as isotactic, with 65% of crystallinity?® [77]. Thermal
conductivity values have been obtained from Choy and Greig (1977), while constant heat
values have been obtained from Gaur and Wunderlich (1981). Ansys-CFX stores the data
mentioned and a linear interpolation is used to create the following graphs (Figure 5.26).

Since the heat capacity and thermal conductivity of both solid materials (Stainless steel and
PP) are quite low at low temperatures, heat would flow towards the fluid. The heat will flow from
the PP foil to the steel or to the gas because of its low thermal properties values. It is then
natural to assume that in the data taking period considered, incoming heat will be transferred
to the fluid because of the low capacity values of SS and PP.

24 Tacticity (from Greek taxtikdg taktikos "of or relating to arrangement or order") is the relative stereochemistry of

adjacent chiral centers within a macromolecule
25 Crystallinity refers to the degree of structural order in a solid. In a crystal, the atoms or molecules are arranged in a

regular, periodic manner
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Figure 5.26  On the left Heat Capacity of PP foil is plotted against temperature. On the right, a plot of
thermal conductivity versus temperature is shown

5.7 Physical modelling

Since fluid domains that define the region of the fluid flow have been defined, it is natural to
define the physical nature of the flow. The accuracy of the physical modeling specifies the CFD
model accuracy.

5.7.1 Steady state model

First it is of great importance to specify if the time dependence of the flow characteristics is a
steady state or a transient one. Steady state simulations, by definition, are those whose
characteristics do not change with time and whose steady conditions are assumed to have
been reached after a relatively long time interval [81].

Transient simulations require real time information to determine the time intervals at which the
CFX-Solver calculates the flow field. Transient flows can be caused by the initially changing
boundary conditions of the flow or in cases that the flow is driven by buoyancy.

In the CFD model created, steady state simulations have been performed and although
buoyancy is activated as the natural convection source, by changing the pseudo-timestep size
of the steady state simulation, any oscillations of the residual plots disappears. Itis also physical
to assume a steady state simulation since the rotational velocity is very low.
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5.7.2 Continuum flow assumption

The validity of Navier-Stokes equations that describe the fluid motion is set by a threshold value
that is known as the Knudsen number. In case where the pressure in the medium is very low
as in CAST, the Knudsen number that express the ratio between the mean free path of 3He
molecules and a representative physical length scale should be examined.

The Knudsen number determines whether statistical mechanics or the continuum mechanics
formulation of fluid dynamics should be used. If the Knudsen number is 21, the mean free path
of a molecule is comparable to a length scale of the problem, and the continuum assumption
of fluid mechanics is no longer a good approximation. In this case statistical methods must be
used. The formula that expresses the dimensionless Knudsen number is

A
Kn =— (5. 14)
L
The mean free path can be calculated from the following expression
kT
A= —== (5.15)

\2ma?p

Where kg is the Boltzmann constant, T is the mean temperature of the fluid system, g is the
particle hard shell diameter and p is the total pressure. Calculating the above expressions it
follows that Knudsen number is < 1 so it is natural to use the continuum assumption of fluid
mechanics instead of a statistical method.

5.7.3 Heat transfer model

Heat transfer that is modeled is used to predict the temperature throughout the flow. The
mechanisms involved, consist of conduction, convection, and (where appropriate) turbulent
mixing and viscous work. The model includes the transport of enthalpy and kinetic energy
effects. This option is necessary for buoyancy modeling in Ansys-CFX. The heat transfer model
used is the “Total Energy” in Ansys-CFX. Turbulent Flux closure for Heat transfer option is not
selected, as the turbulent Prandtl number is not a constant in the model used. Details of the
turbulence physical analysis used are given in the next paragraph.

Reference pressure

The pressure set in the CFD model is a relative value that describes the system pressure. This
is because there is not any closed pressure boundary in the model and as a consequence a
reference pressure should be set at some point. All relative pressure specifications set in CFX
are measured relative to this Reference Pressure value. The Reference Pressure will affect
the value of every other pressure set in the simulation. The reference pressure has been set
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equal to zero at the MRB end connection domain in coordinates (-10.34, 0.005, 0.005) as shown
in figure 5.23

Reference Pressure=0

‘/

Figure 5.27 Reference pressure set equal to zero at the point specified. In case where there is no
tilting simulated it follows that Pans=Pcg + Pref

5.8 Turbulence modelling

Turbulence models are used to predict the effects of turbulence in fluid flow without resolving
all scales of the smallest turbulent fluctuations. In the case of the CAST model, turbulence is
expected at the regions close to both model ends. The temperature in the cold bore is very low
(~1.8 K) and because of its long length, the fluid flow is expected to be laminar. Laminar flow is
governed by the unsteady Navier-Stokes equations. The laminar case applies when the energy
transfer in the fluid is accomplished by molecular interaction (diffusion). When the speed of flow
increases, the work of the viscous stresses can also contribute to the energy transfer.

In fluid mechanics, a dimensionless quantity that can predict similar flow patterns in different
fluid flow situations is the Reynolds number and it is defined as the ratio of inertial forces to
viscous forces. It is therefore a consequence of this number to describe the importance of the
two types of forces acting on a fluid for given flow conditions. Reynolds number is used to
characterize different flow regimes within a similar fluid, such as laminar or turbulent flow.
Laminar flow occurs at low Reynolds numbers (Re<1000) where viscous forces are dominant
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and the flow is smooth and constant; turbulent flow occurs at high Reynolds numbers and
inertial forces dominate. In turbulent flow chaotic eddies, vortices and flow instabilities occur.

Turbulence intensity is another parameter that can define the turbulent kinetic energy and in
the CAST-CFD model is more useful to characterize the flow. Turbulence intensity is defined
as the ratio of the root-mean-square of the velocity fluctuations, u’, to the mean flow
velocity, Uavg.

!/

u _1
I = = 0.16(Rep,,) ® (5. 16)
Ugpg

where Rep  is the Reynolds number in a flow field of Hydraulic Diameter DH. v'is defined as

2
r— |2k (5. 17)
Y= 3

where K is the turbulent kinetic energy in J/K. The distribution of turbulent kinetic energy can
be seen in Figure 5.23. Calculation of the turbulent intensity results in a value close to 20% at
regions close to MRB and MFB ends. The turbulence in these regions would be intense, as
seen in Figure 5.28, while the fluid remains constant in a laminar behavior inside the cold bore.
A turbulence intensity of 1% or less is generally considered low and turbulence intensities
greater than 10% are considered high. Transitional effects should rise in between of those two
regions.

Figure 5.28  Turbulent kinetic energy contour of a plane in the middle of one cold bore is shown. The
contour shows the MFB region with high turbulence intensity (1 =2 20%). Inside the cold bore region, blue
region indicates that the turbulent intensity drops to zero and laminar flow develops. The case plotted
is for Pcg=83mbar and the contour is scaled in the Y axis by a factor of 5.
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5.8.1 Turbulent models

A number of models have been developed that can be used to approximate turbulence based
on the Reynolds Averaged Navier-Stokes (RANS) equations. In this CFD study, firstly the k-
epsilon model was tested and results have been analyzed. K-epsilon is a model implemented
for general purpose CFD codes and is considered the industry standard model. K-epsilon model
has proven to be stable and numerically robust and has a well-established regime of predictive
capability. For general purpose simulations, the k-epsilon model offers a good compromise in
terms of accuracy and robustness. Within Ansys-CFX, k-epsilon model uses the scalable wall-
function approach enabling solutions on arbitrarily fine near-wall grids, which is a significant
improvement over standard wall functions.

K is the turbulent kinetic energy and is defined as the variance of the fluctuations in velocity
and epsilon (e) is the turbulence eddy dissipation (the rate at which the velocity fluctuations
dissipate).

Although the k-e model provides good predictions for many engineering flows, there are some
limitations for applications as

e Flows with boundary layer separation.

e Flows with sudden changes in the mean strain rate.
e Flows in rotating fluids.

e Flows over curved surfaces.

A challenge in turbulence modeling is the accurate prediction of flow separation from a surface.
Standard two equations turbulent models usually fail to predict the onset and the amount of
flow separation under pressure gradients. The most accurate model was the k-w turbulent
model of Menter [82]. Later on, a k-w based turbulence model, the Shear-Stress-Transport
(SST) was designed to give more accurate results and predict the onset and the amount of fluid
separation by inclusion of transport effects into the formulation of the eddy-viscosity. The SST
model is recommended for high accuracy boundary layer simulation, as CAST needs, and for
free shear flows, the SST model is identical to the k-€ model. This model was developed to
overcome deficiencies in the k-w turbulence model like the transport of the turbulent shear
stress.

To include transitional effects two more equations are added to the SST model; the
intermittency and the transition onset criteria, in terms of momentum-thickness Reynolds
number. An ANSYS empirical correlation (Langtry and Menter [83]) has been developed to
cover standard bypass transition as well as flows in low free-stream turbulence environments.
An option was added to the code so the user can add a user-defined correlation that is used to
control the transition onset momentum thickness Reynolds number equation.
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5.8.2 Ansys- CFX transition model

When a laminar flow is becoming turbulent, the phenomenon is known as laminar-turbulence
transition. The process is so complicated that at present it is not yet fully understood. Despite
the difficulties occurring with transitional flows, even after decades of intensive research, certain
features have become gradually clear. In figure 5.29 a schematic view of the transition region
is depicted. Flow starts as laminar but after some distance, small chaotic oscillations start to
develop in the transition region and eventually the flow becomes fully turbulent.

Figure 5.29  The transition region is shown. The near-wall region can be subdivided into two layers.
The innermost one is called viscous sub-layer and the flow is almost laminar-like. In this layer molecular
viscosity plays a dominant role in momentum and heat transfer. Further away from the wall, in the buffer
layer, turbulence effects and molecular viscosity are of equal importance.

The transition between these three regions can be defined in terms of the Reynolds number,

Re = pul/u (5. 18)

where p is the fluid density, u is the velocity, L is the characteristic length (in this case, the
distance from the leading edge) and u is the fluid dynamic viscosity.

Using low-Reynolds number turbulent models where the wall damping functions trigger the
transition onset is an attractive solution as in the most k-w models. However, experiments and
experience have shown that this approach cannot reliably capture the influence of parameters
as such as free-stream turbulence, pressure gradients and separation.

The transition model makes use of experimental correlations that relate the turbulent intensity,
Tu, in the free-stream, to the momentum-thickness Reynolds number, Reg, at transition onset.
The momentum thickness Reynolds number is given by

PUx 05
U

R852 = (5.19)
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Where p is the fluid density, i is the dynamic viscosity U, is the fluid velocity far away from

the boundary layer and &, is the momentum displacement that can be defined as a layer into
the boundary that the fluid loses momentum.

In Ansys-CFX, a locally formulated transport equation has been developed for intermittency
that is used to trigger transition. The other equation is applied to check criteria related to the
momentum thickness Reynolds number. This model is called the “Gamma-Theta model” and it
uses a new empirical correlation (Langtry and Menter) [84] that has been developed to cover
standard bypass transition as well as flows in low free-stream turbulence environments. The
built-in correlations have been extensively validated within the SST turbulence model for a wide
range of transitional flows.

The relative percentage of laminar flow can be estimated by using the following formula

Rey,  380000(100 Tu)~>/*
Re, (p/WV Lpeyice (5. 20)

Where Re,; is the transition Reynolds number (that is a user input for the Ansys-CFX program),
Re, is the device Reynolds number, Lp,,;ce is the device length, V' is a representative velocity
and Tu is the free-stream turbulence intensity that is defined as follows.

B (2k/3)05
= T

Tu (5.21)

where k is the turbulence kinetic energy.

The CAST CFD model has to predict the transitional flow close to the MRB and MFB ends and
at the region of the cold bore where laminar flow starts to develop. This is crucial because the
transition region finally determines the region of the cold bore that laminar flow dominates (with
a density variation ~ 10-%) and this region length will predict the magnet's coherence length.
Transition Gamma-Theta model is a suitable tool to predict in high accuracy the CAST
simulations.

Figure 5.28 proves that He flow will be mainly turbulent at the volume ends (MRB and MFB
fluid regions) while it will remain static at the central part of the cold bore. The region between
the laminar and turbulent flow would be a transitional region, that the more accurately simulated
the higher the correct calculation of the coherence length. It is also pointed out that the correct
transition onset prediction should give the amount of gas expected inside the volume according
to the pressure set.
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5.8.3 Modelling Flow near the Wall

Near the CFD model walls there are strong gradients of the dependent variables. It has been
also observed that viscous effects of transport processes are quite large. It is a crucial issue
that the simulation accounts for the wall viscous effects and accurately resolves the rapid
variation of flow variables within the boundary layer.

In the Gamma-Theta transition model used, the requirement is a finer grid that is typically used
for routine design purposes. The max grid y* should be approximately equal to one. The Yplus
(y*) variable is given by the standard definition used in CFD

+ _ VTw/pAn (5. 22)

y = iy

Where An is the distance between the first and the second point of the wall, 7, is the wall-
shear —stress in the log-raw region, p is the fluid density and v is the dynamic viscosity.

Two more boundary layers have to be resolved in order to identify the fluid behavior near the
wall: the momentum boundary layer and the thermal boundary layer. The Prandtl number is a
dimensionless number that is defined as the ratio of momentum diffusivity to thermal diffusivity.

Prandtl number is expressed as

v viscous dif fusionrate Cyu
Pr=—= : : = (5. 23)
a thermal dif fusion rate k

e Where v is the kinematic viscosity
e a is the thermal diffusivity
o (, is specific heat

e [ is dynamic viscosity

The Prandtl number (Pr) controls the relative thickness of the momentum and thermal
boundary layers. When Pr is small, the heat diffuses very quickly compared to the momentum.
This is the case for the CAST model (Pr <) as can be seen in Figure 5.30.
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Figure 5.30  Pr number is less than one, so the thermal boundary layer is thicker than the momentum
layer. Pr is plotted in the central longitudinal section of cold bore and MFB at a pressure of 43mbar. The
windows temperature is ~20K. The scale of the contour is 2.

For vertical flat plates a dimensional nhumber known as Grashof number (Gr), can predict
transitional flow when it is lying in the range 108 <Gr<10°. In flows like the one being modeled
for CAST, the Gr number cannot predict the transition regime. The Gr number in the central
longitudinal section in CB and MFB is plotted in Figure 5.31.

Figure 5.31  Grashof number contour for Pcg=67mbar and T window ~ 20K

The Grashof number is defined as the ratio of the buoyancy to viscous forces acting on the
fluid. The formula that defines the Grashof number is

_9PUs - =)D (5. 24)

Gr

e Where g is the gravity acceleration

e [5 is the volume expansion coefficient . For Ideal gases it is assumed that § ~ T
e Ts is the wall temperature

e T, isthe bulk temperature
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e D is a characteristic length of the device
e vV is the dynamic viscosity

CAST’s CFD simulation is a complicated problem and the model that has been built takes into
account all the phenomena of a transitional flow that are emerging from natural convection
forces. The fluid into consideration (3He) has also specific properties that diverge from usual
fluids.

The onset of the transitional region is a compromise between the turbulent flow observed at the
MRB and MFB ends and the laminar flow expected in the cold bore central region. It is of great
importance for the simulation to properly adjust the physics of the model and a turbulence model
that can resolve the boundary layers close to the wall. The Gamma Theta turbulence model is
the most appropriate tool for boundary layer resolution because of the use of experimental
correlations that can be defined by the user. One correlation is introduced via the intermittency
term that ranges between 0 and 1 (0 for laminar flow and 1 for fully turbulent) and the Rew term,
that drives the onset of transition according to the “transition onset Reynolds number”, that is
user defined.

The transition model adopted in this study requires the solution of extra transport equations,
which require additional computation costs. It is also necessary to create a finer grid for the
model in order to achieve y* values bellow one. In the next section the computational solver
management and the numerical strategy is explained.

5.8.4 CFD model computation

Ansys CFD provides a software called CFX-Solver manager [85] that sets up the simulation
model solution requirements. The points that can establish an accurate solution of the
simulation are the problem initialization and the results validation, in parallel with the numerical
strategy followed.

First the initial conditions of the problem should be set. Typical fluid properties should be defined
and concerning parameters such as pressure, temperature, velocity and turbulence parameters
should be set at their initial value. The metal cold bore temperature for example, could be used
as an initial condition for the fluid temperature inside the cold bore. Velocities should be rather
low in the cold bore region while at the MRB and MFB ends should be set at a higher value.

In CFX-Pre software initialization can be used for any region or domain. For turbulence, there
is an option to use between low intensity (1%), medium intensity (5%) or high intensity (10%),
or to use real values for the k-w model like the turbulence kinetic energy and turbulence eddy
frequency. Many models have been created and turbulence initialization takes the form of the
previous solutions values provided, in order to decrease the solution’s computational time.
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The numerical approach used in CFX to solve the simulation is a pressure-velocity coupling.
This option is known as a coupled solution. The advantage of using a coupled solver is that this
scheme obtains a robust and efficient single phase implementation for steady state flows. The
performance is superior compared to the simple or segregated?® methods. The coupled
algorithm solves the momentum and pressure-based continuity equations together. The full
implicit coupling is achieved through an implicit discretization of pressure gradient terms in the
momentum equations, and an implicit discretization of the face mass flux, including
the pressure dissipation terms.

5.8.5 Convergence

The convergence?’ of the solution is an association of parameters that have to be satisfied in
the CFD model simulated. At convergence of a simulation the following conditions should be
fulfilled

e All discrete conservation equations (momentum, energy etc.) are obeyed in all cells

e Overall mass, energy and scalar balances are achieved

e By monitoring convergence via residual monitors, a decrease in residuals by three
orders of magnitude indicates at least a qualitative convergence

On monitor tabs of Ansys-CFX Solver, history plots and user defined plots are shown. The
convergence history section details the state of the solution as it progresses. Equation residual
information at specified locations enables us to monitor the convergence. Convergence
difficulties can often be pinpointed to a particular part of the solution.

Solver residuals represent the absolute error in the solution of each variable from the Navier-
Stokes equations numeric calculation. At each iteration, the residuals should become lower or
remain stable and this is an indication of solution convergence. As pointed out, residuals are
not reliable enough to show a fully converged problem.

The solution to the linearized set of Navier-Stokes equations takes the form
Ax =Db (5. 25)

The iterative method, generates a sequence of approximate solutions to the system that
converges to the exact solution

After k iterations, an approximation is obtained for the exact solution

Ax® =p — r® (5. 26)

26 In the segregated method, the solver solves the flow equations independently. One equation is solved for each velocity
component and one for the pressure.

7 In mathematics, a convergence limit is the value that a function or sequence "approaches" as the input or index
approaches some value
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where ) is the residual after k iterations. Defining
el = x —x® (5. 27)
as the difference between the exact and approximate solution, we obtain
Ae®) = () (5. 28)

The purpose of the iterative method is convergence and this is achieved if the corresponding
sequence converges for the given initial approximations.

It is also important to plot certain variables like temperature or density and pressure at specified
points set by the user. The variables behavior and tendency could indicate that the problem
converges. Plots of the energy imbalance are also available; for a given control volume the
balance of energy crossing its boundaries is considered. The closed volume should obey to the
First law of Thermodynamics and since the *He mass remains constant the energy exchange

should be balanced. The heat transfer rate (Q) at every domain boundary should remain null.
Plots of energy balance should show values close to zero.

Mass flow rates at cross sections of the model boundaries should also remain zero. Transverse
sections mass flow rate plots can show the mass balance of the system.

5.9 CFD model results

The results that have been obtained by the simulations will be reported and analysed in this
section, in order to extract the conclusions needed to understand the simulated physics of the
SHe flow and behaviour. The simulations obtained, cover the 2009-2011 period where the
windows were not heated. The same model can be used to simulate the 2008 period where the
windows have a temperature of about ~70K.

The CFD model was used to check the influence of the magnet tilting at some specific pressure
(83mbar) in order to investigate the hydrostatic effects as also the natural convection
mechanism at specified angles of the system. The tilted positions simulated in steady state
conditions imply that the rotation is very slow and the model is capable to analyse the
phenomena produced at small degrees.

The study of specific pressure settings is capable to describe the thermodynamic behaviour of
the gas inside the magnet cold bores according to the experimental conditions set. The
specified settings that are provided via the boundary conditions and the physics described are
adequate to validate the results obtained.

These results will be used for the Micromegas analysis and explained in next chapters. The
simulation results can analyse and explain the real experiment of CAST. A set of the pressure
settings used for the first part of this study is shown in the following table.
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T T T
Date of the | Tmag(K win Win N Tiner | Tourier | Number of

experiment ) () () (K moles (n)

Pce(mbar)
MFB:1 | MFB2 | MRB () ()

43.650 29.04.09 1.725 | 20.0 | 18.25 | 13.17 | 16.9 16.9 9.49158

67.500 10.10.10 1.725 | 19.5 | 17.75 | 11.50 16. 16. 15.18449

83.390 09.12.09 1.758 | 19.0 | 16.50 | 11.20 | 15.6 15.6 18.88742

97.600 05.07.11 1.725 | 185 | 17.30 | 10.40 | 16.3 16.3 23.10908

Table 5.3 The BC’s used for each pressure setting (Pcs). The temperature for the MFB windows
boundary condition is the mean value of MFB; and MFB.. The MRB boundary condition is set by a sole
sensor since the second one cannot be characterized as reliable for this study. Tinier and Tourier are
boundaries located in MRB and MFB domains as explained in a previous section. The amounts of moles
are the experimental value expected to result as the output of each setting. Detailed study of the
influence of each boundary condition will be presented in a next section.

The effective length (Lerr) of the magnetic field inside the cold bore, where density is uniform,
can be considered as a reference density that does not alter the physics of CAST. Convection
currents can change as pointed in previous sections the effective magnet length where axions
can be coherently transformed into photons. The shortening of the actual magnet length
depends on the x-ray windows temperature, which can drive forces that alter the homogeneity
in the magnet cold bore gas. The reference density can be calculated as pointed out in figure
5.32.

MFB

Cold bore

MRB
/_b Center line in the middle of the CB c
~——L

Figure 5.32  Schematic view of the centerline chosen in the middle of the CB. The density will be
measured in the center line shown. The arrows show the convection currents that can alter the
homogeneity of the density inside the magnetic length.

The criteria that a uniformity in density has been established in the cold bore region is
Ap < po [kg m™] (5. 29)

Where p, is the difference in density p,.r — p bellow which any density variation is assumed

to be negligible and does not alter CAST’s physics results. The Ap threshold has been set as

Ap < 0.003[kg m™3] (5. 30)

133



Bellow this threshold the 3He density can be considered as uniform although this condition will
be re-examined in a next section. The Lettis calculated by taking into account the condition of
Ap as a threshold by the density value in the center line in the middle of the CB. The density
distribution in the center line mentioned can be plotted as shown in figure 5.33.

MRB MFB

Figure 5.33  The density distribution along the axis of the central line as shown in figure 5.32 is
plotted. The plot shows the distribution at a pressure setting Pcg=83mbar. The density is homogeneous
for an effective length Le. At the MRB and MFB ends, as also at some length inside the CB, the density
decreases as convection currents heat up the helium gas. The MFB is located at zero X coordinate
while the MRB end at a negative X value.
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MRB MFB

Figure 5.34 Density distribution for the pressure settings referred on table 5.3. The boundary
conditions used are the same as in the table 5.3. MRB and MFB ends are shown in the plot. The density
decreases at the ends because of the higher temperature of the x-ray windows.

Figure 5.35 Onthe left is the MRB end plot of the density distribution for various pressures as in figure
5.34. On the right a detailed plot for the MFB end is shown.
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For every simulation performed, the density distribution is extracted as also temperature profiles
at the center line of the cold bore or at specified points that can be defined as probes. The
distributions from the four simulated pressure settings, referred to in table 5.3, using the
according boundary conditions can be seen in Figure 5.34. The center line has been divided in
a thousand points and at each point the reference density is extracted. At the MRB and MFB
ends the density is decreased as expected. The total number of moles is computed by summing
the volume integral of the mass contained in each domain; cold bore, MRB and MFB.

Ncpp = Ncg + Nyrp + Nyrp (5.31)

The central part of the cold bore remains at a constant density and the part of it that fulfills the
condition

Ap < 0.003kgm™3 (5. 32)

can be assigned as the effective length of the magnet where axions can be transformed into
photons.

Pcs [mbar] Twmac [K] Prer [kg M Lefr [M]
43.650 1.725 0.9640 7,45
67.500 1.725 1.5330 7.101
83.390 1.758 1.8900 6,845
97.600 1.725 2.3070 6,612
Table 5.4 Effective length (Lex) is shown for the simulated pressure settings.

The effective length obtained from the steady state simulations can be plotted against the
pressure of the cold bore, as can be seen in Figure 5.36. The trend of the linear fit shows a
decrease in the Leff as the pressure increases. Any deviation occurring from the trend line is
because of the differences in the Tmagnet, Which is not constant in all simulations performed.
Nevertheless, from this plot the behavior of the density distribution inside the magnet can be
extracted and the value of any pressure setting can be assigned to a corresponding length for
the CAST’s data analysis. The equation that describes the trend of the effective length is
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Figure 5.36 Effective length (Ler) is plotted versus the Pcg. The linear fit provides the trend of the length
as the pressure increases.

Although one can assume similar boundary conditions to the four simulations performed, the
difference because of the “small” pressure change is huge. There are several parameters for
this enormous change that take effect when pressure changes. It is important to notice the
change of the specific heat capacity Cp of 3He as shown in Figure 5.24. As pressure increases,
the heat capacity of the fluid is increasing too, so the amount of energy that can be transferred
into the fluid is higher. By assuming the same temperature differences on the system
boundaries, a higher specific heat capacity (for higher pressure) can transfer more energy
through the fluid. Thus, the heat produced on the x-ray windows can be transferred in a longer
distance inside the cold bore, “disturbing” the density homogeneity and resulting in a smaller
effective length. When pressure is increasing, density is increasing too as can be seen in Figure
5.37 from the NIST database of *He. The increase of density results in a series of physical
results

e Increase of the heat transfer coefficient that is a fluid-solid property, can result in a higher
conductive heat transfer mechanism in the wall layer

¢ Reynolds number is increasing and turbulence should be more intense for the same
boundary conditions. This can also alter the heat transfer coefficient (increase) because
the coefficient is enhanced in turbulence wall regions.

e As the fluid-solid heat transfer mechanism is stronger in higher pressures the 3He will
receive more heat from the hotter boundaries, resulting in an amplification of natural
convection and an increase of observed density gradients.
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The increased heat capacity should transfer more heat into the cold bore and
homogeneity is disordered

Figure 5.37 Evolution of the density for various pressures according to the equation of state that
NIST provides for *He

The results validity can be confirmed by a set of parameters that will be described below. One
parameter of great importance is the CFD mass output result; i.e. the number of moles that the
CFD model computes with a given pressure (Pce) and the corresponding boundary conditions.
If the CFD model is capable to reproduce the experimental amount of mass that occupies the
fluid domains, it is assumed that the model can be characterized as correct. A set of various
systematic errors can be reproduced inside the model as

A measured experimental boundary condition. For example, Tmag in the metallic surface
of the cold bore is known to have a variation of ~10-15 mK

Dead volumes of the pipework were not modeled and it is assumed that a meaningful
amount of mass is occupied in this volume, although with some uncertainty

The shrinkage of metallic pipes because of contraction that is not taken into
consideration

The equation of state used. It is known that the Peng-Robinson EoS can describe the
3He in an accurate way, although a small deviation occurs as seen in Figure 5.21 from
NIST experimental data for very low temperatures

The turbulence model used. The model is known for its accuracy but the transition region
case modeling is still a field of intensive research

Computational errors like a non-fully convergent simulation

The parameters described as a source of uncertainty can lead to the assumption that an error
in the CFD mass of 1% deviation is acceptable. The total mass of the fluid is obtained by

138



volume integration for each domain that is the MFB, MRB and the CB. The opposite procedure
is not available; i.e. to set the amount of moles as a boundary condition and this is because the
mass is computed as a volume integral. In the table 5.5 the moles that occupy the fluid domain
for each pressure setting are shown and the deviation of the experimental value is also shown.

Experimental number CFD-computed

Pce [mbar] number of moles- Deviation [%]
of moles -Nexp
NcFD
43.650 9.49158 9.588200 1.01
67.500 15.18449 15.26682 0.54
83.430 18.88742 18.85700 0.16
97.600 23.10908 22.97700 -0.53
Table 5.5 Comparison of the experimental number of moles and the computed number of moles

provided from the simulations at the specified pressures. The deviation in percentage is shown.

The deviation of the calculated number of moles is calculated from the following expression

Nepp — N
Deviation = ————*.100 (in %) (5. 34)

nexp

The simulations according to the results can be considered as valid, since the mass obtained
is less or equal of £1%. In this study of the CAST model one could consider as a source of error
the 4" order polynomial fit to the specific heat data obtained from NIST database. The fit cannot
reproduce in a great accuracy the data trend by using only a fourth order polynomial. This
limitation that the software provides can’t be overcome. A polynomial fit of higher order is much
more accurate as noticed, but for the coefficients extraction a 4" order polynomial fit is
necessary.

The volume contraction, if taken into account, should have a positive effect towards the
deviation limitation.

5.9.1 Validation of the results

Results obtained can be considered as valid by convergence examination, as also by checking
other simulation parameters as the velocity and temperature profiles.

Residuals as noticed should be examined for every simulation convergence. In this study
residuals are below 10 for most of the parameters as can be seen in Figure 5.38
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Figure 5.38  Residual plot for the 67 mbar simulation run

In order to check the mass accumulated in the fluid domains another user plot is checked that
is the total amount of moles divided by a thousand. A monitor point set by the user can show
the evolution of the total mass accumulated.

Figure 5.39  The plot shows a monitor point that estimates the (total amount of moles)/1000. In this
plot the 67 mbar case is shown.
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It is also important to crosscheck the thermal energy flow in solid domains as also the imbalance
of energy in fluid; that is whether the equation of energy has fully balanced. This statement can
be expressed from the following equation by integration across the entire simulation domain.

Energy input — Energysiorea = Energyoutput (5. 35)

The following plot presents the energy imbalance of the fluid domains involved in the 67 mbar
simulation.
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Figure 5.40  Energy imbalances in the fluid domains of the 67 mbar simulation are shown.

The mass flow rate has also have been checked and the values produced from all sections are
very close to zero indicating that convergence has been performed.

It should be noted that the complexity of the CFD system under investigation is high and the
purpose of this study is not to achieve 100% accuracy but to explore and analyze the system
behavior in an accurate way. CFD is not an exact science but a way to model physical
phenomena in a great accuracy.

Another parameter that limits the simulations accuracy is the computational time. The
simulations for this study were performed by using the CERN Remote Solver Manager (RSM)
cluster that has some time limitations because of CERN users needs and the few queues
available.
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5.10 Velocity, Temperature and Density profiles

The velocity profile across the middle section of the cold bore can provide some information
about the fluid behavior, direction and intensity of the velocity field.

Figure 5.41  Velocity field of the MFB side of the magnet. The plane is a section in the middle of one
of the cold bores as can be seen in the Figure 5.42. The pressure is 67 mbar.

Figure 5.42 The sectional plane of the velocity field that crosses MRB, MFB and the CB
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To investigate the velocity field not only the magnitude and the intense regions are important,
but the flow direction too. In the next figure 3D arrows show the fluid direction as pointed out in
the previous section.

Figure 5.43  The arrows are projected tangential to the sectional plane indicating the flow direction.
The windows heat the fluid and accelerate it inside the medium. Hot gas direction is upwind and then it
is transformed inside the CB. The hotter fluid becomes less dense and by moving inside the tube, a
downstream flow of colder fluid comes from the CB, replacing the hotter gas released.

Figure 5.44  Another interesting feature of the velocity behavior can be extracted from the MRB end,
were turbulence effects take place in a region of a not so hot environment. A section of the velocity
plane is shown and the projection of 3D velocity arrows is hormal to this plane.
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The density profile in the central cold bore longitudinal section can be seen in the Figure 5.45

Figure 5.45  Density profile of the 67 mbar pressure setting. Close to the x-ray windows of the MFB
side the fluid is less dense because of higher temperatures. The density gradients are more intense
close to the windows and this produces a stronger natural convection.

The stratification occurring in the cold bore is characteristic; the cold heavier gas remains in the
bottom of the tube while the lighter and warmer *He occupies the upper level. The heat is
transferred from the outer perimeter of the strongback net to the PP foil and through the foil to
the *He fluid. Conduction mechanism transfers the heat from the metallic part, mainly in MRB
and MFB sides, to the fluid. This can be depicted in the Figure 5.46 that shows the temperature
distribution in the solid and fluid domains of the MFB side.

Figure 5.46  On the left, the metallic part of the model is shown. The highest temperature is observed
as expected at the strongback net perimeter. On the right, the fluid walls are shown for the case of 97
mbar. The effect of the net is obvious, although not very well resolved.
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5.11 CFD study of the tilted magnet

5.11.1 Problem description

When the magnet is horizontal, the central gas density inside the cold bore can be calculated
from the equation of state (EoS), the magnet temperature Tmag and the pressure inside the cold
bore Pcv. During the solar tracking the Pcp is changing due to hydrostatic effects and
because of a variation of Tmag (10-15 mK) that the cryogenic circuit causes. The variation of the
Tmag @gainst time is plotted in figure 5.47.

Figure 5.47  The plot shows the variation of magnet temperature versus time. The Tmag decline starts
at 07:00 in time axis and ends at ~09:00, which is the time interval under consideration due to solar
tracking.

The variation of pressure is enormous but follows the trend of Tmag as expected. As noticed for
example at 84 mbar, a vertical movement of the magnet at +6 degrees increases the measured
pressure in the cold bore 1.05 mbar as can be seen in figure 5.48. The hydrostatic and the Tmag
effects account for the 0.65 mbar. Tilting can cause a modification in fluid dynamics effects that
alter the x-ray windows temperature as expected and the effective length of the magnet. The
fluid dynamics can affect dramatically the density distribution inside the cold bore. The question
rises; are the physical effects taking place inside the cold bore as strong and intense as to
observe a change of pressure Pcb by ~1 mbar?

In this study of the tilted magnet, simulations have been performed at 83 mbar pressure at
various angles in a steady state condition in order to investigate the fluid behavior, observe and
model the density distribution and finally quantify the effective length.
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Figure 5.48  The cold bore pressure is plotted against the time of the experiment. The trend is similar
to the Tmag variation (Figure 5.39). The shift in pressure of ~1 mbar can be caused by the temperature
shift (cryogenic circuit) and fluid dynamics phenomena.

Table 5.6 Ny is the number of moles in the system. The magnet temperature Twac and the Tw (windows)
temperature is given for each window sensor. Tk iS the temperature in the link tube (MFB) but the
same temperature can be set to the MRB link. The parameter 6 is the angle of the magnet and Pcg is
the pressure measured at each angle. Positive tilting means MRB above MFB

The density profile of the cold bore is needed at various angles in order to qualify and quantify
the effective length of the magnet. CFD modeling can help in this direction, assuming that the
boundary conditions given (windows temperature, cold bore pressure and magnet
temperature), are correct and not influenced by any disturbance during the experimental time.
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The simulations performed in this study are based on measurements at 83 mbar pressure in
the cold bore and for the angles presented in the table 5.6. For each vertical rotation angle of
the magnet the boundary conditions for the windows and magnet temperature are also given.

5.11.2 CFD modelling

The CFD model used in the horizontal case will be used for the tilted case at various angles
and specified boundary conditions as shown in Table 5.6. For the tilted case needs, a new
coordinate system is specified close to the MFB side at the reference point of magnet rotation.
A model sketch is presented in Figure 5.49 in a positive angle so that the MRB side is brought
above the MFB side. The geometry of the model, as also mesh and turbulence model used,
remain the same as in the horizontal case.

The regions of interest, that is the MFB and MRB sides, are affected by hydrostatic pressure
that is induced because of the magnet tilting. In the software the gravity vector is changed
according to the tilted angle simulated. With this modification the fluid is under the influence of
gravity (at any specified angle provided) that is projected in X and Z axis as shown in the Figure
5.49.

The solution of the 83 mbar simulation setting is taken as a reference model (initial condition)
at 0 degrees and according to the boundary conditions specified in table 5.6 the tilted case will
be examined. When the model is tilted, natural convection phenomena should be enhanced at
the bottom (MFB side in Figure 5.49), while the same mechanism appears suppressed at the
top (MRB side in Figure 5.49). The red arrows in Figure 5.49 indicate the intensity of the natural
convection mechanism for a positive angle.

MRB

Figure 5.49  The tilted CFD model is sketched. A new coordinate system is introduced at the
reference point of rotation. The natural convection mechanism is enhanced at the bottom (MFB) while
it is suppressed at the top (MRB). The sketch shows a positive tilting angle.
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5.11.3 Turbulence model

The CFD model for the tilted case makes use of the SST k-w based turbulence model as
described in the first sections of the horizontal case modeling. The tilted case is much more
demanding than the horizontal case since there is redistribution of mass according to the tilted
model position and that mass change is accompanied by an analogous pressure change. The
turbulence model used is a transitional model and is supposed to be capable of reproducing
any laminar to turbulent transition. The Gamma Theta model used is theoretically able to solve
the opposite mechanism that is taking place for this study; that is the turbulence to laminar
transition. The intermittency parameter involved sets the onset of the critical Reynolds
momentum thickness as it has been defined by the user explicitly for this model. Although the
model needs for high transition accuracy is set by the requirement y* ~ 1 (approximately), in
this model some small regions in the cold bore has revealed values of y* at the level of ~1.5.
This of course will set the transition onset location upwards but the computational sources used
cannot overcome this limit. The theory of Ansys Solver sets the large onset of transition when
y*™>5.

Another interesting feature is that the turbulence model used has been verified and analyzed
in flows of airfoils, but not for the also complex flow system of CAST where temperature and
density gradients (because of the fluid involved) are enormous. It is known in the literature that
this model of turbulence may over-predict the transition and this feature can alter the accuracy
of the density distribution. It should be emphasized however that the same model can give
higher accuracy if the necessary computational sources are available. The Gamma Theta
model can overcome the usual difficulties of relaminarization occurring in the standard SST
model by the introduction of two more equations where the real conditions of transition can be
specified by the user.

When the magnet starts tilting towards positive angles, the top end (MRB) starts a flow that
resembles to be laminar because natural convection is suppressed at the top end. The density
increases and pressure starts to decrease at the MRB region where the transition from turbulent
to laminar occurs. The opposite effect can be observed at the bottom side (MFB), where natural
convection is enhanced because of gravity and pressure increase (hydrostatic effect). Velocity
gradients can change the so called Modified Pressure in the system when an extra term is
added

2 au

2
p=p'+3pk+hers—— (5. 36)

au
where p is the density, k is the turbulence kinetic energy, Uery is the effective viscosity and F

is the divergence of velocity. The last term is usually omitted by CFX. Hydrostatic effects are
also of great importance for the system when it is tilted and this effect by itself is capable to
change the density distribution along the cold bore.
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When the system is tilted at positive angles, the MFB window at the bottom is getting colder
because of the increased convective cooling power, driven by the 3He flow. The opposite effect
is observed in the MRB window at the top, where less intense natural convection flow warms
up the window temperature as can be seen also from the table 5.6. It is then clear that laminar
to turbulent and turbulent to laminar effects are taking place in parallel with temperature
variation at the x-ray windows as also with the imposition of the hydrostatic pressure. All these
effects make the simulation model more complex compared with the horizontal case. Although
complex enough, and natural convection driven, the problem can be solved by using the steady
state simulation. The rotation of the system is very slow and the vertical movement downwards
from O degrees to -6 degrees has a speed of

deg
Wi = 0.15 [— (5.37)
tilt [mm]
Potential inertial forces are not expected to occur during the tracking time because of the low
velocity of the system which cannot have some measurable impact to the gas stability.

The effect of the turbulence model used and the phenomena induced to the system by applying
a positive angle rotation of +4 degrees can be seen in Figure 5.50

MRB

MFB

Figure 5.50  The density distribution of the tilted CFD model is shown in a positive angle +4 degrees.
The density is suppressed at the top (MRB) while it is enhanced at the bottom. The model is shown in
a scale of 15. As can be seen, the relaminarization has been “introduced” at the top side where previous
turbulence has been suppressed. The MFB side is a turbulence enhanced region. The red region is not
a truly constant density region because hydrostatic pressure disturbs homogeneity, but as can be seen,
the red region is a laminar region that the CFD model reproduces as expected. However the turbulence
model might have some limitations and not accurately predict the flow dynamics and the laminar region
extent.
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An important feature that can also give information about the turbulence occurring at the ends
of the CFD model is the Turbulence Kinetic Energy plot that is shown in the next figure.

MFB MRB

Figure 5.51  Turbulence kinetic energy of the CFD model at 83 mbar when the magnet is horizontal.
The turbulence is more intense in the MFB side because of the higher temperature applied.

MRB

MFB

Figure 5.52  The Turbulence kinetic energy is shown when the model is tilted at +6 degrees. The
turbulence has almost vanished in the MRB side on the top. MFB bottom side has enhanced turbulence
as expected. The blue area indicates laminar flow.

It is then clear that the turbulence to laminar, while laminar to turbulence effects occurring in
the CFD model can be resolved by using the Gamma Theta SST turbulence model. The extent
of the boundary resolution is unfortunately not clear by testing only turbulence. In the next
section the methodology to acquire more information about the model and finally for the very
important effective length is analyzed.
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5.11.4 CFD Simulations method

This CFD study purpose is to qualitatively predict the 3He behavior inside the cold bore when
the magnet is rotated during data taking. The information that can be extracted from this study
is of utmost importance for CAST in order to specify the effective coherence length involved in
the data analysis from the detectors used. In order to specify the fluid processes and the system
dynamics the following strategy has been followed in this study

o Tilted steady state simulations for the cases (A, ..G) are referred in the table 5.6
according to the boundary conditions given

¢ Analysis of the number of moles extracted from the above simulations and the deviation
observed between experimental values and the CFD model results.

As mentioned, there is a “discrepancy” between the cold bore pressure observed in figure 5.48
of the 83 mbar setting, and the pressure that is expected to be observed. The shift observed at
Pcb = 83 mbar, but as a consequence of the vertical movement of the magnet of 6 degrees it is
actually +1.06 mbar.

In the corresponding Tmag Versus time plot of the 83 mbar setting (Figure 5.47), there is a
variation of temperature during data taking time as mentioned. This variation of Tmag, as also
the hydrostatic pressure induced, accounts for the +0.65 mbar shift. The remaining contribution
of ~0.4 mbar is ascribed as fluid dynamics changes that can alter the pressure inside the cold
bore. The phenomena arising can influence, as noted in the previous section, the distribution
of the fluid in the extremities and the change of mass distribution can change to analogous
amount of the system’s pressure. It is of importance to testify the “discrepancy” observed and
clarify the final density distribution in the cold bore so as to be confident for the coherence
length used by CAST’s analysis.

The pressure difference can be ascribed to the convection effect that is enhanced at the bottom
end and suppressed at the top of the model. In case where the convection effect can be
resolved in a great detail in the CFD model used, reliability can be assigned to the simulations
and thus the actual coherence length can be predicted accurately.

The simulations method relies on the fact that the boundary conditions (sensors values) at the
moment of the measurement are “real”. That means that the effect of external cooling or
warming of the windows is depicted at that moment to the sensor values. It is clear that as the
boundary condition of pressure Pcv or the magnet temperature can be used as a “standard”
inputs to the model (although they are influenced by the fluid dynamics phenomena), in the
same way, windows temperature BC’s can be used as “standard” input parameters (BC’s) for
the model solution. At the specific moment for each one of the cases A...G (Table 5.6) that the
measurement is taking place, the total physical phenomena are depicted in that measurement
and the CFD model should reproduce it.
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5.11.5 CFD Results

In order to obtain the effective length for the tilted case and a relation of the density distribution
according to the magnet’s angle, simulations have been performed for the tilted cases referred
in the table 5.6. The number of moles that are distributed inside the cold bore as also to the
MRB and MFB ends, amount for the total mass injected inside the system. In case where the
simulation can provide a realistic approach at a high accuracy of the model used and the
appropriate boundary conditions given, we can rely on the model built and the density
distribution that each simulation provides.

As can be seen in the plot of Figure 5.45 the phenomena described are obvious; Tilting the
magnet by +6° (the MRB is above MFB), the top end (MRB) gets denser because of convection
suppress. The MFB becomes less dense and the gas is pushed to the MRB side.

MRB MFB

Figure 5.53  Density distributions along the center longitudinal line of the model. The red dashed line
indicates the density of the tilted CFD model at +6°. The MFB side end is located at 0 m of the X
coordinate axis, while the MFB end is at ~-10.5 m. The pressure in the cold bore is P»=83.42 mbar and
the magnet temperature is 1.752K. The BC'’s for the 0° is Tmag=1.759K and Pcg=83.43 mbar. The MFB
windows temperatures have been decreased and the MRB windows temperatures have been increased
in positive tilting.
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A hydrostatic effect destroys the density homogeneity as can be seen in figure 5.54 and the
density variation threshold of Ap<0.001 [kg/m?] applies only for a much shorter density length.
This effect is irrelevant of the pressure BC and applies for all settings that have been used with
CAST. This density threshold defined also as Density Stability Region (DST) will be analyzed
in next section where the coherence length condition should be defined.

MRB MFB

Figure 5.54  The Hydrostatic effect is shown on the +6° tilting at 83 mbar setting. Homogeneity of
density is distorted and the blue window indicates the region of constant density below the 0.001 kg/m?3
density threshold. In the case where the DST (density stability region) is defined as 0.0025 kg/m?3, the
effective length can be about 5.5 m.

The simulations performed for the tilted cases A to G, as specified in the table 5.6 (0° excluded),
show that the effect of hydrostatic pressure is very important and influences drastically the
CAST’s coherence length. The CFD model can provide information for the horizontal case
deviation while the magnet is tilted and provide the accurate coherence length to the analysis
group for all magnet positions. The accuracy of the “real” coherence length provided is in
accordance with the accurate results of the simulations performed. Deviations from the
experimental number of moles calculated from the CFD model could impose some non-
reliability of the solution proposed. As mentioned in the horizontal case results, there are some
sources of error that could lead the CFD model to deviate from experimental measurements.
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The pressure sensor (MKS Baratron 690A) placed at the MRB side is supposed to be accurate
enough in the range of 100 torr (hamed B-100), even when the magnet is rotated. The MKS
Company provides accuracy [personal communication] of 10 millitorr when the capacitance
manometer is rotated at 90°. There have been also many studies about the Tmag accuracy and
it has been found that the magnet temperature measurements suffer from an error of about
~1mK. The dead volumes (pipework) that are not modeled can also be a source of error but
the amount of gas inside them is negligible. The shrinkage of the system is not taken under
consideration. Another source of error is also the EoS used because the density difference
between the Peng Robinson equation used and the NIST experimental data is of the order ~3.3
1072 kg/m3,

The table that summarizes the results obtained is the following.

Nt experimental Nt CFD
[moles] [moles]
18.887 19.00585
18.887 18.94777
18.887 18.88416
18.887 18.856
18.887 18.8630
18.887 18.90381
18.887 18.93752

Table 5.7 The calculated number of moles obtained from the simulations according to the BC’s

specified for each case. Higher deviation is observed for higher angles of tilting.

It is obvious that according to the results obtained and the error sources, it cannot be a perfect
solution to the problem. CFD simulations are methods to investigate the fluid phenomena and
cannot reproduce the real experiment at 100% accuracy.
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What is interesting and important for CAST is the qualitative behavior of the *He gas inside the
tubes of the CAST magnet. The number of moles obtained in addition with NIST database for
3He can provide the information needed to represent the physics involved.

By applying the BC for each case one should expect that the pressure set in addition with the
magnet temperature should produce the experimental number of moles. In low angles the
accuracy is high while by tilting the magnet in extreme positions (negative or positive angles)
the accuracy gets worst. It is reasonable to assume that a source or sources of errors are
getting involved to the solution. Because of the tests that have been performed for the Tmag and
the Pcb sensor’s accuracy and showed no problematic behavior, it is reasonable to assume as
a main source of deviation the solution implementation. The 3He gas dynamics cannot be
accurately reproduced by the Peng-Robinson Eo0S. The difference between experimental
measurements of NIST for 3He and the EoS used, that is the Peng Robinson, can be seen in
the next plot, using the same actual simulated temperature and pressure Pcb=83.43 mbar at 0°
inclination.

MRB MFB

Figure 5.55  The difference of the real *He behavior expressed as NIST(black line) and the Peng-
Robinson EoS (red line) result for the temperature of the fluid along the tubes in pressure Pg,= 83.43
mbar. The result is for zero tilting. The deviation for small temperatures is obvious.

The parameters of He (like specific heat, viscosity etc.) have been extracted from the NIST
database of experimental measurements, although the software will use the Peng-Robinson
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equation as set. The Peng-Robinson EoS will always result in a smaller density as figure 5.55
indicates.

The hydrostatic effect (because of tilting) is changing the density distribution profile and the
coherence length computed is always less than in the horizontal case. As the tilting increases
to higher angles the coherence length becomes smaller. The hydrostatic pressure effect can
be seen in the next plot.

MRB MFB

Figure 5.56  The hydrostatic effect when the magnet is tilted at -6°. The MFB region is located close
to 0 coordinate and is at the bottom while the MRB pressure includes the hydrostatic pressure that is
the reference pressure set as a BC (Pcg=84.3 mbar at -6 degrees). Therefore the “experimental”
pressure measured and set as BC, includes the Hydrostatic pressure appearing for the specified magnet
position.

The modified pressure known also as motion pressure is responsible for driving another part of
the flow. An interesting effect that appears in the 3He flow is that the pressure gradients sustain
a flow inside the cold bore. This flow is forced by the hydrostatic pressure that appeared in high
and low level regions. For example the pressure is higher at the MFB end when the magnet is
tilted in positive angle and lower at the MRB end. This effect can alter the density inside the
cold bore by a microscopic amount and does not significantly alter the coherence length.

Coherence length is affected by the convection effects intensity. In either side of the magnet
when tilted, convection alters the coherence length by the amount of fluid being in turbulence
or in transition flow. The uncertainties involved and the error sources can dramatically show a
different flow behavior.
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The influence of Tmag in the system’s pressure and density is noticeable. Temperature variations
because of cryogenic circuit phenomena can alter the pressure in the cold bore and as a
consequence the density inside the magnetic field where the coherence length condition should
apply. The density distributions of all cases specified in the table 5.6 are shown in the next plot.

MRB MFB

Figure 5.57 Density profiles of all angles are shown in reference with the horizontal case (black line).
Light grey, grey and dark grey lines show the density while the magnet is tilted in positive angle. The
trend of positive angles shows the density increase, the hydrostatic effect and that the MRB side at the
top become denser. The opposite effect is shown when the magnet is tilted in negative angles by the
magenta, pink and red lines.

The next plot (Figure 5.58) shows the distribution of moles for each angle according to the
pressure set in the cold bore. The number of moles for each angle should be constant but since
the magnet temperature is changing and due to tilting, there is a corresponding change of the
pressure and density. The overall deviation of the experimental number of moles computed
from the simulation is bellow +0.6 %. The EoS deviation from NIST experimental values could
be an issue as also the sources of uncertainty mentioned. The fluid behavior is well described
and the Gamma-Theta turbulence model used can provide accurately enough the dynamic
phenomena observed. CFD can be used as a tool to investigate and analyze thermodynamic
phenomena in a great detail and provide the adequate information needed for CAST’s scientific
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research program. CFD is not a science by itself but can be used as a tool to investigate
thermodynamic phenomena participating in astrophysical experiments like CAST.

Figure 5.58 A 3Y plot of the computed number of moles provided by CFD simulations is shown in
addition with the experimental number of moles and the trend of the cold bore pressure experimental

value.

Studies have also been made in STARCCM+ software for each temperature influence on the
fluid behavior and the total deviation from the experimental measurements. The studies
accomplished were

the influence of the MRB window change by +5 K
The influence of the MFB window change by +10 K
The effect of Tmag if changed by 0.03 K

The total effect of all the above parameters

These studies had as a purpose to investigate the fluid behavior for each boundary condition
change, but they were accomplished in different software for the “hot windows” case (the
windows at 2008-2010 were at temperature around ~70K). So these results will not be
presented for this study.
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5.12 DST (Density Stability Threshold)

This threshold as noticed is the value that is allowed for density variations in order to endure
the coherence length over the maximum magnet length. The magnet’s tube length is 9.26 m in
total but this value does not account for the total coherence length because of the density
distribution variations inside the cold bore. In the case where the DST is very strict, the overall
CAST sensitivity decreases accordingly.

The fractional density that should be fulfilled in order to satisfy the coherence condition as
referred by Zioutas et al [86] for axion (-like) particles can be written as

dp_zdm_4n-Ea

= 5. 38
p m  L-m? ( )

where p is the density of the buffer gas, E, is the axion energy, m, is the axion mass and L
the magnetic length.

The formula that expresses the axion mass via the buffer gas density is the following

Z
p=2477 p (5. 39)

Z is the atomic number of gas with mass A. when coherence condition applies m, = m, so p
becomes

3, my \? kg
=2 . ~g 5. 40
P=3 (28.77) 1000 [ 751 ©.49)

Where m,, is expressed in eV. By substituting equation (5. 40) in (5. 38) and rearranging the
terms it follows that

E
dp = 6.05223-1073 T“ (5. 41)

E, is measured in keV and L in meters.

The allowed density variation dp is not dependent on axion mass or on gas density, but it only
depends on the axion energy and the magnetic length. The allowed density variation for L =9.26
m, is plotted in figure 5.59
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Figure 5.59  Allowed density variation dp for L=9.26m. The dark regions are outside the region of
interest.

For the CAST system with magnetic length 9.26 m, the density stability region specifies the
threshold that is proportional to axion energy. For axion energy at 2 keV the threshold is 1.3x10"
3 kg/m3, while for 7 keV the threshold becomes 4.6x10-3 kg/m?2. It is clear that the threshold of
0.001 kg/m?3 is rather conservative and higher values of DST are allowed for energies above
2keV.

The effective length can be parameterized with respect to the density fluctuation and the cold
bore pressure according to the formula

Lesr = a-dp¥ (5. 42)
Where a and 3 are given by the following relations [87]
a= —1.0442-1072P, g, + 10.079 (5. 43)
And B is given by
f =2.57198-107*P; g, + 2.07989 - 1072 (5. 44)
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Where P; g is the pressure inside the cold bore corrected by the magnet temperature.

So finally the effective length is given by the relation

B
— . -3 Eq\p+1 5.45
Lers = @ (6.0518- 1073 22) (5. 45)

This equation provides the effective length in the “cold windows” case as has been studied in
this section.
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6. The Micromegas detector

Three of the four X-ray detectors used in CAST during the data taking period of this work (2009-
2011) were Micromegas. The principle of operation and the detailed description of the gaseous
detector is given in this chapter. An introduction of the phenomenology of gaseous chambers
is also reported in the next sections.

6.1 Phenomenology of Gaseous chambers

In order to detect a particle and measure its properties (like energy, mass, momentum etc.) an
interaction with the gaseous part of the Micromegas should take place. There are many types
of detectors, according to the application of measurement, that aim to detect specific types of
particles. Gaseous chambers are instruments that are used for particle detection. These types
of detectors are based on the idea that any particle can interact with a gas mixture inside the
chamber and by applying an electric field, free charges that have been produced from the
interaction of a particle of interest with the gas can be accumulated and measured. Gaseous
detectors can detect photons, electrons and heavy charged particles like muons or alphas etc.

6.1.1 Interaction of photons in a gas chamber

A beam of photons with intensity I, after passing by a medium of thickness y will have an
intensity of?®

[ =Il,e ™ (6. 1)
where u is the total photoabsorption coefficient and is given by the formula
u=No (6. 2)
N is the density of atoms and ¢ is the total cross?® section per atom.

There are four types of interactions that can occur when the photon travels through the matter
depending on its energy.
. Photoelectric effect: where the photon is absorbed by an atomic electron

. Compton scattering: where part of the photon energy is transferred to an atomic electron.
For low energies it is called Thomson scattering

. Pair production: where the photon traversing the electromagnetic field of a nucleus
materializes into an electron-positron pair.

28 Beer-Lambert law
2 The effective area that is used to express the likelihood of some scattering or absorption event
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. Rayleigh scattering: where the photon is scattered by the atom or molecule (coherent
scattering)

Figure 6.1 Cross-section of each process that photons experience when passing through a mixture
of 90% Ar- 10% Isobutene. Units of Cross-section are given in cm?/g for the specific mixture at standard
pressure. The sharp increase of the total cross-section comes from the atomic K-edge that is observed
above 3.19 keV for Ar [89]

Photoelectric effect

Each one of the three mechanisms contribute a cross section factor to the equation of the total
cross section that can be defined as

0= quhoto + Zo, + Tpair T ORayleigh (6. 3)

The total cross section per atom consists of the photoelectric effect term, the Compton
scattering term and the pair production one. The lower part of the spectrum up to several keV,
is ruled by the photoelectric effect, next comes the Compton scattering up to hundreds of keV
and above 1.22MeV the pair production mechanism dominates. The cross section of each
interaction depends on the photon energy, the atomic number and the density of the material.
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As an example, the Cross-section for the mixture of 90% Ar -10% Isobutene is shown in figure
6.1

The phenomenon where a photon of energy E, = hv is absorbed by an atomic electron and
is followed by an electron ejection (photoelectron) is called photoelectric effect. The binding
energy of the electron is Ez and the photon that is ejected has energy

When the photon energy is higher than the binding energy of a shell, the electrons of this shell
can become photoelectrons. In order to estimate the total cross-section for the photoelectric
effect, one must sum the cross-sections for the photoelectric effect of various shells where the
effect is energetically allowed.

In the non-relativistic limit where Av<< m.c? and for photons energy higher than the binding
energy of the K-shell, the cross-section for the photoelectric effect is given by

8rr3 (m.c2\
Pphoto = 4a*V2Z5 3e < Ee ) (6.5)
o

1. : : : :
where a = 37 1S the fine structure constant, 1, is the electron radius, m, is the electron mass,

Z is the material atomic number and E, is the photon energy. The formula is valid up to

energies of 500 keV and it shows the strong dependence of the cross-section on the number
of electrons in the medium.

Figure 6.2 Feynman diagram of the photoelectric effect.

After the photoelectron has been ejected from the atomic shell, a vacancy is created in the
shell. The electron ejection causes a re-arrangement in the atomic shells and two possibilities
of the atom relaxation result in a secondary ionization:

e Fluorescence; the process through which the vacancy created by the photoelectron is
filled by an outer shell electron. The form of energy released is in the x-ray range. The
fluorescence photons can be absorbed by the detector gas medium or in case where
these photons are not absorbed the energy of the incoming photon (x-rays in the CAST’s
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Micromegas) will be shifted by an energy characteristic of the gas medium; this is the
origin of the escape peak in gaseous chambers.

e Auger effect; this is a radiationless transition where the vacancy of the ejected electron
is filled by electron re-arrangement and an electron emission (Auger electron) of energy
close to the binding energy.

In each case (fluorescence or Auger effect) a vacancy is replaced by another vacancy and the
atomic relaxation results by more than one electron transitions. The deexcitation fraction
through the fluorescence process is called fluorescence yield. In Argon (a common constituent
of the Micromegas detector gas mixture) the K-shell fluorescence yield is 13.5%.

In the gas active volume of the detector the ionization generated, produces a signal and the
fluorescence of the gas appears in the spectrum as an escape peak. Escape peaks in
Micromegas detectors are most often observed due to the solid parts of the detector’s housing
that consists (as will be explained in next section) of metallic read-out channels, cathodes etc.
That could result to the limitation of the background at low energies as can be seen in figure
6.3.

8keV  MArgon/ iC,H, (10%)

22 keV

3.1 keV

Illc"l:lllllllllllllllllll

100 200 300 400 500 600 700 800 900
ADC channel

Figure 6.3 A %°Cd X-ray spectra for a Ar-isobutane mixture (90%-10% respectively) at 22 and 25
keV published in [88]. The 8 keV fluorescence of Cu and Ar at 3.19 keV can be observed. The
percentages shown are referred to the energy resolution as FWHM (full width at half maximum). In order
to calibrate the gaseous chamber at energies close to the axion-photon energy range of interest for
CAST’s purposes, Ar is used as the main gas mixture constituent because the source of calibration (that
is a *°Fe radioactive source with a line at 5.9 keV) has only ~10% possibility to interact with an electron
other than the K-shell electrons. This results to a spectrum of Ar at 5.9 keV and a smaller escape peak
of Ar at 3.19 keV that they are easily distinguishable.

The effect of Compton scattering, pair production and Rayleigh scattering have a negligible
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impact in the Micromegas signal used in CAST for axion detection while they contribute to the
detector background.

6.1.2 Interaction of charged particles in a gas chamber
When a charged particle is passing through a gas medium, it suffers from a continuous energy

loss and a deflection of its initial direction. These are results of the following mechanisms
involved:

" inelastic collision with atomic electrons of the gas
. elastic scattering of nuclei

. Cherenkov radiation

" Bremsstrahlung radiation

" Nuclear reactions

In gaseous chambers the “signature” of the particles, is mainly due to Coulomb interactions.
Cherenkov radiation and nuclear reactions are very rare events and beyond the energy of
interest. The most important process is the inelastic collision that is mainly responsible for the
energy loss and angular spread. A small fraction of the particle’s energy is transferred to the
gas atoms in each collision. The transferred energy is responsible for the excitation or the
ionization of the atom. The primary ionized electrons can cause substantial secondary
ionizations in the gas chamber.

The energy loss due to Coulomb interaction is given by the well-known Bethe-Bloch formula

_Z_i — ZnNArezmeCnglz?_Z[ (ZmeCZIiZZyZWmax) —2p2—5-2 g] (6. 6)
1, the electron radius Z the charge of the incident particle
m, the electron mass B the velocity v/c of the incoming particle
N, the Avogadro’s number y the relativistic parameter 1/\/1——[32
I the mean excitation potential Wiax the max. energy in single emission
Z the atomic number of gas 6 a density correction
A atomic weight of gas C a shell correction

p is the gas density

The formula 6.6 describes the integral over all energies lost to the atoms of the medium. As By
is increased, dE/dx decreases, then it goes to a minimum and rises again for higher values of
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By. The relativistic rise is expressed by the logarithmic term and its strength is given by the

mean excitation energy I. It should be noted that the formula provides the mean value of the
energy loss (see Figure 6.7). There are statistical fluctuations of the number of collisions taking
place as also secondary charged patrticles, which make the distribution of the formula deviate
from the typical distribution. Landau [91] calculated a distribution for the mean energy loss, but
it cannot be used as a basis for calculation of energy dependence of ionization in drift chambers
[92].

A statistical formulation of the problem can be treated with Monte-Carlo methods and many
numerical codes have been generated for the energy loss of ions in mediums (SRIM-TRIM) or
for energy loss of electrons like the Penelope code [93] that is implemented also in Geant4 [94].

Electrons

Electrons can also lose energy when passing through gaseous media. The emission of
electromagnetic radiation (bremsstrahlung) arises from scattering off the nucleus field. This can
be understood as radiation arising from electron acceleration while they are deflected from their
direction of incidence.

Another interesting mechanism relates electrons that can form a second track in the medium.
This can be achieved above a threshold where an electron is knocked out of a gas atom and
will form a & electron that is no more contributing to the initial track length.
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Figure 6.4 From ESTAR [95] it is extracted the CSDA (Continuous Slowing Down Approximation) range
of electrons in Argon.
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The secondary & ray length, until it stops, defines a range that is energy dependent and it is
important to be separated by electronics in a detector system or by a pattern recognition
program. This should be the case if the range is comparable to the detector length and the
signal is gathered in the readout. The range of secondary & electrons is given by:

R [iz = 0.71E[MeV] 172 6.7)
cm
Figure 6.5 Energy loss of a proton passing through Argon as a function of proton kinetic energy in

MeV. As can be seen the total stopping power comes from the electronic stopping power contribution.
The data are obtained from the NIST database and use of PSTAR code [95]. Collision stopping powers
are calculated from Bethe theory with a density effect correction. The mean excitation energy is
calculated by taking into account experimental data. The uncertainty of calculations is about ~3% due
to the shell correction term above 100 keV.
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The stopping power of electrons in Argon is plotted against energy in figure 6.6.

Figure 6.6 Electrons stopping power versus energy. The pressure is ~1 bar. The plot has been
obtained from the NIST database using the ESTAR software.

The stopping power in solids can be deduced using the Bethe formula and an example of
positive muon collision in Cu as a function of By is shown in Figure 6.7 that is extracted from
[96]

Figure 6.7 Stopping power versus By in a 9 orders of magnitude plot. (The short dotted lines indicate
the “Barkas effect” that defines the difference in stopping power between particles and anti-particles and
is of no interest for this work.)
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6.2 Excitation and Ionization in Gases

The interactions of photons or charged particles can transfer their energy to the gas medium,
freed electrons from gas atoms or create electron-ion pairs. Every atom in the gas medium
eventually returns to its stable state, usually with the emission of a photon. The energy loss can
be transferred by two mechanisms, excitation or ionization.

Excitation Process

In the case where a discrete amount of energy is added to the atom, the atom changes its
energy state from the ground state to an excited one. In this case no ion-electron pairs are
created. The atom returns to its stable state by a photon emission. The mechanism for
molecular excitation is similar with the atomic one, but in molecules transitions of rotational or
vibrational nature can also occur. Excitation can also result in ionization in drift chambers of
gas mixtures that are composed by a noble gas and molecular additives (quencher), required
for the stability of the chamber operation. Quenchers are usually hydrocarbons that can be
ionized by the excited state of the noble gas. This mechanism works like in Penning mixtures
where the Penning effect3? takes place. Polyatomic quenchers have more degrees of freedom
and thus their photoabsorption coefficient is larger. The photons released from de-excitation
processes can be absorbed by these quenchers and dissipate the photons energy through
dissociation or elastic collisions that can increase the system stability.

The excitation mechanism can be described by the following reaction
X+q->X"+q

where X is referred to the noble gas atom and q is a charged particle that excites the atom
state.

30 Penning ionization refers to interaction of a neutral gas molecule that is excited and deexcitation occurs through a target
molecule that has ionization potential lower than the neutral gas has.
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lonization Process

Any charged particle that traverses the gas medium of a drift chamber creates an ionization
track along its trajectory. The mean free path is defined between the random ionizing

encounters and is given by relation 6.8. The mean free path A, is inversely proportional to the
ionization cross section g; and the electrons density N.

The encounters number along a path of length L has a mean of L/A and the frequency is a
Poisson distribution.

By using the Bethe-Bloch formula and specific relativistic velocities, experiments on different
gas mixtures can provide the minimal primary ionization cross-sections as shown in table 6.1

Gas op (102°cm?) Ymin Gas Op (102°cm?) Ymin
H2 18.7 3.81 I-CaHao 333 3.56
He 18.6 3.68 n-CsH12 434 3.56
Ne 43.3 3.39 neo-CsHzi2 433 3.45
Ar 90.3 3.39 n-CeH14 526 3.51
Xe 172 3.39 CoH2 126 3.60
02 92.1 3.43 CaHa4 161 3.58

CO2 132 3.51 CHsOH 155 3.65

C2Hs 161 3.58 C2HsOH 230 3.51

CsHs 269 3.47 (CHs)2CO 277 3.54

Table 6.1 Primary ionization cross-sections o, for charged particles in some gases. The relativistic

velocity factor ym (Lorentz factor) is according to measurements done in [92]

In ionization processes, an electron-ion pair is created and this can happen if the charged
particle that crosses the gas medium has energy above the ionization potential of the medium.
When the incident particle itself creates the ionization the mechanism is called primary
ionization; in case where the ionized electron of the electron-ion pair creates further ionizations
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(having energy above the ionization potential) the mechanism is called secondary ionization.
The secondary ionization process can be continuous until the ionization potential of the medium
is reached. The ionization potential of neutral elements can be seen in figure 6.8.

Figure 6.8 Trend of ionization energy of atoms that demonstrate a periodic behaviour. The abrupt
decrease in ionization potential after noble gas atoms reveals the emergence of a new atomic shell.

The primary ionization process of the noble gas X is
X+q=X"+q+e” (6.9)

where q is the charged particle. The secondary ionization process can be stabilized as
mentioned, in the presence of a quencher that can absorb the energetic electrons created.

In order to calculate the number of primary ionized pairs produced, the Poissonian distribution
is used and the probability to have k ionizations in one event is given by the relation

le

= e (6. 10)

Py
where n is the average number of primary ionizations. A mean value for the total number of
pairs (electron-positron) produced is given by the relation

E,
N, =— (6. 11)
cw
where E| is the initial energy and W is the mean energy needed for an electron-ion pair
creation. The energy W depends on the gas properties; i.e. its composition and density and on
the nature of the particle. Experimentally it is found that W/ is independent of the initial energy
E, above some keV for electrons.
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Gas Wa (eV) Wg (eV) Imin (eV) Gas mixture Wa (eV)
Hz 36.4 36.3 15.43 Ar(96.5%)+C2Hs (3.5%) 24.4
He 46.0 42.3 24.58 Ar(99.6%)+C2H2(0.4%) 20.4
Ne 36.6 36.4 21.56 Ar(97%)+CHa(3%) 26.0
Ar 26.4 26.3 15.76 Ar(98%)+C3Hzg(2%) 23.5
Kr 24.0 24.05 14.00 Ar(99.9%)+CsHe(0.1%) 22.4
Xe 21.7 21.9 12.13 Ar(98.8%)+C3He(1.2%) 23.8

COz2 34.3 32.8 13.81 Kr(99.5%)+C4Hs(0.5%) 22.5

CHa 29.1 27.1 12.99 Kr(93.2%)+C2H2(6.8%) 23.2

C2Hs 26.6 24.4 11.65 Kr(99%)+C3Hs(1%) 22.8

C2oH2 27.5 25.8 11.40
Air 35.0 33.8 12.15

H20 30.5 29.9 12.60

Table 6.2 The average energy spent of one ionization electron in various gases and gas mixtures.

Wqand Wgare from measurements using a and {3 radioactive sources. The minimum ionization potential
(Imin) is also shown. The total ionization in a noble gas can be increased by adding a small concentration

of a quencher with low ionization potential.

In a gas mixture the total number of primary electrons created can be calculated by a weighted
average of N, in each pure gas mixture component. The relative weights correspond to the
relative composition C of each substance and the ionization cross-sections o. For a given

mixture composed by A and B gases the value of Was is

where o4 + 05 = 1.
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6.3 The Fano factor

The collisions of electrons with a gas molecule are statistical in nature and as a consequence
the number of primary electrons created is subject to statistical variations. The number of
ionizing collisions is constrained by the initial energy of the charged particle, the process is not
Poissonian and the number of primary electrons exhibits a reduced variance. The process that
each individual charge carrier created is not independent as the discrete number of electron
shells limits the number of ways available for the atom’s ionization.

The standard deviation for the process is given by the Fano factor [132]
o, =F-n, (6. 13)

The factor indicates the magnitude of the fluctuations on the number of primary electrons
created from a charged particle of initial energy Eo, with values ranging between 0 and 1. Higher
values of the factor indicate a broader distribution of the number of electrons ne. Values of the
factor lie between 0.15-0.20 for noble gases and between 0.2-04 for molecular gases.

Gas F Energy (keV) Particle
He 0.17 B
Ne 0.17
Ar 0.17
Ar 0.22 a
0.23+0.05 5.9 y
0.23+0.05 5305 a
Xe <.15 1.49 1%
0.170+0.007 1.49 %
0.13+0.01 5.9 %
CaHao 0.26 1.49 %
CO2 0.33 1.49 %
Table 6.3 Measured Fano Factors for various gas mixtures and particles [133].
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6.4 Ions and electrons transport in Gases

The number of ion-electron pairs created when a charged particle of unit charge passes through
a gas, for standard conditions (STP), will be on the order of 100 cm-atm. These are not the
number of electrons that can be detected since recombination or electron attachment might
take place in the electrons tracks. In the absence of an external electric field (or in a presence
of a low electric field), electron-ion pairs will be recombined by their electric attraction and a
photon will be emitted from each pair. In the presence of electronegative gases, electrons can
be captured by the gas atoms and the energy released is defined by the electron affinity. The
attachment probability h is high for gases like oxygen while it goes to zero for noble gases.

The classical kinetic theory of gases can be used to estimate the motion properties of electrons
when a field is applied. This results because the mean free path of electrons is much greater
than their Compton wavelength in the rarefied gases used in drift chambers3.

The equation of motion describing the phenomenon in the presence of an electric field E, or a
magnetic field B is

du
mE=eE+e[uxB]—Ku (6.14)

where m and e are the mass and the charge of the particle, u is the particle’s velocity vector
and K is a frictional force between the charged particle and the gas.

Electrons or ions that drift through the gas are scattered on the gas molecules and their direction
of motion is randomised for each collision. In the drift mechanism macroscopic quantities such
as the drift velocity and isotropic diffusion coefficient are derived as also microscopic quantities
like the electron velocity, the mean time between collisions and the fractional energy loss.

6.4.1 Drift of electrons and Ions in Gas chambers

Between two collisions the electrons scatter isotropicaly and in the absence of any external
force there is no preferred direction for the scattered electrons. In a gas of temperature T the
electrons move around with a Maxwellian energy distribution with a most probable value of kT
(0.04 eV at room temperature). In the presence of an electric field, electrons are accelerated
along the field lines towards the anode. Collisions of electrons with gas molecules can interrupt
the acceleration, but in general a constant drift velocity can be assumed along the direction of

E.

31 A drift chamber is an apparatus for measuring the space coordinates of the trajectory of a charged particle. This is achieved
by detecting the ionization electrons produced by the charged particle in the gas of the chamber and by measuring their drift
times and arrival positions on sensitive electrodes.
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The extra velocity the electrons gain is due to the acceleration along the field and it can be
expressed as

eE
U=—1 (6. 15)
m

The extra energy gain is generally lost in collisions through recoil or excitation. In order to
evaluate the energy balance between the energy gain from the field acceleration and the energy
loss because of collision losses we can evaluate the number of encounters for a drift distance:

n= (%) (1/7) (6. 16)

that is the time of drift (E) divided by the average time T between collisions. If A defines the
fraction energy loss per collision, the energy balance is given by the following relation:

x
— e = eEx (6. 17)
ut

The mean time between collisions can be expressed in terms of the cross-section o and the
molecular density N as follows

1
— = Nov (6. 18)
T

where v is the instantaneous velocity of the drifting particles.

Quantum mechanical processes occur when the electron approaches the gas molecule that

cause T and the cross-section ¢ to vary strongly with E32,

The total energy of the drifting electron is

1 3
Emv2 =e=eE+§kT (6. 19)

32 The Ramsauer-Townsend effect, also sometimes called the Ramsauer effect or the Townsend effect, is a physical
phenomenon involving the scattering of low-energy electrons by atoms of a noble gas.
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Figure 6.9 Cross-section for a mixture of Ar 95% and methane of 5% as extracted from Garfield
software [97]. The Ramsauer minimum is obvious due to quantum-mechanical effects.

The total energy is composed by two parts; the energy received from the electric field and the

thermal energy. For electron drift in particle detectors it usually holds that £ >> (3/2)-kT and
the thermal motion can be neglected. Combing the equations (6. 15), (6. 15) and (6. 19) we can

derive the velocities equations for drift 4 and the instantaneous randomly oriented velocity v

2=k A (6. 20)
mNao |2

2o |2 (6. 21)
mNo | A

where e = G) mv? =~ e, » (g) kT
The average energy loss in collisions A and the cross-section are functions of the drifting
particle’s kinetic energy, so in the case where the energy loss is vanished the drift velocity
becomes zero. It is clear that the drift velocity of electrons in drift chambers depends on the
exact gas composition. Even small additions of a quencher gas like isobutene to a noble gas
can dramatically increase the fractional energy loss by energy absorption in collisions through
the rotational state mechanism.
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The drift velocity and the electron energy depend strongly on the E field and the gas pressure
P. The term E /P is defined as the reduced drift field, implying that the drift velocity for different
gases must be obtained for the same E'/P ratio.

Garfield [97] is open source software that is used for the detailed simulation of particle detectors
that contain a gas medium or mixture of gases as a medium. Garfield can perform Monte Carlo
simulations for calculating the transport properties of electrons in gas mixtures by the use of
Magboltz [98]. The drift values provided give accuracy better than 2%.

Drift curves (electrons drift velocity) can be generated by the use of Garfield, by applying the
reduced E field for various gas mixtures like Argon and isobutene (the mixture used by CAST
Micromegas detectors) in the simulated detector apparatus. The simulated detector properties
like electric field, geometry and gas medium can be defined through Garfield. Another feature
provided by Garfield software is to introduce the detector model properties form a FEM (Finite
Element Method) software like Ansys or COMSOL [99]. In the figure 6.10, the drift velocity is
presented for a gas mixture of Ar 95% -Isobutane 5%, computed by Monte Carlo methods
applied in Garfield.

Drift velocity in Ar/CH, mixtures
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Figure 6.10  Electrons drift velocity for a gas mixture of Ar 95%-Isobutane 5% for different field values
represented by the solid line. Dashed line represents the same gas for mixtures (Ar90%-iC4H1010%)
and the dot line the 80% Ar and 20% isobutene.
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COMSOL provides a graphical user interface (GUI) that can model physical applications like
the electric field generated in a gas chamber when voltage is applied at specified boundaries.
In this study, the AC/DC Multiphysics module of COMSOL has been used in addition to the
Particle Tracing module, in order to generate the electron trajectories when they are released
in a gas medium like argon. Results from the Comsol will be presented in the next sections.
The complete study of different particle trajectories inside a specified detector, like Micromegas,
for different gas mixtures and pressures is under development and beyond the purpose of this
study.

Drift of lons

When the electric field is present in drift chambers, the movement of ions is no longer random.
They follow on average the field direction where they are accelerated. Electrons accelerate
much faster than ions which lose energy mostly due to causes of thermal nature because of
the continuous collisions with gas molecules. Collisions limit the ions velocity to an average
value named as drift velocity that depends linearly on the ratio E' /P. A useful parameter for the
ions (and electrons) is the mobility that is defined as:

p=u/E (6. 22)
where u is the drift velocity. The mobility of ions is practically constant even in high electric
fields.

Gas A u D
[cm] [cm/sec] [cm?/sec] [cm?sec VY]
H2 1.8x107° 2.0x10° 0.34 13.0
He 2.8x107° 1.4x10° 0.26 10.2
Ar 1.0x107° 4.4x10% 0.04 1.7
O2 1.0x10°° 5x10% 0.06 2.2
Table 6.4 Values of the mean free path A, the average velocity u, the diffusion coefficient D and

the mobility p of ions in their own gas.

6.4.2 Electron Diffusion

While drift electrons continue to diffuse in the gas medium of the detector and their drift velocity
deviates from the average due to the random nature of collisions, gas molecules losing their
energy. Electrons will come quickly into thermal equilibrium with the gas mixture and
eventually recombine.
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Charge velocities can be described by the Maxwell distribution that gives a mean energy

8kT
mm

u= (6.23)

where k is the Boltzmann’s constant, T is the temperature and m is the particle’s mass. As
noted the average speed of electrons is much greater than that of ions. At room temperature
electron speed is some cm/us while the positive ion speed is around 102 cm/ys.

A point like cloud of electrons that begin to drift by a field E = —EZ attime t=0 in the z-direction,
will have a Gaussian density distribution after some time t that is given by the relation:

2
1 1 x2+vy%\  (z—ut)?
n(x,y, z,t) = < ) ex (— ) — (6. 24)
PO Jambyt\JanDye) T U\ 4Dgt )T 4D

where 7 is the particle’s coordinate and D and D; is the diffusion constant in the direction of
the field and perpendicular to it respectively. In the case where there is some change in energy
distribution, imposed by the electric field, the diffusion coefficient is

1
D(E) = jgu/l(e)F(e)de (6. 25)

where u = ,/2e/m and ¢ is the electrons energy. Recalling the expression for the electron
mobility
¢ (6. 26)
¢ m

the electron energy can be determined by measurement of the ratio D/u

3 De

_>27 6. 27
£ 2 (6. 27)

In case where the diffusing body has thermal energy, € = 3/2kT equation (6. 27) becomes

kT

which is known as the Nernst—Townsend formula, or the Einstein formula. An example of the

diffusion coefficients produced by Monte Carlo methods in Magboltz is shown in Figure 6.11.
The gas mixture used for this plot is Argon 94% and CO:2 6%.
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Figure 6.11  Longitudinal and transversal diffusion coefficient for different field values. Data obtained
from Magboltz-Garfield. This plot represents a mixture of Ar-CO- (94%-6% respectively).

6.4.3 Electron attachment and recombination

Electron attachment is the absorption of the electron by a molecule of the gas during the drift.
Because of attachment there is an impact on detectors signal and resolution. All gas molecules
have a certain attachment cross-section with the lowest ones corresponding to the noble gases.
Attachment is generally provoked by impurities of high electron affinities like water and air.
Origins of this effect can be looked for in outgassing phenomena. Outgassing can be defined
as the emission of gas molecules from the detector’s inner walls.

Recombination is another undesirable effect that happens when electrons drifting towards the
detectors anode, meet the ions that drift in the opposite direction. The Micromegas detector
structure prevents the recombination because ions produced and back-flow, are absorbed by
the mesh and do not enter in the drift region.
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6.4.4 Avalanche Multiplication of electrons

When an electron drifts inside a drift chamber where an electric field is applied, it will carry in
average a rather constant energy because of random collisions with gas molecules. In case
where the field intensity increases, the electron’s energy may be increased between the
collisions events. If the energy of the electron is above the first ionization potential of the gas
molecule, it can create another electron-ion pair while it continues to drift. The electron will
probably create more pairs if during the time between collisions it can acquire the amount of
energy required.

The ionization of gas molecules can thus result in secondary ionization by the first generated
electron, so the mechanism can be repeated many times generating an avalanche. A cloud
front of electrons, created by the ionization process, will manifest in a drop like distribution
because ions as slower positive particles, will be moving to the back of this cloud.

An example of the electron avalanche can be seen in the Monte Carlo simulation with the
Comsol Multiphysics software (Figure 6.12) where a voltage has been applied to a portion-slice
of a Micromegas detector made of Cu plates and the gas used is Argon.

Figure 6.12 236 electrons have been released 200 uym above the mesh with zero energy and zero
velocity and in the presence of the field created, they drift towards the anode. The transient simulation
has been performed for 1nsec in total, with 0.01nsec step, and the view is at time=0.37 nsec. The
numbers of particles created are also coloured.
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In figure 6.13 a simulation in Garfield shows the avalanche process in a Micromegas detector
in a gas medium of Ar 95% and Isobutane 5% .

Figure 6.13  On the left the 2D x-y projection of the avalanche is shown, while on the right the contour
plot of the electric potential is shown. Units of x coordinate is in [cm], units of electric potential is in
[Viem].

The mean free path of an electron for ionization is defined as the distance that the electron will
travel until ionization. The inverse of this quantity is known as the first Townsend coefficient a,
that represents the number of ion pairs created per unit length. In the case where multiplication

occurs, the increase of the number of electrons N per path dsis given by

dN = Nads (6. 29)

The first Townsend coefficient & can be determined by the excitation and ionization cross
sections of the electrons in the field that have acquired enough energy. The total number of
electrons created in a path s is

N = Nye® (6. 30)
The Multiplication factor or Gas Gain can be defined as

N

G:—:
No

e®s (6. 31)

The Multiplication factor cannot be increased at will because eventually a spark breakdown will
occur. The limit to the factor G increase is set by the Raether?? limit that which sets the upper

33 The Raether limit is the physical limiting value of the multiplication factor (M) or gas gain in an ionization avalanche
process
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value for G < 108. An example of the Townsend coefficient and the attachment calculated by
the Magboltz module in Garfield for an Ar 94%-CO2 6% mixture and pressure at 2.96 atm is
given in Figure 6.14.

Figure 6.14 Townsend coefficient and Attachment as extracted for an Ar-CO2 mixture versus different
fields. It holds that Townsend coefficient a(€)=p<0i(€), depends on the electron energy from the ionization
cross section and it is proportional to the electronic energy of the gas.

6.4.5 Signal generation

The drifting electrons induce electronic signals in the detector electrodes; this mechanism is
described by the Ramo’s theorem which stands for the charge g induced in a particular

electrode, depending only on the electric field created by the electrode itself and the trajectory
followed by the charge. The current induced in a particular electrode is defined as

: dQ,(t) _ ¢ dx(t) q
where E, (x) = —Vi,,(x) is the weighted field of electron n and is defined as the electric field

calculated with the electrode n biased to I}, volt and the rest being grounded. It is important
that the current induced depends not only from the sign of g but also on the relative orientation

of U and E,,.
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6.4.6 Gas choice for Micromegas detectors

There are several requirements for the gas choice in Micromegas detectors that have to be
fulfilled. The most important of them are

e Low operating voltage

e High gain
e High rate capability
e Low cost

e Non-flammable mixtures

During years of research the choice of the above gas requirements is met in gas mixtures. The
base of a mixture is usually a noble gas with some quenching organic molecular gas. These
gas mixtures fulfil the important requirement that:

1. the electron lifetime should be sufficiently long and
2. the gas mixture can sustain a stable amplification process without discharges

As shown in Figure 6.10 the drift velocity of an argon-isobutene mixture (when the isobutene
concentration is sufficiently low ~5%), can sustain a rather stable drift velocity for rather long
values of the drift field. In pure argon, gain values higher than 103-10* cannot be achieved due
to high excitation energy (11.6 eV) that can cause discharges in the detector. Argon atoms
when de-excited emit photons of visible light or UV that can interact with the gas and cause the
avalanche to spread along the anode with further ionizations.

The quencher added in argon gas, which is an organic constituent like isobutene in low
concentration, can absorb these photons but unlike the base ingredient, it cannot be ionized.
Inorganic quenchers can also be used like CO2 or BFs, but the usual choice for Micromegas
detectors is methane or isobutene. The material which the detector is made of is of great
importance because it can contaminate the gas mixture with electronegative impurities that can
emanate from the material. The proportional gas (as also the detector’'s material) should not
contain electronegative components like oxygen, COz or H20.

6.5 Gaseous detectors

For the study of ionizing radiation, gaseous detectors have been used since the beginning of
the twentieth century with the invention of the single wire proportional counter, the Geiger-
Muller counter and the ionization chamber. The very important moment for gaseous detectors,
worthy of the Nobel Prize, was the invention of the MultiWire Proportional Chamber (MWPC)
by G. Charpak in 1968 [100].
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The breakthrough of this invention was that each anode wire belonging to an array of closely
spaced anodes could act as an independent proportional counter. Transistorized electronics
were used to amplify every wire onto the chamber frame and thus make the detector capable
for position sensing.

The MWPC detector was quickly adopted in High Energy Physics because of its excellent
position accuracy, good space resolution of a few hundred um and a modest rate capability
(10% counts mm-2st). This kind of chamber is also used in fields other than particle physics like
for medical imaging, neutron and crystal diffraction, single photon detection and others.

In 1986 A. Oed invented the Micro-Strip Gas Chamber (MSGC) [101] which is the first kind of
detectors, known as micropattern detectors. Improvements in microelectronics and the
development of the photolithography process enhanced the detector performance. The
improvements rely on the imprinting of very thin strips on an isolated board in a succession of
anodes and cathodes. Because of the electric field shape the ions produced by avalanche are
rapidly evacuated, increasing the rating capability a 100 times above that of MWPC.

Figure 6.15 On the left anode and cathode strips imprinted on an isolated substrate is shown. The
distance between anode and cathode is 50-100um. On the right the form of the electric field produced
is shown.

The dipole field, created by the application of the proper voltage between the anode and the
cathode strips, amplifies the electron avalanche process. Electrons are drifting towards the
anode strips and the ions are collected in the cathode.

In 1996 Sauli [102] introduced another gaseous detector known as Gas Electron Multiplier
(GEM) that was built at CERN, by a standard chemical etching process. It consists of a thin
(~50 um) kapton foil that is clad in both sides with of 5 um of Cu. The clad foil has double-
conical holes with a pitch of around 140 ym and a diameter of 60-70 um.
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The field structure can be shown in figure 6.16. The field lines are focused in the holes, where
the resulting electric field is ~100 kV/cm inside the holes. The setup of this detector consists of
2 or 3 successive GEMs with lower amplification per GEM but higher amplification in the whole
system. With this setup the detector’s performance is stable and not sparking.

Figure 6.16 On the left, a suitable difference of potential applied across the thin layer generates the field
structure of a GEM. The field lines compressed at the holes central axis and electrons released in the upper
conversion volume drift into the holes. Electrons are multiplied into the holes but only 50% of the electron
avalanche can exit into the transfer region. On the right, a microscope picture of the GEM structure is shown.

GEM detectors are used at the Large Hadron Collider (LHC) as a part of the LHCb muon system
[103] and they are used for triggering and tracking purposes in the TOTEM experiment [104].
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6.6 Micromegas detector: A Micro-Pattern Gas Chamber

The Micromegas (acronym for MICRO MEsh GAseous Structure) is a parallel-plate detector
invented in 1996 by I. Giomataris and G. Charpak [106]. The wire plane of the MSGC detector
was replaced by a thin electroformed Ni mesh.

The mesh was stretched and glued on an insulated frame and the distance between the mesh
and the anode plane is in the rage 20-100 pym. Inside the chamber the mesh and the cathode
plane define the conversion space or the drift region while the mesh and the anode plane define
the amplification gap as can be seen in Figure 6.17.

The basic principle of Micromegas detector operation is illustrated in the figure 6.17.

lonizing Particle lonizing Particle

Negative HV1
Drift Electrodes % l

Drift Region (~3 mm)
108 Vicm

Mesh
(Negative HV2)

Readout Electrodes-Ground _i' Amplification Region (~0.1 mm) -10° V/cm
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Figure 6.17 A planar drift electrode is placed a few mm above the readout electrode. The metallic
mesh is placed ~0.1 mm above the readout electrode. The volume is filled with ionization gas, e.g. a
mixture of argon and isobutene. The region between drift electrode and mesh is called the drift region,
whilst the region between mesh and readout electrodes is called the amplification region.

By applying a positive voltage (HV2 ~ 500 V) to the micromesh and a higher positive voltage to
an electrode plane HV1, the ratio of the electric field in the amplification gap over the field in
the conversion gap, is large. The bigger the ratio the higher the electron transmission3 to the
amplification gap reached. The readout plane is kept grounded. By this formation, ions are

34 The electronic transparency or transmission of the mesh is defined as the percentage of the electrons that reach the
amplification region.
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quickly collected to the micromesh and only a small fraction defuses to the drift region. The
electrons will follow the electric field lines.

For a given amplification field when the drift field decreases, more field lines are passing
through the Micromegas holes and for certain values transparency can reach unity. At very low
field values, drift velocity in the gas is very low and attachment events become more evident.

But in general mesh transparency is not a purely geometrical aspect. Monte Carlo simulations
of electrons trajectories reveal that transparency is affected by collisions and so it concerns gas
properties as well. In Figure 6.18 the transparency trend for different gas mixtures versus the
Field Rate (FR) is shown. From figure 6.18 it is evident that diffusion effects can affect the mesh
transparency.

Figure 6.18 Transparency curves with a classical microbulk Micromegas for different gas mixtures and
for Xe at 3 bars. [107]

After the electron transmission and the amplification of the avalanche, electrons are
accumulated in the anode strips. The signal in the micromesh is derived from the positive ions
collected. The signal of ions collected takes place in ~100 ns and depends on the amplification
gap width and the gas mixture used. The electrons collection time is about 1 ns.

For the geometry given in figure 6.19, the transparency can be calculated from the relation

D3

=5 (6. 33)
4)13 + 4)12

Ne
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Figure 6.19  Electric field lines as extracted from COMSOL electrostatic simulation in this work. ®yyis
the flux to electrode x from electrode y, with 1: the drift cathode, 2: the Micromegas mesh and 3: the
anode. Drift cathode (in blue) has been sketched for visual reasons since the distance from the anode
is 3 mm.

6.6.1 Micromegas properties
Gain

The multiplication factor or gain has been expressed in (6. 31) as a function of the Townsend
coefficient. An early theoretical model that has been developed for Townsend calculation in
different gases as a function of the amplification field is the Rose and Korff model [108]. This
model neglects the secondary ionization and is defined by the formula

1 -1
a =—exp c (6. 34)
A Eamp/l

where A is the electron mean free path, Eamp is the amplification field and I, is the energy

threshold for ionization. Combining relations (6. 31) and (6. 34) an important parameter of
Micromegas can be deduced; the gain of the Micromegas detector that is given by the following
relation:

BPd

G =exp (APde_T) (6. 35)
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with V=E-d the voltage applied between the micromesh and the anode (having distance d),
Pis the pressure and A, 5 are the gas mixture parameters.

Figure 6.20  Gain curves as extracted from [109] for different gas mixtures. Red squares represent a
mixture of argon-isobutene 2%, blue circles are for the same mixture of 5% isobutene and pure xenon
is represented by magenta triangles points.

Differentiation of (6. 35) with respect to d can give the maximum value of the distance between
the micromesh and anode, for specific gas and operation conditions:

L —Gal1-22= (6. 36)

ad |4
The amplification gap can be chosen by using this condition and tuning its value to acquire the
maximum detector’s gain. A beneficial value for micro-gaps detectors is found to be ~50 um. A
variety of gas mixtures have been used to test Micromegas detectors. The mixtures
represented in figure 6.20 are the ones used in CAST (in different composition of the quencher)
except the pure xenon gas that is plotted for comparison. Krypton or xenon gas can be used
for applications like x-ray digital radiography, crystallography and synchrotron radiation studies.

G ( BPd)

Energy Resolution

The ability of the detector to distinguish between two energies with close lying values, defines
the detector’'s energy resolution. This parameter is one of the most important for detector
design. Processes like gas ionization, signal readout, attachment, mesh transparency etc.
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contribute to the pulse signal distribution. The ideal signal pulse shape should be a delta-
function peak but in reality a Gaussian-like distribution is measured.

Resolution is given in terms of full width at half maximum (FWHM) of the signal generated.
Energies that are lying inside this width cannot be resolved. Assuming primary and avalanche
fluctuations, the energy resolution can be defined as a function of the number of electrons

On,

2.35
R (% FWHM) = ———¢ = 2.35
Ne np

b W
=235 |[—(F + b) (6.37)
Ey

where the factor 2.35 relates the standard deviation of a Gaussian distribution to its FWHM, E,
is the particle’s energy, W is the mean energy per electron-ion pair of the gas, F is the Fano

factor and b is the readout contribution. Therefore, in the accumulation of n;, avalanches from
n, primary electrons, the final energy resolution scales with ~E0_1/2 .

The energy resolution for the Micromegas detector is measured using a radioactive iron source
SSFe. The isotope emits two x-ray photons of energy 5.9 and 6.5 keV respectively, in proportion
9:1.

The value obtained and usually mentioned in the literature is the 5.9 keV peak. For an argon-
isobutene mixture, with isobutene concentration of 2%, the FWHM is about 11% at 5.9 keV. In
figure 6.20 a typical spectrum of the Micromegas detector is shown. It should be noted that no
appreciable deterioration was seen after a year of detector use [113].

Figure 6.21  Energy resolution of the Micromegas readout. The spectrum was obtained with a **Fe
source in Argon-2%iCsHao.
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Spatial Resolution

This type of resolution defines the spread of electrons observed due to the transverse diffusion.
The spatial resolution depends on the amplification gap, the pitch of the strips and the pitch of
the mesh. In table 6.5 (extracted from [111]) a world record of a spatial resolution 14+3 um is
mentioned.

Gas Mixture Measured Transverse Strip Pitch Drift field
Resolution Diffusion coefficient
[um] [kV/cm]
[hm] [um/vem]
Ar+10%iCasH10 42.5 370 100 1.0
He+6%iC4H10+5%CF4 35 180 100 1.8
He+10%iC4H10+5%CFa4 30 160 100 1.8
He+20%DME 25 130 50 1.0
CF4+20%iCsH10 18 170 100 0.4
CF4+20%iCsH10 11 100 100 2.7
Table 6.5 Micromegas spatial resolution data, performed with different configuration of the detector

used and for different gas mixtures.

The detector mesh configurations can be shown in the next figure where different types of
detectors are displayed.

Figure 6.22 Mesh types of Micromegas detectors from a microscope view. Mesh design parameters
are given in the next table.
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Interior square

Detector type Pattern Pitch (um) side
1 Classic hexa 100 30
2 SA square 100 30
3 CAST square? 100 30
4 IKERLAN PCB square 100 50
5 Bulk woven 80 50
Table 6.6 Mesh parameters of the detector types displayed in figure 6.22. Detectors 1,2 and 3

belong to the microbulk category.

Aadvantages of Micromegas detectors

The advantages of Micromegas detectors are the following:

e The track time resolution of a Micromegas detector is found to be less than 0.60 ns [112].
e Very stable operation during long periods [114]

e The space resolution can reach about 11 um. Space resolution is limited only by diffusion
and the result has been achieved by the use of CF4 + 20%iCaH10 [115]

e High counting rate capabilities. Their fast response is due to the small path that ions have to
travel (amplification gap length ~100 ym) and the strong field applied. Electrons and ions
produced in the gap can be collected in 1 ns and 30-100 ns respectively and as a result rates
of proton fluxes at 2x10° counts mm-2 s'* can be measured [116]

e New concept designs of the detector have decreased by far the sparking probability.

6.7 CAST Micromegas detectors

The CAST scientific research program evolution runs in parallel to the Micromegas
development and progress. The continuous progression on detector performance is due to
detector design plans for better sensitivity, new readout patterns and manufacturing techniques.
This progress has resulted in a background decrease and the enhancement of the detector’s
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discrimination capabilities.
Replacement of radioactive materials, shielding upgrades, acquisition upgrades and
development in analysis of micromegas data improve continuously the detector’s performance.

Micromegas is used also by the COMPASS and NA48 experiment at CERN and that set the
standards for better performance and stability always higher. The ATLAS detector upgrade of
the LHC makes use of a large-area detector based on the bulk-micromegas technology for
muon detection.

Fabrication

The first Micromegas prototypes [106] were composed by two frames on which the mesh and
the anode plane were glued. The meshes used were made of Ni (using electroforming
processes) and the anode plane contained anode strips of gold-coated Cu, were fabricated by
the metal deposition technique. The main technological challenge is the parallel suspension of
the thin mesh (~3-5 pm thick) all over the anode area. Inhomogeneity of the gas could produce
gain spatial dependence or sparks in bended zones. The solution for parallelism of the mesh
plane was given by the use of pillars between the mesh and the anode. The same solution
holds for all Micromegas versions. In early Micromegas versions, pillars were glued to the
anode. Later versions, as will be explained in the next sections, use modern manufacturing
techniques that can build the complete amplification system of the detector as a unit. The first
detector’s characteristics was a grid of 3 um thickness with 17 ym openings every 25 um.

6.7.1 Bulk Micromegas technology

In the bulk micromegas technology [118] the electroformed micromesh is replaced by a
commercial woven wire mesh. The manufacturing process is fast, inexpensive and there is a
variety of materials that could be used for the micromesh like Cu, Fe or Ni. The mesh thickness
lies between 30 um to 80 um. The process, results to a robust and flexible micromegas detector
that cannot be easily damaged by touching or by sparks and can be glued to a conventional
PCB readout®.

The base materials, consisting of an insulating material (FR43°) that carries the Cu strips and a
photoresistive film (Vacrel) of thickness equal to the amplification gap, are laminated at high

35 A printed circuit board (PCB) mechanically supports and electrically connects electronic components using conductive
tracks, pads and other features etched from Cu sheets laminated onto a non-conductive substrate
36 FR-4 is a composite material composed of woven fiberglass cloth with an epoxy resin binder that is flame resistant
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temperature to form a single entity. By applying a photolithographic process, the photoresistive
film is etched producing the pillars that are of cylindrical shape of 300 um in diameter and have
a pitch distance of 2 mm.

Figure 6.23  On the left a sketch of the fabrication process. On the right a detailed image of the
woven mesh with a pillar.

Although, bulk micromegas have many advantages (low noise due to low capacitance, a good
maximal gain before breakdown and an acceptable energy resolution ~18% FWHM at 5.9keV),
their performance is limited by the mesh nature which is relatively thick. The gap is also long to
ensure stability because of the thick mesh and a usual bulk detector gap is ~128 ym. The long
gap limits the drift velocity and operates at a lower amplification field than other micromegas.

Large areas of the bulk detector are possible to be constructed like the MAMA (Muon ATLAS
Micromegas Activity) for the ATLAS detector upgrade for SLHC?'.

6.7.2 Microbulk Micromegas

The microbulk type of micromegas is fabricated by a novel technique that achieves very thin
meshes (~5 um) and narrower amplification gaps (~25-50 ym). The manufacturing process
makes use of a state-of-the-art lithography technique and the raw material is a Cu clad kapton
foil (Cu-kapton-Cu). Mesh, the pillars and the anode are built as a unit. The amplification volume
is produced by etching the kapton through the mesh holes.

A thin photoresistive film is used as a mask that can be put on the top of the double clad kapton

37SLHC is a proposed upgrade to the Large Hadron Collider. The upgrade aims at increasing the luminosity of the machine
by a factor of 10, up to 103 cm2s7".
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and a lithographic method is applied to produce the mesh pattern. With this method, the
amplification gap accuracy is high (about 1um) and the homogeneity created can lead to an
outstanding energy resolution. In [110], energy resolution of 11% FWHM at 5.9 keV has been
obtained for a mixture of Ar+5%iCsHao.

The mesh produced for the first microbulk prototypes, had holes of 30 ym in diameter and a
pitch of 80 ym. Etching process is applied to remove the kapton inside the gap and create the
tiny pillars bellow the Cu mesh. The higher capacity is a source of noise but low capacity
microbulk detectors are now being developed.

The microbulk unit can be glued to a complex readout plane that can also be made by standard
lithographic methods, using the same materials as the amplification gap unit. By this method
high radiopurity detectors have been made and their use in CAST offered upgraded results.

Figure 6.24  Left: Etching methods applied in the shadow of the mesh to create the pillars with a step
of 500 ym. Right: Photo of the mesh with Cu spots used to protect the polyimide bellow during etching
process [119]

6.8 The CAST Micromegas detector

The CAST experiment is using Micromegas detectors since the start of data taking in 2003 for
the Phase 1 and in the CAST Phase II run. In the 3He Phase II, CAST used bulk and microbulk
micromegas detectors in three out of four exits of the coldbores. In that way, the evolution of
CAST Micromegas detectors ran in parallel with the detector development. Microbulk detectors
are provided as the suitable choice for the CAST experiment.

Their advantages like the energy resolution, the high radiopurity in parallel with the detector
stability over the time of use, offer to CAST a reduced background and enhancement of the
discrimination capabilities.
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Figure 6.25  Left: The X-Y strip charge collection structure in the classical CAST readout (2002). The
strips pitch is 350 ym. X-strips are in light grey and Y-strips (underneath layer) in dark grey. The holes
of 90 ym diameter allow the surface charge collection for the Y-strips. Middle: Pixel like readout
composed by 3 layers (2007). Right: pixel like readout composed by two layers (2009).

The CAST Micromegas shape composed of a circular base on which strips are lying. The active
area is 33.9 cm? and comfortably covers the magnet cold-bore area of 14.55 cm?. The readout
plane is a 2D structure with X and Y Cu strips (~350 ym pitch) printed on a kapton foil. The
kapton foil with the strips attached is glued on a Plexiglas base, the raquette (racket). Due to
diffusion, the spatial resolution is better than 100 um. The strips connections are attached to
the raquette and extended to the readout planes through the neck of the detector and they are
welded to connectors in groups of 96. The amplification gap is ~50 um thick. Above the mesh
there is the conversion gap that is 25 mm thick and ends at the drift window that is made of
aluminised Mylar® 5 uym thick. The Mylar foil is attached to an aluminium strongback net as
shown in Figure 6.26 (left) and the system is attached to the vacuum line of the magnet.

Figure 6.26  On the left picture the Plexiglas chamber and the aluminised Mylar drift window that is
connected to the CAST Micromegas is shown. Right: A photo of the mesh side of the microbulk
detector raquette without the readout cards and the Plexiglas chamber.

The construction process for the CAST microbulk detector is shown in figure 6.27.

Kapton foil (50 um) both side Cu clad (5 pm)

38 mylar is the brand name of (C1oHsO4)
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Figure 6.27  The construction process of a microbulk Micromegas detector

6.9 Sunset Micromegas System

In 2007, a general upgrade of the CAST experiment was developed and in the sunset side of
the magnet (MRB), a TPC detector was replaced by 2 Micromegas detectors; i.e. one for each
cold-bore line. One detector was a bulk micromegas (which was replaced with a microbulk one
at a later upgrade) while the other was of a microbulk type. Each detector was positioned at the
centre of the cold-bore line as can be seen in figure 6.28.

Figure 6.28 A drawing of the Sunset Micromegas detectors in the MRB side.

The new Sunset detectors setup allowed a better performance since the detector read-out was
re-designed. The cross-talk problems of early micromegas detectors were diminished by a
symmetric readout strip pattern in the anode. The concept of the readout design in 2007

39 electrical connection between layers in a physical electronic circuit that goes through the plane of one or more adjacent
layers
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microbulk detector (figure 6.29) is based on a pixel readout scheme that uses two or three lower
planes of orthogonal tracks of X and Y strips. The pitch increased to 550 ym and the number
of lines reduced to 106 covering a 36 cm? of active area. In order to increase the readout
homogeneity the mesh pattern is aligned with anode layout. Every pixel is complemented with
an array of 3x3 holes with 40 um in diameter and 100 ym pitch. The electrons crossing the
mesh will always find a spatial defined anode below.

Figure 6.29 Back and front view of the anode plane of the 2007 micromegas in left and middle
respectively from a microscope. Right: the mesh pattern of the microbulk, where holes distributed in 3x3
arrays that are correlated with pixel position below.

The gas mixture of the micromegas detector was changed in order to comply with CERN safety
rules and the amount of the flammable gas iC4H1i0 was reduced to 2.3% in the sunrise and 2%
in the sunset side. The gas line starts from a premixed bottle of 100 bar pressure and it is
regulated in 1.4 bars. The line is connected with a 5 litre volume that is installed close to
detectors and this bottle sends the gas into the two detectors that are connected in series. The
regular flow in the sunset micromegas is 2.5 It/h.

6.9.1 Vacuum system

In the Sunset Micromegas detectors system there are two vacuum regions separated by a
differential window. In the side which is close to each detector, a cylindrical Plexiglas piece is
connected to the drift window of the detector with O-rings and bolts and it is pumped by a
diaphragm and a turbo pump. The pressure in this region lying between 10 — 103 mbar. The
vacuum side that is close to the magnet bore is pumped by two turbo pumps and a primary one
and the pressure in this region is very low (10-8-10" mbar).

The differential window that separates the two regions is made of 4 um polypropylene and
prevents the gas molecules that could diffuse out of the drift detector window and condense
onto the cold windows. A differential by-pass valve is protecting the fragile differential window
in case that the pressure difference between the two vacuum regions exceeds a safety limit
(~1.5 mbar). Two gate-valves, positioned between the magnet-bores and the differential
windows, can be used in order to separate the detector vacuum system from the magnet
vacuum. During the data taking period they are normally open. The gas system and the vacuum
system are shown in figure 6.30.
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Magnet (MRB side)

Figure 6.30  Magnet bores are connected by a differential window and a Plexiglas cylinder to the
Micromegas detectors. Gate valves VT1 and VT1 (in red) can be used as interlocks (safety valves) or
manually close in case of interventions. A gas bottle through a safety inlet can provide the gas mixture

of the detectors.

Figure 6.31 Left: An exploded 3D view of the detector, where components are being separated.
Right: the Micromegas vacuum line.
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6.9.2 CAST Micromegas Efficiency

The hardware efficiency of the Micromegas detector has been measured by simulations in
Geant4 software package [121]. The simulations performed can also reveal the nature and
origin of the detector background events. Such events are due to cosmic rays, external gamma
radiation, internal radioactivity of the materials used and radon contamination. The model built
in Geant4 package is presented in figure 6.32.

Figure 6.32 Micromegas geometry implemented in Geant4. On the right the implementation of the
shielding is shown.

The Micromegas detectors have been designed and optimized for X-rays photon detection in
the energy range of 2-7 keV. The total efficiency of the detector is a contribution of the materials
used in the windows, the gas mixture absorption and the detector’s dimensions. The x-rays that
could have been converted from axions inside the magnetic field are attenuated by the following
parameters

e 15 um of polypropylene (Cold window) with 17.5% strongback
e 4 um of polypropylene (Differential window)
e 5 pm Aluminized Mylar (Drift window) with 5% strongback.

By combination of the attenuation in x-rays of the materials used and by adding the attenuation
of the gas mixture (Ar +2% Isobutene) one can obtain the efficiency curve that is plotted in
Figure 6.33.
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Figure 6.33  Simulated Micromegas efficiency versus energy, compared with experimental points
measured at PANTER“, Detector efficiency is measured for gas pressure of 1 bar.

6.9.3 Calibration System

A 55Fe radioactive source is used for the Sunset detectors calibration by an automated system.
The system was updated in 2010 and two pneumatic calibrators were installed in the Sunset
line as shown in Figure 6.34. The calibrators move the 5°Fe source with the help of compressed
air and they are controlled by the detectors DAQ (Data Acquisition). During the data taking
periods, the calibration in the Sunset system is performed twice per day. This procedure is a
prerequisite for the detector data analysis since it provides valuable information about the
variation of uniformity or problems in detector’s stability. The uniform illumination of the detector
is performed by the high X-ray source that in November 2010 had intensity of ~35 MBqQ.

The X-ray profile created by the *°Fe illumination is used to form the sequential cuts (selection
criteria) that all background events are compared with, in order to distinguish X-ray like events
from background events. Every X-ray event has a characteristic shape and distribution. In the
case where a background event has the same distribution as the X-ray calibration event
distribution and passes the applied sequential cuts, then it can be considered as an X-ray event.

40 PANTER is an X-ray test facility located in Germany that is mostly used for X-ray telescopes characterization
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Figure 6.34  Left: the pneumatic piston that moves the *°*Fe source inside the vacuum tube as seen
in the middle picture. Right: A drawing of the system created in this work for the upgrade of 2010 in
CATIA R-19 mechanical design software.

6.9.4 The Sunset Micromegas Background and Shielding

The magnitude of the background level corresponds to the detectable radiation level and its
minimization is of great importance for the Micromegas performance. The main sources of
background radiation can be categorized as follows

e Radiation of the materials used for the detector construction as also the materials of the
earth surface in the experimental area

e Radioactivity of the air
e Cosmic radiation

e Radioactivity of the materials used in the detector vicinity (pipes, shielding etc.)

The Earth’s radioactivity as also the radioactivity of the detector’s construction materials is due
to the low, but important, concentrations of natural radioactive elements like potassium,
thorium, uranium and the products of their decay chain. These radioactive elements can emit
a, B and y rays. In order to avoid radioactive materials, electrolytically prepared Cu, magnesium
and steel can be used in the detector’'s manufacture, which show low levels of radioactivity.

The electrical soldering and some circuit board materials are also sources of background and
it is better to use electronic circuit boards outside of the detector shielding. Short lived
radioactive gas products are the 22°Rn (half-life 3.825 yr.) and ??°Rn (half-life 55.6 sec), which
can be found in the ambient air surrounding the detector or outgassing from the cement used
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in the experimental hall. The airborne radioactivity sources can be reduced by evacuating the
detector’s surrounding as also by flushing the detector with a clean gas like nitrogen.

Another source of Micromegas background is cosmic radiation. Cosmic radiation is composed
primarily of high-energy protons and atomic nuclei of mysterious origin, mainly originating
outside the Solar System. After the primary cosmic particle has collided with the air molecule,
the main parts of the first interactions are pions. Also kaons and baryons may be created. Pions
and kaons are not stable, thus they may decay into other particles*..

The energy band of the incoming particles of extra-terrestrial sources is wide and their
interaction with the material surrounding the detector can affect the background level. At sea
level, muons constitute the 80% of the cosmic radiation flux and their rate is 1 muon/cm?/sec.
The archaeological Roman Pb blocks are used to reduce the environmental gammas, while
they are not able to reduce the flux of cosmic muons. However most of the muons can be
rejected during the offline analysis. This type of Pb is pure of radioactive material concentration,
but Cu is also used to stop the fluorescence x-rays (77 and 170 keV) generated by the
photoelectric absorption of gamma rays.

Alloys of high density like W, Ni, Fe or Cu can also be used to reduce the high energy gammas.
The polyethylene blocks are used to stop the thermal neutrons since their concentration at sea
level is rather high and can influence the low background x-ray measurements. Polyethylene is
used to quickly reduce the fast neutrons energy because of its high neutron absorption cross
section. Materials that contain hydrogen, like water paraffin, can also be used. Another layer
of material should be used in order to absorb the thermal neutrons produced and for CAST
purposes, a thin layer of 5 mm Cd has been chosen due to its high absorption cross section.

Figure 6.35  On the left the Sunset Micromegas setup on the CAST moving platform. On the right a
design in CATIA R-19 is shown, of the shielded Sunset Micromegas detectors as a part of this work.

In 2007 a first attempt for the Sunset micromegas shielding update was made in order to reduce
the background level. The Sunset shielding is composed of an inner layer of Cu that is used

4! The neutral pions z° decay into photons y in a process 7’—y+y. The charged pions 7* preferentially decay into muons and
neutrinos in the processes 7°—u" + v and 7— u + v. Kaons decay into muons or they can also produce pions.
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also as a Faraday cage and covers both detectors, a layer of archaeological Roman Pb that
covers the Cu layer in form of 5 cm thick bricks, and Polyethylene bricks that cover the whole
setup. Because of the main valves and gates of the Sunset setup, the resulting shielding is not
tight enough in some directions.

In order to evaluate the impact of shielding upgrade in the background reduction, a direct
comparison of the background level by the same detector before and after the shielding
installation was made. The Sunset installation shielding yielded a reduction factor of 3 and
typical values of the background were lying in the range 5-8 x10° keV-'lcm?s?. Bulk
Micromegas can show background levels almost as good as the contemporary microbulk, but
the reliability of the microbulk detectors and the stability shown in the vibrating platform of CAST
made them the optimum choice. In Figure 6.36 the background evolution of the micromegas
detectors is shown.

Figure 6.36  Historical background levels for the CAST micromegas detectors. In red the background
level in the Canfranc laboratory in Spain, that is located in 2500 m depth, is shown for comparison [121]
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6.10 The Sunset Micromegas upgrades

In this section general upgrades in the Sunset Micromegas system will be presented.

6.10.1 Cable Trays

Micromegas detectors are sensitive to the electronic noise produced in the CAST experiment
because of various electronic instruments and motors attached to the moving platform. It has
been observed that when the tracking motors were turned ON the electronic noise levels in the
sunset micromegas were increased. Power cables that are connected to the detectors and the
signal cables attached in the gassiplex cards*? are sensitive to the inductive current produced
by the high frequency motors used for the magnet movement. The solution proposed to
eliminate the electronic noise level that increased the trigger rate and the dead time of the
detector was the installation of cable trays. Grounded cable trays, isolate the signal and power
cables of the detectors and protect them from outside word electronic noise. Voltage cables
were also “dressed” with a wire-mesh that used as a Faraday cage inside the trays. Technicians
also re-examined the electronic connections and ground cables of all instruments attached to
the moving platform. The installation of the cable trays was a part of this work. The cable trays
setup can be seen in the following figure.

Figure 6.37  On the left, a general view of the cable trays installed in the perimeter of the detectors
electronics crate. On the right, cables inside the trays “dressed” with a wire mesh.

42 A readout system composed by four front-end electronics cards connected to the Micromegas detector
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6.10.2 2012 upgrade of the Sunset setup

In 2012 a significant upgrade of the Sunset shielding was carried out before the summer data
taking. Underground laboratory tests in Canfranc and Geant4 background simulations of the
Micromegas detectors motivated the new shielding and detectors setup. Simulations and
underground laboratory tests revealed that the main background contribution to the
Micromegas detectors in CAST setup is due to the environmental y flux that produces a 6 keV
peak. The 6 keV peak is originated from the steel fluorescence in vacuum pipes and the
cathode. Interactions of the environmental gammas with the vacuum pipes and the drift window
can produce fluorescence photons that are able to penetrate the detector.

Figure 6.38 In the upper left a drawing view of the sunset micromegas shielding. Upper left figure
shows the Cu pipe with an inner Teflon coating visible in the left (Jura side) magnet bore. In the upper
right figure (Airport side) the installation of the detector consists of the new Teflon screws, nuts and
gasket, the new gas connection and the front piece of the new Cu shielding part that fits the pipe. Lower
left figure shows a later step of the shielding where Pb blocks have been adjusted carefully in the
mounting process. Cu shielding is also visible as also the Faraday cage that has been adjusted to the
detector’s setup. In this type of setup not only detectors are shielded but the radiopure pipes as well. In
the lower right figure the last step of shielding setup is shown. For the last shielding upgrade step a
muon veto counter has been installed over the top of the Pb surface.

The underground tests in Canfranc have proved that shielding the detector by 10 cm thick Pb
that covers the detector in a 417 solid angle can reduce the background level substantially. The
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innermost Cu layer of the shielding increased from 0.5 cm to 1 cm thickness in order to
attenuate the natural gamma emission from the Pb shielding layer. The polyethylene layer was
decreased leaving the available space for the Pb layer extension. A significant background level
reduction is also achieved when the aluminum drift window of the micromegas detector is
replaced with a Cu one. A Cu pipe (20 cm long and 1.5 cm thick) has also been used; this
caused a transformation of the detector away from the magnet. The Cu pipes were also
shielded by Pb. In that way all the stainless steel parts near the detector have been replaced
by Cu ones in order to prevent the 5-7 keV fluorescence and improve the detector intrinsic
radiopurity. This was achieved by the replacement of the cathode and the gas connections to
the chamber and the pipe itself. In order to prevent the fluorescence of Cu, a Teflon pipe was
installed inside the Cu one.

The upgrade of the shielding resulted in the disappearance of the 6 keV peak and led the
background level to 1.7-2.3 x10° keV-lcms™ in the 2-7 keV energy range. The reduction factor
was about 4.5 regarding the previous sunset Micromegas detector’s setup. The detectors used
in this setup are the M18 and M19 that were tested and characterised in CEA Saclay while the
shielding has been designed and installed by the University of Zaragoza.

6.10.3 Muon Veto setup

In May 2012 a cosmic muon veto was also installed over the sunset shielding setup because
the tests performed in Zaragoza showed that a percentage of the x-rays events accepted in the
offline analysis are correlated with cosmic muons. The muon veto is built from a 120cmx40cm
scintillator coupled to a photomultiplier that is powered at 1kV and gives an output signal that
is amplified with a NIM amplifier. The scintillator was installed on top of the sunset shielding
covering both detectors. Due to a lack of space and the present setup constraints, the scintillator
is installed at an angle of 45°.

Figure 6.37  The muon veto setup (plastic scintillator) at the top of the shielded sunset micromegas
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By measuring the muon spectrum energy, an output signal of the veto that is higher from a
specified muon energy threshold triggers a counter that counts the time until the time between
the veto event and the trigger of the micromegas. The events recorded as muons are rejected
in the offline analysis. The Muon veto implementation has decreased the background to the
level of 1.6-1.2x106keV-lcm2s. Before the summer of 2014 data taking, a new scintillator has
been installed in the back side of the shielding setup.

6.10.4 Calibration system

In 2010 a calibration system was installed to the Sunset Micromegas side. In section 6.9.3
the installation and working principles of the pneumatic calibration system are reviewed.

6.11 Data Acquisition System of Micromegas

In this chapter a review of the data acquisition system is presented. The signal from the
detector's mesh and strips is read by a Data Acquisition system (DAQ) that controls the
electronic hardware module. The information for each event is recorded into a file for the offline
analysis. The process is decomposed in the read out analysis of the signal from the electronic
modules and the software implementation of the signal that can be used in the offline analysis.

Read out electronics

6.11.1 Strips Signal

The signal generated by the avalanche of the electrons in the amplification region is collected
from the X and Y strips. The strips signal is read out with the help of four Front End (FE)
electronic cards that are based on the Gassiplex chip. Each of the Gassiplex card can be
connected to 96 strips and operates at a maximum clock speed of 1 MHz.

The cards are controlled by a CAEN sequencer with two CRAMS modules (CAEN Readout for
Analog Multiplexed Signal) in a VME crate. The cards are powered by a standard 6V power
supply (positive and negative).
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Figure 6.38 The Gassiplex card (inputs/outputs) used in the Micromegas detector of CAST

The Gassiplex card has three digital inputs (Track and Hold, Clock and Clear) and one output.
The timing signal is provided by the sequencer as follows

e The Track and Hold pauses the card’s acquisition and storage the strips charge signal
in its memory

e For each Clock signal sent, one channel of the card is read
e The Clear signal resets the card’s memory

The output signal is multiplexed in a multilevel voltage shape, where each level corresponds to
a particular strip. The CRAMS digitize and store the signal from each Gassiplex and the 10-bit
VME crate reads the signal and sends it to a PC for permanent storage and analysis.
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Figure 6.39  The signal sequence that triggers the Gassiplex acquisition.

In parallel with the strips signal, the Mesh signal is recorded after shaped and amplified in order
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to trigger the Track/Hold signal of the sequencer.

A delay time is provided to the gassiplex card after the Mesh trigger to start reading the
maximum charge accumulated. The delay time is set to 900 ns. During the signal recording a
busy signal is sent by the VME to block incoming signals other than the one being read at that
time. At the end of the event recording the busy signal is removed.

6.11.2 Mesh Signal

The signal that triggers the Micromegas detector is obtained by a preamplifier (ORTEC 124B)
which also provides the high voltage for the micromesh cathode. The signal in the Mesh is
generated by the positive ions created in the amplification region. The output of the preamplifier
is shaped and amplified in order to produce the trigger signal for the strips. The Mesh signal
passes to NIM timing amplifiers and is then duplicated via a Fan In-Fan Out module. One of
the duplicated signals is sent to a quad discriminator and provides the digital trigger. In the case
where a mesh pulse in one of two detectors exceeds a predefined threshold that is set to be
above the electronic noise and corresponds to ~2 keV, 2 NIM signals are sent to the VME crate
and the information of the mesh and strips signals are recorded. The second duplicated signal
of the Mesh is sent to the MATACQ module (Matrix for ACQuisition) that stores timing
information for the mesh pulse.

Data ready

Figure 6.40 Electronic modules sequence of CAST’s Micromegas detector.
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Both mesh and strips signals are acquired in less than 20 ms and during the acquisition time
the system cannot detect any other signal generated because the electronic modules are
receiving a veto. This is the dead time of the CAST Micromegas setup and since the normal
trigger rate of the background is ~1 Hz, the dead time of the signal is less than 2%.

6.12 Data Acquisition system

The data acquisition and monitoring system is based on the LabView software package of
National Instruments. The DAQ software runs on a RedHat Linux (CERN distribution) and is
connected to the VME controller via a fiber optic cable. The software runs in autopilot or manual
mode and controls both Sunset Micromegas detectors. In autopilot mode that is used in data
taking periods, the software can carry out a pre-defined schedule for each detector operation.
A graphical user interface (GUI), as shown in Figure 6.41, allows the operator to control the
system modules and in the manual mode to run specified types of operations as follows

= Pedestal Run. External trigger of 100 Hz frequency is sent to the strips and the strips
signal is recorded. Pedestal is an estimation of the modules and strips electronic noise.
The Mesh pulse is not read.

= Background Run. This is the default choice during data taking periods where background
and tracking are recorded.

= Calibration. Each callibrator receives a signal to move it's X-ray source in front of each
detector

Different virtual instrument (VIs) can be used from the operator to view important parameters
like the trigger rate of the DAQ, or the counter rate that is the total number of events.

Figure 6.41  The RunControlAll.vi (left) and the RunControlMonitor.vi (right) of the DAQ system. The
first one controls the initialization, open/close monitoring tools and the Autopilot process. The
RunControlMonitor.vi can display the run status, the Run number, events number, recorded file etc.
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Figure 6.42 The RunEvD.vi that displays the Mesh and X-Y strips charge in real time

The trigger rate of the background run is around 1Hz and most of the events are due to cosmic
muons that are passing through the detector. In the case of a Calibration run, trigger rate
increases up to 100 Hz and is correlated with the >>Fe source activity. The events of every
trigger are recorded into a file that is stored and then transferred twice a day to CASTOR (CERN
Advanced STORage manager), in form of binary files, for safety and backup by another vi
(National Instruments) routing programm. The form of the raw binary files created will be
described in the next section.
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7. Raw Data Analysis of the Sunset
Micromegas Detectors

During the data-taking period in 2009 and 2010, the Sunset DAQ system acquires three types
of runs that are pedestal, calibration and background into one file. Raw data files have a
specified format and each event written in a raw file, contains the information of the mesh and
strips for each detector. The raw files of the sunset Micromegas are separated into three run
files for each procedure (pedestal, calibration and background). Each binary file produced has
to be decoded and all the necessary information has to be extracted. Each event recorded is
composed by the signal read from the strips that triggered the Gassiplex and the mesh pulse.

The event is defined as the readout of the integrated number for every strip and 2500 samples
from the mesh signal after each trigger. The offline data analysis is applied in order to extract
the valuable information from the raw data files and distinguish the X-ray events from the
background that are cosmic muons or high-energy gammas. In addition, the analysis estimates
the energy and the position of the x-ray events. Energy can be extracted from the strips while
position of the event can be given from the mesh or the strips. In parallel, the timing information
is extracted from the signal collected in the mesh.

For the purpose of this study, a modification of the existing sunrise Micromegas recognition
code was made and applied to the Sunset micromegas DAQ raw files. The Sunset raw files
include information of both detectors and each event should be distinguished from the main
raw file and ascribed to each detector.

The pattern recognition algorithm was designed to reproduce primary ionization events with
energy less than 10 keV and localized in less than 1 mm. Muons and high-energy gammas
produce pulse shapes that are wider and, as will be explained in a next section, show different
pulse characteristics.

Each event triggered, which was stored in the raw file includes the data information from all 106
strips and the 2500 samples of the mesh pulse. The procedure followed from the implemented
code is to transform the data into observables and reduce the file size. The observables
selected are written into ROOT [135] files by applying selection criteria such as localized x-rays
events with energy less than 7 keV which can be recognizable. The 6 keV events from the >>Fe
calibration source and the 3 keV of the Argon escape peak can be used as standard X-rays
events.

Daily calibration can define the updated X-ray signal that incorporates any systematic effect
that could affect the detector response. Parameters like detector’s gas pressure, flow of the gas
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and temperature are variable because of climate changes and these effects should be taken
into account.

The off-line analysis can be divided in two main steps that are the raw-data analysis and the
background discrimination. The former procedure involves the data-reduction as mentioned
while the latter uses the gained information from the data-analysis to select the true X-ray
events and reject the rest as background.

7.1 Raw-Data Format

Raw binary files are made of 4 byte (32 bits) words. The file starts with a run-header start flag
that contains the information of the run. After the header, the triggered events are written
individually to the raw file. Each event is written starting with an event header providing
information about the event timestamp and the trigger counter. Firstly the pulse information of
both detectors is written and next the strips information is written from both channels of each
CRAM. The event format finishes with an event end label. At the end of the run file, a run-footer
is written that includes information about the total number of events and the run end time.

Header Start Label 0x90000000

Run Number

Date

Date Offset

Start time

Run type

Magnetic Field

High Voltages

Header end Label Ox9FFFF000
Event start flag 0x80000000

Event ID

Event time (LabView timestamp)

Event type

Trigger 1

Trigger 2

Counter
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Napci (Number of ADC data of detector 1)
wordxNapc: Bits 0-16: ADC data
Bits 16-32: ADC data
Napc2 (Number of ADC data of detector 2)
wordxNapc2 Bits 0-16: ADC data
Bits 16-32: ADC data
- stripIb
Validity
Event end Label
Foote start label 0x90000000
Total number of events

Run end time

Table 7.1 Data format of Micromegas Raw files where Header, Footer and each event format and
information is presented.

The files are stored in a single format named mmRXXXXX.dat, where XXXXX is an increasing
number for each run.

7.2 Raw Data Reduction

As noted, the valuable information is extracted from the raw-data file for each event from the
strips and the mesh pulse. In order to analyze the background, the closest calibration and
pedestal run is used to take into account the systematic effects that affect the detector’s
conditions.

7.2.1 Strips signal analysis
7.2.1.1 Pedestal subtraction
In order to take into account the analysis of the strips fired, the characterization of each strip is
needed. This can be accomplished by the analysis of each strip pedestal. The pedestal can be
understood not only as the absence of a signal for the strip but also as its typical variance. The

strips have an intrinsic electronic noise when there is no trigger from the Matacq to the
Gassiplex card. The pedestal can be defined as the level of this noise and it has to be
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subtracted from the amplitude of the real event in order to measure the exact charge deposition.
The pedestal level is considered in any event and evaluated with the mean and the standard
deviation (0). The strip is considered as hit if the charge deposition on this strip is higher than
its 3-sigma pedestal level.

Figure 7.1 Pedestal level for two electronic cards reading the X strips (upper right and left) of the
background Run-14146 during 2010 data taking. The corresponding sigmas are plotted in the lower left
and right. A similar plot is evaluated for the Y strips.

7.2.1.2 Clustering

After pedestal subtraction, the strips that have been fired are identified and grouped and the
events can be evaluated one by one. A cluster can be defined as two or more consecutive strips
that have recorded a charge accumulation. Clusters can be identified in X and Y strips. In the
case of a missing or a broken strip the algorithm condition allows up to two strips with no charge
inside the cluster. When three consecutive strips are found with no charge the condition for the
end of the cluster is met.
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Figures 7.2 X and Y identified clusters per event in a *°Fe calibration run. Note that the entries number
are low (13123 events) for a calibration file.

The information that can be extracted from the clusters produced for each event is valuable
and can be identified as the following
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Cluster Multiplicity: that is the cluster size in terms of the number of strips that have been
activated inside the cluster

Cluster charge: A value proportional to the number of electrons that generated the
cluster. It is the total charge recorded in each strip of the cluster.

Cluster sigma: It is the cluster size weighted according to the charge detected in each
strip

Cluster position: The position of the cluster in strips space



e Total charge of an event: the total charge accumulated in X and Y strips from a single
event

The X-ray events produce a unique cluster signal by inducing a charge accumulation in some
X and Y strips. In the off-line analysis most of the background events can be rejected by
imposing the condition that an X-ray event can produce only one cluster.

7.2.2 Mesh signal and Pulse shape analysis

The Matacq card can record the mesh signal with a rate of 1GHz and produces 2500 samples
that are recorded in the raw file and analyzed in the off-line analysis. The crucial parameter to
be determined is the baseline of the pulse because it affects the rest of the pulse parameters.
The noise in the mesh signal can disturb the baseline determination.

There are a few parameters described below that can define the mesh pulse shape and they
can be used in a posterior discrimination analysis. The mesh signal provides the energy and
temporal information from the triggering event and the energy of the event can be described by
the amplitude and the area of the generated pulse. The parameters that are commonly used to
describe the pulse shape are the risetime and the width of the pulse.

The pulse characteristics and observables that are used in this study can be summarized in the
following list

Pulse baseline:  the baseline voltage offset that is calculated as an average value of the
first 100 samples (100 ns). The actual peak starts in 400 ns.

Baseline fluctuation: the standard deviation of the baseline.

Pulse Amplitude (Peak Amplitude): the height of the peak in mV that is the pulse center
value after subtracting the pulse baseline.

Peak Time: the time at which the pulse reaches its maximum height.

Peak Start: the time when the pulse has reached the 15% of the peak height before reaching
the peak time.

Peak End: the time after the peak time point, when the pulse has reached the 15% of the
peak height.

Peak Risetime: the time length between the Peak start time and the time at which the pulse
reaches the 85% of the pulse amplitude.

Peak Integral: the integral between the Peak Start and the Peak End.
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Figure 7.3 A typical pulse signal and the parameters definition is shown

7.2.3 Sunset detector’s Calibration and files implementation

In the Sunset Micromegas, calibration is performed daily with a °Fe source in front of each
detector. The main energy peak of this source is at 5.96 keV while the escape peak observed
for the Argon gas is at 2.9 keV. The calibration runs determine the energy calibration of the
detector because of small daily climate variations observed in the experimental area. A file of
this type (calibration run) is written in parallel with the pedestal and the background run in the
main file of both detectors.

After the main low level analysis that consists of reading the raw data of the binary file,
subtracting the pedestal and creating the clusters, ROOT files are created with the mesh pulse
shape analysis variables included. For each run, two ROOQOT files are created that include the
information of the Calibration and the background and where strips variables are estimated
after pedestal subtraction.

The calibration file is used in order to set the optimum set of observables for timing, spatial and
energy estimation. The closest calibration file can be used in the case when a calibrator is
malfunctioning or any intervention is performed in the Sunset micromegas.

A typical XY distribution of events in the Sunset Micromegas 2 (Jura side) can be seen in Figure
7.4. The energy calibration can provide the actual energy calibration of the instrument and the
events produced can be used to create the X-ray profile in the detector.
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Figure 7.4 On the left the X-Y distribution of events produced in the strips of the Sunset detector 2.
The cold bore area is denoted with the red circle. On the right the charge distribution of the Sunset
Micromegas 2 in the same calibration run is shown. As can be seen the accumulation of the charge is

not so uniform and that has an impact on the detector’s gain and efficiency.

Figure 7.5 Calibration energy spectra for strips (right) and mesh (left) in SS1

Figure 7.6 Calibration energy spectra for strips (right) and mesh (left) in SS2

The parameters, like the cluster energy, the charge accumulated in the strips and the mesh
pulse amplitude, can be also extracted because these parameters provide valuable information
about the energy of the background events. These parameters are plotted in the figure 7.7.
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Figure 7.7 In (a) the strips charge is plotted, while in (b) the pulse integral. In (c) the pulse amplitude
is shown. In all plots the fit is represented in red and the fit parameters are used to determine valuable
information such as the total number of counts, the energy and the strips total charge.

7.3 Background discrimination

In order to apply the selection analysis many versions of algorithms have been designed. The
common idea relies on the definition of n observables that can show similar characteristics to
the calibration runs. Discrimination criteria can be applied to all events observed in the
background runs and events that their observables are alike to the ones extracted from the
calibration runs are identified as X-rays.

A straightforward analysis implementation is the Selection Criteria Analysis (SCA) first used
by Dr. Theopisti Dafni [122] in CAST’s Micromegas data, with the main development supporter
of this algorithm being Dr. Thomas Papaevangelou.

For any observable, a tolerance range is defined from the calibration distribution and that
defines an upper and a lower limit. The distribution can be considered as Gaussian and by
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fitting methods limits, it can be deduced that this affects also the software efficiency.
Correlations between different observables can be used as defined criteria that are applied
sequentially in all events produced in the mesh and the strips. One or two dimensional criteria
are used in order to define the acceptance range or area of interest. These criteria named as
cuts are applied to the calibration data in order to estimate the software efficiency; that is the
percentage of events that are accepted by applying the cuts and to background runs in order
to estimate the background level.

The performance of the evaluated discrimination criteria (and CAST’s experiment sensitivity)
depends on the factor

g/\/z (7. 1)

Where ¢ is the total detector efficiency and b the background level. This factor is called Figure
Of Merit (FOM) and defines the discovery potential and the capability of better exclusion when
no axion signal has been observed.

7.3.1 Manual selection cuts

The selection criteria used in case of SCA and in Multivariate analysis (MVA), first introduced
in CAST by Dr. Kostas Kousouris, make use of two preliminary cuts that are applied to data
after manual selection:

Fiducial selection

X and Y strips should be inside a circle that corresponds to the cold bore aperture

JX2+Y2<21.5mm (7.2)

All photons that are converted in the magnet conversion region should fall into this area.
One-cluster selection cut

Nyciuster =1 &  Nycuuster =1 (7. 3)

This cut assures the charge deposition on X and Y strips in only one cluster.

7.3.2 Automatic selection cuts

The selected observables define a parameter space and the statistical methods used in SCA
provide a selection volume where mainly X-rays events are likely to be found. The selection
volume is chosen by inspecting raw-data and by using basic geometrical shapes that include
the main X-ray population events on the parameter space. These 1D or 2D dimensional
selection cuts are applied one after the other at different projections on the parameter space.
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The selections are based on the contour plotting abilities of ROOT that is an analysis tool
developed at CERN.

7.3.2.1 2D Multiplicity Cut

In this cut a selection of the strips multiplicity is applied to a 2D space. The selection is based
on the requirement that the multiplicity in both axes could not be more than 13.

Figure 7.8 A 2D multiplicity cut where the original contour is shown in the top picture and the
selected at the bottom.

7.3.2.2 2D sigma cut
Cluster sigma defines the cluster size weighted with the charge detected in each strip. By

applying this cut, the width of the cluster shape and charge distribution is finite and topologically
defined.
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Figure 7.9 The original (top) and the cut selected (bottom) 2D sigma distribution of a calibration run.

7.3.2.3 2D mesh defined selection cuts

More complicated selection criteria can be defined by using the mesh information and
observables. The ratios of the peak amplitude/peak integral, peak risetime/pulse duration and
the ratio of peak mean time/peak pulse width can be used by specifying geometrical values that
define x-ray events.

The ratios mentioned can be used in addition with other observables by fixing the parameter
space of acceptance. The method applied for these selection criteria is the following:
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A contour plot is created and its geometrical shape is divided in 100 equal species that are bin
dependent. The cut is weighted according to the entries (number of events) and the 3 or more
outer species that are less populated are rejected.

This procedure is also known as a contour cut analysis. The contour levels of acceptance are
in general the most populated. In the figures 7.9 and 7.10 the 2D plots of this method using the
observables ratios are presented.

Figure 7.10  The X-axis is defined by the ratio peak amplitude/peak integral while the Y axis is defined
by the ratio peak risetime/pulse duration. A weighted contour gets created in ROOT that is composed
of 100 equal weighed species. The outer three are rejected and the selection is shown at the bottom
plot.
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The next selection cut (Figure 7.10) is defined by the ratio of peak risetime/pulse duration
versus the ratio of the peak amplitude/peak charge.

Figure 7.11  Y-axis is defined as the ratio of peak amplitude/peak charge and the X-axis is the peak
risetime/pulse duration in a calibration run.
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7.3.2.4 Baseline Fluctuation

The baseline fluctuation is the calculated standard deviation of the baseline. The 98% of the x-
ray events distribution is selected from the calibration runs. Background events that have
baseline fluctuations outside of the selected region are rejected.

Counts

Time (ns)
Figure 7.12  The 98% of the distribution of the baseline fluctuation is reserved from the calibration
runs as shown in the figure. Events with baseline fluctuation outside of this region are rejected as

background.

7.3.3 Conclusions

Contour cuts are advantageous when distributions are not Gaussian and the observables
correlations are not linear. Multivariate statistical methods for the Sunset Micromegas detectors
background discrimination have been studied in [123] by Cenk Yildiz, for 2008 data. The FOM
for 6 keV events is method independent and for 2.9 keV the method comparisons show that it
is detector dependent. In a stable and reliable Micromegas detector of good energy resolution
the SCA can be beneficial and advantageous to background discrimination.
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8. Sunset Micromegas data taking and
background levels of 2009 and 2010

8.1 Introduction

In 2007, the CAST experiment moved to the second part of the Phase I, for which the system
was thoroughly upgraded to use 3He inside the magnet cold bore instead of “He. The advantage
of 3He is that it has higher vapour pressure than *He (135 mbar c.f 16.4 mbar) at 1.8 K,
permitting CAST to use higher densities inside the cold-bores and thus continue exploring
higher axion masses. That led CAST to explore the most interesting area in the axion phase-
space and close the upper Hot Dark Matter axion mass limit of 1 eV. Data taking with 3He
started in 2008 and continued in 2009 and 2010. The status and analysis of the data taken in
2009 and 2010 with the Sunset Micromegas will be presented in this study. The final
background and tracking analysis of the data measured will also be presented, as also the
upper-limit of the axion-photon coupling in the axion mass range explored.

8.2 Data taking overview in the 2009 run

In 2009, the CAST system operated with the X-rays windows unheated and so the temperature
profile of the pipes connected to the magnet cold-bores changed significantly. Since the gas
density inside the cold-bore increased, the heat load on the cryogenic circuit also increased to
an unacceptable level. In order for the experiment to run with unheated X-ray windows the
vacuum system of the magnet and detectors has been upgraded.

CAST started the 2009 data taking on 15/07/2009 at the density setting #420 that corresponds
to 37.5 mbar at 1.8 K. The 2009 run finished on 08/12/2009 and during that period 247 density
settings were covered with a density step size of 1.4 dP (dP is the nominal pressure setting of
0.1 mbar).

The data taking efficiency for the 2009 run was 83%. The density that corresponds to the 2009
run end setting was 65.2 mbar at 1.8 K. During the 2009 run there were stoppages for
interventions or due to quenches that are presented as gaps in Figure 8.1. The last pressure
setting measured on the 8" of December was the #647 and the axion mass range covered is
0.66-0.88 eV/c?.
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Figure 8.1 The pressure evolution in the cold bore for the data taking period of 2009. The time gaps
shown represent the stoppages due to interventions, emptying of the cold-bore because of bake-outs,
guenches and power cuts. Pcheck refers to the cold-bore pressure being corrected to 1.8 K.

As noted in Figure 8.1 there are some time gaps because of events that delayed the data taking.
The most important events that occurred can be summarized in the following

* PLC 3He control program bug on 27" of July 2009

There was a programming bug in the PLC software that controls the 3He circuit of the CAST
gas system. The bug resulted in a false quench signal and the Helium gas evacuated to the
expansion volume.

* Quench on the 3 of August 2009

A power cut in the CAST experimental area discharged the quench heater of the magnet. Due
to this event, it was decided to perform a bake-out procedure for the cold windows. After refilling
the 3He into the cold-bore, data taking started again on the 7" of August.

*= Normal guench on the 25t of August 2009

The magnet quenched before the morning tracking. Data taking was resumed on the 29™ of
August 2009.

= Planned stoppage for windows bake-out

In early October 2009 there was a planned stoppage (5™ -8™) of 3 days during which the 3He
gas was removed from the cold-bores and a bake-out of the cold windows was performed at
~200K. During these days there was a regeneration of the filters and cold traps of the *He
system.
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= The “bird and baguette” incident of the 3@ of November 2009

There was an incident in the short circuit of the LHC machine 18kV power supply at PA8 that
occurred in the switchyard directly opposite to the CAST zone. The incident resulted in a power
cut, but surprisingly no quench occurred. The *He gas evacuated from the cold bores to the
storage vessel. After three days the system recovered and data taking restarted.

* Quench on the 2" of December 2009

The quench was caused by a power cut in SR8 (CAST site area) that triggered the quench
heaters to discharge into the magnet. The 3He was rapidly recovered by the system and refilled
into the cold-bore in order to complete the 2009 running period.

8.3 Sunset Detectors Data Taking in 2009

The Sunset detectors used in the data taking period of 2009 were the M10 for Sunset 1 (Jura
side in CAST experimental area) that later on was replaced by M14 because of sparking
problems. In the Sunset 2 (Airport side) the M9 detector was used for all the data taking period
of 2009. All detectors used are microbulk detectors.

In 2009 many incidents and changes were performed in Sunset Micromegas detectors. This
was due to CAST user interventions and various noise problems that occurred and the
malfunction of the Sunset 1 (M10) that led to the change of the microbulk detector to a M14
version. This rather peculiar year for Sunset detectors included incidents that affected the
detectors performance and stability, but fortunately for a short period during data taking. The
incidents can be summarized as follows

= 24.08.2009: Because of noise problems Sunset 1 detector’s threshold changed from 30 mV
to 60 mV. The Sunset 2 threshold changed from 90 mV to 110 mV.

= 22.08.2009: the trigger rate increased from 1 Hz to 8 Hz.

= 30.08.2009: In Sunset 2 the threshold changed to 65 mV and in Sunset 1 to 40 mV.

= 05.09.2009: The concentration of isobutane in the gas mixture used for the Sunset
Micromegas changed. The bottle used had isobutane concentration 2%, while the next one

used had 2.3% isobutane concentration.

= (07.09.2009: There were high currents observed in Sunset 1. The gas flow rate was changed
to 5 L/h, from the previous rate of 2 L/h.

= 10.09.2009: The gas flow rate was reduced to 2 L/h.
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= 15.09.2009: Due to Sunset 1 detector problems (bad strips, sparks etc.) the detector was

replaced by M14.
= 16.09.2009: A new Gassiplex card was connected to the Sunset 1 Micromegas.

In the raw data analysis performed there were problems in the strips decoding. That affected
the clustering and the results of the detectors analysis. The problem was solved after contacting
the Gassiplex Company, which provided a new decoding numbering system for the strips.

Figure 8.2 The result of the wrong decoding in Sunset 1 Micromegas detector. Cluster is defined as two
or more consecutive strips that recorded a charge. The number of clusters per strip axis X or Y should be 1
for most of the events. The plot shows that more of the events recorded has number of cluster = 1.

In the figure 8.3 the Calibration overview shows the bad Sunset 1 detector performance due to
broken strips.

Figure 8.3 On the left the charge accumulation before the Sunset 1 detector change. The right plot
shows the much better performance of the detector after its replacement by M14.

On 15™ of July 2009 after the test shift of the 13" of July, the data taking starts for Sunset
Micromegas.
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8.3.1 Sunset detectors stability and gain performance

Figure 8.4 shows the gain evolution as a function of time for both sunset detectors. As noted,
the Sunset 1 detector was replaced on the 15" of August, and a M14 microbulk detector was
used for data taking after the intervention procedure. The problems of the detector stability
before change, as also the voltages modifications applied by CAST users in both detectors, are
exposed in the figures 8.4 and 8.5. Those changed were made due to noise problems or by
high currents induced during the data taking period. Mechanical stresses and vibrations
produced by the magnet movement can also affect the gain history.

Figure 8.4 Gain evolution for strips in the Sunset 1 detector. After sparking and low detector
performance the detector was replaced on 15/09 from M10 to M14. The Sunset 1 detector shows better
gain stability after its replacement.

Figure 8.5 Strips Gain evolution for Sunset 2. Many voltage changes are seen that affect and modify
the detector’s Gain during the 2009 data taking. Due to interventions there are also some gaps because
of a lack of calibrations in Sunset 2 in October 2009.
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In figure 8.6, the energy resolution for both Sunset detectors is shown. The energy resolution
of Sunset 1 shows the sparking problems and its instability. Sunset 2 (M9) shows robustness
and low energy resolution.

Figure 8.6 Energy resolution on the Sunset detector’s strips versus Run number files. In the upper
figure the Sunset 1 detector shows instability and high energy resolution even after its change to detector
M14. In the lower figure Sunset 2 (M9) shows better performance and lower energy resolution.

The Sunset 1 detector’s problems before its replacement on the 15" of September can also be
shown in the energy resolution plot of the Mesh. The energy resolution of the Sunset 2 (M9) is
remarkably stable and around 18%, while the Sunset 1 energy resolution after its change is
~30%. Figure 8.7 shows the Mesh energy resolution for both detectors in 2009.
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Figure 8.7 The energy resolution of the mesh signal in Sunset 1 is shown. Before the detector
replacement (15/09/2009), the resolution is unstable because of sparking problems.

Figure 8.8 The Sunset 2 energy resolution is shown, that is remarkably stable and ~18%.

8.3.2 Efficiency of the selected criteria

The desired X-ray selection becomes optimum when the selection volume chosen, maximizes
the number of calibration accepted events and that defines the software efficiency. The relation
that can be used to estimate the selection criteria efficiency is the following

fm+0'25 dN(after cuts)

Efficiency [%] = —2=%2> (8. 1)
o253 dN(before cuts)

fm—0.25
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where m= 5.9 keV is the peak of the ®°Fe calibration events.

The efficiency is calculated for the events recorded on strips and the mesh separately,
according to the selection criteria applied, since in high rate triggering during calibration there
are uncorrelated mesh and strips characteristics. In the next figures calibration profiles, spectra
and the efficiencies in both detectors are shown. The calibration method used is by applying a

moving source of >°Fe behind the detectors. The calibration system changed in 2010 and the
detector illumination is made from its front side.

Figure 8.8 The software efficiency in the mesh (top) and strips (bottom) for the 5.9 keV events of
the Sunset 1 detector before its replacement. The efficiency is quite stable and ~90%. In the top plot the
efficiency is plotted against date while in the bottom against Run humber.
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Figure 8.9 The software efficiency with the mesh (left) and the strips (right) for the 5.9 keV events
of the Sunset 1 detector after its replacement. The efficiency is not so stable and it is around 85%. In
the left plot the efficiency is plotted against date while in the right the efficiency is plotted against Run

number.

Figure 8.10 The software efficiency with the mesh signal for the 5.9 keV events of the Sunset 2
detector.

Figure 8.11  The software efficiency in the strips for the 5.9 keV events of the Sunset 2 detector.
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Calibration Plots

(a) (b)

(©)

Figure 8.12 The Calibration profiles of the Sunset detectors. In (a) and (b) the profile of the Sunset 1 is
shown before (left) and after (right) the detector change. In (c) the X-Y profile of all the calibration events
in 2009 for the Sunset 2 detector is shown.
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Figure 8.13 Calibration spectra for the mesh (left) and strips (right) for the Sunset 1 before its
replacement. The blue line corresponds to the spectra without selection criteria applied, while the green
and red lines show the energy spectra after the cuts application.

Figure 8.14 Calibration spectra for the mesh (left) and strips (right) for the Sunset 1 after its change.
The blue line corresponds to the spectra without selection criteria applied, while the green and red lines
show the energy spectra after the cuts application. The energy resolution in the strips is not sufficient

good.

Figure 8.15 Calibration spectra for the mesh (left) and strips (right) for the Sunset 2. The blue line
corresponds to the spectra without selection criteria applied, while the green and red lines show the
energy spectra after the cuts application.
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8.3.3 Background and Tracking Data of 2009

The final background of 2009 was obtained by applying the selection criteria (cuts) described
in the previous sections. The cuts efficiency at 6 keV for both detectors is above 85% and the
software efficiency for the 3 keV peak (estimated from the Argon escape peak in calibration
selection), allows to take into account low energy axions. The selection criteria were used for
the three detectors in the Sunset side of the magnet for 2009 data.

Background events are selected from the raw files generated twice a day (that include also the
tracking information) and X-ray discrimination rules are applied in order to reject the non-X-rays
events. Background files with recording time less than 5 hours are rejected unless they include
tracking information. This is due to the estimation of the mean background of the surrounding
days. For each tracking, 6 nearby days are taken into account for the mean background
estimation.

Background level (cm?2sE™?)

Background level (cm?2sE™?)

Figure 8.16  Background and tracking levels of the Sunset 1 detectors used in 2009. In the upper plot
the M10 levels are shown while in the bottom that of the M14. The background rate is higher when
sparking or electronic noise appears.
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Tracking events can be distinguished with a series of criteria that can be formed from data
recorded from the Tracking and the Slow Control program. In order to declare that a detected
signal count in a background file during CAST tracking corresponds to a photon converted in
the magnet, some selection rules have been applied. The conditions that define the tracking
must fulfill all the selection rules following:

v' Tracking PC is set to solar Tracking mode and Sun is reachable.
v" Horizontal and Vertical magnet position has precision < 0.01 degrees

v' Magpnetic field is ON
v' Gate Valve in front of Sunset detector is OPEN (VT1 or VT2)

The tracking counts detected for each tracking are resulting from the background selection by
imposing the tracking conditions described. The tracking counts are estimated for the first and
the second half of the tracking as also for the time during which Helium gas is inserted into the
magnet bores.

Background level (cm?2sE™?)

Figure 8.16  Background and tracking level of the Sunset 2 detector for the 2009 data taking period.
The background rate is high for some periods where the detector electric noise was increased. In order
to take into account tracking information that was included into background files of very short times,
because of intervention, the rate is affected. On the 26™ of October the detector Sunset 2 was
disconnected and during the next days there were problems because of electronic noise. This can
explain the four zero consecutive counts on those tracking days.

The energy spectra of the three detectors used in Sunset side (M10, M9 and M14) in the range
of 1-10 keV are shown in the next figures. The Sunset 1 microbulk Micromegas before its
replacement, was taking background measurements for 949 hours and during that time there
were 42 trackings recorded that lasted for 60 hours. After the detector change to M14, there
were 78 trackings of 112 hours and the background recorded time was 1599 hours.
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The Sunset 2 detector (M9) was taking background data for 2776 hours, while its tracking time
was 184 hours. The detector statistics for 2009 are summarized in table 8.1.

Figure 8.17 The background and tracking energy spectra for Sunset 1 detector (M10). Before the
Sunset 1 detector replacement, the Cu fluorescence peak at 8 keV is noticeable. Another peak is from
Fe at 6 keV, which is found in the large metallic mass of the magnet and the vacuum pipes in front of
the detector. The Argon escape peak at 3 keV is also obvious. At the top the background and tracking
spectra refer to the strips, while at the bottom to the mesh signal respectively.
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Figure 8.18 The Sunset 1 (M14) background and tracking energy spectra after the detector
replacement. The background and tracking level have been reduced. At low energies the background
level measured in tracking conditions is higher than the background measured in non-tracking
conditions. This can be a systematic effect because of noise increase during the tracking times as also
from the Sunset side movement towards the experimental wall area.
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Figure 8.19 The Sunset 2 (M9) background and tracking energy spectra for the 2009 data taking period.
As shown in previous sections the detector performance was remarkably good during the year and the
background — tracking level is quite low for low energies (in the range of interest 2-7 keV).
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(a) (b)

(€)
Figure 8.20 The background distribution of events in the Mesh for M10 (a), M14 (b) and M9 (c) in
Sunset 2.

A summary of the detectors statistics (2009 data taking period) is presented in table 8.1.
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Table 8.1 Summary of the Sunset Micromegas performance in 2009

8.4 Data taking overview in 2010

The 2010 data taking period for CAST started on the 5" of May, 2010, and data was taken until
the 30™ of November, 2010. The running period was punctuated with four quenches and a ten
day loss of data taking due to problems on the cryo roots pump shaft seals. Another three days
were lost due to a Quench Protection rack threshold tuning.

The first part of the data taking period in 2010 was dedicated to cover all missing density
settings due to 3He leak problem in 2008. The second part of the run, started on 10™ of August,
continued the higher axion mass search at the setting that corresponds to 65.1 mbar (axion
mass 0.85 eV). The new pressure settings covered with a density step of 1.4 dP (nominal
pressure setting of ~0.1 mbar). The data taking efficiency was 69% (excluding stoppages due
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to cryo problems) and the 2010 run finished at the density setting that corresponds to 82.7 mbar
at 1.8 K (axion mass 1.01 eV). The pressure settings covered and the gaps due to quenches
and cryo problems are shown in the next figure. The last pressure increase in December 2010
was due to a test performed for the CFD simulations.
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Figure 8.21  The cold bore pressure evolution in the 2010 data taking period. The gaps shown are
due to cryo problems and/or quenches that occurred. The last pressure increase is due to CFD related
tests.

From the pressure evolution as seen in figure 8.21 there were many gaps due to events that
took place during the run; the most significant of which are

11.06.2010 Cryo problems and cold windows bake out. The root pump of the cryogenic system
failed and caused six days stoppage. During this time a cold windows bake out was
implemented. The system recovered on the 171 of July.

30.08.2010 Magnet movement tests and second phase preparation. During recovery the Gas
analyzer was tripped off. After interventions data taking started again on the 10" of August for
the second part of the 2010 run.

01.10.2010 Quench occurred. A quench signal was triggered. There were also many cryogenic
problems that delayed the data taking until the 16" of October.

20.10.2010 A natural quench occurred: A quench signal was triggered due to a stoppage of the
water cooling system for the 13kA cables.
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26.10.1010 A natural Quench occurred. During the ramp up procedure of the evening shift a
natural quench occurred. The system recovered on 29™ of October for an evening shift.

09.11.2010 A natural quench occurred. No external parameter was found responsible for this
natural quench.

8.4.1 Sunset detectors Data taking in 2010

In accordance with the cryo problems which occurred in the CAST run during 2010, there were
also some incidents in Sunset detectors during that time. The Micromegas detectors worked
well during the data taking period and their data taking efficiency was 90.5% (the 5-week break
due to the cryo pump problem is excluded) covering all the pressure settings. The incidents
that are important to mention are the following:

12.05.2010 - Calibrator box problems. The source was not well adjusted after the new calibrator
installation and an intervention was needed to fix it. There were many tests in order to adjust
the calibration system, but that did not affect the data taking.

11.08.2010 —the Mesh current was changed (decreased) in both Sunset Micromegas detectors
by CAST users.

30.08.2010 — The Sunset gas flow rate was changed because of sparks observed. The flow
rate was decreased to 3Lt/h.
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8.4.2 Sunset detectors stability for 2010

The detectors showed good stability as can be seen in figures 8.22-8.26 for the 2010 data
taking period. The Sunset 1 detector on the Jura side has been replaced with a M14 in 2009
as mentioned in section 8.3, while the Sunset 2 detector operated with the M9 detector during
the data taking period.

Time
Figure 8.22  The strips Gain evolution for the Sunset 1 detector during 2010. The gap shown is due
to stoppage for the detector calibrator system.

Time

Figure 8.23  The Strips Gain evolution for the detector Sunset 2.
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In figure 8.24, the Gain evolution for the mesh is shown. As for the gain in the strips, it is quite
stable during the run period.

Figure 8.24  The Gain evolution for both detectors of the mesh signal as a function of time. On the left
the Sunset 1 gain evolution is shown, while on the right the Sunset 2 gain evolution.

Figure 8.25. Energy resolution of the strips signal (left) and in the mesh signal (right) as a function of
time for the Sunset 1 detector (M14).

Figure 8.26. Energy resolution of the strips signal (left) and of the mesh signal (right) as a function of
time for the Sunset 2 detector (M9). The energy resolution is much better than detector Sunset 1 but

still above ~20%.
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8.4.3 Efficiency of the Sunset detectors in 2010

The same selection criteria were used in the 2010 efficiency calculation as for 2009. The Sunset
1 detector showed poorer energy resolution and in both detectors, the efficiency was reduced
compared to 2009 data. The figures displaying the calibration map for both detectors during
2010 data are the following

Figure 8.26  The calibration plots for the Sunset 1 (left) and Sunset 2 (right) for the data taking period
of 2010.

Figure 8.27  Calibration of the energy attained from the Mesh versus the energy from the Strips for
the Sunset 1 detector (left) and Sunset 2 detector (right). The events after selection cuts are
accumulated close to the peak of the *°Fe source as expected and there are also events in the 3 keV
region because of the Argon escape peak.
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The software efficiency in 2010 was lower than in 2009 and being in the range 70-80 %.
Nevertheless, the efficiency is in an acceptable region and the selection cuts can be used to
define the background during 2010. The software efficiency for both detectors is shown in figure
8.28.

Figure 8.28 The software efficiency in Sunset 1 (left) and Sunset 2 (right) versus the Calibration Run
file number.

The Calibration energy spectra for both detectors showing the mesh and strips energy
resolutions are plotted below. The Sunset 1 energy resolution, as shown in a figure 8.28, is not
so good for 2010.

Figure 8.29  Calibration spectra for the Sunset 1 detector for the Mesh (left) and the Strips (right). The
spectra in blue refer to the calibration energy spectra before the selection cuts application, while in green
and red for mesh and strips after the selection cuts application respectively.
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The next plots display the calibration energy spectra for the Sunset 2 detector in 2010.

Figure 8.30 Calibration energy spectra for the Sunset 2 detector during 2010. The energy resolution
is much better than detector Sunset 1, although the cuts efficiency for the 3 keV events is still low.

The Sunset 1 detector was running for 4378 hours taking background data, while the tracking
time was 189 hours. The Sunset 2 detector lost one shift because of noise and the running time
was 187.5 hours, while the background running time was 4445 hours. By the same method
discussed in section 7.3.2, application of the selection cuts can give the background spectra,
while by applying the tracking conditions to the background files the tracking events are
recorded.

In the next table 8.2 the summary of the Sunset Micromegas detectors for 2010 is given.

Table 8.2 Summary of the 2010 Sunset Micromegas detectors performance
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Background and Tracking performance in 2010

The energy spectra of the detectors used in Sunset side in the range of 1-10 keV are shown in

figures 8.31, 8.32.
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Background and tracking energy spectra for Sunset 1. Because of low energy detection

efficiency at 3 keV and bad energy resolution of the detector Sunset 1 at low energies, there are very
few events recorded. Noise problems during tracking also affected the tracking distribution in low
energies; i.e. many low energy events were rejected as background because of noise problems.
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Figure 8.32  Background and tracking spectra for the Sunset 2 detector. The background energy
distribution is normal, showing the peaks at 3 keV and at 8 keV as expected.
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8.4.4 Statistical evaluation of the 2010 data

During the 2010 data taking period the count rate was quite stable with ~2.5 counts/hour and
the background level evolution for both detectors is plotted in figure 8.33.

Background level (cm2s1E™1)

Background level (cm2s1E1)

Figure 8.33  The background and tracking level evolution for Sunset 1 (top) and Sunset 2 (bottom)
during the 2010 data taking period. The gaps observed are due to stoppages and there are noisy short
periods in both detectors during tracking conditions.
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The low number of events observed in the Sunset detectors of CAST should follow a Poisson
distribution at small time bins (15-60 minutes). Figure 8.34 shows the Poisson distribution of
background and tracking for both Sunset detectors in 2010.

The mean of the background counts in this timing binning is ys=0.760, while the tracking counts
mean is ut=0.785, showing a good agreement with the theoretical value. For the Sunset 2
Micromegas (bottom plot in figure 8.35) the agreement is also good for background and tracking
counts.

The mean value for the background is pys=0.681, while the tracking events mean is ur=0.615.

Figure 8.34  Poisson distribution of the Background (left) and tracking counts (right) for the Sunset 1
detector (top) and the Sunset 2 (bottom) in 2010 data.
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9. A limit for the axion-photon coupling
constant

The purpose of the methodology used in this section is to test the null hypothesis, i.e. the
absence of any signal observed in the data taking analysis of 2009 and 2010, of the Sunset
Micromegas detectors. However, in the absence of an axion signal from CAST data, the results
obtained can be used to imply a limit on the axion parameter space that is defined by the axion
mass versus the axion-photon coupling constant.

In the previous CAST Phase (Phase I), the method of the maximum Likelihood has been used
in analysis and it is based on building likelihoods of detecting the number of counts observed,
by using the coupling constant as a free parameter and maximizing the likelihood function. The
statistical procedure that has been followed in order to derive the exclusion limit in the Phase 1
cannot be applied for the *He data of 2009 and 2010. The first reason is that a leak of 3He was
detected in 2008 and the second is the dynamical variation of the gas pressure inside the cold
bores at high gas densities. The method used in Phase | has been modified and the limit in
CAST Phase Il is obtained using an unbinned likelihood method.

9.1 The CAST expected X-ray signal

The sensitivity of the axion-photon coupling is directly related to the CAST x-ray expected signal
that is obtained by combining the following contributions:

* The solar axion flux on Earth (d®,)/dE)
»= The conversion probability (Pa_,y )

» The detectors efficiency (&)

= Attenuation length (I" )

» Exposure time for specified gas density (4t)

The differential axion flux and the conversion probability in a buffer gas immersed in a
transverse magnetic field have been described in a previous section. The relation which gives
the flux of solar axions on Earth is the following
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do
_dEa = 92,6.0 X 101%cm =25 1keV ~1E2481~E/1205 (9.1)
The solar axion flux depends on the axion energy Ea and the coupling constant g,,,. The

conversion probability at the axion energy E, is controlled by the buffer gas density p., , the
attenuation length I, the effective photon mass m,, and the coherence length (equation 3.15) .
The attenuation length inside a medium of constant density is obtained by using the formula

I = pgas () 9.2

where the total photon mass attenuation coefficient u/p, is provided by the National Institute of
Standards and Technology (NIST) database [124]. Photons interact when traveling in a

medium and the inverse absorption length I" depends on the gas type, the gas pressure and
the photon energy.The NIST data have been fitted in the energy range of 1-15 keV and the

following expression describes the fit provided in terms of u/p (cmz/gr).

logu/p (E) = —1.5832 + 5.9195 - ¢703538°F 4 4 035 . g70-9705>E (9.3)
where E is the X-ray photon energy in keV.

u/p

Figure 9.1 The Helium mass absorption coefficient data obtained from NIST database and the
interpolated curve fitting as expressed from the equation (9.3)
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The detector efficiency was introduced and calculated in section 6.3.2 for the specific materials
used and the detector gas mixture (Figure 6.31).

Finally the number of photons, from converted axions, that are expected to reach the detector
is given by the equation 3.14. By combining the axion flux formula and the conversion
probability relation it implies that

N, < gay (9.4)

The contributions that account for the final expected signal during a tracking are integrated for
the exposure time of the run setting and the signal expected can be expressed as

tirack d .

D,
S(gay’ ma’mY’E) = ggl)’j- ES(E)Ed(E)d_EPa—WAchttrack[keV_l] (9-5)
0

where &g is the software efficiency for the Sunset Micromegas detectors described in chapter
8. The effective length of the magnet and the cold bore density have also been described and
calculated in chapter 6. In this study, a density stability threshold (DST) of 0.003 kg/cm3 can
be used in order to estimate the coherence length as given from the relation 5.45. By using
such a not so strict bound for the energy range 2-7 keV the effective length calculation is
improved for the tilted magnet at the extreme angles.

Expected Counts

Axion mass (eV/c?)

Figure 9.2 The expected x-ray signal in the Sunset 2 detector for the 2009 and 2010 runs in the
energy range 2-7 keV with a value for g,, = 1071°GeV~*
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Expected Counts

Axion mass (eV/c?)
Figure 9.3 The expected x-ray signal in the Sunset 1 detector for the 2009 and 2010 runs in the

energy range 2-7 keV with a value for g,, = 107'°GeV~*

Since the tracking count rates of the Sunset micromegas are compatible with background rates,
there is no statistical significant excess of counts during trackings for 2009 and 2010. However,
background and tracking data are used to define the contribution of the detected counts into
the upper limit of the coupling constant calculation. The expected axion rate for each detector
and for each axion mass m, can be calculated by taking into account the pressure P_j . (that
is associated with the cold bore density) and the effective photon mass m,. Each detected

tracking count is associated with the energy bin of the mean background level which is also
defined in the energy range 2-7 keV.

The exclusion plot calculated for the coherence length is provided from the chapter 5 analysis
by using the CFD simulations. The moving magnet is taken into account and the density
homogeneity length is provided according to the CFD results. The exclusion limit calculated
according to the CFD scenario in order to define the sensitivity reached by the Sunset
Micromegas of CAST for the data taking periods of 2009 and 2010. The limit provided by CAST
corresponds to the combined data with the Sunrise detector. The total time exposure is given
in tables 8.1 and 8.2.
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9.2 Unbinned Likelihood method

As any experiment, in CAST there are a set of observables n, that contain the information
about phenomena under investigation being related to the axion-photon coupling constant. That
set of observables, can construct a vector X in a n-dimensional space. In case of N
experimental data from the CAST experiment a set of vectors {551-};1' =1,..,N isconstructed.
The function that describes the frequency of occurrence of data at X is the probability

distribution function (pdf). In case of m fixed unknown parameters d, and X observables, the
probability distribution function for any observation is

p = P(x|a) (9.6)

where d is a more general vector that allows to vary the shape of the pdf in vicinity of the true
shape of the parent distribution of observables. The pdf function has been normalized as
follows

j d*xp(X,d) =1 Va (9.7)
%

Averaging over the N events in each bin A"x of the n-dimensional space of independent
variables, the mean number of events p(x) in the bin A™x located at X is

u(x) = P(x,a) A™x (9.8)
The unbinned limit corresponds to the limit A"x — d"x so that all bins contain either zero or
one event. From Poisson statistics one gets

= n — —>
- Probability of Zero events in a bin = e "#(&¥) = e~d xP(x,0)

- Probability of One Eventin a bin = u(¥)e *® = d"xP(X,d) e~4"*P(Ed)

For a given set of N events the likelihood Ly to find the limit in unknown parameters of the
experimental data is the product of the probabilities of all bins with zero events in them, and of
the probabilities for all the bins with one event in them.

all bins

N
Ly & 1_[ g=d"xP (ﬁ)“nd"xp(f,a) (9.9)
i=1

N

The first term in brackets (equation 9.9) contributes a factor e~ that is retained for the

maximum likelihood fit. The second term depends on the events and variations in L, is coming
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from this term. The pdf has now been converted into likelihood, by exchanging fixed and
variable terms in the limit of a very small bin.

All observations are combined by individual likelihoods and they are multiplied in order to
produce the global likelihood of all variables in the data set provided.

N
£ =@t =] [5G2 010
i=0

The maximization of £ will give the maximum likelihood estimator (MLE) of a that can estimate
the closest approximation of the true value a,, by using the observables X; as the “fixed

parameters” and d values will be used as the function’s variables that can vary freely. The
maximization of likelihood can be written as

N N
InL = In nLi =Zln£i 9.11)
i=0 i=0

In order to obtain the coupling limit in the period 2009-2010 from CAST Micromegas
experimental data, the following Likelihood expression is used

1 Hig "
L =—| |e‘“i 9.12
7 Lok Ny ! (9-12)

where [ is the energy bin and n;, is the number of photons observed during the tracking.

The u;;, term is the expected number of counts in each energy bin for a given event k and it is
given as the sum of the expected background b;;, plus the theoretical axion signal s;; that
depends on the theory parameters mgand g, -

Hi = bix + Si(Mg, Gay) (9.13)

The signal s, is given by the equation (9.5). Recalling the expression 3.14 for the expected
number of photons and substituting it into (9.5), the expected signal becomes

E+AE

n
Sit(Mar Gay) = Gy J d—gy - Aty - dE (9.14)
E

CAST global likelihood is generated by adding the contributions of all detectors. In this thesis
the combined detectors Likelihood is constructed by the Sunset Micromegas.
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Ling(Jar) = 1_[ HL" (9.15)

detector k

For a fixed value of m,, Lj is maximized and the best fit value for the coupling constant is
obtained that is the (ggy)mm. As noticed already, the time interval At} is chosen small enough
that the Likelihood terms can be split into two groups, one group with no tracking count and one

with a single tracking count.
The Likelihood referred to a short period of time At;, instead of the full tracking time selection
in Phase | period. For the 3He analysis the index i runs over the energy bins of the event k .

The Lo = []; e ik 2k — - * term is the normalization factor.
ik!

L, (9ay) = HLk(ni =1) l_ILk(ni =0) (9.16)
K k

Where k is an index that runs over the whole time bins (4t ) during trackings.

The unbinned Likelihood distribution can be tested with the )(2 method, assuming a Poissonian
distribution of background and signal. The advantage of using )(2, besides the computational

accuracy, is the goodness of fit test. The expression —2I[nL; behaves asymptotically as a )(2-
function and from equation (9.12) it follows

1 2
T 5 Xmg = log (Lma(gay)) =—N, — z — i + log(ui)] — Z Hik  (9.17)

k‘ni=1 k‘ni=0

where i refers to the corresponding energy bin and N, is the total number of counts detected
in 2009 and 2010. By introducing equation (9.13) in (9.17) and simplifying terms that do not

contribute to the upper limit of g, calculation we obtain:

1
__Xma - _gayj j dE dtk —— —dE - dtk

E+AE dblk d n
4 Y
* Z logj ( t 9ar gEar, dE - dt, dE) (9.18)

The general expression 9.18 was obtained by taking the limit At;, — 0. In equation 9.18 there
are two main contribution terms.

265



The first term accounts for the number of counts that should have been detected for a given
axion mass mg, integrating to all gas densities that might have a considerable contribution.

The second term is related with the one count contribution from equation (9.16), and is taking
into account every tracking count detected for a specific background level at the energy bin.

In a simpler form equation (9.18) can be written as

1

N
—EXZ = —Rssum + Z logR(E;, t;, d;) (9.19)
[

where the sum runs over the N detected counts for the event rate R expected at the time ¢; ,

energy E; and detector d; for each event i , while Rggpps is the integrated expected number
of events over all exposure time, energy and detectors in Sunset Micromegas (SSMM).

9.3 The Sunset Micromegas limit obtained for 2009-2010 mass range scanning

In the case, an axion signal has not been being detected, a limit in the coupling constant can
be obtained with a 95% confidence level. The upper limit can be estimated by integrating the

Bayesian probability on ggy over the physical region from zero up to 95% of its area and is
given by the following expression

=95% (9.20)

where )(2 is calculated for each axion mass m, using the global Likelihood defined in (9.16).
By looping on each value of m, one gets the full contour of g,, (M) .

1
- E)(rzna = log (Lma (gay)) (9.21)
The limit was derived for the 2009-2010 data taking period with Sunset Micromegas and the
exclusion plot presented in figure 9.3 is showing the coupling constant limit g4, as a function
of the axion mass m,,.
The axion masses scanned in this period is 0.4-1.01 eV/c?. A part of this scan purpose was to

fill the gaps created by the He leak in 2008 and the limit obtained for the mass range 0.39-0.64
eV/c? had an average value of 2.81x101° GeV! at a 95% confidence level [140].

In this thesis a combined limit in the g4, coupling, is provided from both Micromegas detectors
in CAST for the years 2009-2010.

266



The average value of the coupling constant obtained for this work lying in the range of interest
0.65-1.01 eV/c? is:

Jay <429 x1071° GeV ™ at 95% CL.

Jay [GeV]

Axion mass [eV/c?]
Figure 9.4 Exclusion plot obtained from Sunset Micromegas data. The coupling constant limit is
plotted as a function of the axion mass for the period of 2009 and 2010. The axion mass region 0.4-0.64
eV/c? corresponds to the period of 2008 gaps, where a leak problem occurred in CAST. In red the
coupling constant is calculated for Sunsetl detector while in blue Sunset 2 is presented and in black the
combined plot is drawn.

The other CAST detectors (Sunrise Micromegas and CCD) contribute to the final exclusion plot
provided by CAST experiment and improve the coupling constant limit.

The data is combined by using the total expected counts for the total tracking time exposure for

the years 2009-2010 as a function of m, and the total counts that CAST detected in both
Sunset detectors.
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The most conservative limit is given in Figure 9.5 combining the three Micromegas lines from
2009 to 2011. The data acquired by the CCD/Telescope are under analysis and are not included
in this plot. The plot represents 418 axion mass steps in addition with the first 252 3He steps
that already released in a previous publication [125]. As a result an axion mass coverage has
been obtained in the range between 0.39 and 1.17 eV.

Figure 9.5 Exclusion regions in the m, — g, plane achieved by CAST in vacuum [137],[138], “He
[139], the first part of the *He phase [140], and the latest results that closing the hot dark matter gap in
2011 [125] (all in red). Constraints from the Japanese Sumico detectors are also shown [141],[142],
horizontal branch (HB) stars [143] (a somewhat more restrictive limit stems from blue-loop suppression
in massive stars [144]), and the hot dark matter (HDM) bound [145]. The yellow band represents typical
theoretical models with |E/N-1.95|=0.07—7. The green solid line corresponds to E/N=0 (KSVZ model).
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10 Dark energy

CAST presence and future prospects include the extension of its physics program to the dark
energy sector. The focused interest of CAST, that is the detectors performance in the sub-keV
range, covers also the spectral range expected for solar chameleons which are particle
candidates from the dark energy sector. In parallel with the axion dark matter searches
performed, effort has also been given (as a part of this thesis) to the chameleon dark energy
search.

10.1 Introduction

Physics adopts the idea that space contains a form of energy whose gravitational effect
resembles that of Einstein’s cosmological constant, Lambda (Greek capital letter: A) and this
concept is nowadays referred as Dark energy. This form of energy permeates all of space and
tends to accelerate the Universe expansion as astrophysical observations of type Ia
supernovae [151],[152] indicate*.

Figure 10.1  The expansion history of the Universe since the Big Bang

43 The Nobel Prize in Physics was awarded to Saul Perlmutter, Brian P. Schmidt and Adam G. Riess for their leadership in
the discovery of the expanding Universe in 2011.
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The standard model of the Dark Energy is that of Cosmological Constant but the cosmic
expansion acceleration effects has led to the proposal of a Fifth Force or Quintessence. The
Quintessence theory introduces a slim scalar field which couples to matter fields. However, a
new theoretical proposal has been made in which the scalar field has a mass that is a function
of the ambient background density. The novel scalar field is named Chameleon.

Dark energy should be homogeneous and not very dense since it is quite rarefied (10-2° g/cm?3).
Although Dark energy is not known to interact through any of the fundamental forces, is making
up to 68% of the universal density. Both leading models that are a cosmological constant and
guintessence have a common characteristic: they both show the strong negative pressure that
explains the observed expanding of the universe.

Astrophysical observations and measurements have been corroborated the High-Z Supernova
Search Team [152] and gave additional support to the Dark energy existence. Measurements
of the cosmic microwave background, gravitational lensing and improved analysis of
supernovae data have been consistent with the dark energy models proposed as the Lambda-
CDM model or the Quintessence model [153]. Supernovae are excellent standard candles
across cosmological distances and they can provide the expansion history of the universe by
measurements, which reflect the relation between the distance to an object and its redshift.
Therefore, supernovae are useful for cosmology and dark energy observations through their
apparent magnitudes.

Figure 10.2  Multi-wavelength X-ray, infrared and optical compilation image of Kepler's supernova
remnant, SN 1604.

271



Cosmic microwave background anisotropies indicate the geometry of space with the total
amount of matter in the universe. Since the universe shape is close to flat the critical density pc
of the Friedmann universe* should be equal to the observed density p. The total amount of
matter in the Universe (baryonic and dark matter) accounts for only 30% of the critical density.

The remaining amount of ~70% implies the existence of an additional form of energy and
according to the Wilkinson Microwave Anisotropy Probe (WMAP) seven year analysis 72.8%
of the Universe is made up of dark energy.

Cosmological observations like Weak Gravitational Lensing, Baryon Acoustic Oscillations
(BAO), Large scale Structure (the theory of which, governs the formation of structures in the
Universe) and finally Hubble constant data analysis, suggest the dark energy existence.

Figure 10.3  Constrains of the Dark energy model parameters and Dark matter content of the Universe
(Qm). The intersection of Supernovae (SNe), CMB and BAO ellipsis, indicate a topologically flat universe
composed of 68.3% dark energy and 26% dark and baryon matter.

10.2 Quintessence

The property of dark energy is characterized by the equation of state w = P /p where P is the
pressure and p is the energy density. The dark energy has a negative pressure and according

to measurements, w is less than —1/3. The acceleration of the flat Friedmann-Robertson-
Walker (FRW) universe is given by the equation

4 The Friedmann equations are a set of equations in physical cosmology that govern the expansion of space in homogeneous
and isotropic models of the universe within the context of general relativity.
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a _ 4G
a 3
where «a(t) is the scale factor of the universe and the second derivative represents the
acceleration. In order to achieve acceleration the second derivative should be positive and thus,

negative pressure is acquired from the (p + 3p) term.

(p +3p) (10.1)

A well-known entity that fills the present day universe and has negative pressure is the
cosmological constant A, which have the sense of the vacuum energy density. However it is
evident that the cosmological constant cannot have the same value in different epochs like in
the case of phase transitions and at inflation era. The cosmological constant can arise from the
vacuum energy in particle physics that quantum field theory predicts, but there is a huge
discrepancy between the value of the quantum vacuum and the observed energy scale.

The search for an alternative explanation to accelerated cosmic expansion has led to the
proposal of a Fifth Force [153] that is usually dubbed Quintessence. This force should permeate
all of space and time in order to explain the accelerated expansion. The difference between the
Cosmological constant and Quintessence is that, Quintessence is a dynamical field that it can
change over time and can be either attractive or repulsive depending on the ratio of its kinetic
and potential energy.

A scalar tensor gravity model that introduces a gravitational coupled scalar field has the
following action form:

R

1
§= f d*x\[-g (@ -5 (09)? - V(<p)> + Splg’] (10. 2)

where ¢ is the gravitational coupled scalar field with potential V (¢), g is the determinant of
the metric g,,,,, R is the Ricci scalar, G the gravitational constant and S, the matter action.

The Quintessence theory predicts the existence of a slim scalar field which couples to all matter
fields. Experimental searches have ruled out deviations to the Equivalence principle and thus
a novel proposal made by Khoury and Weltman [155] introduces the idea of a slim scalar field
that has a mass which is a function of the background density.

Since the density close to large scale structure as the earth is enormous, the scalar field should
have a large mass term and thus not contradict with local tests of gravity. Contrary, on

cosmological scales, the field would be slim with a mass term m, =~ H, where Hy, is the
Hubble constant today.

Therefore the field is changing in accordance with the density background and so is called a
Chameleon field. The chameleon model theory avoids the bounds set on the quintessence
theory by the gravitational experiments.

273



10.3 Solar Chameleons
Chameleons are scalar particles that couples to matter and they have been postulated as Dark

Energy particle candidates. Their coupling to matter is non-trivial and leads to a density
depended potential.

V(%)

¢

Figure 10.4 The scalar potential VV (¢)for the chameleon field as a function of gravitational coupled
scalar field ¢

Therefore, their mass is crucially affected by the environment. Quintessence models postulate
the existence of a scalar field ¢ that is rolling along a potential V' (¢). When the field value is
large, as shown in Figure 10.4, the potential decreases and this can lead to the universe
acceleration.

At the present day cosmic acceleration, the dynamical scalar field is of the order
m,~Hy~10733 eV. Such a small value of the field that couples to matter would lead to

violations to Newton’s law and the presence of the fifth force. This can be avoided if the scalar
field that is coupled to matter modifies the Newton’s constant as follows:

GN((p) — eZB(p/MPlGN (10 3)

where Mp; = 2 - 10'8GeV is the reduced Planck mass and the coupling 8 is a model free
parameter. The dynamics of the chameleon field is governed by an effective potential that in
the presence of matter takes the following form:

Veff(QD) = V(p + eZﬁm(P/MPlpm + eZBy(p/Mplpy (10.4)
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where p,, is the matter density around the scalar field, B, ; = B, is a universal chameleon-

. . 1 . : :
matter coupling for every matter species i, p, = ZFWFLW is the Lagrangian density of the

electromagnetic field. The chameleon-photon coupling exists at tree level or through fermion
loops.

The potential Vq, that is used has the inverse power law form:

A4—+n

V, =2 (10. 5)

¢n
where A is a mass scale and n the discrete index. In case, n # —4 the A parameter can be
absorbed into A.

By solving the Klein-Gordon equation for the effective potential, one can obtain the minimum of
the field that is also density depended. The mass obtained for a dense environment is such that
the force mediated range is smaller than 0.1 mm and thus undetectable.

Chameleons can be produced in high photon density regions where strong magnetic fields are
present like inside the Sun. Photons mix with chameleons in regions of strong magnetic fields.
In the Sun, strong magnetic fields are found in the tachocline*®, which is a thin transition region
between the core region and the convective region of the sun.

Chameleons’ couple to the polarization orthogonal to the magnetic field and this is the
difference that distinguishes the potential signal of axions that couples with the polarization
parallel to the magnetic field.

The conversion probability for photons of energy w to chameleons in a magnetic field B that
travels by a length L is given by the relation [156]

. _ A4
Pchameleon (w) = sin? (29) - sin? (m) (10.6)
where

A= (mis; — wi)L/4w (10. 7)

Wy, is the plasma frequency and the mixing angle 6 is given by the relation

2Bwp,

tan(20) =
20) (mgff_wzzﬂ)MPl

(10.8)

Chameleons should have an effective momentum k% = w? — (mgff — a)lz,l) = 0 in order to

45 A region inside the Sun at a distance of around 0.7 Re.
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travel inside the Sun while is forbidden to propagate when k? < 0. Inside the Sun, chameleons

have this specific property (k? > 0) and once produced in the tachocline, they leave the Sun
unscathed. There is however a probability that a small chameleons fraction can reconverted
into photons at the magnetized solar photosphere by the inverse Primakoff effect.

Chameleon spectrum

0,57
erg/s.cm2 keV

0,14

0,054

-+ -+ -+ -+~ -]
500 1000 1500 2000 2500 3000
Energy[eV]
Figure 10.5 The energy spectrum of the chameleons escape from the Sun. The coupling was chosen
to be M, = 1052 GeV and the magnetic field used in the calculations is B=30T. The integrated flux at

the solar surface is 4 erg-s*-cm? [157]

10.4 Detection of Solar Chameleons with the Inverse Primakoff effect

Chameleons couple to photon in a similar way to the axion coupling. The electromagnetic
action for chameleons can be defined as:

S .= — | d4x.[— F 0.
EM f 97—
where g is the determinant of the metric g,,, and F? = F,,F* is the square of the photon

field strength. Detection prospects for Solar and terrestrial Chameleons [157] imply that the
chameleon parameter space depends on the discrete index n (Equation 10.5) and the coupling
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to matter and photons. The photon coupling parameter can be defined as ,8], and stellar

evolution, constrains ﬁ’y < 10*° for a big part of the parameter space.

Chameleons leaving the Sun can arrive unhindered in the earth’s atmosphere that they
penetrate because of their high energy. Therefore they can be back-converted into photons in
magnetic Helioscopes. In CAST Helioscope, chameleons emerging from the Sun can be back-
converted to photons that their energy is higher than their mass in the atmosphere and in matter
in front of the magnetic pipes.

Conversion Probability .
: X — ray photan spectrum (resonant chameleon production )

1.9% 1071 4
0,007+
- N
1.83= 10 10,000
Lex10-0 0,005
Probability l:l 0,004
o
175 % 1071 4
0,003
1,7% 107 0,002
65 o1 ] 0,001
: R A R e
1} 5 10 15 20 T T T T T 1
Energy ( kel ) 0.5 ! 1,3 - 25 .

Energy (kel”)
Figure 10.6  Left: The conversion probability in CAST magnetic pipes (in vacuum), as a function of

the photon-chameleon energy in keV. The probability calculated by using B, = 101%#% _ Right: The
resonant spectrum of back-converted photons from solar chameleons in counts per hour and per keV.
The matter coupling has been chosen to be ,, = 1.8 - 107 and the shell magnetic field in the Sun of
30T.

In 2013 CAST began to search for dark energy particles (chameleons) and upgraded its
program to include a windowless silicon drift detector (SDD) with high quantum efficiency, good
energy resolution and relatively large area.

The detector collected ~15 hours of background data in the range of interest that is 400-1500
eV. The results of the data analysis are shown in Figure 10.7. The absence of X-ray excess
allows the derivation of a preliminary limit to the chameleon to photon coupling

B, <9.26- 10 at 95% C.L.
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Figure 10.7  The plot shows the expected number of counts in the SSD detector from chameleon
conversion in CAST magnetic pipes, the subtracted counts (tracking-background) and the best fit to
data.

Figure 10.8  Constrains on the coupling of the chameleons to photon and matter achieved by CAST
(purple) in 2013. Bound set by torsion pendulum tests (in green), resonance spectroscopy
measurements of quantum states of ultracold neutrons (lilac), CHASE (pale orange) and collider
experiments (yellow) are also shown [146]
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10.5 Detection of Solar Chameleons through Radiation Pressure

Solar chameleons reaching Earth could also be detected by exploiting their coupling to matter
PBm with an opto-mechanical force sensor [158]. CAST is ready to use a force sensor that is
called KWISP for “Kinetic WISP detection” (Weakly Interactive slim Particles). The sensor is
under development at INFN“¢ in Italy and it is based on a thin micro-membrane that can be
displaced from its rest position by a force (or equivalent pressure) applied to it. A thin but quite
dense foil is utilized for chameleons reflection that is a density depended effect. Chameleons
that incident into a dense slab of material, result in a momentum transfer that has the same
effect as the radiation pressure. It has been estimated that solar chameleons originated from
Sun’s tachocline has a broad spectrum distribution peaking at ~600 eV.

The KWISP sensitivity to solar chameleons depends on the chameleon model used. The
detection principle of this experiment is more sensitive to strongly coupled chameleons that
present large matter coupling [3,,, and large mass scales /A. There are quantum corrections like
fragmentation and loop corrections that could affect and modify the shape of the effective
potential. However the proposed experiment is not a precision probe but has a purpose to
distinguish between particles which do and do not reflect.

The detection principle is based on the KWISP’s membrane displacement that is sensed by
optical means like interferometry which giving a direct measurement of the force (pressure)
acting on the membrane. The maximum sensitivity to radiation displacement is enhanced if the
membrane is placed inside a high sensitivity Fabry-Perot (FP) optical resonator, which
multiplies the gain factor.

Radiation
Probe beam | Pressure
profile
[
\i
: FP cavity mirror
FP cavity mirror Motionless
membrane

Figure 10.9  Left: Sketch of the membrane in a cavity. The membrane displacements (solid blue line)
with respect to the motionless membrane (dashed blue) will modify the spatial mode of the probe beam
responding to external pressure. Right: A picture of 1x1 mm and 50 nm thick SizN4 micro-membrane
mounted on a 200 ym thick Si substrate.

46 Tstituto Nazionale di Fisica Nucleare
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Chameleons flux can distort and displace the micro-membrane from its equilibrium position and
thus excite its vibrational states. Sub nanometer movement of such membrane can be detected
by placing it inside a Fabry-Perot optical resonator [159].

Fabry-Perot cavities have found applications in several advanced fields as quantum
electrodynamics (QEDSs) test, and gravitational wave detection. The high sensitivity of the
membrane displacements can be reached by the cavity finesse (Q resonator).

During the operation the FP is kept at resonance with a probe laser beam by using a feedback
loop. The control signal of this loop contains the information of the membrane motion and hence
on the solar chameleon flux that can distort the membrane movement.

An opto-mechanical sensor for radiation pressure measurements (called KWSIP) prototype has
already built at INFN Trieste. The micro-membrane is placed inside a FP cavity as shown in
Figure 10.10

Figure 10.10 A photograph of the KWISP opto-mechanical force sensor prototype during alignment of
the optics at INFN in Trieste. [168]
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Figure 10.11 A photograph of the FP cavity optics support set inside the vacuum chamber. The FP
cavity mirrors are mounted on two black tilting mounts. The membrane holder is mounted at the center
of the cavity on a 5-axis PZT movement stage (Pentor model by Piezosystem Jena inc.). [168]

The KWISP’s prototype sensitivity to external radiation pressure can be tested by subjecting
the micro-membrane to the pressure exerted by a laser beam. To test and monitoring the
membrane movements a second probe beam is applied. The optical setup is schematically
shown in the next figure.

Figure 10.12 The optical setup for measuring the KWISP detector sensitivity to an external force
impact. The probe beam (wp) at 1064 nm is frequency-locked to the FP cavity and senses the membrane
movements. An intense frequency-shifted pumping beam (w.) exerts a control radiation pressure on the
membrane for calibration purposes. [168]
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The working principle of the KWISP detector relies to the FP optical resonator cavity that is
frequency-locked to a laser beam using an electro-optic feedback. The feedback acts on the
laser active medium, that is a crystal in case of a Nd:YAG laser. The instantaneous distance
between the cavity mirrors that is left “free” to float, is always a half-integer multiple of the laser
wavelength. In case where cavity is on resonance, its normal modes are not perturbed if a thin
micro-membrane, transparent to the laser wavelength, is aligned and positioned in a node of
the standing intra-cavity electric field.

In case of the membrane’s displacement, the membrane mechanical modes are coupled to the
TEM modes of the cavity and a detuning mode appears with a typical oscillatory signature that
is membrane position dependent. The detuning curve can be used to estimate membrane
displacements and therefore by using the membrane’s mechanical characteristics, the force
acting on it can be detected [160].

The KWISP sensor employs a 5 mmx5 mm, 100 nm thick, SisN4 micro-membrane (Norcada
Inc., Canada) with density p=3.2 g/cm? that is set inside a 85 mm long FP cavity in concave-
concave configuration. The FP-membrane assembly is contained inside a vacuum chamber
that is evacuated at =10 mbar. By proper alignment, the FP cavity finesse was measured to
be F=60000.

10.6 Finite elements simulations of the KWISP membrane

Radiation pressure can provide a direct coupling between the electromagnetic field and the
translational degrees of freedom of macroscopic objects. An Optomechanical device as the
KWISP sensor, in which a mechanical oscillator detunes an electromagnetic cavity is a field of
ongoing research in astrophysics, cosmology, quantum optics, and nanoscience.

As explained in section 10.5, the KWISP detector consists of an optical cavity into which a
membrane is suspended on a PZT-actuated vacuum compatible 5-axis movement stage
(“Pentor” model). When the membrane is deflected by an amount x, the cavity experiences a
detuning A which is proportional to x. Henceforth, the light stored in the cavity exerts a force
(radiation pressure) on the membrane that is proportional to the intracavity power.

In order to reach the quantum regime of the KWISP device, the force per photon exerted by the
cavity field to the membrane assembly, should be maximized. It is also crucial to maximize the
membrane response to the radiation pressure. An advantageous action to increase the detector
performance is also to decrease the cavity thermal bath temperature.
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Figure 10.13 The micromembrane is mounted inside a holder (left). A photograph of the FP-membrane
assembly set inside its vacuum chamber (right). [168]

The varying transmission function of the cavity is caused by interference between the multiple
reflections of light between the two reflecting surfaces. The constructive interference occurs if
the transmitted beams are in phase and that corresponds to a cavity with high-transmission
peak.

The transmission spectrum of a FP-interferometer cavity will have a series of peaks, where
constructive interference occurs, spaced by the “free spectral range” or FSR. Free spectral
range is the separation (measured either in terms of frequency, wavenumber or wavelength)
between adjacent transmission maxima (Figure 10.14).

The FSR is related to the full-width half-maximum, Av, of any one transmission band by a
guantity known as the finesse:

FSR
Fi = — (10. 10)
inesse 1

Cavities with high finesse show sharper transmission peaks. Finesse is a function of reflectivity
and very high transmission peaks require highly reflective mirrors. High quality factor (Q factor)
is also a prerequisite for lower rate of energy loss because the Q factor characterizes a
resonator’s bandwidth relative to its center frequency.

The Quality factor is defined as the ratio of the transmission peak to the FSR.
w
FSR

Q (10. 11)

where w is the transmission peak value in Megahertz.
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Figure 10.14 The transmission of a cavity as a function of the wavelength. A high-finesse cavity (red
line) shows sharper peaks and lower transition minima than a low-finesse cavity (blue line). The FSR is

AA as shown in the plot.

Finesse measurements performed in INFN in Trieste, reveal the finesse of the KWISP detector
and the resonant mode transmission peak.

—  Transmitted intensity

Figure 10.15 Resonant mode transmission peak fitted with a Lorentzian in order to estimate the FWHM
from the fit. As noticed the finesse was estimated ~60000. In the fit window w represents the free spectral
range, FSR.
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In order to derive the force sensitivity figure for the KWISP sensor the membrane was inserted
in a Michelson-type interferometer that corresponds to a single-pass FB. The displacement
sensitivity that was measured and that is the minimum membrane displacement detectable in

1 sec of measuring time, was 0.18 nm /vHz.

A finite element simulation program has been performed (as a part of this thesis work) to model
the SisN4 membrane. The simulations implemented initially to simulate a5 mm x 5 mm and 100
nm-thick membrane model, as a simple “spring” that its spring constant can be used for the
force sensitivity estimation. Later on, Finite Element Analysis (FEA) simulations have been
performed in order to estimate the Frequency response and henceforth, the transmission peak
of the membrane to a nano-Newton force load. Simulations have been implemented in FEA
software Ansys 15.

The geometry of the micro-membrane has been designed into Ansys Design Modeler [161] and
the material properties of the SisN4 have been assigned to the specimen created. The first
model simulated, has dimensions of 1 mm x1 mm x50 nm.

The density of the material assigned is p=3184 kg/m3. The Young modulus that Norcada Inc.
Company provides is 314 GPa and the Poisson ratio is equal to 0.27. The KWISP sensor that
is under tests in INFN in Trieste has dimensions 5 mm x 5 mm x100 nm and the simulation
performed for this membrane is still under development.

The theoretical analysis carried out is based at a plane silicon nitride membrane that is
homogeneously stretched across a rectangular aperture in silicon substrate with a pre-tension
per unit length T. The density of the membrane per unit area is ¢ and its boundaries are
clamped. In the absence of external forces, the wave equation that describes the motion of
different points in the xy plane of the membrane is:

ud2U(x, y,t) 1 52U(x,y,t)

2 —
VaU(x,y,t) =TT sz vz 52 (10. 12)
where the Laplace operator is
2 2
Vi= 6_ 6_
dx?  0y?

285



The transverse displacement of any point (perpendicular to the membrane plane) is given by

the function U(x,y,t). By setting up the boundary conditions and applying separation of
variables the transvers displacement becomes:

U(x,y,t) = X(x)Y(y)exp(i2mvt) (10. 13)

The standing wave mode solution can be expressed as

0<x<
rsin(kmx)sin(kny)Sin(zm’m,nt) {o < ; < ;S
xr<0
Ulx,y,t) =1 > w0
(x,y,t) X 2 X ( )
y<0
\ Y 2Yo

where xq, Yo are the length and width along the x and y axis respectively and the resonant
frequency vy, ,, is depended on the modes of vibrations k,, and k,, that can be expressed as:

2

) =+ i

(Zm/m,n
v

Because of the clamped boundaries k,,, and k,, can have the following values:

mm
o
and
I _nm
" Y

In case of the KWISP membrane x, = y, and the above equations can be combined and
rearranged to yield [162]

1
Vmn =3 —(m? +n?)
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Figure 10.16 The theoretical transverse displacement of the first two modes of vibration Left: The [1,
1] mode of vibration and right: the [1, 2] mode of vibration.

The Finite element analysis performed in Ansys 15, is a 3D model of the silicon nitride
membrane. The Finite Elements Analysis is composed by three parts:

e A Static Structural Analysis. A static structural analysis determines the displacements,
stresses, strains, and forces in structures or components caused by loads that do not
induce significant inertia and damping effects.

e A Modal Analysis. A modal analysis determines the vibration characteristics (natural
frequencies and mode shapes) of a structure or a machine component.

e Harmonic Response Analysis. A modal analysis determines the vibration characteristics
(natural frequencies - mode shapes) of a structure or a machine component.

Figure 10.17 The Ansys Workbench environment that combines the Static structural, the Modal and
the Harmonic response Analyses. Every module is solved (having in common the Engineering data-
material properties, the Geometry and the model Mesh) separately and the solution is provided to the
right module.
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The simulated membrane model was meshed (as described in chapter 5.5) and 4e+04
elements were created that contain ~3e+05 nodes. Because of the membrane’s thickness (50
or 100 nm) there is only one layer in the Z axis. The square elements width in XY plane is
between 2-8 ym and depends on the membrane size. The mesh production in Ansys
Workbench was accomplished by using the automatic method and the face sizing function.

In the static structural analysis a pressure of 800 MPa was defined in X and Y boundaries
because the membrane is pre-stressed.

Figure 10.18 The pre-stressed Static structural analysis of the 5 mm x 5 mm x100 nm model.

The solution of the static structural analysis is inserted in the modal analysis as a pre-stressed
model. The results of the stress applied to the membrane can be seen in the figure 10.19.

In the modal analysis the pre-stressed membrane is checked for vibration characteristics, i.e.
the natural frequencies of the element and the mode shapes.
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Figure 10.19 The total deformation of the membrane to the 800 MPa stress applied to it from the Static
Structural Analysis. (5 mm x 5 mm x100 nm model)

The normal modes that the Modal solution provides can be seen in table 10.1.

Mode Frequency [MHZ]
1. 9.104671e-004
2. 9.131335e-004
3. 1.525024e-003
5. 0.5604231
6. 0.5604231
7. 0.7088864
8. 0.79256
9. 0.7925602
10. 0.9036585
11. 0.9036586
12. 1.033376

Table 10.1  The first 12 normal modes of the Modal analysis. The shaded shell provides the mode of
the highest amplitude. (1 mm x 1 mm x 50 nm model)
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The modal Analysis solution is coupled to the Harmonic Response analysis in the Ansys
Workbench environment (Figure 10.17). A force is applied to the center of the membrane with
magnitude 1 Nn and direction vertical to the membrane’s surface in order to compare the
simulated results with the experimental procedure of the Quality factor estimation. Figure 10.20
shows the transmission peak amplitude and the Lorentz fit provided.

Figure 10.20 The Harmonic Response analysis provides the transmission peak amplitude to the
micromembrane when 1 nN force is applied to its center. The Lorentz fit delivers the FSR and the peak
value in order to estimate the Q factor. (1 mm x 1 mm x 50 nm model)

The Q factor (Equation (10. 11)) is computed from the fit parameters and was found ~1.2-106.
This value is very close to the experimentally value provided from INFN and plotted in figure
10.21. The simulated transmission peak value has ~1% error compared to the experimental
value.
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Figure 10.21 The plot shows the transmission mechanical peak as measured at INFN in Italy (black
line). The red line shows the Lorentz fit that provides the parameters for the Q factor estimation. (1 mm
x 1 mm x 50 nm model) [168]

As shown the agreement between the experimental and the simulated values from the FEA
method is quite good. The FEA simulations are still under development for different membrane
sizes. The results provided in this section were presented in CAST collaboration meeting in
2014 and 2015.

Figure 10.22 (left) Sample accelerometer spectra taken on the sunrise end of the CAST magnet. (right)
Sample accelerometer spectrum taken on the Trieste laboratory optical bench. [168]

201



In order to setup the KWISP sensor in CAST magnet, accelerometer measurements have been
performed in CAST sunrise end and in Trieste laboratory (INFN). The measurements show that
mechanical vibrations (when the CAST magnet is moving) have no impact to the FP
transmission peak. In Trieste peak accelerations of ~ 7x106 g occur around 100 Hz, while on
the CAST magnet, peak accelerations at around 25 Hz (and higher harmonics) of about 1.7x10
2 g, with the magnet stationary, and 5x10-? g with the magnet moving. Options to isolate the
sensor against mechanical vibrations are still ongoing.

The mechanical characteristics of the KWISP vibrating silicon nitride micromembrane were
determined by FEA simulations performed in Ansys 15 software package. In parallel,
experiments with the KWISP sensor are still ongoing at INFN in Trieste, in order to complete
the sensor’s performance before the final setup in CAST. The solar chameleon spectrum for a
range of model parameters has been calculated in [158]. The KWISP setup in CAST is sufficient

to explore chameleon models with matter coupling £5,,, ~ 10%— 10%*? and photon coupling down
to ,8), > 107. The KWISP sensor is a unique pioneer effort in the field of experimental searches
for dark energy.
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10.7 Conclusions

In the present thesis an overview of the CAST experiment has been given along with the
analysis of the experimental data taking during the 2009-2010 period. CAST continue searching
for solar axions but also for other exotica like Axion Like Particles (ALP’s), paraphotons and as
proposed in the SPSC (CERN), dark energy particles like chameleons. The commissioning,
operation and analysis of the data taken with the Sunset Micromegas detector are presented
in detail for the Phase Il of the CAST experiment.

The CAST scientific research program in Phase II for axion detection relies on the accurate
coherence length computation inside the magnet bores that are filled with 2He gas. The axion
to photon conversion probability depends sensitively on its coherence length; that is the
resulting constructive interference length inside the magnetic field between axions and photons
waves.

Figure 1. Density distribution along the axis of the central line of the cold bores inside the magnet.
The condition imposed in order to consider homogeneity inside the cold bores, is Ap<0.003 kg/m?3. The
plot represents the density distribution when the magnet is in a horizontal position for several Helium 3
pressures, but an extensive study has been performed for the tilted magnet as well.
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In order to simulate the gas behavior inside the cold bores and calculate the exact coherence
length in the magnet bores at any tracking position, Computational Fluid Dynamics (CFD)
methods have been applied.

Therefore, an extensive study of the 3He gas dynamics was performed, in order to qualitatively
and quantitatively understand the behavior of the gas system.

Monitoring the evolution of the gas density inside the magnet and comparing it to the
simulations results have helped to understand the thermodynamic behavior of the system and
how effects like buoyancy and convection can affect the coherence length. The length that can
be considered as the effective length of the cold bores whose density is uniform does not have
any impact on the physics of CAST.

The effective length of the magnet is calculated using CFD methods and the density distribution
at the center of the cold bore is shown in Figure 1.

In 2009 the data collected in the period 13 July to 08 of December covered 247 density steps.
The data taking efficiency of this period was 83%. The full data taking period in terms of
pressure is presented in the next figure.

Figure 2. The cold bore pressure versus time for the 2009 run period. The gaps shown were due
to stoppages and emptying the cold bore for the bake out of the cold windows procedure.

CAST started the data taking of 2010 on 05 May after many interventions with the
electromagnetic noise suppression and also using improved Micromegas detectors.

The first part of the run in 2010 was dedicated to cover the missing steps of 2008 due to the
3He leak problem. The data of the Sunset Micromegas detectors for this period were also
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analyzed and the limit obtained in addition with the other CAST detectors in the axion rest mass
range 0.39-0.64 eV/c? is

Jay < 2.27 X 1071° GeV ™ at 95% CL.

In the second part of the 2010 data taking period started on 10 August at a setting that
corresponds to 65.1 mbar (axion mass 0.85 eV/c?), 40 new pressure settings were covered
with a data taking efficiency of 69% (excluding stoppages due to cryogenics problem). The
2010 run finished at the density setting that corresponds to 82.7 mbar at 1.8 K (axion mass
1.01 eV).
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Figure 3. Cold bore pressure evolution during the 2010 data taking period.

An extensive analysis of the data taken during the period 2009-2010 showed no signal of axion
above the background level with the Sunset Micromegas data. The CAST search, performed
in the axion mass range 0.655-1.01 eV/c? and a limit for the axion to photon coupling constant
can be set:

Jay < 429 X 1071% GeV~1 at 95% CL.

that is slightly improved by the CCD and Sunrise Micromegas detectors contribution.

The absence of signal was verified with the null hypothesis test and the value obtained of the
coupling constant fit best the data. The limit is improved by adding the other CAST’s detection

lines. Therefore, CAST experiment entered in the g,, — m, parameter space favored by the
theoretical axion models.
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At the time of writing this thesis, CAST has finished its phase of using *He as a buffer gas and
reached the limit of a pressure setting that corresponds to a search mass of 1.17 eV/c2. The
search range of CAST now overlaps with the current cosmic hot dark matter bound of <0.9
eV/c?.

The experiment has found no hint of axions but it has set the strictest experimental limit to date
for the axion mass coverage and has also excluded part of the QCD axion model region. The
absence of excess X-rays when magnet is pointing to the Sun set a typical upper limit on the
axion to photon coupling

Jay <33 %1071 GeV 1 at 95% CL

Figure 4 Exclusion regions in the m, — g, plane achieved by CAST in vacuum, “He (black line),

the first part of the *He phase and the latest results that closing the hot dark matter gap in 2011 (all in
red). The grey region represents the mass range coverage of axion scanning that has been computed
as part of this thesis (2 of 3 Micromegas detectors were analyzed)

The data delivered to the data analysis responsible of CAST, referred to the years 2009-2010,
both Sunset micromegas detectors and include information such as: Background level, counts,
times and rates for background and tracking in each pressure setting.
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In 2013 CAST has started again to take data with vacuum inside the cold bores. By using better
performing detectors CAST can improve its own best record for the axion-to photon coupling
constant for in the axion mass range bellow ~0.02 eV/c?.

CAST has extended its scientific program in the field of dark energy (which is responsible for
the accelerated expansion of the universe) research for solar chameleons. The so called
‘chameleon” mechanism renders candidate particles that their effective mass depends on the
local matter density. If chameleon patrticles exist they can be produced in the Sun’s tachocline*’
and detected on Earth by the following ways:

e By exploiting the equivalent of the radiation pressure produced in a micro-membrane

e By the Primakoff effect inside the transverse magnetic field of CAST magnet bores

A part of this thesis was dedicated (section 10.6) to the solar chameleons detection through
radiation pressure. Solar chameleons can be reflected from a dense medium if their effective
mass becomes greater than their total energy. A suitable opto-mechanical force/pressure
sensor (silicon nitride micromembrane) placed inside a Fabry-Perot cavity, has been built at
INFN Trieste in order to detect the total instantaneous momentum transfer from solar
chameleons flux.

Figure 5. The micromembrane is mounted inside a holder (left). A photograph of the FP-membrane
assembly set inside its vacuum chamber (right).

Finite Element Analysis (FEA) simulations have been performed with Ansys 15 for the
mechanical characterization of the SisN4 micromembrane. The micromembrane was modeled
and analyzed in Ansys 15 in order to estimate (and compare with experimental values):

= The force sensitivity of the micromembrane
= The natural modes of micromembrane’s vibration (eigenfrequenies)
= The quality factor of the membrane Q

47 Tachocline is a region inside the Sun at a distance of around 0.7 R from the center, where intense magnetic fields are
widely believed to be present.
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The simulated results were in good agreement with the experimental values delivered from
INFN (figure 6) for a 1 mmx1 mm and 50nm thick micromembrane. The simulations are still
under development for different micromembrane sizes and the first simulated results are
encouraging.

Figure 6. The left plot shows the resonant mode transmission peak fitted with a Lorentzian. The
resonant peak is at 0,358 MHz. . The right plot shows the simulated transmission peak amplitude to the
micromembrane when 1 nN force is applied to its center. The Lorentz fit delivers the FSR and the peak
value in order to estimate the Q factor. The resonant peak is at 0,354 MHz.
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