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Abstract. In today’s world of distributed scientific collaborations, there are many challenges
to providing reliable inter-domain network infrastructure. Network operators use a combination
of active monitoring and trouble tickets to detect problems, but these are often ineffective at
identifying issues that impact wide-area network users. Additionally, these approaches do not
scale to wide area inter-domain networks due to unavailability of data from all the domains along
typical network paths. The Pythia Network Diagnostic InfrasTructure (PuNDIT) project aims
to create a scalable infrastructure for automating the detection and localization of problems
across these networks.

The project goal is to gather and analyze metrics from existing perfSONAR monitoring
infrastructures to identify the signatures of possible problems, locate affected network links,
and report them to the user in an intuitive fashion. Simply put, PuNDIT seeks to convert
complex network metrics into easily understood diagnoses in an automated manner.

We present our progress in creating the PuNDIT system and our status in developing,
testing and deploying PuNDIT. We report on the project progress to-date, describe the current
implementation architecture and demonstrate some of the various user interfaces it will support.
We close by discussing the remaining challenges and next steps and where we see the project
going in the future.

1. Introduction
The PuNDIT project started in 2014 as an NSF funded satellite project of the Open Science
Grid[1]. Its goal is to provide a framework allowing near real-time analysis of perfSONAR[2]
network measurements to both identify network problems and localize them within the various
measured network paths.

The paper will cover the current status and challenges being faced by the project.

2. The PuNDIT Project
The PuNDIT project has already been described in a previous CHEP paper[3] and we refer
the reader to it for background. Figure 1 presents a high-level view of PuNDIT. PuNDIT
is creating an infrastructure that can analyze perfSONAR network metrics (primarily latency
and trace-route) to both identify specific network problems and correlate those problems to
localize their origin in the network. This capability is one of the most requested features from

http://creativecommons.org/licenses/by/3.0
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Figure 1. Shows a high-level view of how PuNDIT works. The left side shows the basic
workflow and the right side illustrates the system architecture for a typical deployment.

site administrators who have deployed perfSONAR for WLCG[4] and OSG. Potential users of
PuNDIT want a system watching their networks and alerting them to problems when they
develop.

3. Architecture
To meet its goals the PuNDIT system requires a number of components:

• An agent for each perfSONAR toolkit instance that will participate in a given PuNDIT
deployment.

– The agent must be able to access perfSONAR data metrics without disrupting the
primary goal of making reliable network measurements.

– The agent must process the data to identify signatures of network problems.
– The agent must send the results of its analysis to a central PuNDIT service which

provides the tomographic analysis[5] necessary for a given PuNDIT deployment to
locate the origin of the network problems identified.

• A central PuNDIT server responsible for gathering and analyzing the results of a set of
PuNDIT agents.

– The server must provide a reliable, secure way for agents to communicate their results
to the server.

– The server must take the network problems and network path information received
and provide the tomographic analysis required to localize the origin of the problems
observed.

– The server needs to provide a user interface to provide access the the measurements
and analysis results.

The project team has worked on developing, tuning and packaging two sets of software: the
agent and the server. In Figure 2 we show both how information flows through the system and
what types of problem signatures PuNDIT is capable of identifying.

A critical part of the architecture is the agent-server communication component. Initial
prototyping simply used remote access directly to a central MySQL database running on the
PuNDIT server node. In addition to the serious security concerns this raises, the performance
and reliability were not sufficient for a real-world deployment. Since the perfSONAR developer
team was already exploring the use of RabbitMQ[6], we selected it as our means of providing
agent to server communication. RabbitMQ is an implementation of messaging based upon
AMQP[7]

From the RabbitMQ features page: “Messaging enables software applications to connect and
scale. Applications can connect to each other, as components of a larger application, or to user
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Figure 2. The left side illustrates the architecture of the information flow through PuNDIT
while the right side lists the type of network problems PuNDIT is sensitive to.

Figure 3. The top-level PuNDIT GUI web page showing the current four sub-options available:
Site Report, Time Series, Traceroutes and Localization Events.

devices and data. Messaging is asynchronous, decoupling applications by separating sending and
receiving data.” This is exactly what we needed to do for PuNDIT and RabbitMQ has given us
a simple-to-use way to efficiently and reliably communicate between our PuNDIT agents and
server.

4. Graphical User Interface Design and Implementation
The PuNDIT central server needs an effective user interface to allow PuNDIT users the ability to
see network problems and drill-into the details. We have constructed a graphical user interface
(GUI) to be the primary means users will interact with the system. Underlying the GUI is a
database.

The database consists of two parts. In the first set of tables the PuNDIT server places the
data as it is collected. This facilitates the implementation of the server, which only needs to
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Figure 4. This shows the Site Report page with a drop-down to select the site (on the left)
and how the user can drill into a specific problem after selecting a site (on the right).

Figure 5. An example of the PuNDIT GUI showing a timeseries measurement between two
hosts on the left and and traceroute example on the right.

write new entries without having to manage the relationships between database entities.
The second set of tables are de-normalized and designed to provide better read performance.

A script running every 30 seconds takes care of moving the data from the staging tables to the
permanent tables. The same script also aggregates problems, trace-routes and time series into
time periods so that the data is in a format more readily consumable by the client.

The web based user interface works directly off this second set of tables. A Java server
application monitors the database and transmits the data through WebSockets[8] as it updates.
The configuration of the server application defines which queries are made available to the
client and at what update rate. The web pages use HTML classes and attributes to define UI
component that connect to the server through WebSockets. The components are expanded on
the client by a JavaScript library that takes care of connecting them to the right data channels,
updating the UI with the incoming data and broadcasting to the server the user selection.

The technology used to move the data from the database to the UI is designed to easily
accommodate changes in database schema and/or changes in the UI layout and logic. This
allows to iterate on both to tweak and adapt the implementation as user feedback is gathered.

The resulting current user interface top-level page is shown in Figure 3 and provides 4 options
to choose from as described in the caption. Figures 4, 5 and 6 show some details for each of
these options.
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Figure 6. This shows a simulated set of localization results from PuNDIT.

Figure 7. A diagram of the PuNDIT testbed we are using to develop and prototype the
PuNDIT system. The participating sites are shown on the right.

5. Deployment and Testing
We have set up a national scale testbed to work on developing and prototyping the PuNDIT
system using the OSG perfSONAR testbed. This testbed was created as part of the original
USATLAS work in testing perfSONAR’s suitability for monitoring our networks. As perfSONAR
nodes were replaced or updated, the older nodes were kept in use to run specific tests and to vet
release candidates from the perfSONAR team. The PuNDIT project asked sites with testbed
nodes if they would be willing to serve as part of a PuNDIT testbed and, as shown in Figure 7,
nine agreed.

The testbed has been critical for both testing PuNDIT at reasonable scale and to perform
additional testing under diverse, real-world conditions. Each site has different hardware and is
connected to different networks in different parts of the country spanning from east coast to
west coast and north to south.

During testing we have run into a number of issues that the testbed helped identify. Originally
we had a site with a perfSONAR host with only 2GB of RAM. This turned out to be insufficient
to run both PuNDIT and perfSONAR reliably at scale and we will have to require a minimum
of 4GB of RAM to deploy PuNDIT.
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Figure 8. The Check mk PuNDIT testbed monitoring group.

To track the impact of PuNDIT on it host systems and to monitor and manage the state of
the testbed, we have chosen to use Check mk[9]. Having a central Check mk server for PuNDIT
has allowed us to easily track our testbed hosts, perfSONAR and PuNDIT services.

In Figure 8 you can see the monitoring group for the PuNDIT testbed. The Check mk server
maintains a set of graphs for every monitored host and service; hovering over the graph items
shows a preview plot while clicking takes you to a detailed set of graphs with varying time-scales.
Clicking on a particular hostname allows you to drill into details for that host’s services as shown
in Figure 9.

6. Next Steps
To provide a working set of software in the form of two RPMS we still have a number of things
to do. In this section we will describe the work remaining to deliver software for the broader
community to use. At a high-level there are three main areas of work:

• Testing and optimization of the agent-server interaction

• Optimizing the graphical user interface

• Packaging and documenting the agent and server software

We currently have working agent and server code but it needs to be suitably adapted to the
upcoming perfSONAR Toolkit v4.0 release. There have been extensive changes to perfSONAR
since the PuNDIT project began and the changes coming in v4.0, especially the switch to
pScheduler, require some significant changes in how the PuNDIT agent will access the data. In
general these changes make it much more straightforward to program within the perfSONAR
context but it still takes a bit of work to refactor, implement and test the needed changes.

7. Conclusions
The PuNDIT project still has a significant set of hurdles to cross before it can deliver a usable
system for near real-time network analysis and problem location. In the final few months of the
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Figure 9. An example of drilling into a specific testbed host on Check mk. For legibility the
lists of services is truncated.

project we hope to be able to wrap up the remaining tasks discussed in the previous section and
deliver a basic but functional pair of RPMS that can be used to construct a PuNDIT system.

Should PuNDIT prove useful to one or more communities there are a number of improvements
and extensions that we already know would be beneficial, e.g., IPv6 support, other operating
systems besides RHEL/CentOS 6/7, better topology representation, GUI improvements and
adding an analysis capability for bandwidth tests. In such a case we hope to either submit a
follow-on proposal or assemble the user community to provide the effort required to make those
improvements and extensions. If the original team is unable to continue working on PunDIT,
all code is being hosted in GitHub[10] and could become the source for either the perfSONAR
team to take over or for the Open Source community to start from.
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