
C
ER

N
-T

H
ES

IS
-2

01
6-

19
0

16
/0

9/
20

16

UNIVERSITÉ DE GENÈVE
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summary in french

Le modèle standard de la physique des particules décrit remarquable-
ment bien les données expérimentales recueillies à ce jour. Les physi-
ciens pensent cependant que cette théorie ne fournit pas une descrip-
tion complète de la réalité. Quelle est l’origine de la matière noire
? Comment expliquer la hiérarchie entre les masses des particules
dites élémentaires ? Est-il possible de décrire toutes les interactions
de manière cohérente au sein d’une même théorie ? Ce sont quelques-
unes des questions fondamentales laissées sans réponse par le modèle
standard. Beaucoup de nouvelles théories physiques, comme la super-
symétrie, ont été proposées pour répondre à ces questions, mais elles
ont grand besoin de vérification expérimentale.

Construit dans un tunnel de 27 km au CERN près de Genève, le
grand collisionneur de hadrons (LHC) a accéléré et collisionné des
faisceaux de protons à une énergie de centre de masse de 7 et 8 TeV
entre 2010 et 2012 et a atteint 13 TeV en 2015, accédant à ce régime
d’énergie pour la première fois en laboratoire. Les collisions à haute
énergie permettent d’étudier la structure de la matière à son niveau
le plus fondamental. En particulier, elles permettent la production de
nouvelles particules massives qui étaient inaccessibles aux machines
précédentes.

Dans cette thèse, les données des détecteurs ATLAS et MoEDAL
au LHC sont exploitées pour rechercher une certaine classe de par-
ticules dont l’existence est prédite par certaines théories : les partic-
ules massives stables hautement ionisantes (HIPs), c’est à dire des
particules chargées dont la durée de vie est suffisamment longue
pour laisser une trace dans le détecteur le long de leur trajectoire.
Bien que cette recherche soit conçue pour être sensible à différents
types de HIPs d’une manière générique, la découverte ou l’exclusion
de particules qui portent une charge magnétique fondamentale, ap-
pelés monopôles magnétiques, est l’objectif majeur de cette thèse. Le
monopôle magnétique a été postulé par Paul Dirac en 1931 comme
une manière élégante d’expliquer quantification de la charge élec-
trique, entre autres vertus. L’un des résultats des calculs de Dirac
est que l’unité fondamentale de charge magnétique doit correspon-
dre à de nombreuses unités de charge électrique ; la signature atten-
due d’un monopôle dans un détecteur est donc une perte d’énergie
par ionisation très élevée le long de sa trajectoire. La présence de
monopôles est scrutinée à chaque fois qu’un nouveau collisionneur
de particules est construit. Avec le LHC, nous avons l’occasion
d’explorer le régime d’énergie des multi-TeV pour la première fois.

Dans cette thèse, de nouvelles simulations ont été développées
pour émuler et comprendre la réponse du détecteur aux partic-
ules hautement ionisantes, et deux méthodes complémentaires ont
été employées pour distinguer des signaux de nouvelle physique
au LHC : l’identification de HIPs dans le détecteur à tâches mul-
tiples ATLAS avec notamment le développement d’un nouveau dé-
clencheur d’événements ; et le piège de monopôles magnétiques avec
l’expérience MoEDAL.
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Avec ATLAS, une stratégie a été optimisée pour sélectionner des
événements intéressants parmi les milliards de collisions enregistrées
et minimiser le taux d’événements indésirables qui miment les nou-
velles particules. Pour ce faire, nous utilisons une signature spécifique
d’arrêt des HIPs dans le calorimètre électromagnétique d’ATLAS.
Dans son mode de fonctionnement initial, le détecteur ATLAS ne pou-
vait pas déclencher sur les particules qui s’arrêtent avant de pénétrer
profondément dans le calorimètre, comme le feraient une grande par-
tie des monopôles produits lors des collisions. Par conséquent, le tra-
vail effectué comprend une extension du système de déclenchement
d’ATLAS utilisant le détecteur de traces pour identifier les HIPs. Le
nouveau déclencheur a été mis en place en 2012 et a accumulé une
quantité importante de données à 8 TeV qui ont servi de base à ce
travail de thèse. Le travail comprend également l’analyse détaillée
des données, avec notamment l’estimation des bruits et des erreurs
systématiques. Les résultats pour les monopôles portant la charge
de Dirac surpassent largement ceux obtenus précédemment aux col-
lisionneurs.

Avec MoEDAL, un concept inédit, le piège à monopôles, a été
employé pour chercher spécifiquement les monopôles magnétiques
produits dans les collisions du LHC. L’idée est peu conventionnelle,
mais très simple : des barres d’aluminium placées proches d’un point
d’interaction du LHC (dans la caverne de l’expérience LHCb) sont
exposées aux produits de collisions avant d’être transportées à un lab-
oratoire à Zurich pour détecter la présence de charges magnétiques
piégées à l’aide d’un magnétomètre supra-conducteur. Les résultats
obtenus avec une exposition à des collisions à 8 TeV en 2012 perme-
ttent d’exclure des domaines jusqu’ici inexplorés de haute masses
et hautes charges magnétiques. Cela ouvre la voie à de nouvelles
recherches avec les collisions à 13 TeV à partir de 2015. De manière in-
comparable, un monopôle piégé serait transportable et ses propriétés
uniques pourraient être étudiées dans leurs moindres détails.
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1
I N T R O D U C T I O N

1.1 magnetic monopoles

The dynamics of electrically charged particles and electromagnetic
fields are described by the classical theory of electromagnetism. These
are contained in Maxwell’s equations,

−→∇ ·
−→
E =

ρe

ε
,
−→∇ ×−→E = −

∂
−→
B

∂t
, (1)

that determine the electric field (
−→
E ) generated by a source with

charge density ρe. It states that electric fields diverge away from a (pos-
itive) charge, i.e. electric field lines originate on positive charges and
terminate on negative ones. Similarly magnetic fields are described
by,

−→∇ ·
−→
B = 0,

−→∇ ×−→B = µ0ε0
∂
−→
E

∂t
+ µ0

−→
je (2)

where the magnetic field is determined by the electric current den-
sity
−→
je . The magnetostatic equations state that the magnetic field curls

around a current and does not diverge i.e. magnetic field lines do not
begin or end anywhere. The zero divergence of the magnetic field
(
−→∇ ·
−→
B = 0; Gauss’ law for magnetism) implies the absence of the

magnetic analogue to electric charges.
The theory incorporates the results of observations where no mag-

netic charges or magnetic currents are seen, with only the electric
charge and current densities as the source of electric and magnetic
fields.

If the magnetic analogue of electric charges (magnetic monopoles)
were to exist, then these charges would have magnetic current and
charge density. This leads to modifications in Maxwell’s equations
which would observe a symmetry in the descriptions of the magnetic
and electric fields,

−→∇ ·
−→
B = µ0ρm,

−→∇ ×−→E = −
∂
−→
B

∂t
− µ0

−→
jm, (3)

with the magnetic charge ρm and current density
−→
jm. The magnetic

charge of the monopoles g, would then be the integral of the magnetic
charge density ρm over a region of space.

With the introduction of the magnetic monopoles, Maxwell’s equa-
tions are symmetric under a duality transformation which mixes the
electric and magnetic fields,

1
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( −→
E

c
−→
B

)
=

(
cos ξ sin ξ

− sin ξ cos ξ

)( −→
E′

c
−→
B′

)
,(

cρe

ρm

)
=

(
cos ξ sin ξ

− sin ξ cos ξ

)(
cρ′e

rho′m

) (4)

with c the speed of light and ξ the transformation parameter. With
these symmetries to the Maxwell’s equations, possible only by the
inclusion of magnetic monopoles, the magnetic and electric fields in
Nature can be considered as simple transformations of one another.
These transformations lead to

−→
E → −→B and

−→
B → −

−→
E for transforms

between the fields, and cρe → ρm and ρm → −cρe, for ξ = π/2 for
the transforms of their sources.

1.1.1 Dirac monopoles

The isolated magnetic point charge g would then have an associated
Coulomb field,

−→
B (−→r ) = g

4π

−→r
r3

. (5)

A vector potential
−→
A is introduced by the description of the elec-

tromagnetic field, which is related to the magnetic field
−→
B by,

−→
B =

−→∇ ×−→A =
µ0g

4πr2
r̂. (6)

The absence of monopoles would imply a smooth vector potential−→
A , resulting in a sourceless magnetic field,

−→∇ ·
−→
B = 0. In 1931, Dirac

proposed that the vector potential
−→
A was not an observable quantity

and thus need not be smooth [1]. The solution proposed by Dirac was
to consider the vector potential of an infinitely thin solenoid extend-
ing from −∞ to the origin. This potential given by,

−→
A(−→r ) = µ0g(1− cos(θ))

4πr sin θ
φ̂ (7)

could be defined everywhere except at θ = π. This singularity,
known as the Dirac string, is invisible since the actual observable in
classical electrodynamics is

−→
B , and the curl of the vector potential

gives a field of the same form as Eq. 6.
The presence of the vector potential from the Dirac string must

be experienced by an electrically charged particle, analogous to the
Aharonov-Bohm effect [2] where an electromagnetic vector (or scalar)
potential is experienced. Thus the Dirac string describing an infinites-
imally small loop will cause a change in the wave function’s phase of

2
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a point like particle with electric charge q going around it, described
as,

∆φ =
q
 h

∫ −→
A ·d

−→
l = lim

θ→π

q
 h

µ0g(1− cos θ)
4πr sin θ

∫2π
0

r sin θdφ =
µ0qg

 h
. (8)

This implies that the Dirac string, in principle, could be de-
tectable. However, if the phase change would be a multiple of 2π,
the string would be undetectable, as expected from a point like par-
ticle with magnetic charge. This leads to a significant conclusion of
the Dirac quantisation condition [3] that states: the presence of mag-
netic monopoles leads to the requirement that charge is quantised,
expressed as,

gq =
nh

µ0
(9)

where n is a non-negative integer.
It is interesting to note that the quantisation condition can be

reached via several other scenarios as described in [4, 5], which only
reinforces the importance of this result.

The electric charge is indeed observed to be quantised in Nature
in units of the lowest absolute non-zero electric charge, the elec-
tric charge of the electron, e [6]. To obtain the elementary magnetic
charge, known as the Dirac charge gD, Eq. 9 is rewritten in terms of
e, the fine structure constant α = µ0e

2c
2h , and assuming n = 1,

g =
n

2α
(ce)

n=1−−−→ gD =
ce

2α
. (10)

Using natural units such that c=1, the lowest magnetic Dirac charge
gD is roughly equivalent to 68.5 times the elementary electric charge
e.

1.1.2 The Schwinger Monopole

A few decades later, Julian Schwinger extended Dirac’s theory pre-
dicting monopoles to study its relativistic invariance [7]. Conse-
quently he found the vector potential that would represent a solution
for a magnetic monopole field to be described by,

−→
A(−→r ) = µ0g

4πr
cot θφ̂. (11)

Which eventually leads to a different quantisation condition com-
pared to the one proposed by Dirac,

gq =
2nh

µ0
. (12)

3
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This implies that the minimum magnetic monopole charge should
be twice the Dirac charge which also has an impact on the magni-
tude of the monopole coupling. Schwinger’s work also generalised
the quantisation condition to describe dyons, particles that carry both
electric and magnetic charges [8],

q1g1 − q2g2 =
2nh

µ0
(13)

where q1, g1 and q2, g2 are the electric and magnetic charges of
the two dyons.

1.1.3 Monopole-photon coupling

The electron-photon coupling is given by the fine structure constant,
α, which can be used as the premise to analogously define the
monopole-photon coupling via a magnetic coupling constant, αm.
This strength of the coupling of magnetic monopole to photons can
be defined by substituting g2 = (ngD/c)

2 for e, which leads to,

α =
µ0e

2c

4π h

e→g=ngD/c−−−−−−−−−→ αm =
µ0g

2
D

4π hc
n2 (14)

Taking into account Eq. 10, it implies that the strength of the
monopole-photon coupling is at least four orders of magnitude
greater than that of the electron-photon coupling. Considering n = 1,
the magnetic coupling is αm ≈ 34.24, which is a large coupling value
that has strong implications in the understanding of the production
of monopoles and their interactions with matter.

1.1.4 Monopoles in Grand Unified Theories

Both t’Hooft [9] and Polyakov [10], independently showed that grand
unified theories (GUTs) in which the U(1) group of electromagnetism
is embedded in a larger compact non-Abelian group, predict the ex-
istence of magnetic monopoles.

The minimum of the scalar potential is degenerate in the GUT mod-
els and the symmetry of the vacuum is broken when the vacuum state
assumes a specific direction. A solution known as the hedgehog con-
figuration arises in GUT models, where the scalar field is coupled to
a spatial direction,

φa = v
ra

r
, a = 1, 2, 3. (15)

While not corresponding to the absolute minimum of the scalar
potential, the solution is nonetheless topologically stable [9]. Eq. 15

leads to a solution of the non-Abelian electromagnetic gauge poten-
tial, which represents the Coulomb-like non-Abelian field of a point
like particle from which the Dirac string vector potential can be ex-
tracted [11].

4
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The charge quantisation condition in the GUT models arise if the
U(1) group of electromagnetism is embedded into a semi-simple
non-Abelian group of higher rank. This is similar to Dirac’s theory
where the quantisation was a consequence of the existence of mag-
netic monopoles. The GUT models that undergo a spontaneous sym-
metry breaking do predict monopole solutions. The non-Abelian ana-
logue of Dirac’s charge quantisation condition reads just as Eq. 9 in
the GUT models and thus the minimum magnetic charge of the GUT
monopole is twice the Dirac charge, 2.0gD.

Unlike the Dirac theory of magnetic monopoles, GUT models ac-
tually make predictions on the mass of the monopole to be approx-
imately, M ≈ 137mX, where mX is the mass of the vector boson of
the model [11]. In GUT models, the mass of the vector boson is of
the same order as the unification scale (1016 GeV) [12], thereby result-
ing in a prediction of the monopole mass of the order of 1018 GeV,
beyond the reach of present particle colliders.

1.1.5 Magnetic monopoles in electroweak models

While monopoles are not believed to exist within the framework
of the Standard Model (SM) [13, 14], it has been proposed that
monopole-like solutions are possible in the SM electroweak sec-
tor [15]. Known as electroweak monopoles, these solutions obey
Schwinger’s charge quantisation condition and therefore have a min-
imum magnetic charge of 2gD. Recent developments in the the-
ory have predicted monopole masses within the range of 4 - 10

TeV [16, 17], which are only just within the limit of the hadron col-
liders, such as the Large Hadron Collider (LHC) and possible Future
Circular Colliders (FFC).

1.2 matter interactions

The monopole interaction with electromagnetic fields is similar to
that of electrically charged particles. A particle with electric and mag-
netic charge experiences a force in the presence of an electromagnetic
field which is described by the Lorentz force,

−→
F = q

(−→
E +−→v ×−→B

)
+ g

(−→
B −−→v ×

−→
E

c2

)
, (16)

with q and g the electric and magnetic charges respectively. The in-
teractions of a magnetic monopole with the electric field is at least an
order of magnitude stronger than that of an electrically charged parti-
cle, since the Dirac charge is equivalent to 68.5e. Conversely, the mag-
netic field from a moving monopole of charge g influences an electron
in an atomic orbital with a strength βg, where β is the monopole ve-
locity relative to the speed of light. Thus, both monopoles and highly
electrically charged objects (HECOs), that are probed in this analysis,
would appear as highly ionising particles (HIPs) in detectors.

5
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Figure 1: Electromagnetic energy deposition by ionisation (solid red line),
Bremsstrahlung (blue dashed line) and pair-production (dashed-
dotted green line) for a mass 1000 GeV |g| = 1.0gD magnetic
monopole in Argon as a function of the monopole relativistic γ
factor [18, 19].

For most HIPs, the most distinguishable parameter is its measured
energy loss in matter, dE/dx. For both, electrically and magnetically
charged particles, the energy loss is carried out via three mechanisms,
ionisation of the medium, pair-production and bremsstrahlung. A
comparison of the energy loss of a monopole of mass 1000 GeV and
charge |g| = 1.0gD in argon via the three different mechanisms is
shown in Fig. 1. The energy losses from bremsstrahlung and pair-
production in the range γ < 10 are negligible. With the dominant
energy loss process of a monopole at a particle collider being ionisa-
tion, it is the only process that is described in detail in this section.

1.2.1 Energy loss via ionisation

As electrically charged particles traverse through a medium, they lose
energy by either interacting with atomic electrons or by collisions
with the atomic nuclei. The interactions with electrons results in the
liberation of electrons from the atoms in the material (ionisation),
while the collisions with the nuclei displace the atom from the lat-
tice causing a Non-Ionising Energy Loss (NIEL). In practical particle
detectors, the energy loss via ionisation is far greater than that via
NIEL and hence is the only one considered here.

The mean ionisation energy loss (or stopping power) for electrically
charged particles (HECOs in this case) is described by the Bethe-Bloch
formula:

−
dE

dx
= K

Z

A

z2

β2

[
ln
2mec

2β2γ2

I
−β2 −

δ

2

]
(17)

where z is the charge of the projectile particle in units of e and βc its
velocity, mec2 the electron rest mass, I is the mean ionisation energy
of the material, and δ is the density effect correction that becomes
relevant for ultra-relativistic particles.

6
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For magnetic monopoles that ionise the medium that they traverse,
large energy depositions are expected due to the strength of the in-
teraction of orbiting electrons with the magnetic field of monopoles.
To study the interaction of monopoles with matter, the Eq. 17 can be
modified by substituting βg for ze.

The energy losses of monopoles consist of two regimes, namely,
a high-momentum transfer or close-interaction regime and a low-
momentum transfer or distant-interaction regime. The former is mod-
elled by Kazama, Yang and Goldhaber (KYG) who solved the Dirac’s
equation of an electron in the magnetic field of a monopole [20].
While the latter is modelled using the dipole approximation. An en-
ergy loss formula based on the first order Born approximation which
takes into account the close- and distant-interaction regimes with an
accuracy of about 3% for monopoles with β >0.2 and γ 6 100 was
developed by Ahlen [21]. The energy loss formula was given by,

−
dE

dx
= K

Z

A
g2
[

ln
2mec

2β2γ2

I
+
k(g)

2
−
1

2
−
δ

2
−B(g)

]
(18)

here, g = ngD is the magnetic charge, βc is the monopole speed. k(g)
is the KYG correction:

k(g) =

0.406, |n| 6 1

0.346, |n| > 1.5,
(19)

which arises from the relativistic cross section calculated in Ref. [20].
B(g) is the Bloch correction:

B(g) =

0.248, |n| 6 1

0.672, |n| > 1.5
(20)

which accounts for higher order effects for low-energy collisions in
which the monopole velocity approaches the orbital velocity of the
electron. For γ > 100 spin effects and contributions from the internal
structure of the nuclei become important and the above energy loss
equation does not hold.

For very low velocities (β < 0.01), the energy loss of monopoles in
silicon is described by [22, 23],

−
dE

dx
= (45GeVcm−1)n2β, (21)

with n = g/gD. Since the interactions with the electron spin are not
modelled, this formula gives a lower limit on the energy losses. The
intermediate velocity range of 0.01 < β < 0.1 is where shell effects
might play a small role and the energy loss is modelled by interpolat-
ing between the predictions of Eq. 18 and Eq. 21.

No spin dependence is assumed in the energy loss by ionisation of
monopoles since the spin-flip transitions are negligible in the ranges
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Figure 2: Energy loss per unit length, dE/dx, by an electrically charged par-
ticle with |z| = 68.5e (left) and a magnetic monopole of charge
|g| = 1.0gD (right) as a function of the particle velocity, β, for dif-
ferent materials [24].

considered. Only at very low velocities does the monopole spin be-
come important, at which point the ionisation has ceased due to the
β dependence of the magnetic field that the electron experiences [21].

On comparing equations 17 and 18, it can be seen that the en-
ergy loss by ionisation of a magnetic monopole of charge |g| =

1.0gD is four orders of magnitude greater than those of electrically
charged particles with |z| = 1.0e. With no velocity dependence for
the monopole energy loss in Eq. 18 the magnetically charged parti-
cles tend to deposit lesser of their kinetic energy at lower velocities
compared to the electrically charged particles. Correspondingly, the
electrically charged particles deposit most of their kinetic energies
at low velocities, known as Bragg peak, towards the energy of their
trajectory. The energy loss via ionisation by an electrically charged
particle of charge |z| = 68.5e and a magnetically charged particle of
charge |g| = 1.0gD as a function of the particle velocity β for different
materials is shown in Fig. 2.

1.3 detection techniques

A vast number of experiments have been carried out through the
years to search for magnetic monopoles, using direct and indirect
methods of detection. These experiments implement various tech-
niques and technologies that exploit the large ionisation signature
of monopoles as they traverse through matter. With the advent of par-
ticle detectors with precision tracking measurements, the monopoles
accelerated in a magnetic field could be searched for as anomalous
tracks. For monopoles trapped in matter, the simplest yet surest way
of detecting monopoles is by detecting a divergence in the magnetic
flux.

1.3.1 High ionisation active detection

As described in Sec. 1.2, monopoles are highly ionising particles with
energy losses that are orders of magnitude larger than those of elec-
trically charged particles. While most particle detectors are calibrated
for minimum ionising particles (MIPs), their technologies do allow
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Figure 3: Schematic depictions of the formation of a damage zone by a
highly ionising particle (left), the formation of an etch pit (middle)
and the enlarging of an etch pit with continued etching (right) [31].

detection of δ-electrons1 from the distinct monopole signature. For
example, while scintillator detectors and the Transition Radiation
Tracker (TRT), of ATLAS (A Toroidal LHC ApparatuS), are capa-
ble of detection both MIPs and HIPs, the design of the silicon and
pixel trackers at ATLAS would reach a peak plateau value and give
an ambiguous response. Therefore, depending on the detection tech-
nique, the charge collected or light produced, would generally give
a good distinction between monopoles and MIPs. For slow moving
monopoles however, the energy losses are not very well understood
and it is expected that they bind to the atomic nuclei.

While the ionisation technique does help identify monopoles, it
does not help distinguish between similar signature objects, such as
HECOs and dyons.

1.3.2 Heavily etched nuclear track detectors

Nuclear track detectors (NTDs) are plastic foils that are used to iden-
tify HIPs produced in both cosmic ray experiments [25, 26, 27, 28] and
particle colliders [29, 30]. The passage of HIPs through these foils cre-
ates damage at the level of polymeric bounds along their trajectory.
The extent of the damage is dependent on the charge and velocity of
the incident particle.

An etching process is followed, that causes etch-pits in the foil
which are detectable under an optical microscope (see Fig. 3). The
size and shape of these etches give information about the charge, en-
ergy and direction of motion of the incident highly-ionising particle.

1.3.3 Tracks in magnetic fields

Monopoles are accelerated along the magnetic field, unlike electric
charges that experience a force in a plane perpendicular to the direc-
tion of the field. Standard track algorithms in particle detectors are
built to reconstruct tracks of electrically charged particles, with the
curvature of the track in the r−φ plane helping in determining the

1 These are electrons that have been knocked off their atomic orbitals by energetic
particles that traverse through the medium.

9

– December 1, 2016



particle momentum. These algorithms can be reconfigured to detect
monopoles, that in the presence of a magnetic field are accelerated in
the field, producing straight tracks in the r− φ plane, but follow a
near parabolic trajectory in the r− z plane.

Such techniques have been used at the CLEO [32] and TASSO [33]
collaborations, that implement parametrisations of the expected tra-
jectory to help identify monopole tracks. It is noteworthy that the
large amount of δ-rays produced along the monopole’s trajectory
can cause the tracking algorithms to have difficulties in identifying
monopole-like particles in high granularity detectors.

1.3.4 Time of flight detection

Some experiments rely on the fact that monopoles are expected to
be heavy fundamental particles. Time-of-flight (TOF) detection tech-
niques are used to measure the time a particle takes to traverse
through a select region of the detector (for example, between two scin-
tillator detector planes), with heavier particles tending to take longer
times. This helps reduce cosmic backgrounds [32, 33] but can also be
combined efficiently into triggering algorithms to select particles at
colliders [34].

1.3.5 Cherenkov radiation

Cherenkov radiation is electromagnetic radiation that is produced
when a charged particle traverses a dielectric medium faster than the
speed of light in that medium. For cosmic monopoles moving with
high velocities, the amount of Cherenkov radiation produced can be
a strong identification factor [35]. Additionally, even slow moving
monopoles that produce copious amounts of energetic δ-rays, which
themselves produce Cherenkov radiation, can be distinguished from
backgrounds [36].

1.3.6 Nuclear emulsions

Nuclear emulsion plates are photographic plates with particularly
thick emulsion layers that are capable of recording tracks of charged
particles that pass through. The tracks can be analysed in detail after
developing the plates (much like old-school photographs). By measur-
ing track lengths and the ionisation in the emulsion, monopoles can
be detected by comparing to tracks to those of known particles [37].

1.3.7 Monopoles trapped in matter

Monopoles produced in the early universe might be trapped in mat-
ter, bound to nuclei of materials with binding energies of the order of
100 keV [38]. To detect such monopoles that are bound in matter, be
it meteorites, moon rocks or in the Earth’s crust, different techniques
than the ones discussed so far need to be implemented.
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In addition to early universe monopoles bound to planetary mat-
ter, those produced at particle accelerators can also be analysed.
Monopoles produced in high-energy collisions at colliders travel
through layers of inactive medium before reaching sub-detector sys-
tems that are used to identify them. Therefore it is possible that
monopoles stop and are trapped in the inactive detector material. In
the case of experiments housed at the LHC, material close to the in-
teraction points (for example, beam pipe surrounding the interaction
points) are generally a source for looking for trapped monopoles [24].

Extraction technique

The monopoles that are trapped in matter can be extracted by apply-
ing a strong magnetic field (5 T or higher) to pull monopoles out of
a solid sample surface [39, 40, 41, 42, 43]. Additionally, the sample
can also be heated and evaporated before extracting the monopole
with the magnetic field [44]. The magnetic field applied would accel-
erate the extracted monopole to an appropriate velocity and before
being identified using an array made of say, scintillators or nuclear-
track detectors. Thus the experiments that use this method generally
implement it in three steps, (1) extraction, (2) acceleration and (3) de-
tection, with uncertainties associated to each step of the process. The
efficiencies generally depend on the assumed monopole mass and
charge and drop to zero above a certain mass value [45].

Induction technique

With the development of the superconducting magnetometers, the
extraction technique was gradually abandoned in favour of the more
beneficial induction technique. The induction technique reduces the
number of steps required to analyse a sample (no extraction nor accel-
eration steps required), the large solid samples can be analysed faster
and the measurement is directly sensitive to the magnetic charge with
no dependence on the monopole mass.

The technique involves passing the samples through a supercon-
ducting coil and measuring the change in the induced currents (per-
sistent current). This persistent current is directly proportional to
the charge of the monopole with the indisputable signature of a
monopole provided by consistent non-zero persistent current mea-
surements via multiple passes of the sample through the coils. The
MoEDAL (Monopole and Exotics Detector at the Large Hadron Col-
lider) experiment search carried out in this thesis (see Chapter 4)
uses the induction technique to search for trapped monopoles in the
MoEDAL Magnetic Monopole Trapper samples [29] as well as the
beam pipe from the CMS (Compact Muon Solenoid) experiment [46].

1.4 observations of monopole-like events

A host of searches for magnetic monopoles produced at accelerators,
in cosmic rays or bound in matter have been performed with no re-
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producible evidence for its existence. However, through the course
of time, there have been certain experiments that claimed apparent
observations which briefly caused great excitement in this field. The
interpretations of these results have either been re-evaluated or in
some cases, deemed to be inconclusive to claim the existence of a
magnetic monopole.

In 1975, a balloon-borne experiment claimed that it observed a
downward-pointing track that strongly supported the observation of
a 2gD monopole with a mass of over 200 GeV [47]. The experiment
consisted of layers of NTD foils that were complemented with a layer
of nuclear emulsion and a layer of Cherenkov radiator coupled to a
fast film. Later reassessment of the data showed the track to be in-
consistent with that of a monopole and with only a single event, the
actual identity of the particle could not be established [26].

A series of experiments in the 1980s also showed observations of
magnetic monopoles. The first of which was performed by Cabrera
in 1982, where a four-turn loop of 5 cm diameter was connected to
a superconducting input coil of a SQUID (Superconducting Quan-
tum Interference Device) magnetometer [48]. The passage of a Dirac
monopole through the loops results in a flux change of 8φ0 - a factor
of 4 from the turns in the pickup loop and of 2 from the monopole
itself. In its 151 days of data-taking period, a single large event was
recorded on 14

th February, 1982, which was consistent with the signal
of a single Dirac charge monopole. While this is the best observation
of a magnetic monopole to date, the observation comes with some
caveats. First, the observation being caused by instrumental effects
could not be ruled out. Second, the monopole flux calculations were
inconsistent with results from other cosmic ray facilities [27].

Another experiment in 1983, placed nuclear emulsion plates con-
tained in a lead-mercury shield in the Homestake gold mine at a
depth of 1370 m for 250 days. While the shielding eliminates local ra-
dioactivity affecting the plates, the deep underground location erad-
icates essentially all cosmic ray background. After the exposure, the
volume was scanned for all visible tracks, with all but seven tracks
attributed to α particles (based on track lengths). Six of those seven
tracks were further analysed and found to be protons due to reactions
of thorium decay α’s [37]. The seventh track, however, is attributed to
either ternary fission reaction which has a probability of occurrence in
this experiment of 0.01 or, to the more exotic hypothesis that suggests
a monopole-induced ternary-fission, i.e. a monopole creates intense
fields that distorts the nucleus to which it is bound to sufficiently
induce a fission reaction.

A dedicated magnetic monopole detector deployed in 1986 made
an observation of an unexplained event. The experimental setup was
based on the induction technique and the 0.18 m2 detector had an
effective observation time of 8242 hours. The expected total magnetic
flux is 2 φ0 from a Dirac monopole and this experiment recorded an
event with a total flux of 0.83 φ0 on August 11

th
1985. The authors

wrote a detailed paper [49] highlighting all the plausible reasons for
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the event, with none of them seeming likely, making the event yet
another possible monopole candidate.

1.5 searches for cosmological monopoles

Monopoles are shown to be a general consequence of the unifica-
tion of the fundamental interactions [50, 9, 10]. However, this in itself
is not reason enough to guarantee an observation. If the masses of
monopoles are indeed 10

16 GeV, then given the technology at the
current accelerator experiments, there is no possibility of producing
these monopoles.

However, in the phase transitions during the very early stages of
the universe, monopole production would have been possible. Being
stable particles, the monopole density could only be diminished by
annihilation of monopole-antimonopole pairs. With the rapidly ex-
panding universe however, these pairs might have a harder time ’find-
ing’ each other, and therefore an appreciable density of monopoles
might have persisted. These GUT models do lead to the cosmological
monopole problem, which predicts the monopole density to be compa-
rable to that of the baryon density, giving rise to a contradiction be-
tween GUT and cosmological models. This problem is avoided by con-
sidering the inflationary universe model which, apart from providing
other cosmological problems, reduces the monopole abundance to an
acceptably small level. With multiple scenarios in which monopoles
can be produced [50], searches for cosmological monopoles attract an
active interest amongst experimentalists, the only “problem” being
that these cosmological models make no definitive predictions on the
monopole abundance.

A stringent limit on the flux of the monopoles is obtained from
the Parker limit [51]. It observes that magnetic monopoles are accel-
erated by the magnetic field of the Milky Way galaxy whose energy
density is dissipated at a rate proportional to the monopole density.
A flux bound for magnetic monopoles of 10

−16cm−2s−1sr−1 is ob-
tained by requiring that the magnetic field energy is not substantially
depleted within a time period of the order of 10

8 years. This rate of
dissipation of the magnetic field energy exhibits a mass dependence,
thereby altering the flux limit for monopoles with mass > 10

20 GeV
to 10

−13cm−2s−1sr−1.
The velocities of the heavy cosmological monopoles are affected by

gravitational and magnetic fields. Independent of its mass, a cosmo-
logical monopole would acquire a galactic in-fall velocity of 10

−3c
from gravitational fields alone. The effect of the galactic magnetic
field of strength B ≈ 3 × 10−10 T, on a cosmological monopole of
Dirac charge over the coherence length of about L ≈ 1019 m results
in a velocity of

v =

(
2gDBL

m

)
≈ 10−2c. (22)
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Monopoles travelling at such low velocities are highly penetrative,
such that a monopole with mass 10

16 GeV would penetrate 10
11 cm

of rock - essentially passing through the Earth without slowing down.
Therefore, a combination of various detector techniques are applied
in experiments searching for cosmological monopoles to be sensitive
to a large range of monopoles masses2.

The Laboratori Nazionali del Gran Sasso hosted the Monopole As-
trophysics and Cosmic Ray Observatory (MACRO) [52] which is a
large multipurpose underground detector. The detector collected data
from 1989 to 2000, and was sensitive to GUT monopoles with veloc-
ity β > 4× 10−5. Using a combination of layers of liquid scintillator,
streamer tubes filled with a helium-n-pentane gas mixture and nu-
clear track detectors (NTDs), MACRO was able to set a flux limit of
1.4 × 10

−16cm−2s−1sr−1 for β > 4× 10−5 [27].
The Radio Ice Cherenkov Experiment (RICE, 2008) located at

the South Pole was well suited to search for intermediate-mass
monopoles (107 6 γ 6 1012) [35]. This is attributed to its large effec-
tive volume and its ability to clearly distinguish between a monopole
that drastically loses energy in the ice as opposed to a neutrino event.
The experiment was sensitive to relativistic (γ > 106) intermediate-
mass monopoles, i.e. monopoles with mass significantly less than
the conventional GUT energy [53]. With no observed monopole-like
events, RICE was able to set an upper limit on the monopole flux of
the order of 10−18cm−2s−1sr−1. While the β range covered by RICE
is fairly limited compared to previous searches, the limits established
for intermediate-mass monopoles exceeded those from MACRO by
two order of magnitudes.

A balloon-borne experiment called ANITA-II (Antarctic Impulsive
Transient Apparatus) accumulated data for 31 days between Decem-
ber 2008 and January 2009 [54]. The experiment was designed to de-
tect Cherenkov radiation produced in ice, with the capabilities of de-
tecting ultra-relativistic monopoles. In the absence of any monopole-
like events, ANITA-II set an upper limit on the monopole flux to
10−19cm−2s−1sr−1 within the kinematic range of γ > 109.

The ANTARES (Astronomy with a Neutrino Telescope and Abyss
environmental RESearch) experiment is an underwater telescope
based in the Western Mediterranean Sea [55]. It is deployed at a
depth of 2467 m with modules consisting of photomultiplier tubes
that detect Cherenkov radiation from the ionisation of the sea wa-
ter. Fast monopoles (β > 0.51) of charge 1.0gD are expected to pro-
duce 8550 times more Cherenkov photons than muons of the same
velocity [36]. ANTARES took data for 116 days (in 2007-2008) and
with different analysis selections applied to different monopole β
bins in the range 0.55 6 β 6 0.995. One single event was observed
in the range, 0.675 6 β 6 0.725, which was consistent with the ex-
pected atmospheric muon and neutrino background. A 90% Confi-
dence Limit (C.L.) upper limit on the monopole flux is set in the

2 In a sense, the induction method which is solely dependent on the magnetic flux
produced by a monopole, it is capable of detecting monopoles of all masses and
velocities.
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Figure 4: The ANTARES 90 % C.L. upper limit on an upgoing magnetic
monopole flux for relativistic velocities 0.625 6 β 6 0.995 obtained
in this analysis, compared to the theoretical Parker bound [51], the
published upper limits obtained by MACRO [27] for an isotropic
flux of monopoles as well as the upper limits from Baikal [56] and
AMANDA [57] for upgoing monopoles [36].

range 1.3× 10−17 and 8.9× 10−17cm−2s−1sr−1 for monopoles in the
range 0.625 6 β 6 0.995, as shown in Fig. 4.

Located at the South Pole, the IceCube experiment consists of
86 strings with 60 digital optical modules (DOMs) each [58]. These
consist of photomultiplier tubes to detect Cherenkov radiation and
are deployed at a depth of 1450 - 2450 m and cover a total vol-
ume of one cubic kilo-meter. Using the data collected in 2008-09 and
2011-12, searches for relativistic (β > 0.76) and mildly relativistic
(β > 0.51) monopoles were made. No candidates for monopoles were
found and a monopole flux limit was constrained down to a level of
1.55× 10−18cm−2s−1sr−1 [36].

The SLIM (Search for LIght Monopoles) experiment located at
the Chacaltaya high altitude Laboratory (5230 m) consisted of an
array of a large NTDs [25]. The detector was sensitive to interme-
diate monopole mass in the range 105 < M < 1012 GeV. It had a
β-dependent charge sensitivity, with sensitivity to charge 2gD in the
range 4× 10−5 < β < 1 and to charge 1gD in the range β > 10−3.
With no candidates found in the NTDs, a 90% C.L. upper limit of
1.3× 10−15cm−2s−1sr−1 was set [28].

The Super-Kamiokande [59] experiment sets a stringent limit on
the monopole flux ranging from 6× 10−28 to 7× 10−20cm−2s−1sr−1

for monopoles with massm > 1017 GeV. This limit was set using 2853

days of data taken over a decade (from Apr. 1996 - Aug 2008) through
three upgrade cycles of the Super-K [60]. The approach at Super-K
was to detect an excess of neutrinos from the sun with an energy
of 29.79 MeV which are produced when monopoles accumulate and
catalyse proton decays.
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1.6 monopoles bound in matter searches

The searches for monopoles trapped in matter provide a complimen-
tary alternative to collider searches and searches in cosmic rays. The
experiments that search for trapped monopoles are sensitive to low
mass monopoles that may be a result of secondary production in col-
lisions between high-energy cosmic rays and astronomical bodies. In
addition, they are also sensitive to high mass monopoles that may
have been formed in the early universe (during the Big Bang nu-
cleosynthesis) and may be trapped in the core of planetary bodies,
known as stellar monopoles. A small summary of such searches is pro-
vided below. For a comprehensive description see [45] .

Monopoles in the atmosphere can be gathered through a detec-
tor using a stronger field of a large magnet (depending on the po-Atmospheric

monopoles larity of the monopole). Such an approach was used over an ef-
fective collecting area of 24,000 m2 and a 90% C.L. limit of 4.4 ×
10−16cm−2sr−2s1 was set on the monopole flux of incoming posi-
tively charged monopoles for a wide range of masses (up to 107 GeV),
charge (1.0-12.0gD) and energies (102 − 1011 GeV) [61].

If monopoles thermalise in the atmosphere, the surface of mag-
netite outcrops which act as attraction sites is a possible location to
detect them. Using a portable extraction device, 1000 m2 of a site
in the Adirondack Mountains was scanned for positively charged
monopoles. With no monopoles being found, a limit on the monopole
flux of about 1.6 × 10−14cm−2sr−1s1 for monopoles with charge
above 1.0gD and mass below 10 GeV [39].

Monopoles can accumulate in deep-ocean deposits if they are ther-
malised by either the atmosphere or in ocean water [40, 41, 42]. TheOcean searches

large exposure time (of the order of a million years) is the main ad-
vantage of such searches, which is also sensitive to higher masses and
energies (given the depth of the ocean) compared to above sea-level
experiments.

The most stringent limit from the ocean searches resulted from the
combination of three different searches. These were performed on
1600 kg of sediments from deeper ocean (4.4 km depth on average), 8

kg of 2.5-cm-thick ferromanganese crust from the Mid-Atlantic ridge
and four manganese nodules collected from the floor of the Drake
Passage using the extraction technique. A combined upper limit of
4.8 × 10−19cm−2sr−1s−1 was set for cosmic monopoles with mag-
netic charge of magnitude 1.0-60.0gD, with masses below 130 GeV,
stopping in the atmosphere or ocean.

Using the induction technique, Moon rock samples that were col-
lected during the Apollo missions (19.8 kg in total) were analysedSearches in moon

rocks for magnetic monopoles in the early 1970s. These samples have an
expected exposure time of about 500 million years. A flux limit of
6.4× 10−19cm−2sr−1s−1 was set for cosmic monopoles that would
stop within a 4 m depth of the Moon’s surface [62, 63].

Monopoles created in the early universe and bound to the plane-
tary cores could resurface by being bound to polar rocks. A searchPolar volcanic rocks

conducted in 2013, used 23.4 kg of volcanic rocks from a large variety
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of locations in arctic and Antarctic areas and analysed them using the
induction technique. The search resulted in a limit of 1.6× 10−5/gm
at 90% confidence limit on the stellar monopole density in the So-
lar System. In addition, this search was extended to interpret cosmic
monopoles within an energy and mass range that were likely to stop
inside the Earth, yielding a limit of 2.2× 10−14cm−2sr−1s−1 [64].

1.7 searches for monopoles at colliders

The L3 experiment at LEP searched for indirect monopole signatures
by looking for the process Z→ γγγ [65]. The process which is highly
suppressed in the Standard Model has its cross section enhanced by Indirect searches

the existence of monopoles that would couple to the Z boson. The
analysis found the results consistent with Quantum Electrodynamics
(QED) background expectations which lead to setting a branching
ratio limit BR(Z→ γγγ) < 0.8× 10−5, with a lower limit on the mass
of the monopole at 520 GeV.

At Tevatron, the DØ experiment performed another indirect search
at
√
s = 1.8 TeV [66]. The search focused on the high monopole-photon

coupling, which is orders of magnitude higher than the photon cou-
pling to the electric charge. The analysis expected virtual monopoles
to give rise to photon-photon re-scattering as described in [67, 68].
With no excess of events observed over the background, lower 95%
C.L. limits of 610, 970, or 1580 GeV on the mass of spin-0, ½ and 1

Dirac monopole is set.
The MODAL (Monopole detector at LEP) experiment (the prede-

cessor of MoEDAL), was a dedicated monopole experiment at the
e+e− LEP collider operated at

√
s = 91.1 GeV [30]. The MODAL ex-

periment placed NTD foils around the I5 interaction point at LEP, Searches at e+e−

colliderswith monopoles expected to have distinct tracks of highly ionising
particles through the foil. With no candidates for monopoles found
during two exposure periods in 1990 and 1991, MODAL set cross sec-
tion limits of 70 pb assuming the Drell-Yan mechanism. A similar at-
tempt using NTD foils wound around the beam pipe and other parts
of the OPAL (Omni-Purpose Apparatus at LEP) detector produced
cross section limits of 0.3 pb, assuming the Drell-Yan mechanism [69].
With a centre-of-mass energy of 90 GeV at LEP, both these experi-
ments were able to probe masses up to only 45 GeV, for charges up
to 2.0gD.

The results from a search at OPAL at LEP2 with data collected at√
s = 206.3 GeV improved on those from LEP. The search focused on

monopole signatures of high ionisation in the jet chambers of OPAL
and bent tracks in the plane parallel to its solenoid magnetic field.
With zero events observed, the upper limits on the production cross
section of Drell-Yan produced monopoles of charge 1.0gD in the mass
range of 45-102 GeV, was set to 0.05 pb.

The beam pipe from the H1 experiment at the e+p HERA collider
running at

√
s = 300 GeV, was used to search for monopoles using the Searches at HERA

induction technique [70]. With no events consistent with monopole
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signal detected, upper limits varying from 0.06 pb to 2 pb (for charges
1.0-6.0gD) in the mass range 5-140 GeV were set. It should be noted
that this search assumed a pair-production of monopoles through
photon-photon interactions, since Drell-Yan production does not oc-
cur in e+p collisions. The model considered in this search considered
monopoles of spin-0 produced in elastic collisions and those of spin-
½ monopoles produced in inelastic collisions.

Three independent analyses were carried out at Tevatron for the
direct search of magnetic monopoles. The first used the inductionSearches at Tevatron

technique on detector samples of the DØ and CDF (Collider Detec-
tor at Fermilab) detectors that were exposed to collisions at

√
s = 1.8

TeV [71]. The search assumed a Drell-Yan production mechanism and
set upper limits on the production cross sections at 0.6, 0.2, 0.07 and
0.2 pb for charges 1.0, 2.0, 3.0 and 6.0gD respectively. Correspond-
ingly lower mass limits were set at 265, 355, 410 and 375 GeV respec-
tively. In addition to the induction search, the CDF experiment used
collision data with

√
s = 1.96 TeV to search for monopoles with a ded-

icated time-of-flight trigger that is sensitive to monopoles with β >
0.2 [34]. The analysis relied on the monopole signature of high ioni-
sation associated with a track consistent with a magnetically charged
particle. With no events observed after the analysis selections, an up-
per limit on the production cross section of 10−2 pb, assuming the
Drell-Yan production mechanism for monopoles of charge |g| = 1.0gD
is set, with a lower mass limit set to 476 GeV.

The most recent collider search for magnetic monopoles comes
from the ATLAS experiment with data from 7 TeV pp collisions [72].Searches at LHC

The search used a combination of the Transition Radiation Tracker
(TRT) and the Electromagnetic (EM) Calorimeter to identify signa-
tures of monopoles of masses ranging from 200 to 1500 GeV. The
analysis selections found no monopole events compatible with those
of an expected monopole signature. A model independent limit us-
ing fiducial regions of high and uniform selection efficiency (see sub-
section 3.4.7 for details for a similar procedure adopted for the anal-
ysis described in this dissertation) was used to set a limit of about 2

fb on the production cross section of monopoles of charge 1.0gD and
with masses ranging from 200 to 1500 GeV. Additionally, the analysis
also considered a Drell-Yan production mechanism to set the cross
section limit that ranged from 0.2 to 0.02 pb for masses between 200

to 1200 GeV. The lower mass limit of 862 GeV was obtained for a
Drell-Yan produced monopole.

The ATLAS analysis carried out at
√
s = 7 TeV, is the inspiration

for the work that is presented in this dissertation which performed
a similar search at the increased centre-of-mass energy in 2012. In
this work, a new trigger was developed that allowed ATLAS to probe
magnetic monopoles with charges greater than 1.0gD, for the first
time. In addition, the trigger could also select events with lower en-
ergies, thereby significantly improving the overall signal efficiency
of the analysis. This work also documents an analysis that was per-
formed with the Magnetic Monopole Trapper (MMT) prototype of
the MoEDAL experiment. The MoEDAL experiment is sensitive to
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Experiment Type of search
√
s σlimit Mass limit [GeV]

L3 Indirect 91.1 GeV 0.8× 10−5 3
520

DØ Indirect 1.8 TeV - 610

MODAL Direct 91.1 GeV 70 pb 45

OPAL (LEP) Direct 91.1 GeV 0.3 pb 45

OPAL (LEP2) Direct 206.3 GeV 0.05 pb 45-102

H1 Direct 300 GeV 0.06 pb 5-140

DØ, CDF De-
tector material

Direct 1.8 TeV 0.6 pb 265

CDF Direct 1.96 TeV 0.01 pb 476

ATLAS Direct 7 TeV 0.2 - 0.02 pb 200 - 1200

Table 1: A summary of the previous experimental searches for magnetic
monopoles with 1.0 gD Dirac charge at colliders.

probe much higher charges of magnetic monopoles (up to g = 6.0gD)
and provides a complementary analysis to the ATLAS searches.

3 This indirect search set limits on the branching fraction as described in the text
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2
T H E L A R G E H A D R O N
C O L L I D E R , AT L A S A N D
M O E D A L

2.1 the large hadron collider

The CERN accelerator complex (see Fig. 5) is a series of machines
that progressively increases the energy of the proton beams in each
machine before the next in series takes over. The LHC is the last el-
ement of this chain, where protons are accelerated up to the record
energy of 7 TeV [73].

In the Linear Accelerator (LINAC 2), the protons are sourced from
a hydrogen gas bottle by stripping the gas of its electrons on passage
through an electric field. At the end of LINAC 2, protons reach an
energy of 50 MeV and enter the Proton Synchrotron Booster (PSB) 1.
The beams are passed on from PSB to the Proton Synchrotron (PS)
and then to the Super Proton Synchrotron (SPS). At the end of each
synchrotron the protons are accelerated gradually from 1.4 GeV to
25 GeV and finally to 450 GeV. They are then transferred to the LHC
(in both directions of the LHC ring, the fill time is 4’20” per LHC
ring) where they are accelerated to their nominal energy of 7 TeV. Un-
der normal operating conditions, beams could circulate in the LHC
approximately 15 hours [73].

The Large Hadron Collider (LHC) is a two-ring-superconducting-
hadron accelerator and collider that is installed in the 26.7 km tunnel,
which was formerly occupied by the Large Electron-Positron (LEP)

1 marked as only BOOSTER in Fig. 5

Figure 5: The CERN accelerator complex with the LHC forming the largest
and the final element in a series of machines used to boost the
energy of the particle beams. Taken from Ref. [74].
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Parameter 2010 2011 2012 Design Value

Beam energy 3.5 3.5 4 7

Bunch spacing [ns] 150 75/50 50 25

Maximum number of bunches 368 1380 1380 2808

Maximum bunch intensity (pro-
tons per bunch)

1.2×10
11

1.45×10
11

1.7×10
11

1.15×10
11

Peak luminosity [cm−2s−1] 2.1×10
32

3.7×10
33

7.7×10
33

1×10
34

Maximum mean number of
events per bunch crossing

4 17 37 19

Table 2: The table highlights a few important parameters of the LHC. The
table is taken from [75].

collider. The tunnel lies between 45 m and 170 m underground on a
plane inclined at 1.4% sloping towards the Leman lake.

In the LHC, particles circulate in a vacuum tube and are manip-
ulated using electromagnetic devices. Dipole magnets help keep the
particles in near circular orbits, quadrupole magnets focus the beam
and accelerating cavities are electromagnetic resonators that acceler-
ate particles.

The protons are circulated around the LHC ring in 2808 bunches,
with each bunch consisting of about 10

11 protons. The LHC is de-
signed to operate with a bunch spacing of 25 ns, however during the
2012 data taking period, the bunch spacing was 50 ns. Tab. 2 lists the
important parameters of the LHC.

One of the goals of the LHC is to probe the physics beyond the
SM with a centre-of-mass collision energies of up to 14 TeV. For a
given process, the number of events generated per second in the LHC
collisions is given by:

Nevent = Lσ (23)

where σ is the cross section of the process of interest and L the
machine luminosity. The luminosity depends on different beam pa-
rameters which can be described for a Gaussian beam distribution
by:

L =
N2bnbfrevγr

4πεnβ∗
F (24)

where Nb is the number of particles per bunch, nb the number of
bunches per beam, frev the revolution frequency, γr the relativistic
gamma factor, εn the normalised transverse beam emittance and β∗
the beta function at the collision point. The geometric luminosity re-
duction factor F takes into account that the beams collide under a
small crossing angle.
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The cross sections have by definition the dimension of an area
which are denoted in units of barn (1 barn = 10

−28 m2). Different
physics processes have different cross sections associated to them,
with rarer processes (possibly even the production of monopoles) hav-
ing very low cross sections. In order to observe such processes one
must make sure to have sufficiently large number of collisions (lumi-
nosity) within a reasonable time.

The absence of the observation of beyond the SM physics is results
in setting a cross section limit for a given process. These limits describe
the constraint on the production cross section of a physics process
which can be easily compared across various experiments.

There are four interaction points of the LHC where the two proton
beams cross each other. At each interaction point a detector is located
to study the interactions as seen in Fig. 5. ATLAS and CMS are two
high luminosity experiments that are designed to run at a peak lu-
minosity of L = 10

34 cm−2s−1 for proton collisions. The dedicated
B-physics detector, LHCb, is a low luminosity precision experiment
with a typical peak luminosity of L = 10

32 cm−2s−1. The LHC will also
operate with heavy ion beams for ALICE (A Large Ion Collider Exper-
iment) which intends to study the quark-gluon plasma and will have
a peak luminosity of L = 10

27 cm−2s−1 for nominal lead-lead ion oper-
ations. The LHC can deliver a maximum total integrated luminosity
per year of 80 - 120 fb−1, depending on the average turnaround time
of the machine during operation [73].

During the 2012 data taking period the maximum centre-of-mass
energy reached was 8 TeV while the 13 TeV collisions began only in
2015.

2.2 the atlas detector

The ATLAS detector is the largest detector at the LHC and like CMS
is a multi-purpose detector, designed to perform precision Standard
Model (SM) experiments as well as probe for new physics phenom-
ena. Weighing about 7000 tonnes, the detector provides hermetic cov-
erage and is made of several sub-detector components that perform
precision tracking, particle identification and measure a range of par-
ticle energies.

Fig. 6 shows a schematic diagram of the ATLAS detector with its
sub-detector components marked out. The Inner Detector (ID) is en-
compassed in a 2 T solenoid field.

The significant energy loss of electrically charged particles at lower
β compared to magnetically charged objects means that monopoles
are likely to penetrate further into the detector as compared to
HECOs. This is reflected in the Fig. 7 which shows the minimum
kinetic energy required by electrically (left) and magnetically (right)
charged objects to reach the EM calorimeters in ATLAS (and other
detectors).
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Figure 6: A cut-away view of the ATLAS detector [76].
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Figure 7: The minimum kinetic energy required by HIPs to reach the
calorimeter of the ATLAS detector, as a function of the magnetic
charge (left) and electric charge (right). The curves are shown for
1000 GeV and 2000 GeV masses at angles corresponding to η~0

(top), η~1.4 (middle) and η~2.0 (bottom) [24].
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Figure 8: The energy below which magnetically charged particles stop in
the ATLAS or CMS beam pipe as a function of pseudo-rapidity for
various magnetic charges and masses [24].

Figure 9: The energy below which magnetically and electrically charged
dyons with m = 1000 GeV and η = 0 stop in the ATLAS or CMS
beam pipe as a function of their magnetic and electric charges [24].

2.2.1 The beam pipe

Particles from collisions at ATLAS need to penetrate through the
beryllium beam pipe before entering the ID. The relatively high
density of beryllium is capable of stopping low energy and high
mass HIP candidates as seen in Fig. 8. Fig. 8 shows that low energy
monopoles do not punch through the beam pipe at low |η|. Similarly,
the punch through energy for dyons (particles with both electric and
magnetic charge) with η =0 and m=1000 GeV, is shown Fig. 9.

2.2.2 The ATLAS Inner Detector

Submerged within the large solenoid is the optimised, multi-
technology ID [77] used as the central tracking detector. Within |η| <

2.5 the ID is designed to provide excellent momentum and track reso-
lution of charged particles from both primary and secondary vertexes,
above a given pT threshold (nominally 0.5 GeV) [76]. In addition,
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Figure 10: Plan view of the quarter-section of the ATLAS inner detector
showing each of the major detector elements with its active di-
mensions and envelopes [76].

it also provides electron identification over |η| < 2.0 and an energy
range extending from 0.5 GeV to 150 GeV.

The cylindrical ID has a length of ±3512 mm (about the origin
on the z-axis) and a radius of 1150 mm. Three independent but
complementary sub-detectors constitute the ID, with the envelopes
of each sub-detector shown in Fig. 10, the details of which can be
found in [76]. The silicon pixel and micro-strip layers provide precise
and discrete space points that allow for high-resolution track pattern
recognition. These layers are surrounded by the TRT that comprise
many layers of gaseous straw tube elements interleaved with tran-
sition radiation material. The TRT provides continuous tracking to
enhance the pattern recognition and improve momentum resolution
within |η| <2.0.

Fig. 11 and 12 show the sensors and the structural elements that
are traversed by 10 GeV tracks in the barrel and end-cap regions re-
spectively.

The different components of the ID respond differently to the high
ionisation of traversing HIPs.

The Pixel detector consists of 1744 silicon pixel modules [78] ar-
ranged in three concentric layers in the barrel and three disks in each
end-cap. It covers the radial distances from 50.5 mm to 150 mm. Each
module consists of 47,232 pixels, with each pixel of about 50µm × 400

µm. The distance between adjacent pixels (or strips) is known as pitch.
The direction of the shorter pitch on the pixel modules helps define
the local x and y coordinates giving the precision measurement in the
R-φ plane [79]. The y-coordinate is given by the longer pitch which is
oriented approximately along the z-axis in the barrel and along the R
in the end-cap. Each module consists of 16 radiation-hard front-end
chips [80] and a total of ~80.4 million readout channels for the pixel
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Figure 11: A schematic drawing showing the sensors and structural ele-
ments traversed by a charged track of 10 GeV pT in the barrel
inner detector (η=0.3). The track traverses through the beryllium
beam pipe, three cylindrical silicon-pixel layers, four cylindrical
double layers of barrel silicon-microstrip sensors and approxi-
mately 36 axial straws in the barrel TRT modules [76].

Figure 12: Drawing showing the sensors and structural elements traversed
by two charged tracks of 10GeV pT in the end-cap inner detector
(η=1.4 and 2.2). The end-cap track at η=1.4 traverses successively
the beryllium beam pipe, the three cylindrical silicon-pixel layers,
four of the disks with double layers of end-cap silicon-microstrip
sensors (SCT), and approximately 40 straws contained in the end-
cap TRT wheels. In contrast, the end-cap track at η=2.2 traverses
successively the beryllium beam pipe, only the first of the cylin-
drical silicon-pixel layers, two end-cap pixel disks and the last
four disks of the end-cap SCT. The coverage of the end-cap TRT
does not extend beyond |η|=2 [76].
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detector. For particles originating from the interaction point, the pixel
layer provides three measurement points.

The charge delivered on each sensor is amplified by an analogue
block and compared to a programmable threshold (3.5 keV in the caseHIPs traversing

through pixel of ATLAS) using a comparator [81]. The Time-over-Threshold (ToT)
is calculated by subtracting the Trailing Edge (TE) time stamp from
the Leading-Edge (LE) time stamp. The calibration results in a ToT
count of 30 for a minimum ionising particle that is incident normally
on the 250 µm thick sensor [82]. The hit information is deleted if the
hit time exceeds the latency of the L1 trigger (approximately 3.2 µs),
corresponding to a ToT overflow at 255. The high ionisation of the
traversing HIPs causes a large ToT resulting in the loss of signal from
the pixel.

The SemiConductor Tracker (SCT) detector system is composed
of 4088 modules of silicon-strip detectors spanning radially from 299

mm to 560 mm. In the barrel, the modules are arranged in 4 concen-
tric layers around the interaction point, parallel to the solenoid with
a constant pitch of 80 µm. In each end-cap region the modules are
placed on 9 disks perpendicular to the z-axis with variable pitch. Most
SCT modules consist of four silicon-strip sensors - two on each face
of the module. A hybrid readout channel is placed between these sen-
sors which has a binary output that registers a hit if the pulse height
in a channel exceeds a preset threshold; normally corresponding to a
charge of 1 fC.

The SCT readout architecture is binary, in which each channel
holds information that conveys if the pulse-height from the hit isHIPs traversing

through SCT above the preset threshold or not. No further information about the
size of the pulse is recovered later. The calibration of these thresholds
is therefore central to the detector operation to ensure uniform, good
efficiency while maintaining the noise occupancy at a low level. Un-
like the pixel though, there is no loss of signal for a HIP traversing
the SCT. However, its high ionisation generates high activity in the
SCT - with large number of hits produced by the HIP and associated
δ-electrons.

The Transition Radiation Tracker detector is a straw tracker com-
posed of 298304 carbon-fibre reinforced Kapton straws 4 mm in diam-
eter held at a potential of -1530 V with respect to a 31 µm diameter
gold-plated tungsten wire at the centre referenced to ground [83]. It
covers radial distances from 563 mm to 1066 mm. It is arranged in
three cylindrical layers in the barrel with 32 modules in each layer
and readouts at either ends. The end-cap modules are radially ar-
ranged in 80 wheel-like structures.

The TRT operates as a drift chamber, such that the base gas is
ionised by the traversing charged particle creating about 5-6 primary
ionisation clusters per mm of path length. A detectable signal is pro-
duced by the drifting electrons that reach the wire and cascade in the
strong electric field. The signal on each wire is amplified, shaped and
discriminated against an adjustable threshold [84]. The gas mixture
used in the TRT is of 70% Xenon, 27% Carbon-dioxide and 3% Oxy-
gen. Xenon gas has a high efficiency to absorb transition radiation
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photons, which is required for particle identification capabilities of
the TRT [85, 86].

The custom-designed Application Specific Integrated Circuit
(ASIC) is built for analog readout and performs Amplification, Shap-
ing, Discrimination, and Base-Line Restoration (ASDBLR). A second
ASIC, the Drift Time Measuring Read Out Chip (DTMROC) samples
the results from ASDBLR and makes time measurement of the signals
and provides a digitised result to off-detector electronics for up to 16

straw channels [84].
The TRT, is capable of registering a hit-type information regardless

of the magnitude of the energy deposit. The average energy deposit
by a minimum ionising particle is 2.3 keV, producing a low-threshold
(LT) TRT hit2. The much higher energy from transition photons de-
posit about 6-15 keV and are detected by a second, higher threshold
(HT) discriminator.

The basic operational mode of the TRT is the detection of avalanche
currents on the anode wire initiated by the clusters of primary ion-
isation electrons from a track. For the avalanche currents above the
threshold, the ASDBLR sends a pulse to the DTMROC where the LE
- marked by the first transition bit - corresponds to the distance of
closest approach. While the TE corresponding to the maximum drift
time is, roughly, fixed to 2 mm. The TRT reads out data in three time
periods, each of 25 ns, for any triggered event. Each of the 25 ns time
periods is divided into eight time bins of 3.12 ns by the DTMROC,
where the information about whether the low threshold is exceeded
is recorded for every time bin. The high threshold hit information is
registered separately over the entire 25 ns time period. If any of the
time periods registers a HT bit, the hit is said to be a HT hit. When
the Level-1 accept signal is received from the central ATLAS trigger
system, the DTMROC ships 27 bits (24 bits for tracking and 3 bits of
high threshold information for 3 × 25 ns periods) to the Back End
RODs where it is assembled into events for Level 2 and later process-
ing. The maximum drift time in the magnetic field is approximately
60 ns, which motivates the choice of sending three crossing times’
worth of data. Fig. 13 shows an illustration of the readout from the
DTMROC.

A HIP traversing the TRT will heavily ionise and produce a large
number of δ-electrons. It is these δ-electrons that arrive simultane-
ously at the TRT straws that collectively cross the high threshold
limit. Thus the distinct signature of HIPs traversing the TRT, is the
large fraction of localised HT TRT hits. The average number of HT
TRT hits for HIPs along its trajectory is over 60%.

The Fig. 14 shows the simulation of a charge 1.0gD monopole sam-
ple traversing through the ATLAS detector.

The Beam Conditions Monitor (BCM) monitors the background
particles rate protects the silicon trackers from instantaneous high
radiation doses caused by the LHC beam incidents. It consists of for-
ward and background stations, each with with four modules located

2 The low threshold is set at about 300 eV [84]
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Figure 13: The TRT signal pulse in a 75 ns read-out window. The values
of the low- and high-threshold bits are shown for the example
pulse, with each low-threshold bit corresponding to a time bin of
3.12 ns and each high-threshold bit corresponding to a 25 ns time
bin [87].

Figure 14: A simulated event of a 1.0gD monopole of mass 1000 GeV in
the ATLAS detector. The diagonal brown cylinder represents the
beam pipe. The thin lighter yellow lines represent the inner detec-
tor tracks generated in the event. The darker yellow towers illus-
trates the electromagnetic deposits in the calorimeter. The white
and red points represent the low and high threshold hits in the
TRT. The trajectory of the monopole is demonstrated by the large
number of tracks associated to the high density of high threshold
TRT hits aligned with the calorimeter cluster (traversing vertically
upwards in this figure).
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Figure 15: Cut-away view of the ATLAS calorimeter system [76].

at a radius of 5.5 cm at a distance of ± 1.84 m from the interaction
point. The BCM signal provides trigger information as well as an in-
stantaneous hit-rate used as input to the beam-abort signal.

2.2.3 The ATLAS Calorimeters

The ATLAS calorimeters comprise different sample detectors that pro-
vide full φ-symmetry and coverage around the beam pipe, as shown
in Fig. 15 [76]. They cover the range of |η| < 4.9 and use techniques
to satisfy the various requirements of different physics processes of
interest as well as to match the radiation environment over this large
η-range. The EM calorimeter provides fine granularity, in the η region
that matches the inner detector, and is ideal for precision measure-
ments of electrons and photons. While the rest of the calorimeter has
coarser granularity which is sufficient for the physics requirements
for jet reconstruction and missing transverse energy, EmissT measure-
ments.

The calorimeters close to the beam pipe are housed in three
cryostats, one barrel and two end-caps. The EM barrel calorimeter
is placed in the barrel cryostat, while each end-cap cryostat contains
an EM end-cap calorimeter (EMEC), followed by a hadronic end-cap
calorimeter (HEC) and a forward calorimeter (FCal). The active detec-
tor medium of all these calorimeters is liquid argon (LAr), which is
chosen for its intrinsic linear behaviour, radiation-hardness and stable
response over time.

The main function of the calorimeters is to contain all the elec-
tromagnetic and hadronic particle showers and reduce limit punch-
through into the muon system. Therefore, the calorimeter depth is an
important design consideration. The EM calorimeter thickness is >
22 radiation lengths (X0) in the barrel and > 24 X0 in the end-caps.
Good resolution of high energy jets is due to the approximately 9.7
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Figure 16: The cumulative amounts of material in units of radiation length
X0 and as a function of |η| in front of the and in the electro-
magnetic calorimeters. The plots show for barrel (top) and end-
cap (bottom) the thickness of each accordion layer as well as the
amount of material in front of the accordion [76].

(10) interaction lengths (λ) of active calorimeter material in the bar-
rel (end-caps). Combined with the 1.3 λ from the outer support the
total thickness at η = 0 is shown to be sufficient to reduce punch-
through well below the irreducible level of prompt or decay muons,
in both measurements and simulations. With the large η coverage,
this thickness ensures a good EmissT measurement that is essential
for many physics signatures and in particular for SUperSYmmetric
(SUSY) particle searches. Fig. 16 shows the material budget of the EM
calorimeters in units of X0.

The EM Calorimeter

Positioned right after the central solenoid system, the electromagnetic
calorimeter (ECAL) consists of a barrel component (|η| <1.475) and
two end-cap components (1.375 < |η| < 3.2). The barrel calorimeter
is split into two identical halves, with a separation distance of 4 mm,
at z = 0. The end-cap calorimeters is divided into two coaxial wheels,
an outer wheel that covers the region 1.375 < |η < 2.5 and an inner
wheel covering 2.5 < |η| < 3.2. An accordion geometry that provides
complete φ symmetry without azimuthal cracks is used for Kapton
electrodes and lead absorbed plates (see Fig. 17). The thickness of the
lead absorber plates is optimised as a function of η in terms of the
EM calorimeter performance in energy resolution. A presampler (at
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Figure 17: Sketch of a the barrel module showing the different layers of the
EM calorimeter. The granularity in η and φ of the cells of each of
the three layers and of the trigger towers is also shown [76].

|η <1.8) is used to correct for energy lost by electrons and photons
upstream of the calorimeter, which consists of an active LAr layer of
1.1 cm (0.5 cm) thickness in the barrel (end-cap) region.

Fig. 17 depicts an ECAL barrel module that has three layers - EM1,
EM2 and EM3 with variable granularity. As can be seen, the EM1 is
finely segmented along η, which gets coarser at the edge zones of
the barrel and end-caps, the complete details can be found in [76].
The largest fraction of electromagnetic shower energies is collected in
the deep EM2 layer. While the tails of the electromagnetic shower is
collected in EM3 and is therefore less segmented in η.

A separate thin liquid-argon layer (11 mm in depth) called the pre-
sampler provides shower sampling in from of the active ECAL. In the
barrel, the presampler is made up of 32 identical azimuthal sectors
(there are two barrel regions, analogous to the rest of the ECAL) with
the dimensions of each sector covering the half-barrel length and pro-
viding a coverage in ∆η×∆φ of 1.52 × 0.2. Each sector is composed
of eight modules, with the length of the modules increasing with |η|

such that a constant η-granularity of ∆η = 0.2 is obtained for each
module, with the exception of the module at the end of the barrel, for
which the η-coverage is reduced to 0.12.

The Hadronic calorimeters

Directly outside the ECAL envelope the Tile calorimeter is placed.
It consists of the barrel region (|η| < 1.0) and two extended barrel
regions (0.8 < |eta| < 1.7). The active material in these calorimeters
are scintillating tiles and it uses steel as the absorber. Both regions
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are divided azimuthally into 64 modules and the total radial range of
the Tile calorimeter region extends from an inner radius of 2.28 m to
4.25 m outer radius. Analogous to the ECAL, it is segmented in three
layers with approximately 1.5, 4.1 and 1.8 λ thick for the barrel and
1.5, 2.6 and 3.3 λ for the extended barrel. At η=0, the total detector
thickness at the outer edge of the tile region is 9.7 λ.

The Hadronic End-cap Calorimeter is located directly behind the
end-cap electromagnetic calorimeter and consists of two independent
wheels per end-cap. The HEC provides a transitional layer between
the end-cap and the forward calorimeters and has a range of 1.5
6 |η| 6 3.2. Each wheel comprises of 32 identical wedge-shaped mod-
ules and is divided into tow segments in depth, for a total of four
layers per end-cap.

The Forward Calorimeter provides uniform calorimeteric coverage
of up to |η| 6 4.9 as well as reduces the radiation background levels
in the muon spectrometer. The FCAL is made up of three modules in
each end-cap and the first of which is made of copper that provides
electromagnetic measurements; while the remaining two are made of
tungsten that predominantly measure the energy of hadronic interac-
tions.

2.2.4 The Muon system

The charged particles that exit the barrel and end-cap calorimeters
are detected using the muon spectrometer. The spectrometer triggers
on muon-like events and provides charged particle tracking within
the |η| < 2.7 region. The bending of the muon tracks is facilitated
by large barrel toroid in the |η| < 1.4 region and by two end-cap
inserted into both ends of the barrel toroid over the range 1.4 < |η| <

1.6. The Resistive Plate Chambers and Thin-Gap Chambers form a
part of the muon trigger system. While the Monitored Drift Tubes
and Cathode Strip Chambers provide precision measurements. The
conceptual layout of the muon spectrometer is shown in Fig. 18.

2.2.5 Overview of the ATLAS Trigger System

The collision rate at the LHC is 40 MHz for a bunch spacing of 25

ns, which at nominal luminosity of L = 10
34 cm−2s−1 has around 23

pile-up events in addition to the signal event per bunch crossing. The
incoming event rate is far too high to be written directly to the mass
storage systems and events are stored based on selections performed
by a three level trigger system.

The first of these is the hardware Level-1 (L1) trigger based on
coarse calorimeter [88] and muon information. Raw event fragments
from the different sub-detectors are read out in parallel in pipeline
memories. The latency offered by Level-1 is 2.5 µs and it needs to
reduce the bunch crossing rate of 40 MHz to 75 kHz (approximately
selecting 1% of total collisions). The Level-1 readout data is added
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Figure 18: Cut-away view of the ATLAS muon system [76].

to the readout stream via a dedicated Read-out-driver (ROD), if the
event is accepted.

The Level-1 trigger identifies Regions of Interest (RoI), which are
considered for processing in the latter stages of the trigger system.
The information of the RoI coordinates, energy and type of signature
is passed onto the Level-2 of the trigger [89].

The e/γ Level-1 requires transverse isolation and that showers do
not penetrate to the hadronic calorimeters. Trigger towers are con-
structed of fixed ∆η×∆φ sizes which measure the transverse energy
within them. Fig. 19 shows a 2× 2 trigger-tower region at the centre of
a 4 × 4 trigger-tower window [76]. For the ECAL, for each of the four
possible 1 × 2 and 2 × 1 pairs within the region, the transverse energy
ET values are summed, in order to find relatively narrow showers. In
the case of the e/γ algorithm at least one of the four sums is required
to pass the programmable threshold in ET . For this analysis, the Level-
1 threshold was η dependent with a minimum requirement of 18 GeV.
Each of the four EM 1 × 2 and 2 × 1 pairs is added to the sum of 2

× 2 ’core’ towers in the hadronic calorimeter, and at least one of the
four sums is required to pass the threshold. To ensure that the e/γ
shower is contained in the EM calorimeter, the sum of the core 2 ×
2 hadronic region must be less than the programmed hadronic veto
threshold - 1 GeV in the case of this analysis.

The software based triggers are the Level-2 (L2) and the Event Fil-
ter (EF) that are collectively the High Level Trigger, or simply, HLT.
At Level-2 the entire event granularity within the RoI is available and
the data is retrieved from the read-out-buffers (ROB). Unpacking rel-
evant data from only relevant regions of the detector saves time, espe-
cially in data preparation and reconstruction algorithms. The Event
Filter and the Level-2 work similarly with different time latencies -
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Figure 19: Building blocks of the electron/photon and tau algorithms with
the sums to be compared to programmable thresholds [76].

the Event Filter being afforded more time. The HLT as a whole is
responsible for reconstructing physics processes and optimising the
system performance.

The HLT strategy is to reject ’uninteresting’ events as quickly as
possible and maximise the computing resources on the important
events. To this effect, a seeded and stepwise reconstruction approach
has been selected at ATLAS. “Seeded” implies that successive levels
of the triggers are seeded by the previous ones. “Stepwise” means
that reconstruction of particles takes place in steps and are rejected
as soon as they fail some selection at any given step, freeing up re-
sources for the next RoI or event.

Signatures of each physics process is represented by a trigger chain
at each trigger level. Each trigger chain is an item in the trigger menu
that is compiled to reconstruct the various processes. For the recon-
struction of basic trigger objects (electrons, photons etc) fast feature
extraction algorithms (FEX) are used that are interleaved with hypothe-
sis algorithms. Each trigger chain is composed of at least one FEX and
hypothesis algorithms collectively known as a sequence. Fig. 20 shows
a schematic diagram of a trigger chain.

One or more FEX algorithms can be used per step and apart from
the basic reconstruction, these algorithms generate detector features
that are analysed and converted into trigger quantities. These quanti-
ties are used by the hypothesis algorithms which apply cuts on them
and decide if the candidate is still ’good’ or not. The chain is imme-
diately terminated if at any step the hypothesis algorithm rejects the
RoI, and moves onto the next one. The trigger chain is said to have
passed if all the criteria of all the sequences are met.
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Figure 20: Illustration of a sequence in the ATLAS trigger system [88].

2.3 the moedal detector

The Monopole & Exotics Detector at the LHC (MoEDAL) experiment
is a dedicated experiment designed to enhance, in a complemen-
tary way, the physics reach of the LHC. The primary objectives of
MoEDAL is to directly search for the Magnetic Monopole or Dyon
and other highly ionising Stable (or meta- stable) Massive Particles
(SMPs) at the LHC.

The MoEDAL experiment [90] is located at Interaction Point 8 (IP8)
along with the single arm forward LHCb detector. Deployed around
the LHCb experiment’s Vertex Locator (VELO) vacuum vessel, it is
a unique and largely passive LHC detector that comprises four sub-
detector systems - two Nuclear Track-Detectors (NTDs), a TimePix
pixel device sub-system and the Magnetic Monopole Trapper (MMT)
sub-detector. The NTDs and MMTs are two complementary passive
sub-detector systems designed to search for highly ionising particles.
Stacks of NTDs placed around the interaction point are used to trace
the passage of highly ionising particles, optimised to probe a range of
particle charges. The MMTs consist of roughly 800 kg of aluminium
samples are capable of slowing and eventually trapping the highly
ionising particles; providing samples that are used for direct detec-
tion and measurement of magnetic charges by a superconducting
magnetometer. The TimePix pixel detector array monitors the radi-
ation environment in the MoEDAL cavern.

The advantage of using passive detection techniques is that
MoEDAL is not dependent on model assumptions or restrictions
from any electronic triggers or any limitations from electronic read-
outs. The rear side of IP8, provides a relatively open and low material
budget environment for the passage of highly ionising particles. A
noticeable feature of MoEDAL is the absence of backgrounds - while
Standard Model particles might fog the NTD plates, they are highly
unlikely to mimic the signal of new physics. Similarly for MMTs, it is
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Figure 21: The composition of a MoEDAL NTD stack, the lexan sheets are
not shown [91].

next to impossible for Standard Model particles to produce signals of
trapped monopoles.

2.3.1 Nuclear track detectors

The NTDs consist of nine plastic sheets comprising of 3 sheets of
CR39, 3 sheets of MAKROFOL and 3 Lexan sheets that form the first,
middle and end sheets of the stack [91, 92, 90]. A depiction of the
basic MoEDAL NTD stack is given in Fig. 21. Highly ionising par-
ticles that might be produced in collisions would pass through the
plastic detector whose trajectory is marked by damages to the NTD
stack. The damage zones are revealed as cone-shaped etch-pits by
using a hot sodium hydroxide solution on the plastic detector. The
etching process is followed by scanning the plastic sheets using man-
ually controlled and/ or computer controlled optical scanners. The
holes left by the etching process are detected by the scanners to an
accuracy better than ~ 50 µm in the multi-layered NTD stack. The
base areas of the etch-pit cones increase with increasing ion charges
and the trajectories of each highly ionising particles are reconstructed
by tracking the etch cones successively through the stack.

In 2015, a novel high-threshold NTD array (Z/β~ 50). the Very High
Charge Catcher (VHCC) was installed in the forward acceptance re-
gion of the LHCb detector. Placed between the LHCb RICH1 detector
and the Trigger Tracker (TT), the VHCC consists of two flexible low-
mass stacks of MAKROFOL in an aluminium foil envelope. It is the
only part of the MoEDAL detector in the forward region of the LHCb
and it enhances considerable the overall geometrical acceptance of
the MoEDAL NTDs.
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Figure 22: Left: Photograph of the 2012 MMT test array placed downstream
of the LHCb stacked under the beam pipe 1.8 m away from the
interaction point along the back of the VELO vacuum vessel.

2.3.2 TimePix

To measure the radiation levels in the cavern, TimePix pixel device
arrays (256 × 256 square pixels with a pitch of 55 µm) are used. The
TimePix provides a real-time radiation monitoring system of highly-
ionising beam-related backgrounds. The TimePix chip consists of a
preamplifier, a discriminator with threshold adjustment, synchronisa-
tion logic and a 14-bit counter. These TimePix devices are used by
MoEDAL in Time-over-Threshold modes where each pixel acts as an
analog-to-digital converter for energy measurement. In other words,
the devices act as tiny electronic bubble-chambers providing a real-
time measurement of the energy deposition of the backgrounds in
the cavern [91, 93].

2.3.3 MMT sub-detector system

Before the deployment of the full 800 kg of MMT detector in 2015, a
prototype of the sub-system was installed in 2012. The trapping pro-
totype consisted of 160 kg of aluminium rods of 60 cm length with a
diameter of 2.5 cm, placed in 11 boxes that were stacked as close to
the LHCb interaction point as permissible (see. Fig. 22). Aluminium
is a good choice for the trapping volume material three important
reasons. First, the large magnetic moment of the aluminium nucleus
means that it will strongly bind a trapped monopole [38]. Second,
aluminium does not present a problem with respect to activation.
Lastly, with aluminium being non-magnetic, it favours the stability
of the SQUID magnetometer during measurements. In addition to
the above, aluminium is cost-effective and readily available.

The 11 boxes comprising the trapping material were stacked in two
columns, that were numbered 1 to 11 starting from the bottom, with
the eleventh box centred on top of the two columns. The boxes were
placed downstream of the LHCb detector, immediately in front of the

39

– December 1, 2016



LHCb VELO vacuum vessel, covering 1.3% of the total solid angle
(Fig. 22). In the LHCb coordinate system3 the position of the centre of
the top box was (x,y, z) = (0,−45cm,−150cm) with an uncertainty of
1 cm for each coordinate. A summary of the sub-detector geometry
and its surroundings along with a quantification of the amount of
material in radiation lengths (X0) present in the installation is shown
in Fig. 23. With an average of 1.4 X0, the material budget between the
interaction point and the trapping detector varies from 0.1 to 8 X0.

Several components within the VELO vacuum vessel and on its
outer wall along with various flanges, a vacuum pump and a vac-
uum manifold attached to the VELO vessel contribute significantly to
the material budget. These components are implemented in the geom-
etry simulations that is built on the LHCb geometry model. To model
cables and small pipes, the approximation of a grid of material was
used, with 101 vertical steel rods of radius 0.3 cm spaced out by 1 cm
at z = -115 cm - representing an average of 2.3% of the total X0. The
uncertainty on the material budget is modelled by using two differ-
ent sets of material geometries that are conservative estimates of the
maximum and minimum amount of material that could be plausibly
unaccounted for. The implementation of these geometries was done
by changing the grid rod radius to 0.01 cm (minimum extra material)
and 0.5 cm (maximum extra material), respectively. Simulations of
monopoles propagating through the different geometries (using the
GEANT4 toolkit) are used to determine the effect of this systematic
uncertainty in the detector acceptance.

In September 2012, this initial MMT prototype was installed and
exposed to 0.75 ± 0.03 fb−1of 8 TeV proton-proton collisions. The
rods were retrieved in 2013, and cut into samples of 20 cm length4

with a non-ferromagnetic saw, for a total of 606 samples.

3 A right-handed coordinate system in which the z-axis points along the beam in the
direction of the LHCb detectors, y is the vertical direction and x is the horizontal
direction is used

4 Box 11 was an exception for the sample lengths, where the rods from this box were
cut into a mix of 10, 15, 20 and 30 cm samples to study the dependence of the sample
size on the magnetometer response
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Figure 23: Material budget in radiation length in the yz plane for |x| < 65

cm (top) and in the θxθy plane for z = −145 cm (bottom). In the
bottom figure, the outline corresponding to the trapping detector
position is indicated in black. The grid used as an approximation
to model cables and pipes is not included in these figures [29].
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3
S E A R C H E S I N AT L A S

3.1 simulations of monopoles and hecos

To study the interactions of monopoles and HECOs with the ATLAS
detector, simulations are developed based on the GEANT-4 software.
The simulations take account of the equations of motion and the
model of production of δ-rays by highly ionising particles. Simula-
tions of the energy deposits are digitised and physics objects are re-
constructed using the ATHENA software package.

The simulation process involves a series of steps called the
Full Chain of Monte Carlo production that range from generating
physics events to reconstructing detector processes. Fig. 24 shows the
schematic representation of the full chain required for producing sim-
ulated samples. While most ATLAS analyses are performed on Anal-
ysis Object Data (AOD), this HIP analysis requires detailed informa-
tion from the TRT which is available only in the Event Summary Data
(ESD) data format.

Simulations of physics processes are handled by the ATLAS Pro-
duction Group that produces centrally the simulated samples for all
physics analyses groups. Large production campaigns through the
year enable all the analysis at ATLAS to have simulated samples
with the same geometry and physics conditions. The simulated sam-
ples for this analysis were produced in the MC12c campaign with
the ATLAS-GEO-21-02-02 version of the simulated detector geometry
implemented in GEANT-4 [94], the conditions tag OFLCOND-MC12-
SIM-00 [95] which contains information relevant to the detector run-
ning conditions and the GEANT-4 physics list QGSP_BERT [96].

Figure 24: The full chain process used to generate simulated events in the
ATLAS detector. The processes from the reconstruction step on-
wards are common to both simulated and real data events.
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In the MC12c production campaign, the digitisation and recon-
struction were performed using a single transform (step), DigiM-
Reco_trf. It takes as input the GEANT-4 detector geometry, the
offline conditions tag, the ATLAS software database (DBRelease-
26.9.1), pile-up profile distribution and trigger menu database con-
figuration (MC_pp_v4_tight_prescales) to produce simulations of
HIPs through the ATLAS detector.

3.1.1 Event generation

The event generation step produces the primary final state particles
for specified physics processes - in this case magnetic monopoles
and HECOs. Different event generators are used to generate different
types of physics processes; for example, Alpgen [97], AcerMC [98]
and MadGraph [99] are tree level matrix element generators spe-
cialised on simulation of hard scattering processes via pertubative
Quantum Chromodynamics (QCD). Full event generators such as
PYTHIA [100], Herwig++ [101] and SHERPA [102] simulate the non-
pertubative parton showering, hadronisation and underlying event.
The matrix element generators can be interfaced with full event gen-
erators which is fed into the detector simulations.

From Ref. [24] the charge and mass reach of ATLAS at 8 TeV colli-
sions is established. Two types of samples are simulated: first, sin-
gle monopole events to obtain model-independent interpretations
using the single particle generator [103] and second, spin-½ pair-
produced monopoles assuming the Drell-Yan mechanism using the
MadGraph5 generator.

Including both types of samples in total, 96 signal samples were
fully simulated in which six mass points (200, 500, 1000, 1500, 2000

and 2500 GeV) were considered for four charges of both monopoles
(0.5, 1.0, 1.5 and 2.0gD) and HECOs (10, 20, 40 and 60e).

A large number of mass points are selected since no mass con-
straints are placed across various theories and to better study the
model-independent results. The array of charge points selected are
theoretically motivated, from monopole of charge gD as predicted
by Dirac, to 2.0gD as predicted by Schwinger. Fractional magnetic
charges are not predicted by theories, however this is no motivation
not to search for them and historically they have been included in
previous searches.

The output from the event generators are stored as a HepMC (high-
energy physics Monte Carlo), a graph of particles and vertexes that is
fed into the simulation step of the Full chain. The particles simulated
in the event generation step are also known as the truth particles1 and
different from reconstructed particles which are created in the recon-
struction stage.

1 The variables of interest associated with these objects, such as energy, pseudo-
rapidity etc, bear the word truth/ true as a prefix to that variable name.
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Single particle samples

The single particle generator can be conceptualised as a “Particle
Gun” that fires a single monopole (or HECO) that is uniformly dis-
tributed in η, φ and Ekin through the detector. Therefore, no pro-
duction mechanism is assumed for HIPs and cross section limits
can be set assuming no specific production model. These model-
independent cross section limit obtained with single particle samples
serve as a crucial result for this analysis.

The ranges of these parameters in this analysis were: 10 GeV <

Ekin < 3000 GeV, −π < φ < π and -3 < η < 3. For each mass and
charge points sets of 50,000 event samples were generated with equal
number of monopoles (HECOs) and anti-monopoles (anti-HECOs).

Drell-Yan samples

Simulations of pair-produced spin-½ monopoles in proton-proton
collisions at a centre-of-mass energy of 8 TeV were made us-
ing the Monte Carlo leading-order matrix element generator Mad-
Graph5 [99]. The parton distribution function (PDF) CTEQ6LI [104]
is used with the AU2 [105] tune. Generated four-vectors are processed
by the PYTHIA8 [100] generator that adds parton shower, hadronisa-
tion effects and decays of the by-products of the simulated proton-
proton collisions. The generated particles are processed by PYTHIA
until 20,000 events have been successfully simulated.

To optimise for computational usage, a requirement on the mini-
mum transverse momentum, pT , of the generated particles was im-
posed to ensure that only those HIPs that are energetic enough to
reach the EM calorimeter are simulated [72]. This requirement was
mass and charge dependent and was obtained by finding the trans-
verse momentum at which the L1 trigger efficiency was non-zero. The
obtained minimum pT was chosen about 50-100 GeV below the turn-
on, in order to remain conservative.

Dirac’s theory [106] has no restrictions on the spin of the
monopoles and thus the search is extended to include spin-0 mag-
netic monopoles as well as HECOs. Generator-level samples of Drell-
Yan pair-produced spin-0 HIPs were used to infer their reconstruction
efficiency as described in [107]. The full simulation of spin-0 events
was avoided since the interaction of HIPs with the ATLAS detector
is spin-independent and the spin-dependent differences in efficiency
can be quantified at the generator level using the production kine-
matic distributions alone.

For determining the systematic uncertainties, various 5000 event
samples were at times re-simulated, see Sec. 3.6 for all details.

3.1.2 Simulation

In this step the event-generated HIPs are passed through a GEANT-4
simulation of the ATLAS detector to record the trajectories and en-
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ergy depositions as GEANT-4 hits. The ATLAS-GEO-21-02-02 version
of the ATLAS geometry is implemented in the simulation.

The passage of magnetic monopoles through the GEANT-4 simula-
tion of the ATLAS detector is not implemented by default. A custom
simulation package, Simulation/G4Extensions/Monopole/, was
developed that correctly sets the equations of motion for magneti-
cally charged particles in electromagnetic fields (Eq. 16). In addition,
the package computes the energy loss for fractional and integer mag-
netic charged (using Eq. 18) in units of gD while taking into account
the generation of δ-rays as well as the propagation of the monopole
through the detector. The simulation package is an extension of the
one developed for the 2011 monopole search [72].

The following sub-sections highlight the features implemented via
the monopole simulation package in GEANT-4.

Energy deposition by HIPs

Ionisation, pair-production and bremsstrahlung are the three primary
energy loss mechanisms by which electromagnetically charged parti-
cles interact with matter [108, 21, 109]. As seen in Fig. 1 shows the
energy loss in Argon of a mass 1000 GeV and charge 1.0gD monopole
is dominated by ionisation mechanism [110, 19]. The pair-production
and bremsstrahlung mechanisms are thus neglected for monopoles
and HECOs.

The energy loss for HECOs given by Eq. 17 is implemented in the
G4hIonisation [111] class of GEANT-4 [112, 113], which simulates
their continuous energy loss.

For monopoles, the energy loss by ionisation given by Eq. 18 is
implemented in the monopole simulation package. Eq. 18 predicts the
energy loss to be proportional to g2, as seen in Fig. 25 which shows
the energy loss of monopoles as a function of speed-of-light fraction
β. However, the inverse β-dependence in Eq. 17 for the energy loss of
HECOs means that they lose more energy as they slow down unlike
monopoles that ionise more when travelling with higher β.

The energy loss equations for monopoles along with
the KYG (Eq. 19) and B (Eq. 20) corrections for frac-
tional and multiple charged monopoles are implemented in
G4mplAtlasIonisationWithDeltaModel class.

Effect of the magnetic field

The Inner Detector of ATLAS is encompassed by a solenoid magnet
that produces a 2 T field parallel to the beam axis (as described in
Sec. 2.2). The HECO simulations use the known laws of motion in a
magnetic field such that they bend in the r-φ plane that is perpen-
dicular to the magnetic field. This can be illustrated by plotting the
difference between the φ position of the reconstructed HECO clusters
and their truth values, as seen in Fig. 26.

However, the electrically neutral magnetic monopoles are acceler-
ated (decelerated) along the direction of the magnetic field in the r-z
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Figure 25: The energy loss via ionisation of the magnetic monopole for
charges 0.5gD, 1.0gD, 1.5gD, 2.0gD of mass 1000 GeV as a func-
tion of the monopole speed-of-light fraction β [114].
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Figure 26: Profile histograms of the difference between the EM cluster φ
and the HECO truth φ as a function of HECO truth kinetic en-
ergy. The plots are for HECOs with a mass 500 GeV and charges
|z| = 10e, 20e, 40e and 60e. HECOs with electric charge z > 0

are plotted on the left and with electric charge z < 0 on the right.
High-charge HECOs lack entries at the lower Ekin values because
they need higher energies to penetrate through the detector up to
the EM calorimeter [114].
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Figure 27: Profile histograms of the difference between the EM cluster
pseudo-rapidity η and the monopole truth pseudo-rapidity as
a function of monopole truth kinetic energy. The plots are for
monopoles with a mass of 500 GeV and charges |g| = 0.5gD,
1.0gD, 1.5gD and 2.0gD. Monopoles with magnetic charge g > 0
are plotted on the left and with magnetic charge g < 0 on the
right. High-charge monopoles lack entries at the lower Ekin val-
ues because they need higher energies to penetrate through the
detector up to the EM calorimeter [114].

plane. Thus clusters reconstructed in simulation are misaligned in η
with respect to their truth counterparts as seen in Fig. 27.

As expected, the positively charged monopoles and HECOs bend
in the opposite direction with respect to their negative analogues. The
extent of bending is proportional to the charge of the HIP.

Monopole timing

The acceleration of monopoles in the magnetic field requires integrat-
ing the monopole equation of motion over the changing velocity at
each step of its propagation. Otherwise, the time propagation parame-
ter of the monopole is set to zero. A new class, G4mplEquationSetup,
was developed that correctly instantiates the monopole equations of
motion when simulating its propagation through the detector.

Modifications to the monopole simulation package are validated in
the TRT and the calorimeter. Fig. 28 shows the distance of the TRT hit
from the interaction point as a function of time for several monopole
tracks in the detector. Each dotted line represents a pair-produced
spin-½ monopole; there are in total 10 monopoles in the figure. The
effect of acceleration of different monopoles in the magnetic field can
be seen in this figure.

The calorimeter cluster times2 for the different mass and charge
combinations are shown in Fig. 29. As expected, heavier monopoles
record higher cluster times in the calorimeter since they travel, on

2 In the calorimeter, the cluster time is computed as the weighted average of the arrival
time on each calorimeter cell, by using the square of the cell energy as weights; all
calorimeter cells belonging to the cluster are used, except those from the presampler
layer. For clusters with cells only in the presampler have the timing information set
to zero.
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Figure 29: Cluster times for single monopoles of mass 1000 GeV (left) and
2500 GeV (right) for various charge combinations [114].
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Figure 30: Average cluster time for single monopoles generated in |η| <

0.3 of various mass and charge combinations as a function of
monopole speed β [114].

average, at lower speeds than lighter monopoles. The range in β for
different charges vary. Lower charge monopoles have a broader β
spectrum due to their lower energy loss enabling them to penetrate
further into the detector and form clusters even for lower initial en-
ergies. The average calorimeter cluster timing as a function of the
monopole’s generated β is shown in Fig. 30. Only monopoles gener-
ated centrally (|η| < 0.3) are considered in Fig. 30 to eliminate geomet-
rical dependence. The arrival time of low charge monopoles is lesser,
on average, than those of higher charge monopoles, which only reach
the calorimeter if they have sufficiently high β to reach the calorime-
ter.

The geometrical dependence of the calorimeter cluster timing is
seen in Fig. 31 which shows the profile distribution of the cluster
timing as a function of η for single monopoles of different masses
and charges. An η dependence based on the charge of the monopole
is observed. It should be noted that since the lower charge monopoles
have a broader β spectrum, they are more likely to reflect the amount
of material traversed before reaching the calorimeter.

δ-ray production

HIPs ionise the ATLAS detector material through which they traverse,
producing a large number of δ-rays [108, 21, 109]. These δ-rays have
significantly higher energies that is carried away from the core of
the HIP trajectory and sufficient to further ionise the medium. The
production of δ-rays is modelled in [109] and is implemented in the
G4eIonisation class of the simulation package, which include the
secondary δ-ray and Bremsstrahlung production.
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Figure 31: Average cluster time for single monopoles of mass 1000 GeV (left)
and 2500 GeV (right) for various charge combinations as a func-
tion of η [114]. The lower mass monopoles record smaller cluster
times compared to their heavier counterparts of the same charge.

Recombination effects in Liquid Argon

The charge collected by each cell of the calorimeter from the ion-
isation of the Liquid Argon determines the energy deposited in
the ECAL. The ionisation density is high in the case of monopoles
and HECOs, which allow electron-ion pairs to recombine before the
charge is collected by calorimeter cells, thus resulting in a lower
recorded energy and underestimating the deposited energy.

This phenomenon described by Birk’s Law [115, 116, 117, 118] was
implemented in the ATLAS simulation since April 2010 in the form:

Evis = E0
1+A ′ k

ED

1+ k
(ρED)

dE
dx

, (25)

where E0 and Evis are the true deposited and visible energy respec-
tively. The energy deposited per unit length is given by dE

dx and ρ is
the LAr density. ED is the drift electric field assumed to be uniform
10 kV/cm.

The Birks’ constant, k, was measured by the ICARUS TPC collab-
oration [119] to be 0.0486 (kV/cm)(g/cm2)(1/MeV) by using cosmic
ray muons and protons. The normalisation parameter, A’, is set to
1.51 [120].

Using heavy-ion data to describe the recombination effects for very
high dE/dx values, a correction to the Birks’ law was developed [121].
The ICARUS measurement only described well the recombination ef-
fects by particles with single electric charge. Fig. 32 shows the cor-
rection implemented in the ATLAS simulation, while Fig. 33 sum-
marises the resulting improvement. The value of the correction is
taken as a constant for dE/dx > 12,000 MeV/cm due to lack of avail-
able data [121].
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3.1.3 Digitisation of simulated samples

The digitisation step uses the GEANT4 Hits from the simulation step
and digitises them to the response of the detector to produce Digits,
such as times and voltages. These responses would be similar to those
expected from the Raw Data3 from the real detector. The digitisation
of the simulated samples is done using the ATHENA software.

In the digitisation step, the pile-up conditions of the collected data
are simulated by overlaying digits from additional collisions. The pro-
duction campaigns determine the pile-up profiles based on the data
collected at the time of the campaign. A pile-up re-weighting is per-
formed at the analysis level to account for any differences between
the pile-up profiles in simulation and in data. Pile-up profiles can be
classified as: (a) in-time pile-up: for all collisions in the same bunch
crossing and (b) out-of-time pile-up: for collisions from neighbouring
bunch crossings.

The average number of interactions per bunch crossing (〈µ〉) ac-
counts for both types of pile-up and its distribution is shown in
Fig. 34. The differences between the pile-up distributions of simu-
lation and data in this plot are observed because only a fraction of
the 2012 data was used in this analysis (see Sec. 3.3 for details)

Monopole samples of charge 2.0gD required high amounts of
computational resources during the digitisation and reconstruction
stages, causing memory limitations problems. Despite access to high-
memory queues, it was not possible to digitise and reconstruct this
set of sample completely. No obvious bias was introduced to the sam-
ples that succeeded since the issue was related to the conditions of
the machines to which the jobs were assigned. These samples how-
ever have a pile-up profile that is truncated at 〈µ〉=18.

3 The data from collisions that passes through the detector is colloquially referred to
as Raw Data.
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3.1.4 Reconstruction of digitised events

With the digitised samples from either simulated samples or data, the
raw Digits are reconstructed into tracks and energy deposits that are
stored in the ESD format. The reconstruction process carries out par-
ticle identification, and building physics objects (such as calorimeter
jets and electrons) as well as the running of the entire trigger menu.
The following sub-sections describe the most important reconstruc-
tion aspects for this analysis.

Trigger reconstruction

The ATLAS trigger menu is an amalgamation of a multitude of trig-
gers from Level-1 through to the HLT, dedicated to select events with
interesting physics processes. The trigger reconstruction process uses
the trigger menu and applies the different trigger algorithms on the
reconstructed physics objects either in simulation and on data4.

The reconstruction step is crucial to the testing and deployment
of new trigger algorithms, such as the HIP trigger that was devel-
oped for this search. The HIP trigger is included in the ATLAS
trigger menu since September 2012, and was included in ATHENA
17.2.11.2.1 and its subsequent releases.

Simulations of signal and background samples were done with re-
leases that included the HIP trigger in the trigger menu.

TRT hits and drift circles

Each TRT straw returns a 24-bit signal giving the drift time informa-
tion over three bunch crossings spanning 75 ns - giving 8 bits per 25

ns for each straw (see Sec. 2.2.2 for details). Each bit represents a time
window of 3.125 ns and holds a binary bit value which is set to 1 if
the low threshold discriminator is on during the corresponding time
bin.

The first non-zero bit (known as the Leading Edge) in the TRT
readout is used to reconstruct TRT drift circles [122] from the drift
time of the electrons produced in the cluster of closest approach to
the wire. To reject hits from previous bunch crossings, hits with the
first bit equal to 1 are rejected. The last non-zero bit, known as the
Trailing Edge, is produced by electrons drifting from clusters that are
produced far away from the wire. Additional three bits are assigned
to each 25 ns window to distinguish between high and low thresh-
old TRT hits. The collection of drift circles is stored as objects of the
TRT_DriftCircleContainer class in ATHENA.

Analyses that build tracks using tracking algorithms require preci-
sion measurements from the TRT drift circles. For this analysis how-
ever, the position of the straw and the TRT bit value associated with
the HT discriminator are sufficient.

4 In data, the trigger algorithms are applied in a sequential manner. Meaning, trigger
menus in subsequent levels are applied only on events that pass the previous ones.
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Topological calorimeter clusters

ATLAS uses two main clustering algorithms, the first is the sliding
window algorithm which clusters calorimeter cells within a fixed-size
rectangles and is used for electron, photon and tau lepton identifica-
tion. The second is the topological algorithm that selects neighbouring
cells that have significant energies compared to the expected noise
thus generating clusters with a variable number of cells. The topolog-
ical clusters are used in this analysis and its implementation consists
of two steps, the cluster maker and the cluster splitter [123].

The growth of the cluster starts at the seed cells, found by the
cluster maker, which pass large signal to noise thresholds. Medium
thresholds are used to determine if neighbouring cells5 can serve as
additional seeds to expand the cluster; while low threshold cells en-
sures that the tails of the showers are not disregarded by including all
direct neighbour cells on the outer perimeter. The expected noise is η-
dependent to which contributions from pile-up are added in quadra-
ture.

The cluster maker step is sufficient to build isolated calorimeter
clusters. However, the events in ATLAS are far from such ideal con-
ditions where clusters could cover large areas of the detector if suffi-
cient energy is present between incident particles. The cluster splitter
algorithm is designed to distinguish overlapping clusters that are suf-
ficiently apart. A local maximum forms a cluster if it has at least 4

cells that have energies higher than their neighbouring cells and a
minimum of 500 MeV. Shared cells between overlapping clusters are
weighted and assigned to either of the clusters, thereby avoiding dou-
ble counting of cells.

The topological clusters thus represent a three dimensional energy
blob in the calorimeter that sometimes share cells on the border be-
tween them.

3.1.5 Simulated background samples

The time line of this analysis did not sync with the general 2012 pro-
duction campaigns of the simulation group and thus the HIP trigger
algorithm was not included in their trigger menu. To study the ef-
fects of backgrounds from Standard Model processes, simulations of
these samples needed to be reprocessed with the HIP trigger algo-
rithm present in the ATLAS trigger menu. Due to the limited com-
putational resources available, only a few Standard Model processes
samples were reprocessed.

The main backgrounds in this analysis are high-energy electrons
and high-pT QCD processes with high threshold TRT hit combinato-
rial. For a qualitative background study a few samples of Drell-Yan

5 Neighbouring cells are defined (usually) as eight surrounding cells within the same
calorimeter layer. The set of neighbours can also include cells overlapping partially
in η and φ in adjacent layers, giving typically 10 neighbours for a calorimeter with
identical geometry. In ATLAS, this number can be higher as the granularity varies
between different calorimeter layers.
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JZXW Leading TruthJet pT range [GeV]

JZ0W 0-20

JZ1W 20-80

JZ2W 80- 200

JZ3W 200-500

JZ4W 500-1000

JZ5W 1000-1500

JZ6W 1500-2000

JZ7W 2000+

Table 3: Jet pT slices defined on the basis of the pT of the truth leading jet
in the sample.

produced electron-positron pairs, W decays into electron (positron)
and anti-neutrino (neutrino) and high-pT di-jet events were simu-
lated. Low pT QCD events also form a significant part of the back-
grounds that pass the analysis selections in data. However, the prob-
ability for such events to pass the HIP trigger is very low and thus
would require a large number of events to be simulated. The sim-
ulated background samples are thus of limited quantitative use and
the background estimates in this search are made by fully data-driven
methods.

The samples were reprocessed via the official production chain by
including the HIP trigger in the trigger menu and the storage of
events was limited to only those that passed the Derived-ESD (dESD)6

filter. The limited computational resources restricted the reprocessing
of low-pT QCD samples.

The Drell-Yan produced electron-positron pairs are generated and
stored in mass bins ranging from 20 GeV to 3000 GeV. The di-jet
events are generated and stored in pT bins, where the binning is de-
termined as shown in Tab. 3. The file list of the background samples
used in this analysis are given in Ref. [124].

3.2 dedicated trigger for highly ionising particles

Monopoles and highly ionising particles have distinct signatures in
general purpose experiments such as ATLAS, as described in Chap-
ter 1. In ATLAS, subsystems such as the TRT detector can help iden-
tify these signatures and distinguish them from SM background pro-
cesses.

The following section describes the highly ionising trigger that was
developed to identify the signatures of HIPs. Subsequently this trig-
ger was used in the analysis detailed in this dissertation.

6 The dESD storage format in the ATLAS framework was chosen as this stores TRT
hit information that is crucial to this analysis.
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3.2.1 Motivation for a dedicated HIP trigger

In the previous search for magnetic monopoles at ATLAS [72] candi-
dates were triggered by an unprescaled standard electron and pho-
ton EF triggers with relatively high thresholds, resulting in relatively
low signal efficiency. The maximum signal efficiency7 obtained was
14.53% for a 1000 GeV charge 1.0gD monopole sample produced with
Drell-Yan process. HIPs with low energy would range out and stop
before they can penetrate deep into the detector, failing to satisfy the
increasing energy thresholds. In addition, HIPs with higher charge,
which have correspondingly higher dE/dx, predominantly stop in
the first layers of the ECAL and are missed by standard electron/
photon triggers. This is because of an inherent requirement of these
triggers that the candidate must deposit energy in the second layer of
the ECAL.

The motivation for developing an independent trigger for HIP
searches was to probe HIPs with lower energies and/or with higher
charges, which would otherwise be missed by the previously used
triggers. The requirement of depositing energy in the second layer of
the ECAL is dropped in this trigger, which means HIPs that stop in
the first layers of the calorimeter will also be captured as candidates
by the trigger. In addition, the new trigger does not impose high
transverse energy requirements as photon triggers do, thus further
increasing the efficiency for HIP signals.

3.2.2 The HIP trigger

The trigger uses high ionisation hits in the TRT to select events which
have the signature of at least one HIP. From the software develop-
ment aspect the trigger is divided into two parts, the Feature Extrac-
tion (FEX) and the hypothesis (hypo). The FEX, reconstructs “physics”
features within an RoI and creates feature objects. The hypothesis is
an algorithm that uses these reconstructed physics features and ap-
plies some selection cuts on, for example, the number and fraction of
high threshold TRT hits etc. Thus the hypothesis also verifies trigger
conditions and, in addition, particle candidates can be created [125].
To maintain homogeneity with the code designed for the trigger, its
description is outlined over the next two sub-sections.

3.2.3 The Feature Extraction Algorithm

The L2 HIP trigger is seeded by the lowest unprescaled L1 seed, i.e.
EM18VH8 (EM30 was also considered, only as backup). The trigger

7 The number of simulated signal events that would pass the trigger selection.
8 The trigger name indicates which sub-detector it functions in along with the energy

threshold and any additional cuts. The EM18VH trigger is ECAL trigger with 18 GeV
energy threshold requirement i.e. the energy deposited by a particle must be at least
18 GeV. However the V in the name stands for varied threshold and implies that the
energy threshold is η-dependent. For EM18VH the energy thresholds varied from
18-20 GeV depending on the η. The H in the name denotes a hadronic veto which
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Figure 35: Illustrative diagram of the wedge constructed by the trigger cen-
tred around the RoI (zeroth φ position) with 10 bins on either
side. Each bin has a width of ∆φ=0.01. Each small black line rep-
resents a single high threshold TRT hit in the bin, with the colour
gradient highlighting its density - the darker the gradient, the
higher the density. Image credit: Abhay Katre

EM18VH has an implicit hadronic veto. This has a negligible impact
on the signal, since most of the HIP candidates with 1.0gD or higher
would range out before entering the hadronic calorimeter (assuming
the Drell-Yan pair-production model).

The L1 trigger identifies the positions (η-φ information) of the RoI
for event in the detector using set energy thresholds and other hard-
ware based requirements. The signature of HIPs corresponds to a
large number of TRT hits in a localised region (where the HIP has
traversed through). A wedge of ±0.1 rad in φ9 is built around the
RoI, and is binned in 20 bins each of 0.01 rad in φ. For each of these
bins in φ, the number of TRT hits as well as High Threshold (HT)
TRT hits are counted. An illustration of the binning in φ around an
RoI is shown in Fig 35, where the zeroth position corresponds to the
position of the RoI in φ.

Comprehensively, a loop over all the TRT hits in the event is run
where these hits are binned according to their φ position in the wedge
and a loose η matching10. Hits whose φ position is not within the
wedge are not considered further. The total number of TRT hits and
HT TRT hits are computed in each bin of the wedge and the bin with
the maximum number of HT TRT hits is considered as the central bin
- through which the HIP has most likely traversed.

implied that candidates with more than 1 GeV in the hadronic calorimeter would be
vetoed [126].

9 Monopoles are expected to have a straight trajectory in φ. The trigger was initially
developed considering only the monopole efficiency. However when extending this
search to HECOs, which bend in φ, their overall efficiency was found to be reason-
ably high

10 A simple requirement is made such that the TRT hit η and the RoI-η are on the same
side of the detector
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The central bin, along with two adjacent bins (one on either side)
now corresponds to a wedge size of ±0.015 in φ and is the wedge of
main interest in the trigger- where the number and fraction of HT TRT
hits serve as the trigger handles. In cases where the maximum hits in
the wedge are at the extremes, only two bins are selected. As a safety
measure, wedges corresponding to±0.025,±0.035,±0.045 and±0.055
were also created for which the number and fraction of HT TRT hits
were also read out. Larger wedge sizes are more likely to contain
TRT hits that did not originate from HIPs; having a larger number of
low threshold hits in the wedge decreases the fraction trigger handle
increasing the likelihood of missing the event. Smaller wedge sizes
provide more robust signal selections in high pile-up environment
albeit, a wedge too narrow could miss the HIP candidates altogether.

The FEX output was a vector capable of storing 5 elements, with
each element corresponding to a particular bin size (in increasing or-
der from ±0.015 to 0.055). Each element of the vector is a float, where
the integer part corresponds to the number of HT TRT hits (NtrigHT in
the wedge of the corresponding wedge size), and the decimal part
corresponds to the fraction of HT TRT hits (ftrigHT ) in the same wedge.

3.2.4 The Hypothesis

The FEX output is accessed by the trigger hypothesis, where the cuts
on the trigger handles are enabled. Fig. 36a, 36b show the distribu-
tions and the discriminating strength of the two trigger handles for
data and simulated background and signal samples. Fig. 37, shows
the dependence of the two trigger handles (extracted from an emu-
lation of the trigger) for a single run in data and a simulated signal
sample. This helps identify suitable cut values for the trigger handles.

The final selections were made with a view to achieve a minimum
trigger rate (See Sec. 3.2.7) while keeping the signal efficiency mostly
intact. An emulation of the trigger was used to determine the final
selections, as shown in Fig. 38. The signal efficiency is computed as
the ratio of the number of events that pass the trigger selection cuts
to the total number of events in the signal sample. The DY samples
have an inherent cut on the truth pT at the event generation stage
to not simulate particles that would not reach the calorimeter and
the total number of events is thus scaled accordingly [72] (also see
Appendix E).

The fraction of HT TRT hits is a strong discriminant against back-
ground processes and thus a stronger cut on the fraction allows for
a looser cut on the number of HT TRT hits. The lower cut on the
number enables probing of lower charged HIPs, which would still
yield a high fraction. Tab. 4 shows the final selection cuts that were
applied for the trigger handles to ensure a higher signal efficiency of
the HIP signals in a broad range of charges while maintaining a low
background rate.
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Figure 36: (a) Fraction of TRT HT hits from the HIP trigger (for candi-
dates with N

trig
HT > 20); (b) Number of TRT HT hits from the

HIP trigger (for candidates with ftrigHT > 0.37). The data distri-
butions shown are made using only 10% of data. In addition
MC samples were used to generate expected distributions from
expected QCD processes (JZ5W), and Drell-Yan MC monopoles
with mass 1000 GeV and charge |g| = 1.0gD. The distributions are
normalised to the same number of candidates.

Feature object Selection cut

Fraction of HT TRT 0.37

Number of HT TRT 20

Table 4: Selection cuts of the trigger objects in the wedge around the RoI.
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Figure 38: Signal efficiency for a DY produced monopole of mass 800 GeV
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61

– December 1, 2016



 [GeV]kin
TE

0 500 1000 1500 2000 2500 3000
E

ff
ic

ie
n
c
y

0

0.2

0.4

0.6

0.8

1

1.2

HIP trigger

Photon trigger

 | < 1.37η, | 
D

| = 1.0 gg = 1000 GeV, |m

(a)

 [GeV]kin
TE

0 500 1000 1500 2000 2500 3000

E
ff
ic

ie
n
c
y

0

0.2

0.4

0.6

0.8

1

1.2

HIP trigger

Photon trigger

 | < 1.37η| = 60, | z = 1000 GeV, |m

(b)

Figure 39: The HIP trigger efficiency as a function of the transverse kinetic
energy for single (a) monopole (g = gD) and (b) HECO (|z| = 60e)
samples. The efficiency is plotted for the central region of the
detector, i.e. for the |η| < 1.37 region.

3.2.5 HIP Trigger Performance: Signal Efficiency

The HIP trigger was used at ATLAS to probe new mass and charge
points for HIPs that were previously inaccessible at ATLAS using
standard triggers. While the optimisations of the trigger were made
with a specific charge and mass point of monopoles, the HIP trigger is
able to trigger on 96 different mass and charge points for monopoles
and HECOs.

Fig. 39a and 39b show the efficiency of the HIP trigger as a function
of the initial truth kinetic energy for single monopoles and HECOs
respectively. In addition, to compare the lowest threshold trigger in
the absence tracking requirements, i.e. the 120 GeV photon trigger,
which would be used without the HIP trigger. Fig. 39a shows that the
low energy monopoles are picked up by the HIP trigger to which the
standard triggers would not be sensitive. There is a drop in efficiency
at high (> 1500 GeV) energies in both triggers, this is attributed to an
implicit hadronic veto that exists11. A rise in efficiency is seen for the
HIP trigger at even higher kinetic energies, this is discussed in some
detail in Appendix C.1. For the HECOs, the HIP trigger does pick
out candidates at lower energies, however the drop in efficiency is
earlier for the HIP trigger than the photon trigger. This issue is again
discussed in Appendix C.2.

The HIP trigger efficiencies with respect to the L1 trigger for all
mass and charge points are summarised in Fig. 40. The ionisation in
the TRT is directly proportional to the square of the charge, and thus
higher charged samples tend to have higher relative efficiencies. A
small mass dependence is observed for DY produced samples, this is
attributed to the higher mass samples being produced more centrally,
given that the TRT acceptance (η <2) is narrower than the calorimeter
acceptance. The relative HIP trigger efficiency with respect to L1 is
ε > 50%.

11 While in the HIP trigger a hadronic veto exists in L1, the standard photon triggers ap-
ply a hadronic veto at EF level. This EF veto cuts on the ratio of the energy deposited
by the candidate in the Tile calorimeter to the energy deposited in the ECAL [127].
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Figure 40: HIP trigger efficiency with respect to the L1 trigger for all
mass and charge points, in single-particle (top) and DY (bot-
tom) monopoles (left) and HECOs (right) samples. To avoid over-
crowding in these plots, the errors bars are not shown. The DY
monopole with charge 2.0gD outlier, at 2000 GeV, is due to low
statistics in the sample with large uncertainties associated to the
value.

The L1 trigger efficiencies12 for all mass and charge points are sum-
marised in Fig. 41. There are two factors that contribute to the L1

efficiency, namely, (a) the ability to deposit at least 18 GeV ET in
the electromagnetic calorimeter, and (b) not penetrate to the hadronic
calorimeter and deposit more than 1 GeV ET .

The L1 efficiency is entirely dependent on the production model,
as it requires that the HIP possesses the right amount of energy to
stop in the ECAL and also the right angle to be within the ECAL
acceptance. Single particles are produced with a flat distribution in η
and energy that have arbitrary bounds. While the absolute values of
the total L1 efficiencies from the single HIPs are solely dependent on
the arbitrary choice of energy and η limits, their relative charge and
mass dependence can be discussed.

Single monopoles of lower charges tend to penetrate through to the
Tile calorimeter and hence are vetoed by the L1, thereby resulting in
lower efficiencies (0.5gD in particular). The higher charge monopoles
tend to ionise more13, and with increasing mass the monopoles tra-
verse the detector more slowly. Thus monopoles of higher masses
tend to penetrate further through the detector to reach the EM
calorimeter, thereby showing an increase in efficiency as a function
of mass for higher charges. The DY HIP efficiencies are affected by
the kinematics of the production model. The high mass candidates
are more centrally produced than the lower mass ones. However, the

12 Can be regarded as acceptance in this case
13 The dE/dx for monopoles is directly proportional to the square of its charge
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Figure 41: L1 trigger efficiency for all mass and charge points for single-
particle (top) and DY (bottom) monopoles (left) and HECOs
(right).

higher mass samples also tend to have lower kinetic energies, thereby
stopping before reaching the calorimeter. Therefore an inverted bowl
shaped dependence is observed in the efficiency as a function of mass.
As the ionisation of monopoles depends on their squared charge, the
lower charge - but now model dependent - monopoles, tend to stop
in the calorimeter, whereas, the higher charged monopoles tend not
to reach the calorimeter at all.

The energy loss in HECOs is proportional to its charge squared and
it increases with decreasing velocity. The increase in efficiency with
the increase in mass for single HECOs is due to the large ionisation
energy loss for slower moving HECOs that inevitably stop in the elec-
tromagnetic calorimeter. In principle, the increase in efficiency should
be more significant as a function of mass, however due to simulation
issues (as discussed in Appendix C.2) the rise in efficiency is not so
drastic. The charge dependence, is as expected, with HECOs of lower
charge penetrating through to the Tile calorimeter and triggering the
L1 veto, while the higher charge HECOs stop in the calorimeter. The
efficiency behaviour of DY HECOs is similar to that of monopoles
with respect to the mass dependence. There is a charge dependence
that is observed, however, the lower efficiency for 10e samples occurs
because these samples penetrate through to the Tile calorimeter and
trigger the L1 veto.

3.2.6 HIP Trigger Performance: Pile-up dependence

The performance of the trigger in different pile-up conditions and
regions of the detector is tested using signal MC samples. Fig. 42
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Figure 42: The profile distribution of the number of TRT hits in the trigger
wedge around the RoI as a function of pile-up for a DY produced
monopole of charge 1.0gD and mass 1000 GeV. The distribution
shows the pile-up dependence for the two types of TRT hits. As
expected from pile-up, the number of low threshold hits increases
with the increase in pile-up.

shows the profile of the number of TRT hits as function of 〈µ〉 for
both, low and high threshold hits for a typical monopole sample.

The number of HT TRT hits originating from a signal sample is
fairly constant as a function of pile-up. The number of LT TRT hits, as
expected, increases as a function of pile-up. This feature of the trigger
helps maintain a low rate in higher pile-up conditions; thereby never
surpassing the 1 Hz bandwidth allotted to the HIP trigger. The pile-
up conditions correspond to the 2012 data-taking period.

In future runs of the LHC the pile-up conditions is expected in-
crease. The HIP trigger would in these situations be unable to deliver
similar efficiencies as in 2012 without modifications.

To study the effect of pile-up on the signal efficiency, a simulated
sample was generated with 〈µ〉 = 60

14, to correspond to higher lu-
minosity conditions15. The trigger handles along with the simulated
signal efficiencies were compared for this sample with those cor-
responding to the 2012 running conditions (with maximum 〈µ〉 =
40). The distributions of the different trigger handles are shown in
Fig. 43, 44 where higher shifts for the higher pile-up conditions are as
expected (except the fraction of HT TRT hits, which correspondingly
decreases).

The distributions of the number of TRT hits are all shifted to higher
values, and the distribution of the LT TRT hits does not only shift
considerably but also exhibits a long tail compared the 〈µ〉=40, as
expected. Fig. 43a shows that the HIP trigger at higher pile-up condi-
tions will give lower fraction values for the same algorithm. Fig. 44

shows the trigger efficiency as a function of the truth kinetic energy
of the candidates, for samples with two different pile-up profiles. The

14 The notation here is slightly misleading. 〈µ〉=60 implies that the maximum pile-
up value for the sample is 60. It does not refer to the peak value of the pile-up
distribution

15 All other running conditions - trigger menu, detector geometry, centre-of-mass en-
ergy etc were kept the same as in 2012
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Figure 43: A comparison of the different pile-up conditions simulated to
study the effect of the HIP trigger performance. The plots show
(a) the fraction, (b) the total, (c) the high threshold and (d) the low
threshold of TRT hits as seen by the HIP trigger under different
pile-up conditions.
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Figure 44: The HIP trigger efficiency for simulated different pile-up condi-
tions shows a loss of efficiency at low EkinT values for higher pile-
up conditions. Modifications in the trigger algorithm are required
to improve the efficiency of monopoles at lower EkinT .

sample with 〈µ〉=40 corresponds to 2012 running conditions, while
the 〈µ〉=60 corresponds to the higher pile-up conditions expected in
future runs of the LHC. The loss in signal efficiency as observed
in Fig. 44 for higher pile-up conditions is due to lower energetic
monopoles that with 〈µ〉=60 give considerably lower fractions. This
motivates the need for a modified algorithm to cope with higher pile-
up conditions.

3.2.7 HIP Trigger Performance: In data

Before a trigger is deployed at Tier-0, it is put through a rigorous vali-
dation procedure to ensure the software releases are extremely robust
and stable. A nightly version of the software release is set for tests ev-
ery night that test various software aspects by running on input files
with few events. Once the trigger is deployed and successfully passes
the nightly tests, it is collected for further CAF HLT tests that are
conducted on a weekly basis. These tests maintain the same software
releases and conditions as at Tier-0, and are run on a larger event
samples. The CAF HLT tests also provide rough initial estimates on
the rate of the trigger and predicted a rate of 0.32 Hz for the HIP
trigger. The HIP trigger was deployed at Tier-0 from the end of Sept.,
2012 until the end of the Run-1. The trigger ran at Tier-0 with a rate
between 0.4–0.6 Hz, well below the allocated bandwidth of 1 Hz for
data taking.

Fig. 45 shows the rate of the HIP trigger as a function of the instan-
taneous luminosity for the run 212815, on Oct 17, 2012. The negative
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Figure 45: Instantaneous rate of the monopole trigger in run 212815.
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Figure 46: The profile distributions showing the dependence of the number
of TRT hits of both types LT and HT on the pile-up of the events.
The distribution shows that as the pile-up is increased, the num-
ber of TRT hits also to be larger. Fig. 48a and Fig. 48b confirm
this feature as the number of TRT hits is in general larger for
high pile-up conditions.

correlation between the rate of the HIP trigger and the instantaneous
luminosity can be explained by the pile-up dependence of the trig-
ger variables. Fig. 46 highlights the pile-up dependence of the TRT
trigger variables in data. It shows that both the number of HT and
LT hits increase as pile-up increases, with the number of LT hits in-
creasing faster. The φ-wedge is contaminated by a large number of
low threshold hits at high pile-up, in turn lowering the fHT value of
the trigger variable. Thus the HIP trigger at high instantaneous lumi-
nosities has a lower rate. As the run progresses, the luminosity and
the pile-up drop, thereby having candidates with nominal fHT that
pass the trigger thresholds. However the overall rate of the trigger is
maintained at under 1 Hz.

Fig. 47 shows the distribution of the number of HT TRT hits in
the barrel and the end-caps, which exhibit a double peak structure
albeit with a larger second peak in the end-caps. The first peak at
approximately 20 HT TRT hits can be attributed to isolated particles
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Figure 47: The distribution of the number of HT TRT hits in the trigger in
data. The two histograms show the distributions of the number of
HT TRT hits in barrel and end-cap separately. The second peak in
the distribution is predominantly from the end-caps and these are
contributions from high-pT jets. The distribution starts at NHT >
20 and also has the implicit cut requiring, fHT >0.37 since only
triggered events are selected in data.

with sufficiently high-pT . The second peak with approximately 60 HT
TRT hits, can be attributed to jets. The TRT hits associated to each EM
cluster are possibly overlapped by hits from several particles in the jet.
The L1 hadronic veto is ineffective beyond |η| > 1.7 and thus several
high-pT jets produce a large number of HT TRT hits and a sufficient
fraction to pass the HIP trigger in the end-caps.

Fig. 48a shows the distributions of the number of HT TRT hits for
low (〈µ〉 6 22) and high (〈µ〉 > 22) pile-up conditions. The two peaks
are prevalent in both, the high and low pile-up distributions. Simi-
larly Fig. 48b shows the distributions of the number of LT TRT hits
for different pile-up conditions. The features in Fig. 48a and Fig. 48b
are similar, however, the second peak is more shifted to towards high
number of LT TRT hits for the high pile-up scenario, as expected.

3.3 atlas dataset

As described in Sec. 3.2, the HIP trigger was deployed during the last
3 months of the Run-1 campaign. During this time, the HIP trigger
collected data in periods G, H, I, J and L, which was filtered using
the recommended ATLAS good run list 16. The luminosity calculator
tool provided by ATLAS shows that the data collected by HIP trigger
in 2012 corresponds to 7.0 fb−1.

The data collected from the trigger is stored in the ESD format,
which is further processed using a HIP filter algorithm that creates a
new storage format, the dESD. The HIP dESD filter algorithm, selects
events that fired the HIP trigger as well as events that pass the stan-
dard photon (of threshold 120 GeV) or electron (of threshold 60 GeV)

16 The ATLAS good run list checks the stability of the LHC beams and quality flags for
all ATLAS sub-detector systems for each event. At the end of 2012, a complete list
was drawn by the ATLAS collaboration called, PHYS_Standard_All_Good
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Figure 48: (a) The distribution of the number of HT TRT hits in the trigger
wedge in data. (b) The distribution of the number of LT TRT in
the trigger wedge in data. These distribution in data has the im-
plicit cuts of NHT > 20 and fHT >0.37 since only triggered events
are selected in data. The distribution is plotted separately for low
(〈µ〉 6 22) and high (〈µ〉 > 22) pile-up conditions to understand
its effect on the triggered variable. The distributions are as ex-
pected with the high µ distribution shifted to higher values. The
double peak structure is explained in text.

triggers and satisfy criteria that are outlined in [128]. Two other fil-
ters from separate analyses also contributed to the final dESD. Fig. 49

shows the breakdown of the percentage of events from the different
triggers that constitute the final dataset that was considered for this
analysis.

3.3.1 Run condition stability

To ensure that the run conditions are similar between different runs
in the data sample, the number of events fired by the HIP trigger in
a given run over the total integrated luminosity of the run is plotted.
With similar conditions across all runs within the dataset, this should
yield a relatively flat distribution. Fig. 50 shows the ratio of the num-
ber of events fired by a standard photon trigger and the integrated
luminosity of each run within the dataset which is fairly constant.

A similar ratio is plotted for events fired by the HIP trigger in
Fig. 51. The number of events fired by the HIP trigger in the entire
dataset corresponding to 7.0 fb−1 is 876895. Thus about 125270 events
per fb−1 (represented by the dotted line) are expected. As seen in
Sec. 3.2.6, the HIP trigger is pile-up dependent and has a lower rate
at higher luminosities, where fatter bunches produce higher pile-up.
Fig. 52 shows the dependence of the ratio of the number of events
fired by the HIP trigger to the integrated luminosity of the run against
the average pile-up of the run. A negative correlation between the
quantities is observed, as expected from the HIP trigger’s design.
Fig. 52 can thus be adequately used to describe stable conditions be-
tween different runs used in the dataset.

There are two outliers in Fig. 52, which were separately studied
to understand the large deviation from the expected value. The run
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analysis triggered by the different EF triggers.
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Figure 50: The ratio of the number of events fired by the single photon trig-
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grated luminosity of the run for the entire dataset corresponding
to 7.0 fb−1. The errors shown are estimated only on the number
of events fired by the trigger in each run.
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Figure 51: The ratio of the number of events fired by the HIP trigger in a run
to the integrated luminosity of the run for the entire dESD dataset
corresponding to 7.0 fb−1. The errors shown are estimated only
on the number of events fired by the trigger in each run.
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Figure 53: The pseudo-rapidity distributions of the cluster that fired the HIP
trigger in the ATLAS dataset. This distributions are shown for the
entire pseudo-rapidity range (left) and only for the barrel region
(right).

number 213816, which expects ≈ 490000 events per fb−1, was known
to have TRT gas problems before the run. The same run was reported
by the Data Acquisition Quality (DAQ) shifter to have “TRT turned
yellow due to high threshold hits occupancy in end-cap having a
spike”. The second run , #212619, is a run with significantly fewer
events (34 events) compared to the other runs, as can be seen by
the larger error bars in the figures. The luminosity for this run was
0.00029 fb−1. The low statistics contribute significantly to the large
deviation from the expected values.

Run 213816, with the total integrated luminosity of 0.0472 fb−1, is
disregarded from the analysis. The total error on the luminosity is
2.8%, thus quoting an integrated luminosity value of 7.0 fb−1 with
the removal of the run 213816 is still well within the uncertainties on
the luminosity.

Fig. 53 shows the cluster pseudo-rapidity for events that fired the
HIP trigger in the entire ATLAS dataset. An asymmetry is observed
in this distribution which is further discussed in Appendix D.

3.4 analysis strategy

The strategy to select signal-like candidates with high efficiency and
to reject the bulk of background-like processes involves a series of
selections. In terms of its software implementation, this is achieved
in two steps. The first set of selections, called preselections, is applied
in the analysis framework which saves all relevant information for all
the interesting events in a data format referred to as nTuples. The sec-
ond set of selections is called offline selections which imposes criteria
based on the information stored in the nTuples. The following sub-
sections chronologically describe the selections applied starting from
the cuts in the analysis framework to the offline selections.

It is important to note that ESDs from data that are used as inputs
in the analysis framework tool are already filtered using the dESD
filter. Therefore, events that remain in data ESDs are either triggered
by the HIP trigger or have passed another analysis filter. In the case
of MC signal samples no such filter is applied.
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3.4.1 Preselection and its effects on signal and data

At the stage of the analysis framework, a set of ’preselection’ cuts
are applied to limit the information to only the interesting candi-
dates. The clusters formed by the CaloCalTopoCluster algorithm (see
Sec. 3.1.4) are considered as calorimeter cluster candidates in this
analysis. To match the L1 trigger requirements, a cut is placed at 16

GeV on the transverse energy ET of the calorimeter cluster. While this
threshold value is lower than that in the L1 trigger, it helps eliminate
the other candidates in the event that were not triggered by the HIP
trigger.

To identify HIP-like candidates, an algorithm, similar to the HIP
trigger algorithm (see Sec. 3.2), is developed to select candidates
based on the fraction and number of HT TRT hits associated with
an EM cluster candidate. The algorithm builds a wedge of size
∆φ = ±0.05 in the TRT that is centred around the azimuthal angle
of the cluster, φcluster. A (φ)max is identified as the azimuthal angle
where the maximum density of HT TRT hits lie in the ∆φ = ±0.05
wedge17. The average φavgHT of all the HT TRT hits in a narrower
wedge of size ∆φ = ±0.01 centred around (φ)max is then computed.

A rectangular road of width ±4mm centred around φavgHT is built in
the TRT barrel. This road is wide enough to include two TRT straws (a
TRT straw is 4 mm in diameter). In the TRT end-cap, which provides
only the z and φ information, a wedge-shaped road of size ∆φ =

±0.006 centred around φavgHT is defined. The angular width is chosen
such that it is ±4 mm at the inner radius of the TRT end-cap wheels.
Fig. 54 shows an example of the ±4 mm road constructed in the TRT
barrel along the monopole trajectory.

The TRT hits contained in the roads defined above are computed
with loose η requirements, owing to the TRT geometry. The loose η
requirement was such that, a TRT hit was considered to be a part of
the road centred around φ

avg
HT , if the TRT hit and the cluster were

on the same side of the detector, by asserting ηTRT × ηcluster > 0.
Additionally, in the central region with |η| <0.1, no η requirements
are placed since the precise η information is not available.

Two parameters are constructed from the TRT hit information in
the roads, namely, the number of HT TRT hits (NpreselHT ) and the frac-
tion of HT TRT hits (fpreselHT ). These two parameters help identify
HIP-like candidates which satisfy the requirement, NpreselHT > 10 and
f
presel
HT >0.4, in the TRT region associated to a cluster candidate. The
f
presel
HT parameter is improved further when building the final dis-

criminant as detailed in Sec. 3.4.3. Fig. 55 shows the distributions of
the two constructed parameters for simulations of a single particle
monopole with a mass of 1000 GeV and charge 1.0gD along with sim-
ulations of electrons from the Z → e+e− process. The double peak
structure in the monopole distribution is attributed to the different
number of hits in the barrel (first peak) and end-cap (second peak)
regions.

17 This is computed by taking the maximum of the |φHT −φclust| distribution.
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Figure 54: An example of a simulated monopole trajectory in the r-φ plane,
showing the barrel TRT hits in a wedge of ∆φ = ±0.05 rad around
the EM cluster. The black and green points are the high-threshold
and low-threshold hits, respectively. Overlaid is the ±4 mm rect-
angular road.

Presel
HTf

0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

A
rb

it
ra

ry
 u

n
it
s

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07
Monopole

Electrons

Presel
HTN

0 20 40 60 80 100 120 140 160

A
rb

it
ra

ry
 u

n
it
s

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

Monopole

Electrons

Figure 55: The distributions of the constructed preselection variables
N
presel
HT and f

presel
HT for simulated single particle monopoles

of mass 1000 GeV and charge 1.0gD and electrons from the
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HT > 0.4. The two peaks in the

N
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The detailed information of candidates that satisfy the criteria de-
scribed thus far are written into nTuples that are analysed further as
described in the following subsection.

3.4.2 Offline selections

The nTuples produced by the analysis framework are used for the
final analysis of data and signal samples. The second set of selections
applied use the relevant information stored in the nTuples to select
signal-like candidates per event. The cuts are described below in the
order they are applied:

• Overlap removal: Signatures of highly ionising particles require
a region of high-fHT in the TRT associated to a narrow cluster
in the ECAL. It is found that several preselected EM clusters can
be matched to the same high fraction TRT region, which is un-
desirable. Fig. 56 shows the number of preselected candidates
for a single monopole of mass 1000 GeV and various charges,
where only one preselected candidate per event is expected. The
additional preselected candidates observed in Fig. 56 is not at-
tributed to pile-up events, since the distribution of the average
number of preselected candidates is uniform across all 〈µ〉 val-
ues in the samples. Thus the cause of the additional preselected
candidates is attributed to the clustering algorithm which in
rare cases splits the topological clusters when its energy thresh-
olds are crossed as described in Sec. 3.1.4.

To identify the set of calorimeter clusters that are associated
to the same TRT region, their η and φ information is used.
A set of calorimeter clusters is built based on certain criteria:
for all clusters whose standard deviations of η and φ satisfy,
∆(ηcluster) < 0.1 and ∆(φcluster) < 0.05. To ensure that only
one cluster is associated to the TRT hits, the candidate (from the
defined set) with the highest summed energy in the presampler
and the EM1 is selected. This is based on the expected signature
of the monopole in the calorimeter, which must deposit a large
fraction of its energy in the first layers of the calorimeter.

• HIP trigger: Only events that fire the HIP trigger are considered.

• Cluster energy: The summed cluster energy in all EM calorime-
ter layers EEMT > 16 GeV. This is a somewhat redundant cut
with the ET > 16 GeV already applied at preselection, but fur-
ther reduces the candidates to those which triggered the event.
The difference in this offline selection is that the transverse clus-
ter energy is considered only for the ECAL (Presampler,EM1,
EM2, EM3) as compared to the entire transverse cluster energy
in the preselection.

• EM layer energies: It is required that the candidate deposits at
least 5 GeV in the presampler or the EM1 of the ECAL. Back-
ground candidates that would start to shower and deposit the
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Figure 56: The distributions showing the number of preselected clusters
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mass, 1000 GeV. For the profile distributions, it was required that
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Figure 57: The HIP TRT trigger efficiency for single-monopoles with charge
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after the application of the offline veto is also shown.

energy in EM2 are rejected in such cases. The same requirement
is also used in the definition of the w variable, as described in
detail in Sec. 3.4.4.

• Pseudo-rapidity (η): Only candidates within |η| < 1.375 and 1.52

< |η| < 2.0 are retained for further analysis. A strong correlation
was observed between the final selection variables (described
in the Appendix B) in the ECAL barrel and end-cap transition
region i.e. 1.375 < |η| < 1.52 and hence this region was disre-
garded. The TRT ends at |η| = 2.0 and therefore a cut is placed
at this value to ensure the robustness of the fHT variable.

• Offline hadronic veto: As described in Appendix C.1, an ineffi-
ciency was observed in the hadronic veto from Level-1 for the
simulated HIP samples, resulting in an increase in the trigger
efficiency for such samples. An offline hadronic veto is applied
by summing up the cluster energy in barrel and extended bar-
rel of the HCAL and rejecting events where EHad > 1 GeV. The
resulting efficiency as a function of EkinT is shown in Fig. 57.

• Single candidate: To allow for an event-based estimation of the
background from data, it is preferable to have only one candi-
date per event. Therefore, if there are multiple candidates in the
event after all the above selections are applied, the candidate
with the highest fHT value is selected as the final candidate con-
sidered in the analysis.

To distinguish the monopole/ HECO signal from background pro-
cesses the analysis uses two powerful discriminating variables. The
first of these variables (fHT ) is similar to the fraction of high-threshold
TRT hits handle as described in the trigger section ( 3.2) and preselec-
tion.

The second variable describes the width of the cluster in the
EM calorimeter and is hence called the w variable. Energy loss via
Bremsstrahlung and pair-production are considered to be negligible
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particles are expected to have narrow cluster signatures i.e. they
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grounds, such as Z → ee, the cluster sizes are typically larger
due to Bremsstrahlung. The distribution of Ncells for electrons
extends to 50, but the plot is truncated to clearly show the distinc-
tion between signal and background-like processes.

and therefore most of the energy from highly ionising particles is
deposited only in a few cells of the calorimeter as shown in Fig. 58.

These two variables were used in the previous monopole analysis
at ATLAS [72]. However to adopt these into the present analysis, these
variables were redefined and re-optimised, the details of which are
covered in the following sub-sections.

3.4.3 The fHT variable

The preselection fpreselHT variable is further refined for final selections,
to account for inefficiencies in its calculation in the central (|η| < 0.1)
and transition (0.77 < |η| 6 1.37) regions. In the central region, the
f
presel
HT is computed using the hits from both barrels, which reduces

the fpreselHT of the signal samples in this region. A new method was
proposed, whereby the fraction of HT TRT was computed separately
in each barrel using the corresponding hits and compared to the orig-
inal fpreselHT associated with the cluster. For defining the fractions in
each barrel region, the NeachbarrelTRT > 10 to avoid high fractions orig-
inating from low number of TRT hits. The largest fraction value is
chosen as the new fHT associated with the cluster.

Similarly, in the transition region, the hits are considered sepa-
rately from barrel and end-caps and compared to the original fraction
of HT TRT hits. To define the fraction in the barrel a requirement,
NbarrelTRT > 10 is placed and similarly, for the end-cap the requirement
is,Nend−capTRT > 20. Fig. 59 shows the number of TRT hits belonging to
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placed on the number of hits required in the barrel and end-cap
before defining a new fraction in the individual region.

the barrel and end-cap regions for an associated cluster candidate for
both signal and data. Again, the largest fraction value among those
observed when using the barrel only, the end-cap only, or both barrel
and end-cap is chosen as the new fHT associated with the cluster.

Fig. 60 shows the fraction of HT TRT hits for monopoles and data,
with and without the recalculation method being applied. The peak
at 1 for the monopole signal sample is increased with the use of the
efficient recalculation method, while the distribution for the data re-
mains unaffected. Fig. 61 shows the fraction of HT TRT hits in data
and monopole signal sample as a function of η, showing the benefi-
cial effect of the recalculation technique on the signal sample in the
central η region (around η=0) and in the barrel-end-cap transition
region (around |η|=1)..

The newly derived fHT variable is used for the final selections of
candidates.

3.4.4 The w variable

The w variable describes the width of the cluster in the EM calorime-
ter and is a powerful discriminant between signal and background
processes. Formally, the w variable is defined in each layer as the frac-
tion of energy deposited in n-cells of the layer over the total energy
in the layer, Eq. 26.

wi =
Eni
Ei

(26)
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Figure 62: Selection of plots that were used to determine the number of cells
for the w variables definition in the presampler (top), EM1 (mid-
dle) and EM2 (bottom) calorimeter layers. The plots on the left
show the signal efficiency as a function of a cut in the w variable
in each layer. The plots on the right show the signal over back-
ground ratio as a function of a cut in the w variable for a di-jet
sample as background.

where, i refers to the calorimeter layer (Presampler, EM1 or EM2).
n refers to the number of cells used in the ith layer, which is 2 for
Presampler, 4 for EM1 and 5 for EM2. Eni is the sum of the energy
from n most energtic cells in the ith layer, while Ei is the cluster
energy contained in the ith layer.

The number of cells (n) used in each layer is estimated by a rough
optimisation process with the aim to maximise the signal efficiency
and the discrimination power between HIPs and electron or jet back-
grounds. Fig. 62 shows an example plot for one specific monopole
sample that was used to optimise for the number of cells to be used in
the w variable. All signal samples with different masses and charges
were examined as well which gave similar conclusions. The number
of cells for which the signal efficiency as well as the signal/ back-
ground ratio is maximised across all mass and charge points is cho-
sen for a given layer. Through this process it was observed that the
number of cells in the presampler, EM1 and EM2 should be 2, 4 and
5 respectively to describe the wi.

In this analysis, the w variable is defined as a combination of the
three wi variables (i = Pre, EM1, EM2)18. To begin with, the wi is
defined in a given layer only if Ei > 5 GeV, to ensure that the en-

18 In Appendix A, the choice of combining the w variable is discussed. For simplicity,
w refers to the combined average of wi in the remainder of the text.
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Figure 63: The energy distribution in each layer of the ECAL - Presampler
(top), EM1 (middle) and EM2 (bottom) - for monopoles (left) and
HECOs (right) with different charges. The distributions are plot-
ted for DY produced HIPs having a mass of 1000 GeV. The x-axis
is in log-scale to better highlight the effectiveness of the 5 GeV
selection used to eliminate the noise in the definition of the wi
variable as described in the text.

ergy dispersion in the layer is due to the presence of a HIP and not
noisy cells. Fig. 63 and 64 show the cluster energy distributions of
typical HIP signals in the different layers of the calorimeter. As the
HIP traverses through the detector, it deposits most of its energy in
the presampler and the EM1. The zero energy deposition by candi-
dates in the presampler is attributed to its limited pseudo-rapidity
acceptance (|η| <1.8). In subsequent layers, EM1 and EM2, the near-
zero energy deposition shows candidates that have stopped in the
previous layers with small residual energy that transmits to the cur-
rent layer. The combined w variable is then defined as the average
between all the wi for which Ei exceeds a 5 GeV threshold. To fur-
ther suppress backgrounds, candidates with only wEM2 defined are
rejected, since HIPs that have penetrated through to the EM2 should
also have energy deposits in at least one of the previous layers.

The distributions of individual wi variable is shown in Fig. 65. The
distributions peak close to one for signal samples while the back-
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Figure 64: The energy distribution in each layer of the ECAL - Presampler
(top), EM1 (middle) and EM2 (bottom) - for monopoles (left)
and HECOs (right) with different masses. The distributions are
plotted for DY produced HIPs having the charge of 1.0gD for
monopoles and 40e for HECOs. The x-axis (y-axis as well for EM1

and EM2) is in log-scale to better highlight the effectiveness of the
5 GeV selection used to eliminate the noise in the definition of the
wi as described in the text.
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Figure 65: The individual wi (i = Presampler (top), EM1 (middle), EM2 (bot-
tom))distributions for 1.0gD monopoles (left) and 40e HECOs
(right) in the different layers of the ECAL. The distribution of the
w variable for data is also overlaid to highlight its discriminating
power.

ground distributions peak at lower values. Due to the granularity
of the presampler, the discriminating power of the wpre variable is
worse compared to the wEM1,wEM2. However, this has a negligible
effect on the discriminating power of the combined w variable (see
Fig. 104 in Appendix A).

The robustness of the final selection variables as a function of pile-
up is crucial, keeping in mind the high instantaneous luminosity de-
livered by the LHC in 2012. Fig. 66 shows the dependence of the final
selection variables on pile-up for monopoles and HECOs respectively.

A mass dependence of the w variable for monopoles can be ob-
served in Fig. 66. The degradation of the w variable can be attributed
to the bending of the HIPs in the magnetic field (in η for monopoles
and in φ for HECOs). Lower mass HIPs tend to deviate from unity
as the initial kinetic energy increases and the HIPs penetrate further
into the calorimeter as shown in Fig. 67. Since their direction is not
exactly aligned with the calorimeter cells (which point towards the in-
teraction point) they deposit energy in a larger number of cells, thus
degrading w variable. Fig. 68 shows the distributions of the w vari-
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Figure 66: The profile distributions of the final selection variables, w and
fHT as a function of pile-up. A small but acceptable degradation
with an increase in pile-up is seen for the fHT variable. The w
variable is very pile-up robust and is slightly mass dependent.

able for various HIP signals with varying masses and charges and for
collision data.

One possible explanation can be attributed to the larger bending
of low mass monopoles in the central-η region, whereby they pene-
trate through larger number of calorimeter cells. Fig. 69 shows the
distribution of the number of cells in different layers of the ECAL
that have non-zero energy deposits as a 1.0gD monopole traverses
through. Conversely, as seen in Fig. 70, the HECOs bend in φ where
the calorimeter cells have a coarser segmentation, thereby traversing
through a fairly constant number of cells and minimising mass de-
pendence on the w variable.

Additionally, lower mass HIPs with high kinetic energy produce δ-
rays which are energetic enough to propagate in the calorimeter and
deposit their energy through bremsstrahlung. The δ-rays produced
by low mass HIPs that reach the calorimeter cause a larger cascade
that contributes to the degradation of w variable.

3.4.5 Final selection variable cuts

The selection criteria on the final variables were optimised using
pseudo-data generated from the control region in data such that the
low-fHT region distribution was used to generate the w variable dis-
tribution and vice-versa). For each charge and mass point, the signifi-
cance, defined as signal/

√
(signal + background), was determined as

a function of the two selection variables. The resulting distributions
are shown in Fig. 71 for HECO signal, where the choice of the final
selection cut values for a given sample were determined by using the
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Figure 67: The profile of the w variable for all masses of a 1.0gD monopole
(left) and a charge 40e HECO (right) as a function of the truth
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tion of the w variable for monopoles is larger than that of HECOs,
this is attributed to the bending of the monopoles in η and is ex-
plained further in the text.
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posit energy in more cells due to their bending in η where the
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Figure 71: Illustration of the cut optimisation procedure. The number of sig-
nal and background events above the bin value on each axis is
used to compute the quantity signal√

signal+background
. The axes

values for the bin which maximises the ratio is selected as the
optimum cut value for the corresponding signal. The process is
repeated for all signal samples and the final cut values are deter-
mined to accommodate (with least possible signal loss) all signal
samples.

highest ratio bin. This optimisation method led to the cut values of
w > 0.96 and fHT > 0.7. However, for certain signal samples the peak
of the w variable distribution lies very close to the cut value obtained,
thereby making the signal efficiencies in these samples very sensitive
to certain systematic uncertainties (for example, cross-talk). The cut
on the w variable was therefore relaxed to w > 0.94.

3.4.6 Selection efficiencies for Drell-Yan produced HIPs

The main loss in efficiency for all samples considered in the analysis
is caused by the acceptance of the L1 trigger, as discussed in Sec. 3.2.5.
The final selection efficiencies for Drell Yan spin-½ and spin-0 19 sam-
ples are summarised in Tab. 5 - 8. Only statistical uncertainties are
quoted in the tables.

Tab. 9, 10 show the cut-flow for the Drell-Yan spin-½ Monopoles
(|g| = 1.0gD) and HECO (|z| = 40e) respectively.

The acceptance, at L1, for high charge monopoles is low as a large
fraction of the Drell-Yan produced HIPs lose their energy and stop
before they reach the calorimeter [24] (for example, |g| = 2.0gD; ac-
ceptance O( 0.01%)). For high charges in the Drell-Yan model, only
the tails of the EkinT and EkinL distributions in Fig. 72 are accessible
to the ATLAS calorimeter. Thus for such cases the monopole accep-
tance is highly dependent on the model of production. In the analysis,
searches for Drell-Yan signals with less than 1% acceptances are not
interpreted.

19 The samples are obtained using the procedure as described in [107].
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DY Spin-½ Monopole Selection Efficiencies [%]

Magnetic Charge

Mass [GeV] |g| = 0.5gD |g| = 1.0gD |g| = 1.5gD |g| = 2.0gD
200 22.32 ± 0.29 3.51 ± 0.13 0.14 ± 0.03 0.001 ± 0.004

500 33.53 ± 0.33 14.86 ± 0.25 1.16 ± 0.09 0.02 ± 0.02

1000 27.83 ± 0.32 23.37 ± 0.30 3.65 ± 0.13 —

1500 23.66 ± 0.30 22.15 ± 0.29 3.53 ± 0.13 0.099 ± 0.033

2000 16.69 ± 0.26 16.53 ± 0.26 2.79 ± 0.12 0.055 ± 0.024

2500 9.796 ± 0.210 9.759 ± 0.216 1.61 ± 0.09 0.02 ± 0.01

Table 5: Drell-Yan spin-½ monopole selection efficiencies (in %). The uncer-
tainties are statistical only.

DY Spin-½ HECO Selection Efficiencies [%]

Electric Charge

Mass [GeV] |z| = 10e |z| = 20e |z| = 40e |z| = 60e

200 3.79 ± 0.13 9.66 ± 0.21 11.89 ± 0.23 3.14 ± 0.12

500 6.714 ± 0.177 19.03 ± 0.28 20.00 ± 0.28 6.169 ± 0.170

1000 10.74 ± 0.22 24.61 ± 0.30 16.85 ± 0.26 3.80 ± 0.13

1500 13.83 ± 0.24 22.47 ± 0.30 9.966 ± 0.212 1.43 ± 0.09

2000 15.51 ± 0.26 17.47 ± 0.27 3.68 ± 0.13 0.24 ± 0.03

2500 12.25 ± 0.23 10.24 ± 0.21 1.05 ± 0.07 0.009 ± 0.007

Table 6: Drell-Yan spin-½ HECO selection efficiencies (in %). The uncertain-
ties are statistical only.

DY Spin-0 Monopole Selection Efficiencies [%]

Magnetic Charge

Mass [GeV] |g| = 0.5gD |g| = 1.0gD |g| = 1.5gD |g| = 2.0gD
200 42.5± 0.3 10.0± 0.2 0.40± 0.04 0.01± 0.01
500 53.8± 0.3 34.8± 0.3 4.1± 0.1 0.11± 0.02
1000 44.3± 0.3 51.1± 0.3 11.4± 0.2 0.39± 0.04
1500 36.5± 0.3 49.7± 0.3 13.8± 0.2 0.43± 0.04
2000 30.9± 0.3 41.6± 0.3 10.9± 0.2 0.32± 0.04
2500 22.9± 0.3 30.8± 0.3 6.9± 0.2 0.12± 0.02

Table 7: Drell-Yan spin-0 monopole selection efficiencies (in %). The uncer-
tainties are statistical only.
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DY Spin-0 HECO Selection Efficiencies [%]

Electric Charge

Mass [GeV] |z| = 10e |z| = 20e |z| = 40e |z| = 60e

200 5.9± 0.2 28.0± 0.3 27.6± 0.3 8.2± 0.2
500 9.8± 0.2 35.3± 0.3 42.1± 0.3 15.1± 0.2
1000 15.1± 0.2 45.7± 0.3 37.5± 0.3 11.4± 0.2
1500 19.9± 0.3 47.7± 0.3 26.7± 0.3 4.8± 0.1
2000 25.5± 0.3 43.6± 0.3 13.2± 0.2 1.15± 0.07
2500 26.9± 0.3 31.7± 0.3 4.3± 0.1 0.18± 0.03

Table 8: Drell-Yan spin-0 HECO selection efficiencies (in %). The uncertain-
ties are statistical only.

Candidates Events

All Cuts Total Rel. eff. Overall eff. Total Rel. eff. Overall eff.

Total – – – 26502 – 100.00

L1 trigger – – – 7962 30.04 30.04

HIP trigger – – – 6526 81.96 24.62

Preselection 11253 – 100 6503 99.65 24.54

Overlap removal 10877 96.66 96.66 6503 100 24.54

EEMT 10794 99.24 95.92 6503 100 24.54

EM Layers 10787 99.94 95.86 6503 100 24.54

Pseudorapidity 10310 95.58 91.62 6242 95.99 23.55

Hadronic veto 10286 99.77 91.41 6242 100 23.55

Single candidate 6242 60.68 55.47 6242 100 23.55

Wavg > 0.94 6224 99.71 55.31 6224 99.71 23.49

fHT > 0.70 6195 99.53 55.05 6195 99.53 23.38

Table 9: Cut-flow table for a spin-½ monopole signal with mass 1000 GeV
and charge |g| = 1.0gD produced with the Drell-Yan model.
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Candidates Events

All Cuts Total Rel. eff. Overall eff. Total Rel. eff. Overall eff.

Total – – – 23848 – 100.00

L1 trigger – – – 6319 26.5 26.50

HIP trigger – – – 4481 70.91 18.79

Preselection 6487 – 100 4432 98.91 18.58

Overlap removal 6262 96.53 96.53 4432 100 18.58

EEMT 6244 99.71 96.25 4431 99.98 18.58

EM Layers 6230 99.78 96.04 4421 99.77 18.54

Pseudorapidity 5800 93.1 89.41 4072 92.11 17.07

Hadronic veto 5782 99.69 89.13 4071 99.98 17.07

Single candidate 4071 70.41 62.76 4071 100 17.07

Wavg > 0.94 4065 99.85 62.66 4065 99.85 17.05

fHT > 0.70 4018 98.84 61.94 4018 98.84 16.85

Table 10: Cut-flow table for a spin-½ HECO signal with mass 1000 GeV and
charge |z| = 40e produced with the Drell-Yan model.
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Figure 72: Distributions of the transverse kinetic energy in the barrel (|η| <
1.375, top-left) and longitudinal kinetic energy in the end-cap
(1.375 < |η| < 2.0, top-right) for 8 TeV Drell-Yan HIPs with a mass
1000 GeV with the MadGraph generator. The distributions for
the trigger efficiency (also showing the level-1 trigger) as a func-
tion of transverse kinetic energy in the barrel (|η| < 1.375, bottom-
left) and longitudinal kinetic energy in the end-cap (1.375 < |η| <

2.0, bottom-right) for 2.0gD monopoles [114].
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3.4.7 Selection efficiencies for model independent samples

Since there is no definitive production mechanisms of HIPs, model-
independent results are derived for regions of kinematic parameter
space which have high and uniform efficiencies, called fiducial re-
gions. For this search, regions in the parameter space of kinetic en-
ergy and pseudo-rapidity of the HIPs where the uniform efficiency is
above 90% are considered as the fiducial regions. These regions vary
for each charge and mass point of HIPs and are determined individu-
ally for all of them. These results can in principle be used to interpret
results in specific models by taking the kinematic distributions of the
models into account.

The minimum kinetic energy of the HIP to which this search is
sensitive depends on the amount of material the HIP needs to traverse
before reaching the EM layer. The maximum kinetic energy depends
on the ability of the HIP to traverse through the EM layer and into
the HCAL to deposit 1 GeV of energy and provoke the L1 trigger
veto. The amount of material in the detector is roughly proportional
to (sin θ−1) in the barrel region and to (cos θ−1) in the end-cap. As in
the case of determining pT cuts (ref. Appendix E), the kinetic energy
is defined in terms of the transverse kinetic energy (EkinT = Ekin sin θ)
in the EM barrel region (|η| < 1.475) and the longitudinal kinetic
energy (EkinL = Ekin cos θ) in the EM end-cap region.

The reconstruction efficiency was found to be symmetric in pseudo-
rapidity within the statistical uncertainties. Therefore the |η| vs EkinT/L
parameter space was considered to gain statistical precision.

An algorithm was developed to determine the fiducial regions for
each of the mass and charge points. The algorithm builds efficiency
maps in the given parameter space and determines the various fidu-
cial regions with uniform efficiency. Only rectangular20 fiducial re-
gions that satisfy the efficiency condition within the parameter space
were constructed by the algorithm. The bin size used in the efficiency
maps was 25 GeV in kinetic energy and 0.05 in pseudo-rapidity.

The fiducial regions were found based on the following two condi-
tions:

• Effavg > Effmin(= 90%)

• σEff < 0.12.

Where the Effavg is the average efficiency in the estimated fiducial
region, defined as Effavg = 1

N

∑N
i=1 xi, where xi is the efficiency

of the ith bin. Effmin is the minimum expected efficiency from the
fiducial region, which is set to 90% for this search. σEff is the standard
deviation of the average efficiency that is maximised to secure the
largest possible fiducial region with efficiency greater than Emin. It

is defined as σEff =
√
1
N

∑N
i=1(Effi − Effavg)

2, where Effi is the
efficiency of an individual i bin and the sum goes over all N bins

20 The choice of rectangular fiducial regions was motivated by the least complexity in
developing the algorithm whilst also enabling a consistently shaped regions across
all samples
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The efficiency of each sample depends on the material distribu-
tion in the detector and hence varies as a function of pseudo-rapidity.
Three regions in which the efficiency was significantly affected were
identified. At |η| ≈ 1

21 there is a noticeable efficiency drop for HECOs
and lower monopole charges. Another drop is noticed at |η| ≈ 1.5,
which is the transition region of the ECAL barrel and end-cap. In
addition, the truncation of the maximum initial kinetic energy in
the single-particle samples gives rise to a sharp sine shaped bound-
ary to a region where there are no signal events. Thus the three
regions in which the fiducial regions are independently identified
are 0 < |η| < 1.0 and 1.0 < |η| < 1.375 for the EM barrel and
1.52 < |η| < 2.2 for the EM end-caps.

The algorithm identifies a rectangular region which maximises the
area described by 2 · (|ηmax|− |ηmin|) · (Ekinmax−Ekinmin) while fulfilling
the conditions stated above is selected as the final fiducial region for
a given mass and charge point. Fig. 73 shows the different fiducial
regions as determined by the algorithm for the 1.0gD monopole and
the 40e HECO samples of mass 1000 GeV.

If no fiducial region is found for a given mass or charge point,
then no model-independent cross section limit is determined for that
sample. For HIPs with low charge that do not fire the L1 trigger this
is a common phenomenon. Therefore, no fiducial regions were found
for HECOs of charge |z| = 10e nor for monopoles with higher masses
(1500 - 2000 GeV) and a charge of |g| = 0.5gD. Since the fiducial
regions are determined independently in the three η regions, there
are certain cases where the fiducial regions are not defined for all
three. For instance, for monopoles of charge |g| = 2.0gD and mass =
200 GeV, for example, no fiducial regions are found in the forward η
range. The very high ionisation energy loss of this monopole requires
it to have a very high kinetic energy to reach the end-cap calorimeter.

The boundaries in EkinT/L and |η| as identified by the algorithm are
summarised in the plots shown in Fig. 74. Fig. 74a summarises the
fiducial regions in |η|, in each independent η-range, for all mass and
charge points. Fig. 74b, 74c and 74d summarise the range in kinetic
energy for all samples. The ET/L regions in these plots can be com-
bined with corresponding η-ranges for the same sample in Fig. 74a
which will reconstruct the fiducial region rectangle for that η-range.
Missing lines indicate that no fiducial regions were found for that
region of parameter space.

3.5 background estimation using the abcd method

A data-driven methods is used to estimate the backgrounds in the
signal region. The ABCD method is used, in which two uncorrelated
observables are divided into four regions in their two-dimensional
phase space. The regions are constructed such that only one of the
regions is dominated by the signal and the information from the
three background dominated control regions helps estimate the back-

21 The TRT barrel and end-cap transition region occurs at this η value

94

– December 1, 2016



 η
0 0.2 0.4 0.6 0.8 1 1.2 1.4

 [
G

e
V

]
k
in

T
E

0

500

1000

1500

2000

2500

3000

3500

4000

4500

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

=40 z=1000 GeV, m 

ATLAS

Simulation

 η
1.5 1.6 1.7 1.8 1.9 2 2.1 2.2

 [
G

e
V

]
k
in

L
E

0

500

1000

1500

2000

2500

3000

3500

4000

4500

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

=40 z=1000 GeV, m 

ATLAS

Simulation

 η
0 0.2 0.4 0.6 0.8 1 1.2 1.4

 [
G

e
V

]
k
in

T
E

0

500

1000

1500

2000

2500

3000

3500

4000

4500

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
g=1.0g=1000 GeV, m 

ATLAS

Simulation

 η
1.5 1.6 1.7 1.8 1.9 2 2.1 2.2

 [
G

e
V

]
k
in

L
E

0

500

1000

1500

2000

2500

3000

3500

4000

4500

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
g=1.0g=1000 GeV, m 

ATLAS

Simulation

 η
0 0.2 0.4 0.6 0.8 1 1.2 1.4

 [
G

e
V

]
k
in

T
E

0

500

1000

1500

2000

2500

3000

3500

4000

4500

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
g=2.0g=1500 GeV, m 

ATLAS

Simulation

 η
1.5 1.6 1.7 1.8 1.9 2 2.1 2.2

 [
G

e
V

]
k
in

L
E

0

500

1000

1500

2000

2500

3000

3500

4000

4500

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
g=2.0g=1500 GeV, m 

ATLAS

Simulation

Figure 73: Total selection efficiency as a function of transverse kinetic energy
(left) or longitudinal kinetic energy (right) and pseudo-rapidity,
for HIPs with mass 1000 GeV and charge |z| = 40e (top), mass
1000 GeV and charge |g| = 1.0gD (middle) and mass 1500 GeV
and charge |g| = 2.0gD (bottom). These plots are obtained us-
ing fully simulated single-particle samples with a uniform ki-
netic energy distribution between 0 and 3000 GeV. The fiducial re-
gions (as defined in the text) are indicated by rectangular dashed
lines [129].
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Figure 74: Fiducial regions for the HIP charges considered in the search. The
various line styles correspond to different HIP masses. 74a show
the |η| acceptance ranges, while 74b- 74d shows the Ekin accep-
tance ranges corresponding to the three different |η| ranges. Blank
space indicate that no fiducial region of high efficiency is found
for the corresponding mass and charge.
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Sample A B C D

Data 0 618 3 4539

Table 11: The observed number of events in data in each of the regions of
the ABCD method.

ground contribution in the signal region. In this analysis, the region
dominated by the signal is region-A, while regions-B,C and D are
background control regions as described by the cuts below,

A : fHT >0.7 w > 0.94 Signal region

B : fHT >0.7 0.84 < w 6 0.94 Calorimeter sideband

C : fHT 60.7 w > 0.94 TRT sideband

D : fHT 60.7 0.84 < w 6 0.94 Background region

If the two observables are truly independent and regions-B,C and D
have no signal contamination, then the ratio of the number of events
in A and C should be equal to B and D. Thus, the number of expected
background events in the signal region is:

A =
B ·C
D

(27)

which gives the number of background events expected in the sig-
nal region.

The two observables considered in this analysis are the w variable
and the fHT , where the region of high-w and high-fHT (region-A) is
dominated by the HIP signal, as displayed in Fig. 75. The regions-B,C
and D correspond to the regions that are dominated by backgrounds.
Lower limits on the regions-B and D at w >0.84, are placed as larger
correlations observed in data for lower w and fHT values (see Ap-
pendix B.1). A small correlation is observed in the ABCD regions,
which is understood and treated as a systematic uncertainty as dis-
cussed in Appendix B.

Tab. 11 shows the observed number of events in each of the ABCD-
regions in data. No events were observed in the signal Region-A.
Region C has very few data events which has a large effect on the
background estimation, especially given the possibility of leakage of
signal events into this region as shown in Tab. 12 and 13.

The number of background events in the signal region is estimated
by two separate methods. The first of these methods extrapolates
the background distribution from region-D to the low-event region-C,
with an aim to estimate the number of events in C more accurately.
This number is then plugged into Eq. 27, from the background es-
timate in A can be precisely computed. The second method uses a
likelihood function that is maximised using the RooStats package.
The low statistics, signal leakages and the systematic uncertainties
are taken into account by the likelihood.
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Sample B C D

|g| = 0.5gD
M = 200 GeV 1.6 2.3 0.0

M = 500 GeV 1.2 4.3 0.0

M = 1000 GeV 0.6 19.5 0.1

M = 1500 GeV - - -

M = 2000 GeV - - -

M = 2500 GeV - - -

|g| = 1.0gD
M = 200 GeV 8.9 3.3 0.1

M = 500 GeV 0.7 1.6 0.0

M = 1000 GeV 0.2 0.8 0.0

M = 1500 GeV 0.1 0.9 0.0

M = 2000 GeV 0.1 1.4 0.0

M = 2500 GeV 0.1 1.9 0.0

|g| = 1.5gD
M = 200 GeV 8.0 2.6 0.1

M = 500 GeV 0.5 1.6 0.0

M = 1000 GeV 0.1 0.9 0.0

M = 1500 GeV 0.1 0.6 0.0

M = 2000 GeV 0.1 0.7 0.0

M = 2500 GeV 0.1 0.7 0.0

|g| = 2.0gD
M = 200 GeV 19.0 1.4 0.2

M = 500 GeV 0.4 1.6 0.0

M = 1000 GeV 0.1 0.6 0.0

M = 1500 GeV 0.1 0.3 0.0

M = 2000 GeV 0.1 0.4 0.0

M = 2500 GeV 0.0 0.5 0.0

Sample B C D

|z| = 10e

M = 200 GeV - - -

M = 500 GeV - - -

M = 1000 GeV - - -

M = 1500 GeV - - -

M = 2000 GeV - - -

M = 2500 GeV - - -

|z| = 20e

M = 200 GeV 1.2 47.8 0.3

M = 500 GeV 0.6 36.2 0.2

M = 1000 GeV 0.4 34.9 0.2

M = 1500 GeV 0.2 37.2 0.1

M = 2000 GeV 0.2 36.8 0.2

M = 2500 GeV 0.5 36.0 0.1

|z| = 40e

M = 200 GeV 0.4 4.3 0.0

M = 500 GeV 0.1 1.5 0.0

M = 1000 GeV 0.1 1.0 0.0

M = 1500 GeV 0.1 0.9 0.0

M = 2000 GeV 0.0 1.3 0.0

M = 2500 GeV 0.0 1.6 0.0

|z| = 60e

M = 200 GeV 2.4 3.6 0.0

M = 500 GeV 0.3 2.1 0.0

M = 1000 GeV 0.1 1.1 0.0

M = 1500 GeV 0.1 1.0 0.0

M = 2000 GeV 0.1 0.8 0.0

M = 2500 GeV 0.1 0.6 0.0

Table 12: Leakages of the signal into the background control regions B−D in
percentages, for single monopoles (left) and single HECOs (right).
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Sample B C D

|g| = 0.5gD
M = 200 GeV - - -

M = 500 GeV 0.3 3.4 0.0

M = 1000 GeV 0.6 15.7 0.1

M = 1500 GeV 0.7 25.5 0.2

M = 2000 GeV 0.5 32.6 0.3

M = 2500 GeV 0.6 34.5 0.3

|g| = 1.0gD
M = 200 GeV 0.2 0.5 0.0

M = 500 GeV 0.2 0.1 0.0

M = 1000 GeV 0.1 0.4 0.0

M = 1500 GeV 0.3 1.7 0.0

M = 2000 GeV 0.3 4.7 0.0

M = 2500 GeV 0.1 10.8 0.0

|g| = 1.5gD
M = 200 GeV 0.5 1.4 0.5

M = 500 GeV 0.0 0.0 0.0

M = 1000 GeV 0.0 0.2 0.1

M = 1500 GeV 0.0 0.3 0.0

M = 2000 GeV 0.0 0.6 0.0

M = 2500 GeV 0.3 4.2 0.0

|g| = 2.0gD
M = 200 GeV - - -

M = 500 GeV - - -

M = 1000 GeV - - -

M = 1500 GeV - - -

M = 2000 GeV - - -

M = 2500 GeV - - -

Sample B C D

|z| = 10e

M = 200 GeV 2.3 70.1 1.6

M = 500 GeV 2.0 52.3 1.1

M = 1000 GeV 1.7 41.9 1.1

M = 1500 GeV 1.3 35.4 0.8

M = 2000 GeV 1.1 26.2 0.8

M = 2500 GeV 0.9 22.4 0.4

|z| = 20e

M = 200 GeV 1.0 52.1 0.6

M = 500 GeV 0.5 25.3 0.1

M = 1000 GeV 0.3 21.3 0.1

M = 1500 GeV 0.1 21.4 0.1

M = 2000 GeV 0.2 21.5 0.1

M = 2500 GeV 0.0 24.9 0.1

|z| = 40e

M = 200 GeV 0.1 6.1 0.0

M = 500 GeV 0.1 1.2 0.0

M = 1000 GeV 0.0 1.0 0.0

M = 1500 GeV 0.1 1.5 0.0

M = 2000 GeV 0.0 2.4 0.0

M = 2500 GeV 0.0 4.5 0.0

|z| = 60e

M = 200 GeV 0.1 2.4 0.2

M = 500 GeV 0.1 1.1 0.0

M = 1000 GeV 0.1 0.8 0.0

M = 1500 GeV 0.2 0.5 0.0

M = 2000 GeV 0.0 0.0 1.3

M = 2500 GeV - - -

Table 13: Leakages of the signal into the background control regions B−D in
percentages, for Drell-Yan monopoles (left) and Drell-Yan HECOs
(right).
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Figure 75: The distribution of the w variable as a function of fHT for data
and a selected simulated sample. The cuts used in the final selec-
tions are 0.94 6 w and 0.7 6 fHT . The colour scale is for data
with the simulated signal sample represented by the black boxes.
The regions for the ABCD method are also shown.

Fit function Formula Estimate χ2/n.d.f

power law a× x−b 4.88 1.93

power law with ex-
ponential cut off

a× xb × exp(x× (−c)) 4.81 1.91

exponential a× exp(x ∗ (−b)) 4.67 1.66

stretched exponen-
tial

a× exp(−b× xc) 0.78 0.54

Table 14: The number of events expected in region-C from the different fit
functions used to parameterise the data.

3.5.1 ABCD estimate using a fit to data

The low number of events in region C results in a large statistical
uncertainty in estimating the number of background events in region-
A. Also, given the distribution of various signal samples it is possible
to have significant signal leakage (candidates with high-w and low-
fHT values, as in the case of low charge HIPs) in this region.

The number of events in region-C (high-w and low-fHT ) can be
estimated by extrapolating the number of events in region-D. This
method helps reduce the large uncertainty associated with the num-
ber of events in region-C, thereby reducing the uncertainty in the
overall background estimate.

A distribution of region-C and D are made by considering events
with fHT <0.7 and 0.84 < w 6 0.94 (for region-C) and w > 0.94 (for
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Figure 76: The different functions fitted to the data in the region-D to extrap-
olate the number of expected events in region-C. The region-C is
kept blinded to avoid biases from the fits.

region-D). The events in region-C are kept blinded to not bias the ex-
trapolation estimates made by fitting the data in region-D to region-C.
Fig. 76 shows the different fitting functions that were used to param-
eterise the data, and the number of events estimated in region-C by
each of the fitting functions are summarised in Tab. 14.

The exponential function (as described in Eq. 28) best describes the
data based on the number of parameters and the χ2/n.d.f of the fit.
The parameters p0 and p1 are the normalisation and exponent factors
of the fit, respectively.

f[X] = p0 · eX−p1 (28)

The statistical uncertainties on Cest are determined separately for
each of the parameters in Eq. 28. The uncertainties are determined
by keeping one of the parameters fixed and varying (adding and sub-
tracting) the other by the uncertainty as determined by the fit. When
determining the uncertainty due to the p0 parameter, the p1 param-
eter was kept fixed 22, while p0 was varied such that χ2/n.d.f. ≈5.
Fig. 77 show the fits of the function when estimating the statistical
uncertainty on Cest. The systematic uncertainty on the fit is deter-
mined by using the estimates from other two-parameter fit functions.

The number of estimated background events in region-C and
region-A when using the exponential fit to the data are,

22 to the value as estimated by the original fit
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Figure 77: Estimation of the uncertainties arising from the parameters of the
exponential function used to estimate the number of events in
region-C.

Cest = 4.67± 0.67(fit stat.)± 0.70(fit sys.)
Aest = 0.64± 0.13(fit stat. + sys.)± 0.26(sys.).

(29)

The estimate is compatible with that obtained from simple count-
ing in B, C and D. The systematic uncertainty in the background es-
timate is dominated by the correlation, as described in Appendix B.3.
This method is insensitive to signal leakages in region-C and supports
the assumption that the simple BC/D estimate is not significantly bi-
ased by signal leakage.

3.5.2 Background estimate using a likelihood

A sophisticated method is also used to estimate the backgrounds in
the signal region and set the cross section limits, that takes into ac-
count the signal leakages as well as the correlation corrections. A
maximum-likelihood fit method is used to estimate the background
in the RooStats framework as a part of the limit-setting procedure.
The number of events in the regions-A,B,C and D are modelled as in
Eq. 30- 33.

µA = σeff.sig.µ+ µ
U (30)

µB = σeff.sig.bµ+ µ
UτB (31)

µC = σeff.sig.cµ+ µ
UτC (32)

µD = σeff.sig.dµ+ µ
UτBτCρ (33)

where µ and µU are the number of expected signal and background
events in the signal region, σeff.sig. reflects the systematic uncertainty on
the event selection efficiency for the signal, and the parameters b, c
and d represent the signal leakages into the control regions B, C and
D, respectively. The τB (τC) parameters are defined as the ratio of
background events in control regions B (C) to the number of back-
ground events in the signal region. The correlation correction factor
(see Appendix B.3 for details), ρ is introduced as a fixed parameter
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set to ρ =1.4, the maximum upward variation - leading to more con-
servative limits. Nevertheless, the different choices of ρ =0.6, ρ =1.0
or ρ =1.4 do not yield significant changes in the final results.

The free parameters of the fit µ, µU, τB, τC and σeff.sig. are deter-
mined by maximising the likelihood function as given in Eq. 34 with
respect to the observed number of events NA, NB, NC and ND in
regions-A,B,C and D respectively.

L(nA,nB,nC,nD | µ,µU, τB, τC) =
∏

i=A,B,C,D

e−µiµnii
ni!

. (34)

The model-independent background estimate using the observed
number of events as shown in Tab. 11 is given by:

Aest =
BC

D
= 0.41± 0.24(stat.)± 0.16(sys.) (35)

The estimate in Eq. 35 assumes no leakage of signal into the back-
ground dominant regions and accounts for the correlations by adding
a systematic uncertainty as described in Appendix B.3.

While in most cases the signal leakages into the control regions-
B,C,D are negligible, for specific mass and charge points the leakage
can be quite considerable O(40%). Leakages into region-C are large
when the discriminating power of fHT is reduced due to lower ion-
isation produced by low charge HIPs. Moreover, heavier monopoles
that traverse slowly through the detector produce reduced amounts
of HT TRT hits, thereby having larger signal leakages.

Signal leakages into the region-B occur when fast, low-mass
monopoles produce large amounts of energetic δ-rays that propagate
and radiate in the EM calorimeter, thereby giving lower w values.
The signal leakages into the regions-B,C,D are presented in Tab. 12

and 13.

3.6 systematic uncertainties

Systematic uncertainties that affect the signal efficiency are studied
and described in this section. The default settings of the ATLAS
simulation software are treated as the nominal conditions. The ef-
fects of systematic uncertainties is studied by either resimulating
the samples (for example to study the uncertainties in material den-
sity) or when possible, re-evaluated at the analysis level (for exam-
ple, the uncertainty on the TRT occupancy). Systematics effects that
require changes in the simulation, samples for all mass and charge
points were generated with 5000 events and the efficiencies were re-
evaluated to be compared to the nominal sample. Systematic uncer-
tainties that did not require modifications to the simulations were
implemented at the analysis level, allowing the use of the full statis-
tics available in the nominal signal samples.

The following sub-sections describe the different systematic uncer-
tainties that were considered in this analysis.
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ATLAS material density

HIPs which stop before reaching the ECAL cause an important loss in
efficiency which is sensitive to the amount of material upstream of the
calorimeter. To understand the effect of this systematic, the GEANT4

ATLAS detector geometry (tag ATLAS-GEO-21-06-01) that is specifi-
cally designed for detector material studies is used to simulate 5000

events. The modified geometry provides an increase in the material
budget compared to the nominal geometry used in standard Monte-
Carlo productions. In the modified geometry tag, the inner detector
has a material increase of 5% with respect to the default geometry tag
and a 15% relative increases of Pixel and SCT services, i.e. 10% extra
on top of the 5% in the whole inner detector.

The uncertainty arising from the material density in the ATLAS
simulations is sub-dominant for the HIPs. The addition of material
budget to the inner detector ionises the HIPs, resulting in the HIPs
stopping earlier in the detector. This has a non-negligible effect on
the low charge HIPs that tend to penetrate through to tile, triggering
the hadronic-veto, but with the additional material budget more low
charge HIPs tend to stop in the calorimeter itself. The uncertainty in-
creases with mass for the HIPs since a larger number of heavier, slow
moving HIPs traversing through the higher density detector tend to
lose more energy and stop in the calorimeter.

Range cut for δ-rays in Geant4

To conserve computational resources, GEANT4 limits the propaga-
tion of low-energy δ-rays by not simulating the electrons below a ki-
netic energy threshold. The energy loss in such cases is added to the
energy loss of the monopole continuously during the discrete steps
in the trajectory propagation. This kinetic energy threshold is defined
in GEANT4 as a distance parameter, which is internally converted to
units of energy. Minimising this parameter helps achieve the best sim-
ulation precision as more low-energy δ-rays are explicitly simulated.
The default parameter value used in the ATLAS TRT simulation is
50 µm which was lowered to 25 µm to measure this systematic. For
each mass point, 5000 events were fully simulated using the reduced
value of the parameter and the efficiencies were recomputed.

Uncertainty in the Birks’ Law constant

The correction to the Birks’ Law implemented in the ATLAS simu-
lation due to the high ionisation density of the HIPs is described in
Sec. 3.1.2. An uncertainty is associated to the precision of this cor-
rection derived from experimental heavy-ion data [121]. The dotted
curves in Fig. 32 represent the upper (lower) uncertainties in the de-
termination of the Birks’ constant (k). Simulations are generated for
5000 events using the corrected values and upper (lower) uncertainty
is established by comparing to the simulations generated with the
nominal value of k (the solid black line) that was used in the analy-
sis.
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The effect of changing the visible energy is a dominant uncertainty
for HIPs with low energy deposit energies in the calorimeter just be-
low the selection thresholds. The HIPs produced with the DY produc-
tion model have a energy distribution that peaks at lower energies
that make low energy clusters in the calorimeter and are significantly
affected by change in their visible energy. In addition, the energy
loss is also dependent on the charge of the HIP, and therefore for
monopoles the uncertainty from this systematic uncertainty increases
with charge, while for HECOs it decreases with charge (see Sec. 1.2
for charge dependence on energy loss).

δ-ray production

The monopole energy loss and δ-ray production models used in
Geant4 described by Eq. 18 in Sec. 1.1 has an associated uncertainty
of about 3% [130, 21, 131]. Both the final selection variables are sen-
sitive to the δ-ray production. While the monopoles use a custom
GEANT4 code wherein the δ-ray production can be modified, the
same is not possible for HECOs that are produced using the stan-
dard simulation procedures without creating a new physics list. The
monopole samples were fully simulated by suppressing the δ-ray pro-
duction by 3% for all monopole mass and charge points. The efficien-
cies were then recomputed and the uncertainties were estimated. The
uncertainties for the HECOs were taken from those established for
monopoles; for HECOs with |z| 6 40e the results of monopoles of
charge |g|=0.5gD were used, while for the uncertainties derived for
|g| = 1.0gD were used for HECOs of charge |z| = 60e.

This uncertainty is sub-dominant and depends on the energy loss
dependence of the HIPs. The energy loss is proportional to the charge
of the HIP and suppressing the δ-ray production would result in a
lower energy loss for high charge HIPs as they traverse towards the
calorimeter. Thus for monopoles, this uncertainty increases with the
monopole charge. The HECOs on the other hand have an additional
β dependence on the energy loss as well. Similarly HIPs with low
mass tend to penetrate futher into the Tile calorimeter, while those of
high masses are able to reach the calorimeter.

TRT occupancy

The TRT occupancy is defined as the fraction of TRT channels that
yield a signal, either from actual ionisation or noise in the event. The
occupancy is thus dependent on the pile-up in the event and it is
therefore crucial to have an accurate description of pile-up in the
Monte Carlo simulations. Uncertainties in the occupancy measure-
ment affect the fraction of TRT HT hits computed at various levels of
the analysis and in turn also any efficiency estimates.

To study the occupancy in data, a dataset consisting of approxi-
mately 4 luminosity blocks from the dataset used in the search was
used. The studies in simulations used a simulated sample of electrons
from W decays was used. Both, the data and simulated samples were
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Figure 78: Comparison of the TRT occupancy as a function of the number
of reconstructed vertexes for data and MC simulation [114].

processed through the dESD HIP filter, ensuring that events of similar
characteristics were compared.

The TRT occupancy as a function of the number of reconstructed
vertices for data and simulated sample is shown in Fig. 78 for data
and simulation. The TRT occupancy in MC simulation is underesti-
mated compared to that in data for low Nvtx values and overesti-
mated for higher values. At the analysis level, the number of low
threshold hits23 was scaled by a factor dependent on the number of
primary vertices. The factor was determined as the ratio between the
TRT occupancy in data to that in simulation. The average factor of
0.92 was used for points that are not represented in Fig. 78. The event
selection efficiencies were then recomputed and due to the overall
overestimation of the TRT occupancy in the simulations, the result-
ing relative uncertainty yields a positive variation.

Variations of about 30% in the TRT occupancy, as shown in Fig. 78,
could affect the efficiency of the HIP trigger as well. The increase in
occupancy as a function of pile-up can be used to estimate the change
in trigger efficiency due to a mismodelling of the TRT occupancy in
simulation. Fig. 79 shows the HIP trigger efficiency as a function of
pile-up, with the maximum variation for low charge HIPs - 40% in
the case of monopoles of |g|=0.5gD and 50% for HECOs with |z| =

60e. Since this decrease assumes a change in TRT occupancy of 30%,
these numbers represent a maximum estimate as the actual average
mismodelling of the TRT occupancy is only 8%.

The number of TRT hits produced generally by HIPs is extremely
high, generally very far from the trigger and analysis selection thresh-
olds and thus this is an almost negligible systematic. A charge depen-
dence is observed however, with this systematic being dominant for
the low charge HIPs that produce TRT hits close to the thresholds

23 Those likely to come from pile-up as opposed to the HIP or associated δ-rays
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Figure 79: Profile distributions showing the trigger efficiency for different
HIP samples as a function of pile-up 〈µ〉. The trigger efficiency
shows a pile-up dependence for low charge samples of both
monopoles and HECOs.

used in the trigger and the selections. The mass dependence on this
systematic is also negligible.

Liquid argon calorimeter cross-talk

One of the final discriminants in the search is the width of calorimeter
cluster (w variable), which depends on the energy deposition in the
electromagnetic calorimeter of ATLAS. The energy reconstruction in
the ATLAS electromagnetic calorimeter is affected by the signal leak-
age from a cell recording a physical or calibrated signal to other cells,
called cross-talk. The origin of the leakage could be on the electrodes
or come through the electronic chain, resulting in three different types
of cross-talk: capacitive, resistive and inductive [132]. Cross-talk in φ
or η affects the determination of the width of calorimeter cluster.

The inductive cross-talk between the second and third layer cells as
well as neighbouring cells of the second layer of the EM calorimeter
have been previously studied and are summarised in [132]. The η
cross-talk between neighbouring cells is 1.1% (in the barrel) and 0.6%
(in the end-cap); while the cross-talk between the second and third
layer cells is of the order of 0.9% (in the barrel) and 1.2% (in the end-
cap). Resistive cross-talk exists between cells in the first and second
layers and is of the order of 0.1% in both the barrel and end cap in
η. Due to the high segmentation of the first layer, the capacitive cross-
talk in η between the calorimeter cells is significant and of the order
of 7.2% (in the barrel) and 6.3% (in the end-cap outer wheel). The η
cross-talks are implemented by default in the ATLAS simulation.

The cross-talk in φ due to mutual inductance between the cells is
not implemented in the ATLAS simulation. From [132], the mean
cross-talk in φ is of the order of 1.8%. To evaluate the systematic
uncertainty introduced by the cross-talk in φ, the cross-talk in the
next-in-φ neighbour cell was assumed as 1.8% and thew variable was
recomputed for the signal samples. The event selection efficiencies
were then recomputed for the signal samples.

The uncertainty due to the φ cross-talk is observed to be very small
with no strong charge or mass dependence. HIPs tend to deposit most
of their energy in a very few cells and based on the definition of
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the w variable in each layer, the overall effect from this systematic is
negligible.

Calorimeter arrival time

Inefficiencies in the Level-1 trigger arise for energy depositions
recorded with delays of more than 10 ns, increasing the probabil-
ity of assigning the deposition to the wrong bunch crossing. A delay
of more than 10 ns correpsonds to β > 0.37 assuming the speed is
constant. Given the array of charge and mass samples probed in this
analysis, HIPs that reach the calorimeter have implicitly a β > 0.37

requirement. The β of the HIP reduces along its trajectory as it pene-
trates through the ATLAS detector, but this effect is too small to have
any significant impact on the timing. The efficiency loss due to time
delays of ECAL signals is therefore negligible and thus no systematic
uncertainty is computed for this parameter.

Extrapolation method for spin-0 monopole efficiencies

The monopole efficiencies for the Drell-Yan spin-0 events are extrap-
olated using fine efficiency maps from single-particle samples folded
with 22,000 generator-level Drell-Yan spin-0 events as explained
in [107]. These results are compared to those of spin-½ monopoles
samples that were fully simulated. Differences are assigned as an
added systematic uncertainties to only the spin-0 Drell-Yan monopole
efficiencies and the relative uncertainties are considered to be sym-
metric.

Luminosity measurement

The uncertainty due to the luminosity measurement is 2.8%. It is de-
termined from a preliminary calibration of the luminosity scale from
beam-separation scans performed in November 2012 as described
in [133]. This is added in quadrature to the other uncertainties.

3.6.1 Summary of systematic uncertainties

Tab. 15- 18 summarise the relative uncertainties for the different com-
ponents described in the previous sub-sections. These relative uncer-
tainties are computed in the total signal efficiencies as the difference
between the efficiencies obtained with the changed conditions with
respect to the nominal sample for both spin-½ and spin-0 Drell-Yan
produced signal samples.

To illustrate the mass dependence of the uncertainties representa-
tive charges of 1.0gD and 40e are used in Tab. 15- 18. The charge
dependence of the uncertainties are highlighted in the Tab. 19 and
20 that use the DY HIP samples for a representative mass of 1000

GeV HIPs.
The uncertainties measured in the single particle samples are de-

rived only within the fiducial regions estimated for the samples in
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Mass [GeV]

Spin-½
|g| = 1.0gD

200 500 1000 1500 2000 2500

MC Stat. ±3.71 ±1.69 ±1.28 ±1.33 ±1.59 ±2.21

Det. material ±(2 ± 3) ±(3 ± 2) ±(4 ± 2) ±(8 ± 2) ±(3 ± 3) ±(9 ± 3)

G4 range cut +(6 ± 3) 0 ± 2 −(3 ± 2) −(2 ± 2) −(1 ± 3) −(10 ± 3)

Birks’ high +(12 ± 3) +(3 ± 2) +(10 ± 2) +(13 ± 2) +(15 ± 3) +(9 ± 4)

Birks’ low +(3 ± 3) −(7 ± 2) −(10 ± 2) −(9 ± 2) −(9 ± 3) −(17 ± 3)

δ−ray ±(7 ± 3) ±(0 ± 2) ±(2 ± 2) ±(1 ± 2) ±(3 ± 3) ±(6 ± 3)

TRT Occ. +(1 ± 2) 0 ± 2 −(1 ± 1) +(1 ± 2) +(2 ± 2) +(6 ± 2)

LAr xTalk 0 ± 2 −(1 ± 2) −(3 ± 1) −(1 ± 2) −(3 ± 2) −(3 ± 2)

Total (UP) +16 +6 +12 +15 +16 +16

Total (DOWN) −9 −8 −12 −13 −11 −24

Table 15: Relative uncertainties on the signal efficiencies in percentages for
Drell-Yan produced spin-½ monopoles of charge |g| = 1.0gD. The
errors on the uncertainties are statistical. The total relative uncer-
tainties are calculated as quadratic sums of the individual rela-
tive uncertainties including the 2.8% uncertainty on the luminosity
measurement. Note that the δ-ray and material density uncertain-
ties are taken as symmetric, as described in the text.

Sec. 3.4.7. The relative uncertainties inside the fiducial regions with re-
spect to the nominal sample for the single particle samples are shown
in Tab. 21 and 22.

Depending on the systematic, a relative gain (’UP’) or loss
(’DOWN’) in the efficiency is estimated which maybe asymmetric.
For each systematic mentioned in the Tab. 15- 22 only the maximum
uncertainty is given. The total uncertainty (’UP’ or ’DOWN’) is com-
puted as the quadratic sum of the individual systematics.

3.7 results

With the observations of zero candidates that pass the HIP selec-
tions, the results are interpreted for model-independent as well as
pair-produced monopoles via the Drell-Yan mechanism. Upper limits
on the production cross section and lower mass limits are obtained
for these models.

3.7.1 Cross section limits

The fiducial regions of uniform and high selection efficiency with ε >
90% that were defined using single HIP samples were used to obtain
model-independent production cross section limits. Upper limits on
a simplified Drell-Yan pair-produced spin-½ monopoles were also set.
In addition, by using the results from single particle monopoles and
the systematic uncertainties on the event selection efficiency for the
Drell-Yan spin-½ monopoles, the upper limits on the production cross
section for pair-produced spin-0 monopoles were also produced. The
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Mass [GeV]

Spin-½
|z| = 40e

200 500 1000 1500 2000 2500

MC Stat. ±1.91 ±1.41 ±1.57 ±2.13 ±3.62 ±6.88

Det. material ±(3 ± 4) ±(2 ± 3) ±(0 ± 3) ±(6 ± 4) ±(4 ± 6) ±(11 ± 9)

G4 range cut +(4 ± 4) 0 ± 3 +(2 ± 3) +(1 ± 4) +(2 ± 6) −(6 ± 10)

Birks’ high +(8 ± 4) +(2 ± 3) +(4 ± 3) +(1 ± 4) +(1 ± 6) −(10 ± 9)

Birks’ low +(1 ± 4) −(2 ± 3) −(1 ± 3) −(6 ± 4) −(2 ± 6) −(15 ± 9)

δ−ray ±(3 ± 3) ±(4 ± 2) ±(1 ± 2) ±(8 ± 2) ±(5 ± 3) ±(10 ± 4)

TRT Occ. +(3 ± 2) +(1 ± 2) 0 ± 2 0 ± 2 −(2 ± 4) −(1 ± 6)

LAr xTalk −(1 ± 2) 0 ± 2 −(1 ± 2) −(2 ± 2) −(4 ± 4) −(6 ± 6)

Total (UP) +11 +6 +6 +10 +8 +17

Total (DOWN) −5 −6 −4 −12 −9 −26

Table 16: Relative uncertainties on the signal efficiencies in percentages for
Drell-Yan produced spin-½ HECOs of charge |z| = 40e. The errors
on the uncertainties are statistical. The total relative uncertainties
are calculated as quadratic sums of the individual relative uncer-
tainties including the 2.8% uncertainty on the luminosity measure-
ment. Note that the δ-ray and material density uncertainties are
taken as symmetric, as described in the text.

Mass [GeV]

Spin-0
|g| = 1.0gD

200 500 1000 1500 2000 2500

MC Stat. ±2.02 ±0.92 ±0.66 ±0.68 ±0.80 ±1.01

Det. material ±(2 ± 3) ±(3 ± 2) ±(4 ± 2) ±(8 ± 2) ±(3 ± 3) ±(9 ± 3)

G4 range cut +(6 ± 3) 0 ± 2 −(3 ± 2) −(2 ± 2) −(1 ± 3) −(10 ± 3)

Birks’ high +(12 ± 3) +(3 ± 2) +(10 ± 2) +(13 ± 2) +(15 ± 3) +(9 ± 4)

Birks’ low +(3 ± 3) −(7 ± 2) −(10 ± 2) −(10 ± 2) −(9 ± 3) −(17 ± 3)

δ−ray ±(7 ± 3) ±(0 ± 2) ±(2 ± 2) ±(1 ± 2) ±(3 ± 3) ±(6 ± 3)

TRT Occ. 0 ± 2 0 ± 2 −(1 ± 1) +(1 ± 2) +(2 ± 2) +(6 ± 2)

LAr xTalk 0 ± 2 −(1 ± 2) −(3 ± 1) −(1 ± 2) −(3 ± 2) −(3 ± 2)

Extrapolation −10 −9.5 −8.5 −7.5 −6.5 −5.5

Total (UP) +16 +6 +12 +15 +16 +15

Total (DOWN) −13 −12 −14 −15 −13 −24

Table 17: Relative uncertainties on the signal efficiencies in percentages for
Drell-Yan produced spin-0 monopoles of charge |g| = 1.0gD. The
errors on the uncertainties are statistical. The total relative uncer-
tainties are calculated as quadratic sums of the individual rela-
tive uncertainties including the 2.8% uncertainty on the luminosity
measurement. Note that the δ-ray and material density uncertain-
ties are taken as symmetric, as described in the text.
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Mass [GeV]

Spin-0
|z| = 40e

200 500 1000 1500 2000 2500

MC Stat. ±1.09 ±0.79 ±0.87 ±1.12 ±1.73 ±3.17

Det. material ±(3 ± 4) ±(3 ± 3) ±(0 ± 3) ±(6 ± 4) ±(4 ± 6) ±(11 ± 9)

G4 range cut +(4 ± 4) 0 ± 3 +(2 ± 3) +(1 ± 4) +(2 ± 6) −(7 ± 10)

Birks’ high +(8 ± 4) +(2 ± 3) +(4 ± 3) +(1 ± 4) +(1 ± 6) −(10 ± 9)

Birks’ low +(1 ± 4) −(3 ± 3) −(1 ± 3) −(6 ± 4) −(6 ± 6) −(15 ± 9)

δ−ray ±(3 ± 3) ±(4 ± 2) ±(1 ± 2) ±(8 ± 2) ±(5 ± 3) ±(10 ± 4)

TRT Occ. +(3 ± 2) +(1 ± 2) 0 ± 2 0 ± 2 −(2 ± 4) −(1 ± 6)

LAr xTalk −(1 ± 2) 0 ± 2 −(1 ± 2) −(2 ± 2) −(4 ± 4) −(6 ± 6)

Extrapolation −7 −1 +0.3 +6 +9 +5

Total (UP) +11 +6 +5 +12 +11 +17

Total (DOWN) −8 −6 −3 −12 −8 −26

Table 18: Relative uncertainties on the signal efficiencies in percentages for
Drell-Yan produced spin-0 HECOs of charge |z| = 40e. The errors
on the uncertainties are statistical. The total relative uncertainties
are calculated as quadratic sums of the individual relative uncer-
tainties including the 2.8% uncertainty on the luminosity measure-
ment. Note that the δ-ray and material density uncertainties are
taken as symmetric, as described in the text.

Magnetic charge [gD]

spin-½
Mass = 1000 GeV

0.5 1.0 1.5

MC Stat. ±2.48 ±1.28 ±3.65

Det. material ±9±8 ±4±2 ±8± 5
G4 range cut −5± 8 +3± 2 −4± 5
Birks’ high +4± 8 +10± 2 +1± 5
Birks’ low +4± 8 +10± 2 −9± 4
δ−ray ±1±8 ±2±2 ±5± 5
TRT Occ. +11± 4 −1± 2 3± 3
LAr xTalk −4± 3 −3± 1 +2± 3
Total (UP) +16 +12 +11

Total (DOWN) −10 −12 −14

Table 19: Relative uncertainties on the signal efficiencies in percentages for
DY monopoles in fiducial regions. The total relative uncertainties
are calculated as quadratic sums of the individual relative uncer-
tainties including the 2.8% uncertainty on the luminosity measure-
ment. Note that the δ-ray and material density uncertainties are
taken as symmetric, as described in the text.
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Electric Charge [e]

spin-½
Mass = 1000 GeV

20 40 60

MC Stat. ±1.24 ±1.57 ±3.57

Det. material ±(3 ± 2) ±0±3 ±3±5.3

G4 range cut 0± 2 +2±3 +3±6

Birks’ high +5± 3 +4±3 +3±6

Birks’ low −7± 2 −1±3 −0±5

δ−ray ±1±2 ±1±2 ±2±2

TRT Occ. +12± 2 0± 2 +1±3

LAr xTalk −3± 2 −1± 2 0± 3
Total (UP) +13 +6 +7

Total (DOWN) −9 −4 −6

Table 20: Relative uncertainties on the signal efficiencies in percentages for
DY HECOs in fiducial regions. The total relative uncertainties are
calculated as quadratic sums of the individual relative uncertain-
ties including the 2.8% uncertainty on the luminosity measure-
ment. Note that the δ-ray and material density uncertainties are
taken as symmetric, as described in the text.

Magnetic charge [gD]

Mass = 1000 GeV 0.5 1.0 1.5 2.0

MC Stat. ±1.940 ±0.289 ±0.231 ±0.431

Det. material ±3.58 ±0.43 ±0.24 ±0.85

G4 range cut −1.15 +0.42 +0.27 −0.36

Birks’ high −1.15 +0.52 +0.42 +0.32

Birks’ low −0.27 +0.11 −0.02 −0.78

δ−ray ±0.35 ±0.06 ±0.33 ±0.27

TRT Occ. +1.37 +0.67 +0.53 +0.46

LAr xTalk −1.58 −3.20 −2.56 −4.23

Total (UP) +5 +3 +3 +3

Total (DOWN) −5 −4 −4 −5

Table 21: Relative uncertainties on the signal efficiencies in percentages for
single monopoles in fiducial regions. The total relative uncertain-
ties are calculated as quadratic sums of the individual relative un-
certainties including the 2.8% uncertainty on the luminosity mea-
surement. Note that the δ-ray and material density uncertainties
are taken as symmetric, as described in the text.
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Electric Charge [e]

Mass = 1000 GeV 20 40 60

MC Stat. ±3.860 ±0.435 ±0.250

Det. material ±12.80 ±0.076 ±0.068

G4 range cut −9.83 +0.02 +0.18

Birks’ high −6.65 −0.27 +0.36

Birks’ low −15.4 +0.01 −0.10

δ−ray ±0.35 ±0.35 ±0.06

TRT Occ. +6.38 +0.74 +0.62

LAr xTalk −1.56 −0.87 −2.28

Total (UP) +15 +3 +3

Total (DOWN) −24 −3 −4

Table 22: Relative uncertainties on the signal efficiencies in percentages for
single HECOs in fiducial regions. The total relative uncertainties
are calculated as quadratic sums of the individual relative uncer-
tainties including the 2.8% uncertainty on the luminosity measure-
ment. Note that the δ-ray and material density uncertainties are
taken as symmetric, as described in the text.

cross section limits were obtained using the CLs method [134], using
the RooStats framework [135].

The mass limits were attained by assuming the Drell-Yan produc-
tion for spin-½ and spin-0 monopoles by comparing the observed lim-
its on the production cross section with the theoretical predictions.

CLs method

The frequentest CLs method is useful in searches with low sensitivity
that might be affected by fluctuations in the expected background.
The method is a simple normalisation of the confidence level ob-
served for the signal+background hypothesis, CLs+b, to the confi-
dence level observed for the background-only hypothesis, CLb, de-
fined as,

CLs =
CLs+b
CLb

. (36)

The confidence levels CLs+b and the CLb are defined as,

CLs+b = P(q > qobs|s+ b) =
∫∞
qobs

f(q|s+ b), (37)

CLb = P(q > qobs|b) =
∫∞
qobs

f(q|b), (38)

with f(q|s+ b), f(q|b) are the probability distribution function of
the test-statistic and q the observable, in this case, the number of
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observed signal events, µ. For a desired confidence level, for example,
95% (α = 0.95), the CLs value is given by,

CLs = 1−α = 0.05. (39)

A logarithmic likelihood ratio [136] is used as test-statistic in this
case,

−2 ln λ(µ) = −2 ln(L(s+ b)/L(b)), (40)

with the likelihood functions L(s+b) and L(b) defined as in Eq. 34.
The evidence of magnetic monopoles can only be observed as an in-
crease in the number of events in the signal region over the back-
ground, i.e. the log likelihood is constructed for the case when µ > 0.
Three cases are then considered,

−2 ln λ(µ) =


−2 ln

L(µ, ˆ̂θ(µ))

L(0, ˆ̂θ(0))
if µ̂ < 0,

−2 ln
L(µ, ˆ̂θ(µ))
L(µ̂, θ̂)

if 0 6 µ̂ 6 µ,

0 if µ̂ > 0,

(41)

where µ̂ and θ̂ are the maximum likelihood estimators of the max-
imised unconditional likelihood function. ˆ̂θ is the value of θ that max-
imises the likelihood for a given µ, meaning it is the conditional max-
imum likelihood estimator. The systematic uncertainties and signal
leakages are represented by θ, which causes the probability distribu-
tion function of the log likelihood ratio to broaden with respect to
a log likelihood ratio with fixed parameters. This is a consequence
of the loss of information due to the systematic uncertainties on the
event selection efficiency.

Model independent cross section limits

This monopole search can be interpreted for model-independent sce-
narios by using the defined fiducial regions of high and uniform
selection efficiency for single monopoles. These fiducial regions are
generated over uniform pseudo-rapidity, azimuthal angle and kinetic
energy spectra, see Sec. 3.4.7 for details. The upper limits on the pro-
duction cross section for single monopoles in the fiducial regions is
obtained for an average selection efficiency of 90% in these regions,
using the integrated luminosity of the analysed dataset, 7.0 fb−1.

In the absence of any observed events in the signal regions, the up-
per limits on the number of signal events is taken as 3, from which the
upper limits on the production cross section are computed and sum-
marised in Tab. 23 and 24. The model independent upper limits on
the production cross section was found to be 0.5 fb. Only results for
mass and charge combinations for which fiducial regions were found
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Single
Monopole

LHC 8 TeV

Mass
[GeV]

Limits on the cross section [fb]

|g| = 0.5gD |g| = 1.0gD |g| = 1.5gD |g| = 2.0gD
200 0.47 0.48 0.48 0.49

500 0.48 0.48 0.49 0.47

1000 0.49 0.48 0.49 0.47

1500 - 0.47 0.48 0.47

2000 - 0.49 0.49 0.48

2500 - 0.48 0.48 0.48

Table 23: 95% CL upper limits on the production cross section of single
monopoles in the fiducial regions. A dash indicates the absence
of a cross section limit since no fiducial region of high efficiency
was found for the given mass/charge point.

are presented. As discussed in Sec. 3.6, the systematic uncertainties
were averaged over all the mass points for each charge. The minor dif-
ferences between the mass/ charge combinations are therefore only
due to the different leakages.

Cross section limits on pair-produced monopoles

This search considered, both, the Drell-Yan pair-produced monopoles
of spin-½ and spin-0. A MC leading-order matrix element generator
(MadGraph5 [99]) was used to generate the monopole events. Only
leading-order calculations are used due to the large magnetic cou-
pling to the photon, which makes the production process highly non-
pertubative.

Spin-½ cross section limits

The upper limits on the number of signal events is taken to be 3 for
all samples in the absence of any observed events in the signal region
and the corresponding upper limits on the production cross section
for the spin-½ DY monopoles are summarised in Tab. 25 and 26. Only
results for mass and charge combinations for which the acceptance is
greater than 1% are presented. The differences between the mass/
charge combinations are attributed to the different leakages.

Fig. 80 and 81 summarise the cross section limits as a function of
the monopole and HECO mass respectively.

Spin-0 cross section limits

The upper limits on the production cross section of spin-0 pair-
produced monopoles and HECOs assuming the DY mechanism is
given in Tab. 27 and 28 respectively. The results are shown for mass
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Single
HECO

LHC 8 TeV

Mass
[GeV]

Limits on the cross section [fb]

|z| = 10e |z| = 20e |z| = 40e |z| = 60e

200 - 0.46 0.49 0.49

500 - 0.48 0.48 0.49

1000 - 0.48 0.47 0.48

1500 - 0.48 0.48 0.48

2000 - 0.49 0.48 0.5

2500 - 0.49 0.49 0.5

Table 24: 95% CL upper limits on the production cross section of single
HECOs in the fiducial regions. A dash indicates the absence of
a cross section limit since no fiducial region of high efficiency was
found for the given mass/charge point.

DY
Spin-½
Monopole

LHC 8 TeV

Mass
[GeV]

Limits on the cross section [fb]

|g| = 0.5gD |g| = 1.0gD |g| = 1.5gD |g| = 2.0gD
200 1.92 12.02 - -

500 1.25 2.85 36.14 -

1000 1.58 1.75 11.28 -

1500 1.85 1.87 11.9 -

2000 2.62 2.61 14.31 -

2500 4.62 4.37 25.78 -

Table 25: 95% CL upper limits on the production cross section of Drell-
Yan spin-½ monopoles. A dash indicates the absence of a cross
section limit since the acceptance is lower than 1% for the given
mass/charge point.
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DY Spin-
½ HECO

LHC 8 TeV

Mass
[GeV]

Limits on the cross section [fb]

|z| = 10e |z| = 20e |z| = 40e |z| = 60e

200 11.09 4.36 3.53 12.86

500 6.15 2.28 2.17 6.92

1000 4.11 1.79 2.53 11.73

1500 3.14 1.95 4.11 28.71

2000 2.8 2.52 11.79 194.9

2500 3.59 4.15 40.12 -

Table 26: 95% CL upper limits on the production cross section of Drell-
Yan spin-½ HECOs. A dash indicates the absence of a cross sec-
tion limit since the acceptance is lower than 1% for the given
mass/charge point.
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Figure 80: Observed 95% CL upper limits for Drell-Yan spin-½ monopoles
as a function of HIP mass in various scenarios (dashed lines with
markers). Overlaid on the plots are the theoretical cross sections
(solid lines) [129].
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Figure 81: Observed 95% CL upper limits for Drell-Yan spin-½ HECOs as
a function of HIP mass in various scenarios (dashed lines with
markers). Overlaid on the plots are the theoretical cross sections
(solid lines) [129].

and charge points which have an acceptance of greater than 1%.
The event selection efficiencies were obtained by extrapolating re-
sults from single particle samples using only the generator level four-
vectors for spin-0 DY monopoles, as discussed in [107]. The upper
limits were set using the systematic uncertainties from the spin-½ DY
produced monopoles as described in 3.6. Fig. 82 and 83 summarise
the cross section limits as a function of the monopole and HECO mass
respectively.

3.7.2 Lower mass limits on DY produced monopoles

The cross section exclusion limits obtained for the DY monopole mod-
els help set lower limits on the monopole mass. These limits were
obtained by finding the mass for which the theoretical cross section
prediction drops below the upper cross section limit.

These limits are only valid for the production model considered
(DY spin-½ and spin-0) and are limited by the accuracy of the theo-
retical cross section predictions. However these limits provide a direct
comparison to previous experimental searches which considered the
same production mechanism. For example, the CDF experiment at
Tevatron, set a lower mass limit of 476 GeV for spin-½ monopoles
pair-produced via the DY mechanism of charge 1.0gD [137]. While
the previous ATLAS search at

√
s = 7TeV set a limit of 862 GeV

for the spin-½ pair-produced monopoles of charge 1.0gD produced
via the DY mechanism [72]. This search sets limits of DY produced
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Figure 82: Observed 95% CL upper limits for Drell-Yan spin-0 monopoles
as a function of HIP mass in various scenarios (dashed lines with
markers). Overlaid on the plots are the theoretical cross sections
(solid lines) [129].
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Figure 83: Observed 95% CL upper limits for Drell-Yan spin-0 HECOs as
a function of HIP mass in various scenarios (dashed lines with
markers). Overlaid on the plots are the theoretical cross sections
(solid lines) [129].
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DY Spin-0
Monopole

LHC 8 TeV

Mass
[GeV]

Limits on the cross section [fb]

|g| = 0.5gD |g| = 1.0gD |g| = 1.5gD |g| = 2.0gD
200 0.99 4.37 - -

500 0.8 1.22 10.58 -

1000 0.96 0.83 3.52 -

1500 1.2 0.88 3.01 -

2000 1.3 1.02 3.76 -

2500 1.79 1.43 6.03 -

Table 27: 95% CL upper limits on the production cross section of Drell-
Yan spin-0 monopoles. A dash indicates the absence of a cross
section limit since the acceptance is lower than 1% for the given
mass/charge point.

DY Spin-0
HECO

LHC 8 TeV

Mass
[GeV]

Limits on the cross section [fb]

|z| = 10e |z| = 20e |z| = 40e |z| = 60e

200 7.43 1.45 1.53 5.02

500 4.53 1.22 1 2.79

1000 2.87 0.94 1.09 3.73

1500 2.18 0.88 1.49 8.45

2000 1.71 1.02 3.18 37.66

2500 1.79 1.37 9.1 -

Table 28: 95% CL upper limits on the production cross section of Drell-Yan
spin-0 HECOs. A dash indicates the absence of a cross section limit
since the acceptance is lower than 1% for the given mass/charge
point.
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|g| = 0.5gD |g| = 1.0gD |g| = 1.5gD
spin-1/2 DY 1176 1340 1210

spin-0 DY 886 1047 968

Table 29: Mass limits (in GeV) in models of spin-1/2 (top) and spin-0 (bot-
tom) DY monopole pair-production. These should not be taken
at face value given the non-pertubative nature of the production
mechanism, which makes cross section estimates highly specula-
tive.

|z| = 10e |z| = 20e |z| = 40e |z| = 60e

spin-1/2 DY 775 1047 1162 1074

spin-0 DY 490 780 915 879

Table 30: Mass limits (in GeV) in models of spin-1/2 (top) and spin-0 (bot-
tom) DY HECOs pair-production. These should not be taken at
face value given the non-pertubative nature of the production
mechanism, which makes cross section estimates highly specula-
tive.

monopoles of spin-0 and spin-½ for charges up to 1.5gD as shown
in Tab. 29. In addition, Tab. 30 also shows the lower mass limits of
HECOs.
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4
S E A R C H E S I N M O E D A L

4.1 simulations at moedal

Analogous to the simulations developed for the ATLAS experiment
(see Sec. 3.1), samples are generated to give model-dependent and
-independent results from the MoEDAL MMT prototype. The single
particle samples for model-independent results, were produced using
a particle gun with a flat kinetic energy distribution ranging from
0 to 10000 GeV. In accordance with the angular acceptance of the
prototype, the polar (θ) and azimuthal (φ) angle distributions are flat
in the range, 2.4 < θ < 3.0 rad and -2.7 < φ < -0.5 rad.

The pair-produced monopoles from initial pp states is modelled by
a DY process, and implemented similarly as was done for ATLAS (see
sub-section 3.1.1). Fig. 84 shows the distributions of the kinetic en-
ergy Ekin and θ. The DY kinematics produced by different spin mod-
els helps estimate the model dependence of the detector acceptance.
Pythia6 is used for the initial-state QCD radiation and hadronisation
of the underlying event.

The GEANT4 toolkit is used to perform the simulations of
monopole propagation, energy loss and its eventual stopping [111,
112, 113].

Simulation samples were produced for a large array of mass (100 -
3500 GeV) and charge (g = 1.0− 6.0gD) points, with 2 ×106 events for
each single monopole sample and 100,000 events in each DY sample.

4.1.1 Simulating the energy loss of monopoles

Simulations of the monopole energy loss along its trajectory through
the LHCb VELO and its trapping by the MMTs is performed by the
GEANT4 toolkit. The velocity-dependent energy loss formula mod-
elled by the Bethe-Bloch formula is modified for monopoles [21, 138]
as shown in Eq. 18.

For monopoles in the velocity range, 10−4 < β < 0.01, an approxi-
mation for the energy loss given by Ahlen and Kinoshita [22, 138, 139]
given by :

−
1

ρ

dE
dx

= (fn + fc)

(
g

gD

)2
β
GeV

cm2g
(42)

where, ρ is the density of the medium through which the monopole
traverses. fn and fc are contributions from the non-conduction and
conduction electrons respectively.
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Figure 84: The kinematic distributions of spin-1/2 pair-produced
monopoles considered for model-dependent results [29].

fn fc

Aluminium 13.7 80.0

Steel 18.9 28.4

Copper 19.5 14.5

Table 31: Contributions from non-conducting (fn) and conducting (fn) elec-
trons for different materials.

Both, fc and fn are dependent on the material, and their values
(shown in Tab. 31) are implemented in the Geant4 framework for
the three dominant materials in MoEDAL [23].

The dE
dx for the intermediate β range, 0.01< β <0.1, were obtained

using a linear interpolation method; other interpolation methods
have shown to have a negligible impact on the acceptance of the trap-
ping detector.

Owing to the large masses, the magnetic monopoles in this analy-
sis are not highly relativistic, as can be seen in Fig. 85. For γ =100,
the energy loss via bremsstrahlung contributes to approximately 5%
of the total energy loss; this fraction scales linearly with Z2γ [131].
The energy losses via bremsstrahlung and pair-production, which are
significant only for highly relativistic particles (β > 0.9999 or βγ >
70) [140], are negligible compared to ionisation and are not consid-
ered in the simulation. Additionally, the acceleration of monopoles
along the magnetic field lines is irrelevant in the case of the MMTs
which are located downstream of the LHCb, far from the experi-
ment’s dipole magnet. Therefore, while the magnetic field is simu-
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Figure 85: Initial βγ distributions (with β=v/c and γ= 1√
1−β2

) of spin-½

(top) and spin-0 (bottom) monopoles produced in the Drell-Yan
model with masses in the range considered for this search. These
distributions do not depend on the monopole charge [29].

lated in the Geant4 model, its effect is small and does not affect the
monopole trapping or trajectories in any significant way.

4.1.2 Simulation of trapping monopoles

The Geant4 toolkit that simulates the propagation of monopoles pro-
duced in pp collisions is also capable of determining their stopping
positions. In simulation, the monopoles are assumed to have stopped
at a given position if their velocity falls to β 6 10−3. If the position of
the stopped monopole is inside the prototype trapping volume, the
monopole is considered to be trapped. It should be noted that the ve-
locity criterion was changed to β 6 10−2 with no significant change
in the results. In all models that predict the energy loss of monopoles,
the velocity β = 10−2 corresponds to a point where a monopole only
travels a few mm in aluminium before it stops [23], as seen in Fig. 86.

4.2 trapping acceptance

The acceptance of the MMT prototype is defined for each event as
the probability that at least one monopole, produced in the colli-
sion, stops inside one of the aluminium bars contained within the
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Figure 86: Range (in cm) versus β in aluminium for 1000 GeV monopoles of
charge 1.0, 2.0, 3.0, 6.0 and 9.0gD [23].

MMT. The acceptance is determined by simulating the propagation
of monopoles with Geant4 through the geometry model that defines
the prototype detector and the relevant material in its vicinity.

The acceptance of the MMT is highly dependent on the energy dis-
tribution of the monopole production model as well as the material
budget between the production point and the trapping detector. Low
charge and/or high energy monopoles tend to punch through the
trapping material and are better captured in regions of the MMT that
have higher material budget. On the other hand, high charge and/or
low energy monopoles tend to stop before reaching the MMT and
their acceptance is enhanced in regions with low material budget.
For monopoles with the same charge and kinetic energy, the lower
mass monopoles have higher velocity and correspondingly a higher
dE/dx, and therefore tend to stop earlier. For instance, for a mag-
netic charge of |g| = 2.0gD, a monopole of mass 100 GeV would need
about 100 GeV more kinetic energy to reach the MMT prototype than
a monopole with mass 1000 GeV.

4.2.1 Model-independent analysis

The acceptance of the MMT for a monopole of a given charge and
mass can be defined in a unique way based on its energy and direc-
tion at the origin such that it is independent of the production model.
Analogous to the definitions of the fiducial regions in ATLAS (see
Sec. 3.4.7), the acceptance for the MMT can be described by using
two kinematic variables in a model-independent manner, given that
the collisions are symmetric with respect to the azimuthal angle, φ.
The variables are the longitudinal kinetic energy Ekinz and the polar
angle θ. The acceptance for all mass and charge combinations was
mapped using the particle gun Monte-Carlo samples as a function of
the two kinematic variables (with -2.7 rad < φ < -0.5 rad, correspond-
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Figure 87: The acceptance of the MoEDAL test array in the kinetic energy
and θ parameter space for monopole charges from 1.0 - 6.0gD.

ing to the φ range of the MMT prototype). The acceptance maps are
shown in Fig. 87 for monopoles with mass m = 1000 GeV.

The information contained in these two-dimensional acceptance
maps is sufficient to obtain the acceptance for any given pair-
production models to a good approximation. To present the data in
a clear and simple manner, albeit at the cost of some precision and
thereby ignoring low-acceptance regions, the information can be con-
densed by considering the so called fiducial regions, which provide
reasonably high and uniform acceptance. To encompass a large re-
gion with uniform efficiency in the two-dimensional parameter space,
an average efficiency of 40% is chosen for the fiducial region defini-
tion.

The algorithm defined in Sec. 3.4.7 was used to define the rectangu-
lar fiducial regions for all mass and charge combinations, requiring
an average efficiency of 40% and a standard deviation of 15%. The
acceptance is divided into two distinct regions in θ due to the pres-
ence of the vacuum pump in front of the upper part of the trapping
volume and owing to the placement of the boxes that have only one
box in the top row instead of two: low (2.40 < θ < 2.74) and high
(2.75 < θ < 2.96) regions. For completeness, the maximum Ekinz is
allowed to exceed the beam energy of 4000 GeV minus the monopole
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Figure 88: Graphical representation of the fiducial regions for various
monopole charges and masses, defined as rectangles in the θ ver-
sus Ekinz plane (with −2.7 rad < φ < −0.5 rad) for which the
average selection efficiency is larger than 40% with a standard de-
viation lower than 15%. The double arrows define the rectangle
positions and dimensions, with various line styles correspond-
ing to different monopole masses. The top plot shows the θ ac-
ceptance ranges, while the other plots show the Ekinz acceptance
ranges corresponding to the two different θ ranges. The relative
uncertainty in the lower and upper Ekinz bounds due to material
and dE/dx uncertainties is ±25%.

mass despite the fact that this can be non-physical for pair-produced
monopoles. Fiducial regions are indicated as black rectangles for a
selection of masses and charges in Fig. 87.

Fig. 88 graphically summarises the ranges of θ and Ekinz that define
the fiducial regions found by this algorithm for all mass and charge
points considered in this search (blank spaces indicate that no fiducial
region was found). The top plot shows the intervals in θ, the bottom
left shows the interval in Ekinz for the low-θ region, and the bottom
right shows the intervals in the Ekinz for the high-θ region.

4.2.2 Acceptances for Drell-Yan produced monopoles

The DY pair-produced monopoles are fully simulated in the geometry
model with Geant4 to obtain the DY acceptances. The model kine-
matics as well as the mass and charge of the monopole contribute to
its acceptance as summarised in Tab. 32 , with the highest acceptance
for charge 2.0gD and intermediate masses.

The uncertainty on the estimated amount of material in the ge-
ometry description used by Geant4 is the dominant source of the
systematic uncertainty. As described in Sec. 2.3.3, the precise mate-
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m [GeV] |g| = 1.0gD |g| = 2.0gD |g| = 3.0gD |g| = 4.0gD

spin-1/2

100 0.019±0.003 0.002±0.002 — —

500 0.017±0.001 0.021±0.005 0.005±0.003 —

1000 0.014±0.001 0.022±0.004 0.008±0.004 0.002±0.001

2000 0.012±0.001 0.022±0.003 0.008±0.004 0.001±0.001

3000 0.016±0.001 0.013±0.004 0.002±0.002 —

3500 0.020±0.001 0.004±0.003 — —

spin-0

100 0.028±0.002 0.007±0.004 — —

500 0.0082±0.0010 0.027±0.004 0.010±0.005 0.002±0.002

1000 0.0038±0.0007 0.022±0.002 0.011±0.004 0.003±0.002

2000 0.0020±0.0004 0.014±0.001 0.008±0.003 0.002±0.002

3000 0.0032±0.0007 0.008±0.002 0.002±0.002 —

3500 0.0069±0.0007 0.004±0.002 — —

Table 32: Trapping acceptances for spin-1/2 (top) and spin-0 (bottom)
monopoles with DY production kinematic distributions. The
quoted uncertainties include both statistical and systematic un-
certainties. Empty entries mean that the acceptance is lower than
0.1% [29].

rial description of cables and pipes present in the downstream of the
VELO are not available and two different geometry models were used
to help estimate the material uncertainty. An uncertainty of roughly
25% is associated to the Ekinz boundaries of the fiducial regions used
for the model-independent analysis. The uncertainty in the material
maps also affects the DY trapping acceptance, with |g| = 1.0gD, result-
ing in an uncertainty of the order of 10%. For the charge |g| = 2.0gD
case, it is of the order of 10-20% for intermediate masses. The largest
uncertainty is for the charge and mass combinations with the lowest
acceptance, and exceeds 100% when the acceptance is below 0.1%.

The uncertainty associated with the position of the MMT is also
estimated (1 cm on each axis). The range of the uncertainty is found
to be between 1-17% and is taken into account in the total uncertainty.
The uncertainty in the dE/dx in both the low and high β regimes
results in a 1-10% uncertainty in the acceptance which is also included
in the total uncertainty. A 1-9% uncertainty is estimated from the MC
statistics and is always smaller than the total systematic uncertainty.

The DY acceptances including statistical and systematic uncertainty
for the trapping detector is summarised in Tab. 32. The table excludes
entries with acceptances lower than 0.1% for which the uncertainties
exceed 100%, which is the case for all DY samples with |g| > 4.0gD.
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Figure 89: Top: schematic representation of the magnetometer used in this
work. Bottom: magnetic field configuration of pseudopole near
two superconducting pick-up coils [46].

4.3 magnetometer measurements

To detect the presence of monopoles trapped in material a 2G Enter-
prise DC-SQUID magnetometer is used to measure an induced non-
decaying current from a transported monopole. The SQUID-based
magnetometers provide a high precision to measure such a current
but need to be calibrated to the response of monopole.

The magnetometer used in this search is housed at the laboratory
maintained by the Earth and Planetary Magnetism group at the De-
partment of Earth Sciences at the Swiss Federal Institute of Technol-
ogy (ETH), Zurich. It consists of a flux sensing system comprising of
two pick-up coils of 4 cm radius along the longitudinal z-axis of the
magnetometer with the sensing region surrounded by superconduct-
ing shielding. The MMT samples are transported along the axis in the
+z direction through an access shaft with diameter of about 4 cm. The
magnetic flux from the MMT sample is sensed as a superconducting
current in the pick-up coils.

A schematic outline of the magnetometer together with an illustra-
tion of the magnetic field configuration arising from a solenoid (one
end of which is a pseudopole), near two superconducting pick-up
coils is shown in Fig. 89.

4.3.1 Calibration of magnetometer

To calibrate the magnetometer, a needle of 14 mm in length and 1

mm diameter enclosed in a non-magnetic plastic holder is used. The
dipole sample was made from floppy disk material and was subse-
quently magnetised such that the dipole moment, aligned along the

130

– December 1, 2016



longitudinal direction, is 3.02× 10−6 A m2. The uncertainty on the
moment is less than 1% as assessed by comparing measurements
with independent magnetometers at the ETH laboratory. The mea-
surements of the calibration sample can be used to predict the mag-
netometer response to a monopole, using the convolution method
described in Sec. 4.3.2.

4.3.2 Expected magnetometer response to monopoles

Two methods are employed to gauge the magnetometer response
to a monopole, the first being the direct approach that uses a long
solenoid and the other is the convolution method. Both these meth-
ods are described in detail in the next two subsections.

The direct approach using a long solenoid

To simulate the response from a monopole, a long solenoid is used
since the magnetic field from one end of a semi-infinite solenoid fol-
lows an inverse square law [141]. Two thin solenoids (S1 and S2)
wound with copper wire were used for this calibration. S1 (S2) is
formed of two (three) layers of wound copper - similar techniques
were used for a search with the H1 experiment as well [70]. The
charge strength on the oppositely charged poles of the solenoids is
given by :

q =
I ·S ·n
l

, (43)

where, n is the number of turns on the solenoid. Its length and
surface area are given by l and S respectively and I is the applied
current. In units of Dirac charge gD and the current flowing through
the solenoids, the pseudopole strength is given as 32.4gD for S1 and
41.4gD for S2 per unit µA. Tab. 33 describes the different parameters
of the two solenoids.

Highly magnetised materials can sometimes generate a fake
monopole signal, leaving a residual current when the material is far
from the pick-up coils, thus mimicking a monopole. To study and
quantify this effect, ferromagnetic rock samples with dipole moments
were used as described in the Fake signals sub-section below.

The convolution method

The other approach is to use the measurements of the current from
the calibration sample. Fig. 90 shows these measurements as a func-
tion of the longitudinal position z of the sample. The measured cur-
rent rises and reaches a peak value for a length that corresponds
roughly to the longitudinal extent of the pick-up coil array (~4 cm)
and eventually falls again. For this figure, the normalisation and cali-
bration steps have been performed such that the value of the plateau
region corresponds to the magnetic moment of the sample.
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Calibration coil 1 2

Pseudopole strength/current (g D /µA) 32.4 41.4

Coil length l (mm) 250 250

Number of turns n 2750 7500

Wire diameter (mm) 0.18 0.1

Number of wire layers 2 3

Mean coil area S (mm2) 9.7 4.5

Uncertainty in area 6 % 10 %

Table 33: Description of the calibration solenoids [46].

Figure 90: The measured current from the calibration sample as a function
of z. A smoothed form of the spectrum is overlaid. The data are
expressed in units of magnetic moment since the magnetometer
calibration is such that the plateau value returns the value of the
sample dipole moment [46].
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Figure 91: The dependence on z of the induced current for solenoids carry-
ing a range of different currents. Also shown is the prediction of
the convolution method (dashed lines) for a given solenoid car-
rying a certain value of current. Where two lines and two sets of
data points are shown close together the upper line corresponds
to the upper set of data points and vice versa. The unit of the
y-axis is the current expected for a Dirac monopole ( IgD ), as
estimated with the convolution method [46].

The superposition principle for magnetic fields implies that the
field from a long thin magnet is equivalent to that of the sum of the
individual dipole samples positioned alongside each other such that
the total length would be that of the long magnet. Therefore the mea-
surements shown in Fig. 90 can be used to predict the magnetometer
response to a pseudopole by smoothing the distribution with a spline
algorithm. Using the magnetometer response at 18 dipole positions,
each 14 mm apart, the measurements are extracted and summed to
give a response that corresponds to a long thin bar magnet possess-
ing a pseudopole value of ~6500.0gD. The sum is then scaled to cor-
respond to the pseudopole charge associated with the solenoids for
a range of currents that are derived using the solenoid properties in
Tab. 33.

Fig. 91 shows the predicted induced current (dashed lines) for the
solenoids carrying different currents. These distributions are made
by subtracting the measured current at each position for a run with
zero solenoid current from the finite current runs. The response rises
and reaches a plateau before it begins to fall, as expected from a pseu-
dopole. This corresponds to the solenoid moving towards, into and
out of the pick-up coil array. The distributions are normalised such
that the plateau value corresponds to the strength of the magnetic
pseudopole at the end of the solenoid, which is directly proportional
to the current in the solenoid. These distributions are expressed in
units of IgD , which refers to the predicted induced current from a
Dirac charge at the centre of the plateau region (z = 1470 mm). For S2
the assumed current values were 0.01, 0.1, 1.0 and 10 µA, while those
of S1 were 7% higher than those of S2.
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Overall, the response is found to be linear and good agreement is
observed between the two methods over several orders of magnitude
(the studied range was 0.3gD to 400.0gD) with a slight overestimation
for the convolution method. The convolution method is able to make
predictions for the magnetometer response at high z values that are
not possible via the direct solenoid method due to the hardware lim-
itations in the sample transport system. The magnetometer accuracy
degrades for weak signals generated by low charge pseudopole (for
instance, 0.3gD in Fig. 91) which give small discrepancies at low z

values.
The calibration of the magnetometer for the passage of a monopole

with charge values between ~0.3gD and ~400.0gD is well determined
by the two independent methods to an accuracy in reconstructed
charge of around 10%. For a detailed discussion on the estimated
uncertainties in the two methods, refer to Sec. 3 in [46].

Fake Signals

The expected magnetometer response from a magnetic monopole is
to plateau at a current value that corresponds to the monopole charge
as seen in the previous subsections. This response is independent of
the number of steps used in traversing the sample through the magne-
tometer and therefore a simple observable called the persistent current
is devised to identify monopoles. This is the recorded change in the
current on the pick-up coils as the sample is transported through the
magnetometer i.e. the difference between the first reading and the
last reading from the magnetometer.

The effect on the measurement of the persistent current is depen-
dent on instrumental effects such as offset drifts, offset jumps and
the so-called flux jumps [142]. While the first two effects have been
studied using rock samples1, the flux jumps had negligible effect on
this study and were therefore not studied further.

The offset drifts caused a gradual fluctuation in the persistent cur-
rent with time, typically this was equivalent to 0.1gD per hour. How-
ever, since the drift has an effect at all positions in the magnetometer
it has no effect on the persistent current which is a measure of the
difference in current between two positions.

The offset jumps on the other hand are spurious shifts in the read-
ings between different positions that can potentially be as large as
a monopole signal. However, these offsets generally disappear with
subsequent multiple measurements of the sample. In certain con-
ditions, a small offset jump is observed consistently with multiple
passes which was studied using two rock samples.

The first of these, R1, had a magnetic moment of 4.26 × 10
−5 A

m2, similar to those of the beam pipe samples (see Sec. 4.3.4); while
the second, R2, had a higher magnetic moment of 1.3 × 10

−4 A m2.
Both samples were passed multiple times through the magnetometer
with orientations yielding both positive and negative values of the
longitudinal magnetisation. For R1, the distribution of the persistent

1 These samples were assumed to not contain monopoles.
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Positive Magnetisation Negative Magnetisation

Normal mode
µ = 0.024 ± 0.005 µ = -0.038 ± 0.008

σ = 0.048 ± 0.004 σ = 0.053 ± 0.006

Abnormal mode
µ = -0.143 ± 0.004 µ = 0.005 ± 0.007

σ = 0.050 ± 0.003 σ = 0.059 ± 0.005

Table 34: Mean and standard deviations (in units of IgD ) of the persistent
current distributions in various conditions using samples with
magnetisation similar to the one of the beam pipe sample. Each
entry is based on 45 to 160 repeated measurements [46].

current had mean values close to zero with very small standard devia-
tions (see top row of Tab. 34). For R2 however, the orientation yielding
the positive longitudinal magnetisation consistently observed a shift
by -0.14gD relative to the empty holder measurements performed in
between. This shift was not observed for the negative longitudinal
magnetisation orientation (see Tab. 34). Subsequently, R2 was passed
twice through the magnetometer after being demagnetised, and it
yielded a moment of 1.5 × 10

−5 A m2 followed by 4.5 × 10
−6. Simi-

lar shifts were also observed for R1 when remeasured and it was con-
cluded that the magnetometer had entered into an abnormal work-
ing mode, which provoked an offset jump for any sample with the
positive longitudinal magnetisation of the magnitude -0.14gD. The
abnormal mode was triggered by the first pass of the R2 which had
a high longitudinal magnetisation. The magnetometer could be re-
stored into a normal mode by manually resetting the current offset
to a value near zero. After the reset, the measured persistent current
for both the R1 and (now demagnetised) R2 were consistent with the
values in the top row of the Tab. 34.

For highly magnetised samples, the resolution of the magnetome-
ter is dominated by the offset jumps and can be considered as being
the typical deviation of the persistent current from zero for samples
where there is no monopole. Based on the studies with the rock sam-
ples, it was concluded that the resolution of the magnetometer in the
normal mode is 0.04gD, while in the case where the abnormal mode
is triggered it is as large as 0.14gD.

4.3.3 MMT samples

The MMT samples (see Sec. 2.3.3) were passed through the 2G
Enterprise DC-SQUID magnetometer to measure an induced non-
decaying current from a transported monopole. The passage of sam-
ples through the sensing coils is facilitated by a sample holder at-
tached to a long carbon-fibre tube that extends the entire length of
the magnetometer. The samples are placed on the holder at the max-
imum position of the tube and the measurements from the SQUID
are recorded as the tube (with the sample) moves back to its initial
position. Magnetometer measurements are made for each of the 606

aluminium rod samples from the MMT prototype detector. For offset
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Figure 92: Magnetometer response profile along the axis of the tube for the
empty sample holder (top) and a typical aluminium sample of
the trapping detector after subtracting the response of the empty
sample holder (bottom). The 20 cm sample is inside the sensing
region for longitudinal positions between 110 mm and 310 mm.
Solid lines simply connect the points. Dashed lines show the re-
sponses when the measurement from a long solenoid is added
and subtracted to emulate the presence of a Dirac monopole in
the sample [29].

subtraction, every tenth measurement was performed with an empty
sample holder.

The measurements at 76 different positions with an empty sample
holder (top) and with a 20 cm MMT sample after subtraction of the
response of the empty sample holder measurements (bottom) as they
traverse through the magnetometer is shown in Fig. 92. Emulations
for responses from samples that would contain a positive or negative
monopole are plotted and were obtained by using a long solenoid
scaled to the current expected from a Dirac monopole, IgD . It is noted
that the presence of a monopole substantially changes the current
that is recorded at the final position. The signature of monopoles is
therefore recorded by the persistent current, which is defined as the
difference between the currents before and after the passage of the
sample through the magnetometer sensing coil. The current values
used in defining the persistent current have undergone an offset sub-
traction from an empty holder measurement. The magnetisation of
the sample holder itself is of the same order as the typical sample
magnetisation.

A sample was considered to have trapped a monopole candidate
if the persistent current differed from zero by more than 0.25gD. Re-
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Figure 93: Results of multiple persistent current measurements (in units of
Dirac charge) for the samples that yielded large (|g|>0.25gD)
values for the first measurement [29].
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Figure 94: The persistent current (in terms of Dirac charge) measured for
606 samples from the MMT boxes during the 2013 measurement
campaign [29].

peated measurements were performed for such samples to ensure the
deviation from zero was in fact due to the presence of a monopole
and not spurious measurements due to instability of the magnetome-
ter. Fig. 93 shows the measured persistent current for potential can-
didates where additional measurements were made for the samples
which showed large deviations from zero on the first pass. In all
the cases, the subsequent measurements were consistent with zero.
The causes of the spurious jumps and fake signals are discussed in
Sec. 4.3.2

The first measurement (or the first subsequent measurement in case
of spurious jumps in the first pass) for all 606 samples of the MMT
prototype as a function of time is shown in Fig. 94. The measurement
campaign was completed in 7 days, mostly in September of 2013. The
variation in resolution over the different days can be attributed to rel-
atively small differences in initial configurations and measurement
methods - for example, how periodically an empty sample holder
measurement is carried out. The measurements from the entire cam-
paign is plotted in Fig. 94, that shows that no measurement yields a
value greater than 0.18gD.

Limits on monopole production

No magnetically charged particles were observed in the MMT proto-
type detector that was exposed to 0.75± 0.03 fb−1 of 8 TeV pp colli-
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DY Lower Mass Limits [GeV] |g| = 1.0gD |g| = 2.0gD |g| = 3.0gD
spin-1/2 700 920 840

spin-0 420 600 560

Table 35: Lower mass limits (95% confidence level) in models of spin-1/2

(top) and spin-0 (bottom) DY monopole pair-production. These
limits are based upon cross sections computed at leading order.
These cross sections are only indicative since the monopole cou-
pling to the photon is too large to allow for pertubative calcula-
tions [29].

sions, under the assumption that a monopole that is produced in the
collisions and stop in the aluminium material would always be cap-
tured and remain bound to the nucleus. Limits on the cross sections
of monopoles using various assumptions for monopole production
kinematics are made based on this observation combined with the
estimate of acceptance and its uncertainty. The limits are obtained us-
ing a Bayesian method with Poisson statistics described in details in
[143].

Fig. 95 and 96 show the 95% confidence level upper limits on the
cross section of monopoles produced via the DY production mecha-
nism as a function of mass and charge respectively, for both spin-0
and spin-½ monopoles. The DY pair-production cross section calcu-
lations are performed at leading order and correspond to the cross
sections of massive particles with a single electric charge scaled to
account for the monopole charge by the factor g2 = (n · 68.5)2. Since
the monopole coupling to the photon is too large for pertubative cal-
culations to converge, these DY cross sections calculations should be
viewed with caution. They, however, provide a useful benchmark to
compare results across different experiments.

Tab. 35 shows the corresponding mass limits for magnetic charges
up to 3.0gD for both spin-0 and spin-½ DY monopoles. Compared to
the mass limits obtained in Sec. 3.7 for ATLAS (for charge 6 1.5gD),
the MoEDAL mass limits are about a factor two lower under the same
assumptions for monopole production at 8 TeV. However, for the first
time at the LHC, mass limits for DY pair-produced monopoles with
charge |g| > 2gD are obtained.

Model-independent results are obtained for monopole production
within ranges of kinetic energies and directions described by the fidu-
cial ranges detailed in Sec. 4.2.1. A 95% confidence level upper limit
on the cross section of 10 fb is set for monopoles with charges up to
6.0gD and masses up to 3500 GeV, within the fiducial regions.

4.3.4 Accelerator material samples

In addition to the MMT samples from the MoEDAL experiment, ac-
celerator material from the CMS experiment that was located at 18

m from the CMS interaction point were also analysed. Seven sam-
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Figure 95: Cross section upper limits at 95% confidence level for DY
monopole production as a function of mass for spin-½ (top) and
spin-0 (bottom) monopoles. The various line styles correspond to
different monopole charges. The solid lines are DY cross section
calculations at leading order [29].
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Figure 96: Cross section upper limits at 95% confidence level for DY
monopole production as a function of charge for spin-½ (top) and
spin-0 (bottom) monopoles. The various line styles correspond to
different monopole masses. The solid lines are DY cross section
calculations at leading order [29].

140

– December 1, 2016



Figure 97: Left: a photograph of the plug-in module showing the finger sam-
ples. Right: an X-ray picture of the plug-in module attached to the
CMS beam pipe [46].

Figure 98: The finger samples after being cut to fit into the magnetometer.

ples (so-called fingers), that were part of the plug-in module attached
to the CMS beam pipe and made of a copper-beryllium alloy were
analysed. The plug-in module was used to maintain the beam pipe’s
structural integrity over changing temperatures. Fig. 97 shows the
pictures of the plug-in module with the attached fingers (left) and an
X-ray image of the plug-in module mounted in the beam pipe (right).
The fingers on the plug-in module were replaced before the lumi-
nosity running in 2012 as they were incorrectly mounted and hung
in the vacuum region. The extracted modules (and attached fingers)
were deemed safe post all the safety procedures for detector mate-
rial so close to the beam. The fingers were cut into seven pieces (see
Fig. 98) and then passed through the magnetometer.

Each individual finger sample has a length of around 8.5 cm and
is approximately 0.8 mm thick. The modules were attached at a po-
sition of 18 m along the colliding beam axis with a polar angle ac-
ceptance between 179.936 and 179.943 degrees. Given the small ac-
ceptance, monopoles that stop within the sample would possess ener-
gies below a certain punch-through energy, which is a function of its
mass and charge. The energy loss of monopoles and an estimate of its
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Figure 99: The kinetic energy below which a monopole incident upon the
beam pipe sample would stop inside the sample, as a function
of mass and magnetic charge. The figure on the right shows only
the charges below 3.0gD with a better precision and with a linear
vertical scale [46].

range within the sample was simulated using the Bethe formula for
magnetic charges [21] (see Eq. 18). Fig. 99 shows the punch-through
energy range for a series of mass and charge samples. A monopole
produced in collisions is expected to have a minimum kinetic energy
such that the large CMS magnetic field has negligible effect on its
trajectory - estimated to be of the order of 0.1 GeV for masses above
several hundred GeV.

Given the limited range of the samples that were available, the anal-
ysis did not focus on producing production limits of monopoles and
hence the estimates on the uncertainties of the size and positions of
the samples are not considered.

Each of the seven finger samples were passed through the magne-
tometer (refer Sec. 4.3.1) wrapped in paper so that they would tightly
fit into a slit on top of the sample holder. The procedure adopted for
attaching samples to the sample holder described in 4.3.3 was imple-
mented here as well. Given the small number of samples to be anal-
ysed, most measurements were performed in 48 steps to precisely
map the magnetisation of the sample at each position - with each
sample measured at least twice. In addition, frequent empty holder
measurements were also made for background subtraction, similar to
that described in 4.3.3. Sample number 4 was measured six times in
total, of these, three measurements had different number of steps (96,
24 and 4).

Fig. 100 shows the measured induced current for sample 3 after
the offset correction (subtraction of the empty sample holder mea-
surements). The peak of this distribution helps study the magnetisa-
tion of the beam pipe sample. The dashed line provides an estimated
measurement of a monopole of charge 4.0gD trapped in the sample
obtained from a solenoid measurement with a pseudopole equivalent
to 4.14gD.

Fig. 101 shows the peak induced current for each of the samples, in
each of its iterations. The currents are typically many orders of mag-
nitude greater than that expected from a Dirac monopole. The off-
set jumps described in Sec. 4.3.2 are expected for highly magnetised
samples and therefore, sample 2 is demagnetised with an oscillating
magnetic field. The risk of losing a trapped monopole due to the
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Figure 100: The measured current from the beam pipe sample 3 as a func-
tion of z in 48 steps. The dashed line indicate the expected sig-
nature of a monopole with charge 4.14gD trapped inside the
sample [46].

Figure 101: The peak currents associated with different beam pipe sam-
ples [46].

demagnetisation process should be minimal given the large binding
energy of the monopole in material [38]. Should highly magnetised
samples continually cause offset jumps in the magnetometer, the de-
magnetisation of the sample may be necessary and implemented.

Persistent current for all the samples after the offset subtraction are
illustrated in Fig. 102. The values range from 0 to ~0.35 IgD , consistent
with the rock sample calibrations shown in Tab. 34. The offset jumps
during the analysis of these samples was of the order of ~0.15gD, with
sample 4 suffering several consecutive offset jumps which account for
the higher current values, especially for first two measurements with
this sample.

No monopoles with charge >0.3gD were found in the CMS detector
material.
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Figure 102: Persistent current left by the beam pipe samples [46].
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5
C O N C L U S I O N S

Predictions of beyond the Standard Model particles such as magnetic
monopoles and highly electrically charged objects help answer funda-
mental questions such as charge quantisation and the nature of dark
matter. Various models, starting with Dirac’s theory to Cho-Maison
or electroweak models and various GUT models predict the existence
of monopoles. The Dirac model makes no prediction on the mass of
the monopoles, whereas electroweak models expect monopoles with
masses of the order of several TeV within the LHC range.

Over the last few decades a variety of techniques have been used to
search for such exotic particles (see Sec. 1.5- 1.7). The searches covered
in this dissertation are simply an addition to the plethora of searches
using multiple techniques to identify monopoles that could have been
produced in the 8 TeV proton-proton collisions at the LHC. The highly
ionising signature of these exotic particles is used to identify them in
the ATLAS and MoEDAL experiments.

The ATLAS experiment uses two sub-detector systems, the TRT
and the EM calorimeter to help identify monopoles and HECOs that
are expected to produce regions of high ionisation. The sensitivity of
the analysis was enhanced compared to previous efforts, by the de-
velopment of a dedicated trigger that selected events based on the
ionisation in the TRT. For the first time the ATLAS detector was sen-
sitive to monopoles with charges greater than 1.0gD with the help of
this trigger. The exotic candidates were reconstructed with high effi-
ciency using the TRT and the EM calorimeter ionisation, for events
that passed the dedicated trigger.

With no events consistent with the signature of monopoles or
HECOs observed in the collected 7.0 fb−1 of pp collision data, upper
limits on the production cross section were set for two scenarios. A
model-independent limit of 0.5 fb was set in fiducial regions of high
and uniform selection efficiency for masses between 200-2500 GeV
and charges covering the ranges 0.5-2.0gD for monopoles and 10-60e

for HECOs. Limits were also set for spin-0 and spin-½ monopoles and
HECOs assuming the Drell-Yan pair-production mechanism. In addi-
tion, lower mass limits were set for pair-produced particles, based on
the theoretical cross section predictions.

The MoEDAL experiment uses its pioneering design to search for
magnetic monopoles and highly-ionising particles. This largely pas-
sive detector, deployed in the LHCb VELO cavern at Interaction Point-
8 serves multiple purposes. First, it uses nuclear track detectors to
identify tracks from new particles. Second, the unique ability of the
detector to trap particles using its trapping detector will help study
these exotic particles in detail, if captured. In this dissertation, the
results of the prototype Magnetic Monopole Trapper (MMT) detector
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that was exposed to 0.75 fb−1 of 8 TeV proton-proton collisions in
late 2012 are presented. This is the first time a scalable and reusable
trapping array has been deployed at an accelerator facility.

No monopole candidates were found in the trapping detector sam-
ple with magnetic charge, g > 0.5gD. Assuming that monopoles are
captured by aluminium nuclei, upper limits on the cross section are
set at 95% confidence level in the range of 100 to 6000 fb using the
Drell-Yan pair-production models for monopoles for charges up to
4.0gD and masses up to 3.5 TeV. A model-independent cross sec-
tion limit at 95% confidence level is set of 10 fb for monopoles with
charges up to 6.0gD that are produced in specific energy regimes and
η regions.

While MoEDAL cannot reasonably compete with the ATLAS ex-
periment for searches of low-charge monopoles, it has the ability to
probe for much higher charges ranging up to 6.0gD. With its small
solid angle coverage and modest luminosity, the prototype trapping
detector probes ranges of charge, mass and energy which cannot be
accessed by other LHC experiments. The MMT detection technique
has the potential to quickly make a discovery and allow for an unam-
biguous background-free assessment of a signal, providing a direct
measurement of a monopole magnetic charge based on its magnetic
properties alone. A newer and larger version of the MMT detector
was deployed in 2015 downstream of the LHCb VELO vessel as well
as on its sides and was exposed to 13 TeV pp collisions.
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A
C O M B I N E D w

D E F I N I T I O N S

Before the ultimate choice of the combined-w variable as described in
the sub-section 3.4.4, a few alternate ways to describe the w variable
were considered.

A few alternate definitions of the w variable were considered be-
fore the combined-w variable was found to be optimal choice for this
analysis.

The individual components of the combined-w variable - wPre,
wEM1 and wEM2 - were studied as possible discriminating variables.
The wEM1 variable is a powerful discriminant between signal and
data1, while wPre variable has the weakest discriminating power due
to the coarse segmentation of the Presampler (see Fig. 103). New dis-
criminating variables were constructed by considering the maximum,
multiplicative and average between the individual w variables. Due to
the poor discriminating power of the wPre variable, these variables
were constructed with and without wPre variable in its definition as
seen in Fig. 104.

The wMax variable (see Fig. 104e, 104f) and wEM2 variable
(Fig. 103e, 103f) distributions are similar. This is attributed to the gran-
ularity of the EM layer along with the number of cells used in the con-
struction of the w variable. For the case of the wMax, Fig. 105 shows
that wEM2 almost always has a higher value than wEM1. However,
the wMax and individual w variables make use of only a single layer
to assert their discriminating power. The variables depending on sin-
gle layers run the risk of missing out on candidates that deposit more
energy in either previous or latter layers and hence are considered as
poorer discriminants. The wMultiplicative variable serves as a good
discriminant, however, due to its nature, the distributions tend to be
broader with very long tails to lower values for signal samples. The
wAverage on the other hand has narrower distributions for both data
and signal.

The distributions of wMultiplicative and wAverage show a small
second peak for data as indicated in Fig. 106. The peak is due to
background candidates that penetrate through the calorimeter and
shower in the second layer thereby having only the wEM2 variable as
shown in Fig. 107. To supress such background events the definition
of the w variable has a cut that requires the candidate to not have
energy deposited only in EM2.

The preference of wAverage over wMultiplicative variable was
made by considering the correlation coefficients in data in regions

1 Only 10% of the data was used to study the discriminating power of the selection
variables.
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Figure 103: The w variable in each layer for data (left) and for monopole/
HECO signal (right). Due to the granularity and the different
number of cells used to construct the w variable in the differ-
ent EM layers, the distributions in the different layers vary. The
variations are more prominent in the data, which come from
different processes as opposed to the signals, where HIPs are
expected to have narrow distributions with a peak close to 1.
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Figure 104: Distributions showing the wAverage (top), wMultiplicative
(middle) and wMaximum (bottom) variables for data (left) and
MC signal samples (right). The wAverage and wMultiplicative
variables are constructed with and without the wPre variable as
indicated by the black and red points respectively. The addition
of the wPre variable has minimal impact on the overall distribu-
tion of wAverage and wMultiplicative variables.
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Figure 105: The distributions showing to which layer the wMax value corre-
sponds.
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Figure 106: The distributions of the wAverage and wMultiplicative vari-
ables shows a small bump in data at w > 0.84 as highlighted.

where the bulk of its distribution lies. The correlation coefficient
in data for the wAverage variable computed for the region 0.5 <
wAverage < 0.8 is 0.0505, while in the region 0.2 < wMultiplicative <
0.6 is 0.1186 for the wMultiplicative variable. The higher yielding cor-
relation in the multiplicative case supports the choice of thewAverage
as the final selection variable.
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B
C O R R E L AT I O N S B E T W E E N
fHT A N D w VA R I A B L E S

b.1 exclusion of the transition region

Fig. 108 shows the profile distributions of the w and fHT variables as
a function of pseudo-rapidity (η). The two variables need to be un-
correlated in order to estimate the background using the data-driven
ABCD method. The correlation factors (Pearson product-moment cor-
relation coefficient) is computed for the barrel (0.034), the transition
region (0.191) and the end-cap (0.154).

In Fig. 109 the profile distributions of fHT as a function of the w
variables are shown for data and selected simulated HIP samples.
The strong correlation observed in the transition region (1.375 < |η| <

1.52) coerces the analysis to drop this region.

b.2 understanding the origin of correlations at high-
w

It is vital to understand the correlations between the two discrim-
inating observables in the analysis. The w and the fHT variables
are shown to be strongly correlated in certain parts of the detector.
Fig. 110 shows the ratio of the number of events with fHT > 0.7 over
those with fHT < 0.7 for each w variable bin. The distributions in the
limited η regions are fairly uniform and uncorrelated in the high w
regions. The region, 2.0 6 |η | < 2.2, although not considered in the
analysis, is also shown to illustrate the maximum values attainable
by the ratio in the extreme cases.

On combining the η regions into broader ranges of barrel, end-cap
and the whole detector under |η| <2.0, as seen in Fig. 111, a corre-
lation originating from the end-cap region is observed. In Fig. 108

the profile distributions of the two observables highlight their η-
dependence.

The correlation factor between the observables in data, considering
the entire detector, is 0.123. Excluding the regions 1.375 < |η| < 1.52

and |η| >2.0 reduces the correlation to 0.958. The blue curve in Fig. 111

highlights the correlation between the w and fHT variables in data for
the present analysis.
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Figure 109: Profile histograms of fHT as a function of the w variable in
the different η regions of the detector. The region w >0.94 is
blinded in data. The correlation factors are computed in the bar-
rel (0.034), the transition region (0.191), the end-caps (0.154) and
the entire detector (0.123). The correlation factor of the full de-
tector excluding the transition region and |η| >2.0 is 0.958.
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Figure 111: Ratio of the number of events in data in Region-B (fHT >0.7)
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b.3 correlation correction for the background esti-
mate

The impact of the correlation, observed in the previous section, on the
background estimate should be evaluated and corrected (if needed).
For completely independent variables, the ABCD method suggests
that the ratio of the number of events in region-A to region-C is
equal to the ratio of the number of events in region-B to region-D
as explained in Sec. 3.5, for any defined range of the ABCD regions.
Therefore, a correlation correction factor can be defined as shown in
Eq. 44 , which in the absence of correlations should equate to unity.
Using the control regions with w <0.94 for calculating ρ and extrap-
olating to the signal region, the background estimate can be defined
as Aest = ρ ·BC/D.

ρ =
A/C

B/D
(44)

Consider a two-dimensional plot of the ratio of the number of
events with fHT >0.7 to that with fHT <0.7 against the w variable,
with w <0.94 (blue curve from Fig. 111). For every ith w bin (with
w <0.94), a correlation correction factor can be defined as in Eq. 45,
such that the ith bin represents the regions-BD and every jth bin
(such that j > i) the regions-AC. As an example, an illustration of the
newly created ABCD regions is presented in Fig. 112 where the ith

bin is w = .80 (constrained by the black dash and dot line) represents
the region B/D, and every jth bin, with j > i, (constrained by the red
alternate small and large boxes) represents the region A/C.

ρi,j =
Aj/Cj

Bi/Di

where i < j,
(45)

The correction factor ρ was defined for the ith bin as the weighted
average between all ρi,j over all j bins, as described in Eq. 46

ρavg,i =

∑
wi,jρi,j∑
Ωi,j

with Ωi,j =
1

(σ (ρi,j))
2
i,j

(46)

The weight is defined as the reciprocal of the error on ρi,j. Fig. 113

shows the deviation from 1 to be asymmetric, with a maximum de-
viation of 0.45. However, in the context of this analysis with zero
background events observed in the signal region, small deviations in
the correction factor have negligible consequences in the background
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Figure 112: An illustration of the algorithm used to determine the correla-
tion correction factor ρ. The black dash and dotted line repre-
sents the ith bin which encompasses the B/D value for the B,D
regions. The red alternate small and large boxes represent the
jth bins which encompasses the A/C value for the regions-A,C.

estimate. Thus the value and variation of ρ = 1.0 ± 0.4 which con-
stitutes a good envelope for the possible range of ρ was considered.
The conclusion of this study is that the effect of correlations on the
background estimate can be accounted for by taking ρ =1.4, corre-
sponding to the largest possible background estimate and thus the
most conservative limits.
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C
C AV E AT S O F T H E H I P
T R I G G E R

Sec. 3.2.5 describes the performance of the HIP trigger and briefly
introduces issues concerning the efficiency bump for monopoles and
efficiency drop for HECOs at higher transverse kinetic energies. This
appendix provides explanation for these problems with some open
ended tasks for other future enthusiasts to pursue.

c.1 efficiency bump for monopoles

Fig. 114 shows the HIP trigger efficiency for a monopole of charge
g=1.0gD and mass 1000 GeV as a function of a of transverse and
longitudinal energy in the barrel and end-cap regions respectively. As
discussed in Sec. 3.2.5 the drop in efficiency at higher energy values
is due to the hadronic veto applied at Level-1. In the barrel region
however, a rise in trigger efficiency for canadidates with transverse
energy greater than 1700 GeV is observed. The rise in efficiency is
observed only in a small region (0.4 < |η| < 0.65), and is seen to
originate at the L1 trigger itself (see. Fig. 115). However the reason
for such a rise in this particular region is unknown.

The source of the efficiency gain is attributed to the hardware based
Level-1 system which is simulated in the ATHENA reconstruction
software. The issue can be attributed to inefficiencies in the Level-1
simulations of highly ionising particles. Fig. 116 shows the energy
in the hadronic Tile calorimeter in the barrel region as a function
of the transverse kinetic energy for candidates that passed the HIP
trigger. The plot shows that candidates with energies much greater
than those permitted by the hadronic veto have passed the trigger.
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Figure 114: The HIP and photon trigger efficiency for a monopole sample of
charge 1.0gD and mass 1000 GeV as a function of its transverse
and longitudinal energy in the barrel (left) and end-cap region
(right) respectively. An increase in the efficiency is observed only
for the HIP trigger in the barrel for EkinT > 1700 GeV.
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Figure 115: The HIP and L1 trigger efficiency for a monopole sample of
charge 1.0gD and mass 1000 GeV as a function of its transverse
and longitudinal energy in the barrel (left) and end-cap region
(right) respectively. An increase in the efficiency is observed for
both the HIP and L1 trigger in the barrel for EkinT > 1700 GeV,
which suggests that the phenomenon occurs already at L1.

The exact reason as to how these candidates in simulation passed the
Level-1 hadronic veto is still open - perhaps simulations of highly
ionising particles cause some saturation of cells in this region?

Since no physics reason can be attributed to triggering more candi-
dates of high transverse energy in specific η regions, the excess can-
didates are removed. The offline hadronic veto recomputes the trans-
verse energy of the candidates in the hadronic layers of the calorime-
ter (mainly the barrel and extended barrel, see Fig. 116) and applies
the hadronic veto condition. This effect is shown in Fig. 117.
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Figure 116: The energy deposited in the barrel region of the Tile calorimeter
by a monopole of charge 1.0gD and mass 1000 GeV, with EkinT >

1700 GeV and 0.4 < |η| < 0.65. Candidates deposit high energies
in the barrel region of the Tile calorimeter despite the hadronic
veto being applied at L1. The triggering of events with such
candidates is considered an inefficiency of the L1 trigger and
are corrected for in the offline selections.
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Figure 118: The ratio of the energy deposited in the Tile calorimeter to that
deposited in the ECAL by a 1.0gD monopole (left) and 60e

HECO (right) with a mass of 1000 GeV. The ratio for HECOs
is lower than expected since they lose significantly more energy
as they slow down or stop.

c.2 heco trigger efficiency

Fig. 39b shows the trigger efficiency for a m = 1000 GeV HECO and
charge 60e as a function of its transverse energy in the barrel. The
drop in efficiency at higher transverse energies is due to the hadronic
veto from the L1 trigger (for HIP trigger) and the EF-level ratio veto
(for photon trigger) as described in Sec. 3.2.5. Unlike in the case of
monopoles, the drop in trigger efficiency for HECOs is earlier for the
HIP trigger than the photon trigger. This can be explained if the ratio
based EF-veto fires at higher values of EkinT for HECOs as opposed to
the Level-1 hadronic veto which is a hardware trigger that fires with
1 GeV of energy deposition in the Tile calorimeter.

The energy loss is significantly higher for HECOs as they slow
down (see Fig. 2). Consequently, the ratio of the energy deposited in
Tile calorimeter to that in the ECAL is expected to be high for HECOs
that penetrate into Tile calorimeter and stop. However, Fig. 118 shows
the ratio of energy deposited by a candidate in Tile calorimeter to that
deposited in ECAL for monopoles (left) and HECOs (right) as a func-
tion of the transverse kinetic energy of the candidate. The distribu-
tions show unexpectedly low ratios for HECOs compared to those
observed for monopoles. Fig. 119 shows the energy deposited by
the signal candidates in Tile calorimeter, with HECOs that penetrate
through to Tile calorimeter depositing considerably low energies com-
pared to monopoles. A possible explanation for estimating such low
energies in Tile calorimeter could be that the energy loss of HECOs
is so high that it saturates certain layers of the Tile calorimeter and
only a part of that energy is ’visible’. Hopefully, this saturation is well
accounted for in simulations but unfortunately there were no studies
conducted to support this claim.
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Figure 119: The energy deposited in Tile calorimeter by a 1.0gD monopole
(left) and 60e HECO (right) of mass 1000 GeV. The energy de-
posited by the HECO is observed to be much lower compared to
the monopole and suggests a simulation issue might be present.
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D
A S Y M M E T RY I N
P S E U D O - R A P I D I T Y

The pseudo-rapidity distributions of some signal samples showed an
asymmetry, in the selected candidates. A larger asymmetry is also ob-
served in data. Similar to Fig. 53, Fig. 120 shows that a larger number
of candidates are selected at positive pseudo-rapidity values, and the
asymmetry is persistent throughout the preselection and final selec-
tions. Thus, the asymmetry is not introduced by any requirements of
the event selection. In data, a large asymmetry is observed at high
pseudo-rapidity values, |η| > 1.7, beyond the coverage of the Tile
calorimeter which is responsible for the hadronic veto at Level-1, as
well as the offline selections.

The asymmetry is quantified as:

A =
(NF −NB)

(NF +NB)
(47)

where NF(NB) is the number of candidates with η > 0 (η <0).
Fig. 121 shows the observed asymmetry for each run in the dataset
for both the barrel (left) and end-cap (right) regions. The outlier in
the barrel region that corresponds to run number 213816 is the run
that is excluded from the analysis as discussed in Sec. 3.3.1. The fact
that this run, which is known to present anomalously noisy straws in
some parts of the TRT, presents such a striking asymmetry strongly
suggests that the inherent non-uniformity of the noise in the TRT
causes the effect by affecting the trigger fHT variable. While most
runs show a negligible asymmetry in the barrel region, some runs
tend to show a small negative asymmetry. A positive asymmetry is
observed in the end-cap region for all runs suggesting a strong bias
in the positive pseudo-rapidity region for the entire dataset.

Similar asymmetries were observed in the MC sample of electrons
fromW boson decays, as seen in Fig. 122. Cross-checks with an emula-
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Figure 120: The pseudo-rapidity distributions of the clusters in data after ap-
plying the preselections and the final selections. No asymmetry
is introduced as a consequence of the analysis selections.
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Figure 121: The asymmetry in the barrel (top) and end-cap (bottom) for each
run in the ATLAS dataset. The asymmetry of approximately 20%
is clearly evident in the end-caps.
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Figure 122: The pseudo-rapidity distribution of the clusters from W-decays
using only the HIP trigger and no selection criteria shows an
asymmetry, similar to that observed in data.

tion of the trigger suggest that the cause of the asymmetry is related
to the asymmetric noise in the TRT, which seems to be adequately
simulated.

Fig. 123 shows the asymmetries in the MC signal samples, where
the maximum asymmetry is observed for low charge candidates that
tend to penetrate through to the Tile calorimeter.
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Figure 123: The asymmetry observed in the DY signal samples in the barrel
(top two) and end-cap (bottom two) regions.

171

– December 1, 2016



– December 1, 2016



E
T R A N S V E R S E M O M E N T U M
(p T ) C U T S

To reach the calorimeter and create cluster candidates, particles are
required to have a minimum pT . To avoid simulating the reconstruc-
tion of particles which will not reach the calorimeter and not waste
computing resources, a pT threshold is set for each signal mass and
charge point. Events with candidates that fail to cross this pT thresh-
old are discarded at the generator level since they have no chance
to fire the HIP trigger. The thresholds are estimated by plotting the
HIP trigger efficiency as a function of pT and are conservatively cho-
sen such that they are about 50 GeV below the turn-on in trigger
efficiency. The Tab. 36 and 37 summarise the pT cut thresholds for
Drell-Yan spin-½ monopoles and HECOs respectively.
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Charge Mass pT cut Charge Mass pT cut

0.5gD

200 0

1.5gD

200 250

500 50 500 300

1000 150 1000 350

1500 200 1500 400

2000 250 2000 450

2500 300 2500 550

1.0gD

200 150

2.0gD

200 500

500 200 500 550

1000 250 1000 650

1500 300 1500 700

2000 350 2000 750

2500 400 2500 800

Table 36: Table summarising the pT cuts for Drell-Yan monopoles that are
applied at the generator level to reject candidates that will not fire
the HIP trigger.

Charge Mass pt cut Charge Mass pt cut

10e

200 0

40e

200 50

500 100 500 100

1000 200 1000 200

1500 300 1500 300

2000 450 2000 350

2500 600 2500 450

20e

200 0

60e

200 100

500 50 500 200

1000 150 1000 300

1500 200 1500 400

2000 250 2000 500

2500 350 2500 600

Table 37: Table summarising the pT cuts for Drell-Yan HECOs that are ap-
plied at the generator level to reject candidates that will not fire
the HIP trigger.
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