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Abstract

Measurements of the Z ! `+`� production cross sections, where `± = e±, µ±, in proton-
proton collisions at

p
s = 13 TeV are presented using two sets of data recorded by the

ATLAS experiment at the Large Hadron Collider. The data sets correspond to a total
integrated luminosity of 81 pb�1 and 3.2 fb�1 collected in 2015 using the 50 ns and
25 ns bunch spacing configurations, respectively. The cross section obtained with 50 ns
configuration is used for W± to Z cross-section ratio measurement. The W+ to W� boson
production cross-section ratio is also measured. The ratios of measured fiducial cross
sections for electron and muon decay channels of the W± and Z boson are evaluated and
compared to the Standard Model expectations of the lepton universality.
Ratio of top-quark pair to Z-boson production cross section is measured at

p
s = 13 TeV

using 25 ns bunch spacing data. Similar ratios are obtained at
p
s = 8 TeV and 7 TeV

using the published ATLAS results corrected to a common phase space. Single ratios, at
a given

p
s for the two processes and at di↵erent

p
s for each process, as well as double

ratios of the two processes at di↵erent
p
s, are evaluated. The results are compared to cal-

culations performed at next-to-next-to-leading-order accuracy using recent sets of parton
distribution functions. The data used for tt̄ to Z-boson cross section ratios demonstrate
significant power to constrain the gluon distribution function for the Bjorken-x values
near 0.1 and the light-quark sea for x < 0.02.





Zusammenfassung

Messungen der Z ! `+`� Wirkungsquerschnitte, wobei `± = e±, µ±, werden dargestellt.
Genutzt werden Proton-Proton-Kollisionen bei

p
s = 13 TeV, aufgezeichnet mit dem

ATLAS-Experiment am Large Hadron Collider. Die Datensätze entsprechen einer in-
tegrierten Luminosität von 81 pb�1 bzw. 3.2 fb�1, gesammelt in 2015 mit 25 ns bzw.
50 ns Abstand zwischen den Protonbündeln. Der Datensatz basierend auf 50 ns Abstand
wird für eine Messung des Wirkungsquerschnittverältnisses von W± zu Z genutzt. Das
Verhältnis von W+- zu W�-Produktionswirkungsquerschnitt wird ebenfalls gemessen. In-
nerhalb der Akzeptanz des Detektors wird das Verhältnis der Wirkungsquerschnitte für
Elektron- und Myonzerfälle bestimmt und mit der Vorhersage des Standardmodells zur
Lepton-Universalität verglichen.

Das Verhältnis der Wirkungsquerschnitte zwischen Paarproduktion von Top-Quarks
und Z-Bosonen wird bei

p
s = 13 TeV gemessen, dazu wird der 25 ns-Datensatz genutzt.

Basierend auf publizierten Ergebnissen von ATLAS werden analoge Verhältnisse für
p
s =

8 TeV und
p
s = 7 TeV im gleichen Bereich des Phasenraums bestimmt. Einzelne

Verhältnisse, bei einer bestimmten Schwerpunktsenergie für die zwei Prozesse oder bei
verschiedener Schwerpunktsenergie für den gleichen Prozess, werden ermittelt. Zusätzlich
werden kombinierte Verhältnisse der beiden Prozesse bei verschiedener Schwerpunktsen-
ergie bestimmt. Die Ergebnisse werden mit Next-To-Next-To-Leading-Order-Rechnungen
basierend auf aktuellen Partonverteilungsfunktionen verglichen. Der Datensatz, der für
die Bestimmung des Wirkungsquerschnittverältnisses von tt̄ zu Z-Bosonen genutzt wird,
kann dazu verwendet werden, um die Gluonverteilungsfunktion für Bjorken-x um 0.1 und
die Seequarkverteilung für leichte Quarks bei x < 0.02 genauer zu ermitteln.
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Introduction

Particle physics is the study of the fundamental constituents of matter and their interac-
tions. The beginning of this study in a recognizably modern sense takes place in 1897 with
the discovery of the electron by J.J. Thompson. The next discovery of elementary particle
was almost entirely theoretical. In 1905 A. Einstein argued in his photoelectric theory
that under certain circumstances light behaves not as continuous waves but individual
particles. He introduced the concept of “light quanta” which later was substituted with
the term “photon”. The developments during the period 1911-1913, among which the
Geiger-Marsden experiment, its interpretation by Rutherford, and Bohr’s atomic model,
provided a big step in understanding of atom structure. The discovery of neutron in 1932
by J. Chadwick complemented the picture of what atoms are made of.

During the first half of the 20th century a large number of elementary particles were
discovered. Systematic follow-up of these discoveries lead to the development of special-
ized accelerators. Since early 1950s these machines, operating at ever-higher energies,
provide the main data in the experimental particle physics. Among the discoveries during
the early years of accelerator physics are large number of resonances and the regularities
of weak decays. These observations were incorporated into semi-phenomenological quark
model of hadrons as well as theory of weak interactions. To explain the experimental
observations and provide theoretical predictions the Standard Model (SM) of particle
physics was developed in the mid-1970s. In 1983 the W and Z bosons, predicted by the
SM, were discovered. The most massive elementary particle predicted by the SM, top
quark, was discovered in 1995.

The SM classifies all observed elementary particles and describes interaction between
them via electromagnetic, weak and strong forces. The electromagnetic and weak interac-
tion are unified and described with electroweak theory, while the quantum chromodynam-
ics describes the strong interaction. In order to test the SM predictions as well as search
for possible signatures of theories beyond the SM, the Large Hadron Collider (LHC) was
built at the European Organisation for Nuclear Research, CERN. It first started up on
10 September 2008, and remains the latest addition to CERNs accelerator complex. In
2012 two collaborations, ATLAS and CMS, discovered the Higgs boson in proton-proton
collisions at center-of-mass energy (

p
s) of 7 TeV and 8 TeV at the LHC. The Higgs boson

is the peace of the SM which is predicted by the theory to explain how the fundamental

1



2 Introduction

particles acquire mass. Currently the LHC operates at
p
s = 13 TeV aiming at a peak

instantaneous luminosity of L = 1034 cm�2 s�1 for proton operation.
Measurements of Z-boson production at hadron colliders provide a benchmark for the

understanding of quantum chromodynamic and electroweak processes. These measure-
ments at

p
s = 13 TeV o↵er a unique opportunity to test models of parton dynamics

at the LHC. Further tests may be performed by examining the
p
s dependence of the

cross sections. Measurements of top-quark-pair and Z-boson production at various
p
s

values sample di↵erent Bjorken-x regions, with higher energies sampling smaller average
x. This dependence leads to a strong increase of the gluon-fusion-dominated top-pair
production cross section with

p
s while the increase of the quark-antiquark dominated

Z-boson production cross section is more moderate.
The luminosity uncertainties as well as some of the experimental uncertainties can

cancel when ratios of cross sections are evaluated. Given that the top-quark-pair and
Z-boson production dynamics are driven to a large extent by di↵erent parton distribution
functions (PDF), the ratio of these cross sections at a given centre-of-mass energy has
a significant sensitivity to the gluon-to-quark PDF ratio. Double ratios of top-pair to
Z-boson cross sections, i.e. the ratio of the ratio of the two processes at two energies,
provide sensitive tests of the SM predictions which do not depend significantly on the
determination of the luminosity.

This thesis is organised in the following way. Chapter 1 gives a brief overview of
the theoretical background essential for the experimental studies described in this work.
Theory predictions for the Z and W± boson as well as top-pair production cross sections
and their ratios at di↵erent

p
s are given in Chapter 2. The experimental apparatus

representation, namely the LHC collider and the ATLAS detector with its supplementary
detectors, is provided in Chapter 3. Chapter 4 contains information on the data and Monte
Carlo samples used for the given measurements. The definition of the Z boson production
cross section as well as methodology of signal event reconstruction using selection criteria
and estimation of background expectations are given in Chapter 5. Methods for definition
of e�ciency scale factors and their uncertainties are provided in Chapter 6. Systematic
uncertainties for Z-boson cross-section measurements are discussed in Chapter 7. The
kinematic distributions of selected leptons and Z-boson properties as well as numbers for
background-subtracted events are shown in Chapter 8. Chapter 9 provides the correlation
models of systematic uncertainties for the Z, W± and tt̄ measurements at di↵erent

p
s.

The correlation coe�cients among di↵erent measurements and method of cross-sections
combination are also given in this chapter. Z and W± boson as well as tt̄ production
cross sections are presented in Chapter 10. This chapter also contains the evaluated
cross-section single and double ratios compared to theoretical predictions. The ability of
these data to further constrain the PDF distributions is discussed. Chapter 11 concludes
the thesis.



Chapter 1

Theoretical introduction

1.1 The Standard Model of particle physics

A theory to describe the fundamental building blocks of matter and their interaction was
formulated in 1970s and called the Standard Model (SM). According to this model, all
mater is build of twelve fundamental particles of spin 1

2 : six quarks and six leptons. Par-
ticles with half-integer spin obey Fermi-Dirac statistics and were named as fermions by
Paul Dirac. Fundamental particles interact via electromagnetic, weak and strong forces.
Adding the gravity to the SM as a fourth known force is currently an unresolved chal-
lenge. Nevertheless, it is weaker than electromagnetic force by ⇠ 40 orders of magnitude
and therefore can be neglected in the SM calculations. The interaction between quarks
and leptons is mediated by the fundamental gauge particles of spin 1. Integer-spin par-
ticles obey Bose-Einstein statistics and obtained name bosons from Paul Dirac. There
is one such boson for the electromagnetic interaction, the massless photon (�), which
couples to the electric charge but is itself uncharged. The weak interactions happen by
the exchange of the massive positively and negatively charged W± and the neutral Z0

bosons which couple to the 3-component of the weak isospin. The strong interaction is
mediated by eight massless electrically neutral gluons (g). Gluons themselves carry the
colour charge (labelled red, green, blue and the corresponding anti-colours), which allows
them to interact with each other. The self-interaction can explain what is commonly
known as confinement [1] which describes the fact that color-charged objects can not be
observed individually but only in color-neutral combinations. All three interactions are
summarized in Table 1.1. In gauge theories all particles were put massless to make the
theory renormalizable. However, mass terms can be obtained from spontaneous symmetry
breaking, generated by the Higgs-boson field [2]. This modifies the gauge-boson sector,
generates masses, and also mixes flavours.

The fermions in the SM are classified according to the way they interact or equivalently,
by the charges they carry. There are six leptons: electron (e), electron neutrino (⌫e), muon

3



4 CHAPTER 1. THEORETICAL INTRODUCTION

Interaction Gauge boson Mass (GeV) Charge

Electromagnetic � 0 Electrical

Weak
W± 80.4

Weak isospin
Z 91.2

Strong g 0 Colours: r, g, b, r̄, ḡ, b̄

Table 1.1: Fundamental forces and corresponding mediators with charge types described
by the Standard Model.

(µ), muon neutrino (⌫µ), tau (⌧), tau neutrino (⌫⌧ ) which do not carry colour charge.
Leptons are grouped into three generations (or families), each generation consisting of
one (negatively) charged lepton and a neutrino. A member of each following generation
has grater mass with respect to the corresponding particle in the previous generation
(with the possible exception of the neutrinos). The three neutrinos do not carry electric
charge, so their motion is directly influenced only by the weak force. In view of carrying
an electric charge, the rest three leptons interact electromagnetically. Each lepton has
antiparticle which have quantum numbers of an opposite sign. The electron, muon and
tau are massive leptons while neutrinos are treated as massless in the Standard Model.
However, the observation of neutrino oscillations [3–5] implies that they have non-zero
mass. The current experimental bound on the neutrino mass is m⌫ < 2 eV [6].

There are six quarks: up (u), down (d), charm (c), strange (s), top (t), bottom (b)
which carry color charge, and hence, interact via the strong interaction. Since quarks also
carry electric charge and weak isospin, they interact with other fermions both electromag-
netically and via the weak interaction. There exists an anti-quark to each quark which
carries anti-colour. The color confinement phenomenon results in the fact that quarks
do not exist as free particles in nature and are strongly bound to one another, forming
color-neutral composite particles (hadrons). The hadrons, which consist of one quark and
one anti-quark, are referred to as mesons, and those formed of three quarks - baryons.
Quarks are also grouped into three generations composing one up-type (electric charge of
2/3|e|) and one down-type (electric charge of 1/3|e|) quark. Like in the case of leptons,
the quark masses increase with the generations.

The generations of leptons and quarks are paired together. Particles of di↵erent gen-
erations di↵er by their flavour quantum number and mass, but their interactions are
identical. The mass hierarchy in the generations causes particles of higher generations to
decay via the weak interaction to the first generation particles. The fundamental fermions
grouped into generations with some of the quantum numbers are listed in Table 1.2.

The fundamental interactions in the SM are described with the gauge theories, where
the underlying principle is that the corresponding Lagrangian has to be invariant under
certain Lie groups of local transformations. The term gauge refers to any specific math-
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Generations
I I3 Q[e] Y

I II III

Leptons

0

@⌫e

e

1

A

L

0

@⌫µ

µ

1

A

L

0

@⌫⌧

⌧

1

A

L

1
2

+1
2 0 �1

�1
2 �1

eR µR ⌧R 0 0 �1 �2

Quarks

0

@u

d0

1

A

L

0

@ c

s0

1

A

L

0

@ t

b0

1

A

L

1
2

+1
2 +2

3 1
3�1

2 �1
3

uR cR tR 0 0 +2
3

4
3

dR sR bR �1
3 �2

3

Table 1.2: The Standard Model fermion generations and some of their quantum numbers:
weak isospin (I), its third component (I3), electric charge (Q), weak hypercharge (Y ).

ematical formalism to regulate redundant degrees of freedom in the Lagrangian. Each
group generator introduces a corresponding gauge field. The gauge fields included into
the Lagrangian provide its invariance under local group transformations. This can be
illustrated using the quantum field theory of electromagnetism. The Dirac equation for a
free fermion with mass m and electric charge q

(i�µ@µ �m) (x) = 0 (1.1)

can be obtained using the Lagrangian density

L = i ̄(x)�µ@µ (x)�m ̄(x) (x), (1.2)

and the Euler - Lagrange equation

@

@xµ

@L

@(@ ̄(x)/@xµ)
� @L

@ ̄(x)
= 0. (1.3)

Performing a local gauge transformation of the wave function  (x) !  0(x)

 0(x) = ei↵(x)q (x), (1.4)

where ↵(x) is a phase of rotations in the Minkowski space leads to

L 0 = L � q ̄(x)�µ@µ↵(x) (x). (1.5)
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Therefore the Lagrangian given in Equation 1.2 is not invariant under given local gauge
transformation. To establish the invariance a vector field Aµ, which transforms as A0

µ =
Aµ � @µ↵(x) under the gauge transformation of the fermion wave function, should be
introduced. The interaction of vector field Aµ with a fermion can be defined using the
Lagrangian density

Lint = �q ̄(x)�µAµ (x). (1.6)

Adding the interaction with the vector field Aµ to the free-fermion Lagrangian makes it
invariant under the local gauge transformation (given with Equation 1.4)

L + Lint = L 0 + L 0
int. (1.7)

The mass term m�AµAµ for the given Aµ field is not invariant under the local gauge
transformation therefore it can not be introduced into the L +Lint. The transformation
given with Equation 1.4 corresponds to the representation of U(1) group with one genera-
tor. The final Lagrangian density for fermion  and vector field Aµ with included kinetic
energy Fµ⌫F µ⌫ (where Fµ⌫ = @µA⌫ � @⌫Aµ) which ensures the Lagrangian invariance can
be written in a form

L = i ̄(x)�µ@µ (x)�m ̄(x) (x)� q ̄(x)�µAµ (x)� 1

4
Fµ⌫F

µ⌫ . (1.8)

Quantization of the fields  and Aµ leads to a theory, called Quantum Electrodynamics
(QED). It shows that U(1) symmetry of the Lagrangian in Equation 1.8 leads to the
charge conservation. The introduced massless vector field is the electromagnetic field. The
QED describes the interaction of charged fermions via the exchange of photons as quanta
of electromagnetic field. Given example shows that photon appears as a compensating
field which is introduced to obtain theory of a free fermion, invariant under the U(1) local
gauge transformations. Gauge transformations provide a principle of constructing physical
theories far beyond the phenomenological fields to describe a particular interaction.

Generalising given formalism, the Standard Model is described by a SU(3)c⌦SU(2)L⌦
U(1)Y gauge symmetry. The SU(3)C term denotes the underlying symmetry of the strong
interaction. In the group name, the notation C refers to the colour space and 3 refers to
the number of possible colour states of the quarks. Due to the number of group generators
there is an octet of eight gauge bosons (gluons). Since the SU(3) of the strong interaction
is an exact symmetry, the gluons are massless. The SU(3) color symmetry forces all
hadrons to be color-neutral (white). The SU(2)L ⌦ U(1)Y term incorporates the gauge
symmetry of the unified electromagnetic and weak interactions and is called electroweak
interaction. The SU(2)L is a left-handed group utilized to account for parity violation in
the weak interaction and U(1)Y is a weak hypercharge group. Both of these are chiral
groups in contrast to strong interaction group. The SU(2)L⌦U(1)Y local gauge symmetry
is spontaneously broken to U(1)EM , therefore the gauge W± - and Z - bosons are massive.
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In the Standard Model the generation of the mass of the gauge bosons as well as leptons
(with an exception of neutrinos) and quarks is described by the Higgs mechanism.

1.2 Electroweak Interaction and Symmetry Breaking

The experimental observations on the particle decay have to be incorporated during the
building of weak interaction theory. For a long time only charge current interactions were
known, where the charge of interacting leptons or quarks changes by ±1. Therefore two
of three mediators of weak interaction should have electric charges of +1 and �1 (W+

and W� bosons). The interaction can be described with combination of vector (V) and
axial vector (A) operators. The contributions of both components into interaction can
be introduced by coe�cients cV and cA accordingly. To conserve parity, the interaction
should equally couple to left- and right-handed particles. In such case the interaction
should be either purely vectorial or axial-vectorial (cV = 0 or cA = 0). Therefore the
parity is maximally violated if cV = cA.

Fermion’s spinor u can be decomposed into left- and right-handed components. Exper-
imentally it was found that only left-handed fermions participate in the charged currents
which leads to the maximal violation of parity (cV = 1 and cA = 1) [7, 8]. Furthermore,
the same coupling strengths were found for all the fermions. The di↵erent situation is
observed in case of neutral current where the interaction is mediated by the Z boson
and participating fermions do not change charges. The coupling strength depends on
the charge of the fermions for the neutral currents. To explain these phenomena within
unified electroweak (EW) theory a new quantum number called weak isospin (I) with
appropriate formalism was introduced. The doublets are formed of left-handed fermions
with weak isospin I = 1/2 and it’s third component (I3 = ±1/2). Since the right-handed
fermions do not participate in the charged current interactions, they stay as singlets with
zero weak isospin I = I3 = 0.

The transition between charged left-handed leptons and neutrinos or up- and down-
type quarks happens by emission of W± boson. To explain transition between the gen-
erations, the electroweak eigenstates of down-type quarks are interpreted as a mixture of
quark-mass eigenstates (d0, s0, b0) and quark mixing matrix is introduced:

0

@
d0

s0

b0

1

A =

0

@
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

1

A

0

@
d
s
b

1

A . (1.9)

Quark mixing matrix (also called Cabibbo-Kobayashi-Maskawa matrix) is a unitary
matrix which contains information on the strength of flavour-changing weak decays. It
specifies the mismatch of quantum states of quarks when they propagate freely and when
they take part in the weak interactions. The diagonal elements describe the probability of
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transition within one generation and found to be close to unity, while transitions among
families are strongly suppressed.

Due to the isospin formalism there should be a boson with I3 = 0 and the same
coupling to fermions which mediates transition that does not change the fermion flavour
(saves I3). W± and Z bosons satisfy only partially given requirements. Introduction
of the fourth field which is a weak isospin singlet solves this problem. Experimentally,
two bosons which do not change I3 of the interacting fermions are observed: Z-boson
and photon. One of the main ideas of electroweak unification is to express the observed
bosons as a mixture of two bosons with I3 = 0.

The relation between weak isospin and electric charge are given by Gell-Mann-Nishijima
formula

Y = 2(Q� I3), (1.10)

which was originally based on empirical data. Value Y in the formula is the weak
hypercharge. As indicated previously, the symmetry group of electroweak theory is
SU(2)L ⌦U(1)Y where weak hypercharge is a generator of U(1) component. Local gauge
invariance is provided with introduction of triplet vector field W i

µ (i = 1, 2, 3) for SU(2)L
component and single vector field Bµ for U(1)Y . The physical fields of the weak bosons
W+ and W� are identified as a superposition of W 1

µ and W 2
µ vector fields:

W±
µ =

1p
2
(W 1

µ ± iW 2
µ) (1.11)

The remaining two fields W 3
µ and Bµ couple to neutrinos and can not represent the

electromagnetic field. Instead, the electromagnetic field is defined as a linear combination
of the two and is orthogonal to the Zµ term which is responsible for coupling to neutrinos:

✓
Aµ

Zµ

◆
=

✓
cos ✓W sin ✓W
�sin ✓W cos ✓W

◆✓
Bµ

W 3
µ

◆
, (1.12)

where ✓W denotes the weak mixing angle (Weinberg angle), which is related to the coupling
constants q and g0 for left- and right- handed fermions respectively:

cos ✓W =
gp

g2 + g02
(1.13)

The mixing angle is a free parameter of the Standard Model and is measured experimen-
tally. The coupling of all fermions to the W± boson (gW ) and fermion-dependent coupling
to the Z boson (gZ) are defined by:

gW = gI3 (1.14)

gZ(f) =
g

cos ✓W
(I3 �Qsin2 ✓W ). (1.15)
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The bosons in Equations 1.11 and 1.19 are massless since they are defined as a linear com-
bination of massless fields. The Lagrangian for the electroweak theory before introducing
boson masses can be written as:

L = f †
L�

µ(i@µ +
g

2
⌧iW

i
µ +

g0

2
Y Bµ)fL + f †

R�
µ(i@µ +

g0

2
Y Bµ)fR � 1

4
W i

µ⌫W
µ⌫
i � 1

4
Bµ⌫B

µ⌫ ,

(1.16)
where fL and fR are left- and right-handed fermions, ⌧i are the Pauli-matrices, and the
field strength tensors for the weak isospin and weak hypercharge fields are defined by:

W i
µ⌫ = @µW

i
⌫ � @⌫W

i
µ � g✏ijkW

j
µW

k
⌫ (1.17)

Bµ⌫ = @µB⌫ � @⌫Bµ. (1.18)

The mass terms can be introduced by the adding two complex scalar fields �+ and �0,
which form an isospin doublet (I = 1

2) with hypercharge Y = 1:

� =

✓
�+

�0

◆
(1.19)

The Lagrangian density of the Higgs doublet is given as:

LH = (@µ�)
†(@µ�)� V (�) = (@µ�)

†(@µ�)�m2�†�� �(�†�)2. (1.20)

LH is invariant under the global gauge transformation (� ! ei⇤�, ⇤ � const). The �
term is a self-interaction and m2 is a parameter, and not a mass term. The ground state
is obtained by minimizing the potential V :

@V

@�
= m2�† + 2��†(�†�). (1.21)

Therefore when m2 > 0, the minimum occurs �† = � = 0. If m2 < 0, however, there is a
local maximum at � = 0 and a minimum at vacuum expectation value of �:

|< 0|�|0 >|2 = 1

2

✓
0

�m2

�

◆
=

1

2

✓
0
v2

◆
(1.22)

The minima of V lie along the circle |< 0|�|0 >|2 = 1
2v

2, which form a set of degenerate
vacua related to each other by rotation. The physical fields, which are excitations above
the vacuum, are realized by performing perturbation about |< 0|�|0 >| = 1p

2
v, not about

|< 0|�|0 >| = 0.
Choosing a particular vacuum state v and considering a small excitation:

� =
1p
2

✓
0

v + ⌘(x)

◆
(1.23)
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the electroweak Lagrangian can be written as:

L = (
1

2
@µ⌘@

µ⌘�µ2⌘2)�1

4
W i

µ⌫W
µ⌫
i �1

4
Bµ⌫B

µ⌫+
1

2

g2v2

4
(
��W+

µ

��2+
��W�

µ

��2)+1

2

v2

4

��g0Bµ � gW 3
µ

��2.
(1.24)

⌘ is a Higgs boson with mass m⌘ =
p
2µ. The electromagnetic four-potential does not

contain a mass term, therefore m� = 0. Mass of the W± boson is given by:

mW± =
1

2
gv, (1.25)

and using relation g0Bµ � gW 3
µ = �p

g + g0Zµ, the mass of Z boson:

mZ =
1

2
v
p

g2 + g02. (1.26)

The scalar Higgs field couples fermion states of opposite helicity via Yukawa coupling
generating the fermion masses.

mf =
1

2
gfv (1.27)

with Yukawa coupling constant gf .
Historically, the electroweak theory was built by S. Weinberg and A. Salam [9,10] based

on earlier work of S.L. Glashow [11] and applying Higgs’ ideas of spontaneous symmetry
braking [2] to an SU(2)⌦ U(1) gauge theory. Later it was shown by ’t Hooft that given
theory is renormalizable [12, 13].

1.3 Strong Interaction

The quantum chromodynamics (QCD) is the theory of the strong interaction between
quarks and gluons. In QCD the strong force at short distances is assumed to have a
similar space-time structure to QED. The quark spinor fields  i (i = 1, 2, 3 - three colour
indices) transform as triplets under SU(3) in the colour space. The Lagrangian density
of QCD can be formulated as

LQCD =
X

f

 ̄i
f (i�µD

µ �mf )ij 
j
f �

1

4
F a
µ⌫F

µ⌫
a (1.28)

where F a
µ⌫ = @µa � @⌫a + gsfabcAµ

bA
⌫
c is the gluon field strength tensor. The strong coupling

constant (↵s)0 is related to the gs coupling as:

(↵s)0 =
g2s
4⇡

. (1.29)
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The same coupling constant gs couples the gluon fields to themselves (last term in F µ⌫
a defi-

nition) and the gluon to the quark fields through the covariant derivative (Dµ
ij). This leads

to special properties of strong interaction. The strength of interactions between quarks
and gluons reduces as the energy scale of those interactions increases (and distance de-
creases). This property is called asymptotic freedom and makes quarks interact weakly
at high energies, allowing perturbative calculations. At low energies the interaction be-
comes strong, leading to the confinement of quarks and gluons within composite hadrons.
The strong coupling constant dependence on the energy in leading order, parametrized
as momentum transfer Q, can be defined as

↵s(Q
2) =

↵(µ2)

1 + ↵(µ2)b0 ln
⇣

Q2

µ2

⌘ (1.30)

at some scale µ2, for which ↵s is assumed to be known, with nf denoting the number of
“active” quark flavours (those with masses smaller than the scale) and coe�cient b0 =
(33 � 2nf )/12⇡ [14]. The fermion loops contribute �1/6⇡ for each quark flavour to b0
and the gluon self-coupling loops give a positive contribution of 11/4⇡. b0 for QCD is
positive, ↵s(Q2) decreases as Q2 increases and formally ↵s(Q2) ! 0 as Q2 ! 1 which
corresponds to asymptotic freedom.

Since ↵s depends on the energy scale it is called running coupling constant. The
running of ↵s with the scale Q2 of the process is an e↵ect of renormalization that is
used to treat divergences arising in calculations. The reference value of strong coupling
constant ↵s(m2

Z) = 0.1181(11) [6] is assumed at scale of Z-boson mass.

1.4 Proton-proton collisions

Since protons are composed of quarks and gluons (partons), the proton-proton (pp) col-
lisions at high energies occur through the interaction between their constituents. Such
interaction contains two processes: hard scattering of two partons of appropriate protons
and interaction of proton remnants.

Partons which take part in the hard scattering can emit QCD radiation with gluon
splitting process (g ! qq̄, g ! gg) or gluon radiation by quarks (q ! qg, q̄ ! q̄g).
If radiation happens before the parton-parton interaction, the process is called initial
state radiation (ISR), otherwise it is a final state radiation (FSR). Gluons radiated after
the interaction can trigger subsequent radiation, which leads to the “showers”. The
constituents of the shower recombine into the colour-neutral hadronic final states. This
process is called hadronisation. The formed hadrons finally decay into stable particles.
The ensembles of well collimated hadrons form jets.

Interactions of proton remnants, accompanied by production of parton showers and
hadronisation process, are followed by decays to the stable particles. Proton-remnants
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interaction and multi-parton interaction (MPI) are the secondary interactions and col-
lectively called underlying event. Secondary interactions are usually much softer than
primary hard interaction. The proton-proton collision is graphically shown in Figure 1.1
on example of tt̄H production.

Rates and properties of the hard scattering can be precisely predicted with perturba-
tion theory, while soft interactions are dominated mainly by non-perturbative e↵ects and
described by phenomenological models. The ISR can be treated as an underlying event if
the hard process is defined at leading order of perturbation calculations. At higher orders,
ISR and FSR become parts of radiative corrections to the cross-section calculation.

Figure 1.1: Graphical representation of pp collision. Two incoming protons are indicated
by big green ellipses with three green lines for quarks. The big red circle in the top hemi-
sphere corresponds to the hard scattering process of two partons. The small red circles
denote decays of particles produced in the hard interaction (two top quarks and Higgs-
boson in this example). The QCD radiation by products of hard scattering and parton
showers is shown by red helices. Light-green ellipses represent colourless hadrons. Dark-
green circles symbolize stable decay products of the corresponding hadrons. A secondary
interaction between the remnants of the protons is shown in the bottom hemisphere with
purple ellipse. A parton shower is pictured with purple helices. Yellow lines demonstrate
electromagnetic radiation which occurs at any stage. [17]
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1.5 Proton structure

A proton-proton collision at energies where the squared momentum transfer exceeds the
rest mass of the proton, can be described in terms of the parton model [14]. Proton in
this model is a bound state of two up- and one down-quark. These three quarks are called
valence quarks and determine the quantum numbers of a proton. The valence quarks
are held together by the strong force, i.e. by the exchange of gluons. These gluons can
fluctuate into qq̄ pairs, which form quark sea, or split into further gluons. The collisions
of the two protons at a center of mass energy

p
s, defined by the energy of the proton

beams, lead to interaction of the partons of the two protons: valence quarks, gluons
or sea quarks of di↵erent flavour. Since parton carries only a fraction x of the proton
longitudinal momentum, a fraction of the center of mass energy s, so called partonic
center-of-mass energy, ŝ, is available in such a partonic interaction. The partonic center-
of-mass energy

p
ŝ is related to the proton beam energy as ŝ = x1x2s, where x1 and x2 are

fractions of the proton momentum carried by the partons participating in the interaction,
as introduced by Bjorken [15]. For each parton in the proton, its momentum distribution
is represented by a parton distribution function (PDF) fp(x,Q), which can be interpreted
as the probability to find a parton p carrying a fraction x of the proton momentum at a
given energy scale Q.

The dependence of the PDFs on the scale Q with Q > Q0 (evolution), is predicted in
the perturbative QCD (pQCD). An analytic shape for the PDFs is assumed to be valid
at some starting value of Q2 = Q2

0, which should be large enough to ensure that strong
coupling is su�ciently small for perturbative calculations to be applicable. To evolve the
parton distribution up to a di↵erent Q2 values the DGLAP (Dokshitzer, Gribov, Lipatov,
Altarelli and Parisi) [18–20] evolution equations are used. These represent a system of
integro-di↵erential equations and describe the dependence of the PDFs as a function of Q:

@

@(lnQ2)

✓
gi(x,Q2)
g(x,Q2)

◆
=
↵s(Q2)

2⇡

X

j

Z 1

x

d⇠

⇠

✓
Pq

i

q
j

(x⇠ ,↵s(Q2))Pq
i

g(
x
⇠ ,↵s(Q2))

Pgq
j

(x⇠ ,↵s(Q2))Pgg(
x
⇠ ,↵s(Q2))

◆✓
qj(⇠, Q2)
g(⇠, Q2)

◆
.

(1.31)

Here, gi , qj, g denote quarks, antiquark and gluon distributions, ⇠ corresponds to the mo-
mentum fraction of proton which carries a parton. The splitting functions Pab(

x
⇠ ,↵s(Q2))

describe the transition probability of the parton a into a parton b by emitting a quark
or gluon. The introduced DGLAP approach is valid in the collinear factorisation [20],
where the x-dependence of the PDFs is not predicted. A method of a given dependence
definition is discussed in Section 1.5.2.
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B
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b
�̂

Figure 1.2: Graphical representation of the factorisation theorem for the hard hadron-
hadron interaction. Adapted from [14].

1.5.1 Hadronic cross section

The PDFs are universal and independent of hard scattering process, therefore they are
subject to the factorisation theorem, which states that the hadronic cross-section can be
constructed from a convolution of the calculable cross-section of partonic interaction with
the parton distribution functions for the incident hadrons:

�AB =
X

ab

Z
dxadxbfa/A(xa, µ

2
F )fb/B(xb, µ

2
F )⇥ [�̂0 + ↵s(µ

2
R)�̂1 + ...]ab, (1.32)

where the term in square brackets correspond to parton-parton cross section at renor-
malization scale µR, fa(b)/A(B) is the momentum density of parton a(b) in hadron A(B)
at a factorisation scale µF . In a given definition all large logarithms which appears in
the calculation of corrections from gluon emission are factorized into the PDFs via the
DGLAP equations while the finite corrections of order ↵n

s are included in the parton-
parton cross section term. Given approach is known as the factorisation theorem [14]
and is illustrated in Figure 1.2.

If all orders of perturbation theory are considered in Equation 1.32, the cross section �AB

is invariant under changes in µF and µR parameters. It happens due to the compensation
of the scale dependence of the parton distributions and of the coupling constant. The
compensation becomes more exact as more terms are included in perturbation series. For
cross section-estimation is necessary to make a choice for both scales (in general µF and µR

can be di↵erent). It is reasonable to choose both scales of the order of the typical energies
of the hard scattering process to avoid large logarithms appearing in the perturbation
series. Usually both scales are set to be equal. In case of cross-section calculation for
inclusive Z-boson or tt̄ production, the standard choices for scales are µF = µR = M``

(invariant mass of lepton pair from Z decay) and mt (top quark mass).



1.5. PROTON STRUCTURE 15

1.5.2 PDF determination

As it was stated earlier, the evolution of PDFs with the change of scale Q is described with
the collinear factorization and DGLAP equations, while the evolution in x-dependence
can not be predicted using this approach. In practice, given dependence is parametrized
by e.g. polynomial form, where the PDF parameters are chosen such that the QCD
sum rules [16] hold. Constructing the predicted cross sections using these PDFs, and
the DGLAP evolution equations, a fit to the corresponding measured cross sections is
performed. In this fit, the �2 is minimized considering the uncertainties used in the theory
and the measurements, and the initial PDF parameters are determined. The input PDFs
at the starting scale Q2

0 (usually in the range of 1�2 GeV) are parametrized with analytic
form xf = A0xA1(1 � x)A2P (x,A3, ...), where P (x, i) is a polynomial in x. The PDFs
resulting from the fits are usually supplied on x, Q2 grids which can be used to obtain a
value of a PDF at any x and Q2 point by interpolation.

Most of the information on PDFs are currently obtained from the fits to measured data
in fixed target lepton-nucleon scattering experiments and from HERA electron-positron
collider at DESY. The accessible regions of the (x,Q2) kinematic plane for fixed target,
HERA and LHC experiments are given in Figure 1.3. It demonstrates that HERA mea-
surements cover regions down to x ⇠ 10�5 at momentum transfer below hundred GeV2.
The LHC measurements provide important new information in addition to the HERA
data and extend the kinematic plane for PDF determination to x ⇠ 10�6. Measurements
in this region enable to probe the content of the proton when the parton densities might
become very large and the probability for more than one partonic interaction per event
increases.

There are several PDF-fitting collaborations which regularly provide updates of their
QCD analyses adding recent measurements to their fits. The most widely used PDF sets
at the LHC are those provided by the ABM [23], CTEQ [24], MSTW [25], NNPDF [26],
HERAPDF [27], GJR [28]. The PDFs provided by various collaborations can di↵er since
their fits are not based on the same data sets as well as due to the di↵erent fitting
parametrization, assumed values for ↵s, and the approaches to treat the heavy flavours
and their masses in the QCD analysis.

Figure 1.4 shows an overview of the CT14 parton distribution functions, for Q =
2 GeV and 100 GeV obtained from the central fit to the global data. The function
xf(x,Q) is plotted versus x where it is assumed that s(x,Q0) = s̄(x,Q0). More details on
parametrization and data sets used for a given fit results can be found in Ref. [29]. Given
PDF distributions demonstrate that valence-quark PDFs dominate at higher x region,
while the gluon and sea-quarks prevail at low x-values. The PDFs at Q = 2 GeV and 100
GeV indicate that an increase of the momentum transfer leads to increasing probability
to find a parton with lower momentum fraction x. This behaviour is due to the probing
smaller distances at higher Q, where the products of splitting processes carry smaller
momentum fraction x.
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FIG. 5: The CT14 parton distribution functions at Q = 2 GeV and Q = 100 GeV for u, u, d, d, s = s, and g.

normalized to the respective best-fit CT14 NNLO PDF. The blue solid and red dashed error bands are obtained for

CT14 and CT10 NNLO PDFs at Q = 100 GeV, respectively.

Focusing first on the u and d flavors in the upper four subfigures, we observe that the u and ū PDFs have mildly

increased in CT14 at x < 10�2, while the d and d̄ PDFs have become slightly smaller. These changes can be

attributed to a more flexible parametrization form adopted in CT14, which modifies the SU(2) flavor composition of

the first-generation PDFs at the smallest x values in the fit.

The CT14 d-quark PDF has increased by 5% at x ⇡ 0.05, after the ATLAS and CMS W/Z production data sets at

7 TeV were included. At x & 0.1, the update of the DØ charge asymmetry data set in the electron channel, reviewed

in Sec. II B 2, has reduced the magnitude of the d quark PDFs by a large amount, and has moderately increased the

u(x,Q) distribution.

The ū(x,Q) and d̄(x,Q) distributions are both slightly larger at x = 0.01 � 0.1 because of several factors. At

x = 0.2 � 0.5, where there are only very weak constraints on the sea-quark PDFs, the new parametrization form of

CT14 results in smaller values of ū(x,Q) and larger values d̄(x,Q), as compared to CT10, although for the most part

within the combined PDF uncertainties of the two ensembles.

The central strangeness PDF s(x,Q) in the third row of Fig. 6 has decreased for 0.01 < x < 0.15, but within

the limits of the CT10 uncertainty, as a consequence of the more flexible parametrization, the corrected calculation

for massive quarks in charged-current DIS, and the inclusion of the LHC data. The extrapolation of s(x,Q) below

x = 0.01, where no data directly constrain it, also lies somewhat lower than before; its uncertainty remains large and

compatible with that in CT10. At large x, above about 0.2, the strange quark PDF is essentially unconstrained in

CT14, just as in CT10.

The central gluon PDF (last frame of Fig. 6) has increased in CT14 by 1-2% at x ⇡ 0.05 and has been somewhat

modified at x > 0.1 by the inclusion of the LHC jet production, by the multiplicative treatment of correlated errors,

Figure 1.4: The CT14 parton distribution functions at Q = 2 GeV (left plot) and Q = 100
GeV (right plot) for u, ū, d, d̄, s = s̄, and g. [29]



1.6. THE DRELL-YAN PROCESS 17

       x  
5−10 4−10 3−10 2−10 1−10

) [
re

f] 
2

) /
 g

 ( 
x,

 Q
2

g 
( x

, Q

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

1.25

1.3
NNPDF3.0
CT14
MMHT14

2 = 100 GeV2NNLO, Q

       x  
5−10 4−10 3−10 2−10 1−10

) [
re

f] 
2

) /
 u

 ( 
x,

 Q
2

u 
( x

, Q

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

1.25

1.3
NNPDF3.0
CT14
MMHT14

2 = 100 GeV2NNLO, Q

Fig. 1: Comparison of PDFs at Q2 = 102 GeV2 between the NNPDF3.0, CT14 and MMHT14 sets, all of them at
NNLO, with ↵S(m2

Z)) = 0.118. From top to bottom, and from left to right, we show the gluon, the up quark, the
down quark, and the total strangeness PDFs. Results are shown normalized to the central value of NNPDF3.0.

only marginal, for instance for the d PDF at large-x. In general, it is at small and large values of x, in
regions with limited kinematical coverage, that the differences between the three fits are more marked.
For some PDF combinations, the size of the PDF uncertaintiy can also show differences between the
three groups, such in the total strangeness s+ PDF at intermediate values of x.

Next, we turn to a comparison of PDF luminosities for the LHC at a center of mass energy of 13
TeV. To illustrate the differences between the previous releases from NNPDF, CT and MSTW/MMHT, in
Fig. 2 we compare the quark-quark and quark-antiquark luminosities in NNPDF2.3, CT10 and MSTW08
with the same results from NNPDF3.0, CT14 and MMHT14. The corresponding comparison for the
gluon-gluon and quark-gluon luminosities is shown in Fig. 3. The comparison has been performed at
NNLO and ↵S(m2

Z) = 0.118, as a function of the invariant mass of the final state system MX . Results
are shown normalized to the central value of the NNPDF sets.

Comparing the newer and the older PDF sets, we notice that in general there has been improved
agreement between the three sets in a number of phenomenologically important regions, like the gg
luminosity at intermediate values of the final-state invariant mass MX . For the four luminosities that
are compared here, the three PDF sets agree at the one-sigma level or better in all the relevant range of
MX values. The differences are larger at large invariant masses, a key region for massive New Physics
searches at the LHC, where also the intrinsic PDF uncertainties for each group are substantial due to the
lack of experimental constraints. We also find that in some cases, like the quark-quark luminosity, the
agreement is only marginal, driven by the differences at the level of u and d PDFs observed in Fig. 1.

13

Figure 1.5: Comparison of gluon (left) and up quark (right) PDFs at Q2 = 102GeV2

between the NNPDF3.0, CT14 and MMHT14 sets, all of them at NNLO, with ↵s(M2
Z) =

0.118. Results are shown normalized to the central value of NNPDF3.0. The coloured
bands correspond to the PDF uncertainties. [30]

The precision of the obtained PDFs plays a very important role for their applicability.
The uncertainty in the knowledge of the PDFs can be a significant or even dominant
part of the overall uncertainty of the predictions. Technically, there are three widely
used techniques of estimating PDF uncertainties: Hessian, Offset and Monte Carlo
method (see Section 2.5). An example of gluon and up quark PDF distributions with
PDF uncertainties provided by NNPDF, CTEQ and MMHT collaborations is shown in
Figure 1.5. The comparison between these sets demonstrate good agreement within the
uncertainty. The highest discrepancy is observed at small and large values of x (regions
with limited kinematic coverage by the experimental data).

1.6 The Drell-Yan process

The Drell-Yan (DY) process [31] represents the production of a lepton pair of large in-
variant mass M`` in hadron-hadron collisions by the mechanism of quark-antiquark an-
nihilation. In the basic DY mechanism, a quark and antiquark annihilate to produce a
boson, e.g. virtual photon, qq̄ ! �⇤ ! `+`�. At high-energy colliders, there is su�cient
hadronic center-of-mass energy for the production of on-shell Z and W bosons as well.
The leading order diagram of DY process is shown in Figure 1.6.

Referring to Figure 1.6, the four-momenta of the incident partons in the hadron-hadron
center-of-mass frame are

pa =

p
s

2
(xa, 0, 0, xa), pb =

p
s

2
(xb, 0, 0,�xb), (1.33)
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Figure 1.6: Leading order (parton model) diagram for Drell-Yan lepton pair production
in hadron-hadron scattering. [14]

where s = (pA + pB)2 and parton masses have been ignored. Then

M`` = (pa + pb)
2 = xaxbs, y =

1

2
ln
⇣E + pz
E � pz

⌘
=

1

2
ln
⇣xa

xb

⌘
, (1.34)

where E, pz are the energy and longitudinal momentum of the lepton pair. The parton
momentum fractions xa and xb may also be written in terms of y as:

xa =
M``p
s
ey, xb =

M``p
s
e�y. (1.35)

Assuming that the hard scale is equal to M``, the relationship between the parton (x,Q2)
values and the kinematic variables M`` and y is illustrated in Figure 1.3, for the LHC
collision energy

p
s = 13 TeV. For a given rapidity y there are two (dashed) lines, corre-

sponding to the values of xa and xb. For y = 0, xa = bb = M``/
p
s.

For the photon exchange the cross-section for qq̄ ! `+`� sub-process (ŝ = xaxbs) is
the same as that for e+e� ! qq̄:

�̂(qaq̄a ! `+`�) =
Q2

a

3
�0, �0 =

4⇡↵2

3ŝ
, (1.36)

where Qa is the electric charge of quark qa.
The sub-process qq̄ ! Z ! `+`� cross section can be found in the form:

�̂(qiq̄i ! Z ! `+`�) =
4⇡2↵2

9

MZ

�Z
k2(v2i + a2i )(v

2
` + a2`)�(s̄�M2

Z), (1.37)

where vi(ai) is the vector (axial vector) coupling of the Z boson to the quarks, k =p
2G

F

M2
Z

4⇡↵ . Given formula is obtained using the the narrow resonance approximation, since
�Z ⌧ MZ . Using the expression for the branching ratio

BR(Z ! `+`�) =
GFM3

Z

6
p
2⇡�Z

(v2` + a2`), (1.38)
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Equation 1.37 can be written as

�̂(qiq̄i ! Z ! `+`�) = �̂(qiq̄i ! Z)BR(Z ! `+`�), (1.39)

where

�̂(qiq̄i ! Z) =
⇡

3

p
2GFM

2
Z(v

2
i + a2i )�(ŝ�M2

Z). (1.40)

The qiq̄j ! W sub-process production cross-section in the form of Equation 1.40 can be
written replacing the electroweak coupling factor by the appropriate CKM matrix element
|Vij| and boson mass:

�̂(qiq̄j ! W ) =
⇡

3

p
2GFM

2
W |Vij|2�(ŝ�M2

W ), (1.41)

To calculate the rate for a leptonic final state, Equation 1.41 should be multiplied by the
branching ratio

BR(W ! `⌫`) =
GFM3

W

6
p
2⇡�W

, (1.42)

The amplitude for the Z boson decay to lepton pair is proportional to the vertex
factor [32]:

MZ`` / �i
g

cos ✓W
�µ

1

2
(v` � a`�

5), (1.43)

the vector and axial-vector coupling constants v`, a` for charged leptons are v` = �1 and
a` = �1+4 sin2 ✓W . The vertex factor for Z boson decay is the same for e+e�, µ+µ�, ⌧+⌧�

final states. The only di↵erence is in mass of the final state. The amplitude of the W
decay into lepton and corresponding neutrino pair is proportional to the vertex factor:

MW `⌫ / �i
gp
2
�µ

1

2
(1� �5). (1.44)

This vertex factor is the same for any lepton flavour. Therefore,W decays into e⌫e, µ⌫µ, ⌧⌫⌧
would have similar vertex factor. This phenomenon of the Standard Model, where the
coupling with leptons is the same in all three generation, is known as the lepton universal-
ity. It is one of the key assumptions in the Standard Model which means that electrons,
muons and tau leptons should be produced equally often in weak decays.

Experimentally, the lepton universality can be tested by measuring the ratio of the
number of decays containing one type of lepton flavour, to those containing another type
of lepton flavour. Measurement of the ratios benefit from the cancellation of correlated
uncertainties in contrast to measuring a simple individual rates.
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Figure 2.11: Exemplary Feynman diagrams for tt production via strong interaction at
leading order.

which is about one order of magnitude smaller than the hadronisation time scale:

⌧had / 1

⇤QCD
= 3⇥ 10�24s. (2.36)

Consequently, top quarks can not form hadrons, which allows to directly access
properties of the bare quark. Nevertheless, this advantage is nearly cancelled by
the fact that the top quark always decays into a down-type quark and a W boson,
which, in its turn, decays further into quarks or leptons. Therefore, a study of the
bare quark properties implies the measurement of its decay products, which do not
always have such unique properties.

Since the top quark decays through the weak interaction, it produces a W boson
and a down-type quark (down, strange, bottom). The probability of a particle to
decay into a specific final state with respect to the probability of decaying to any
final state is referred to as branching ratio or branching fraction:

BR(X) =
�(X)

�total
, (2.37)

and for the top quark is defined by elements of the CKM matrix (2.9). As already
mentioned in Section 2.1.2, the element Vtb is close to one, which leads to the fact that
the top quark almost exclusively decays into a W boson and a b quark (t ! Wb):

BR(t ! Wb) =
�(t ! Wb)

�(t ! Wb|s|d) = |Vtb|2 = 0.91± 0.04 [27]. (2.38)

Taking the branching ratio BR(t ! Wb) ⇡ 1, the final state of the top quark
decay is usually defined exclusively in terms of the W boson decay products — a

Figure 1.7: Leading order diagrams for tt̄ production.

1.7 Top quark pair production

The top quark is the heaviest known fundamental particle (mt = 173 GeV [6]). In proton-
proton collisions at the LHC, the production of top-antitop pairs (tt̄) via the strong
interaction has much higher rate than single top quark production via the electroweak
interaction. At leading order, pair of top and antitop quarks can be produced either via
quark-antiquark annihilation (qq̄ ! tt̄) or gluon-gluon fusion (gg ! tt̄). The appropriate
Feynman diagrams are showed in Figure 1.7. At the LHC top-quark pairs are dominantly
produced via the gluon-gluon fusion process.

The large mass of the top quark leads to the large decay width and very short lifetime
(5⇥ 10�25 s) which is about one order of magnitude smaller than the hadronisation time
scale. Therefore, top quark does not hadronize, but decays through the weak interaction
into down-type quark (most exclusively b quark) and W boson. W boson in turn has two
basic types of decay: leptonic (W ! `⌫̄`, where ` = e, µ, ⌧) and hadronic (W ! q̄upqdown,
where q̄up = ū, c̄, qdown = d, s, b). Therefore, it can be distinguished three modes of tt̄
decay:

• Fully hadronic decay: both W bosons decay haronically. It is the most frequent tt̄
event topology. The fully hadronic or multi-jet decay results in six (or more) jets
in the final state;

• Semileptonic: one W boson decays hadronically and the other one - leptonically.
The final state exhibits four jets, one charged lepton and also missing energy arising
from the neutrino which passes the detector without any interaction.

• Leptonic: both W boson decay leptonically. The final state comprises two jets
originating from the two b-quarks, two charged leptons and missing energy.
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The dileptonic decay channels, one of which was used in this work to calculate the
ratio of tt̄ over Z-boson production cross sections, have the smallest branching fraction
comparing to the semileptonic and full hadronic decay channels. Nevertheless, the smaller
cross section is compensated by lower background rates. Moreover, since the charge of
the leptons can be detected with much better precision than that of hadronised quarks,
it is easier to reconstruct the tt̄ system in the dileptonic channel.
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Chapter 2

Theory predictions

2.1 DYNNLO and FEWZ

Theoretical computation of the W and Z boson production in hadron collisions through
the DY mechanism are realized in few frameworks. DYNNLO [33,34] (and its fast version
DYTURBO) and FEWZ (Fully Exclusive W and Z Production) [35] are the programs
widely used for such calculations. As mentioned in Section 1.5.1 and reflected with Equa-
tion 1.32, the hadron-hadron cross section is defined with parton momentum distributions
for the incident hadrons and calculable to some order of pQCD parton-level cross-section.
Both DYNNLO 1.5 (as well as DYTURBO) and FEWZ 3.1 provide cross-section calcu-
lations up to the next-to-next-to-leading order (NNLO) in the strong coupling constant.

To calculate the NNLO corrections, three types of contributions are considered: two-
loop double-virtual contributions, one-loop real-virtual contributions with the emission
of an extra parton, and tree-level double-real contributions, with emission of two extra
partons. Each contribution separately is divergent, and the calculation has to be organized
such that the cancellations of the divergences are achieved when all the contributions are
summed up.

The DYNNLO program calculation is based on an extension of the subtraction for-
malism to NNLO [36]. The computation is organized in two parts. In the first part
(virtual), the contribution of the regularized virtual corrections up to two-loop order is
computed. In the second part (real), the cross section for the production of the vector
boson in association with at least one jet is first evaluated up to NLO (i.e. up to O(↵2

s)).
At this step the dipole formalism [37] is used. Since the vector boson + jet cross section
is divergent when the transverse momentum pT of the vector boson becomes small, a
suitable counterterm must be subtracted to make the result finite as pT ! 0. DYNNLO
uses the counterterm introduced in the Ref. [34], and thus it completes the evaluation of
the real part. Finally, virtual and real contributions are combined to obtain the full cross
section.

23
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The double-virtual and real-virtual loop integrals in FEWZ 3.1 are dealt with by
decomposing the Feynman integrals into a basis of so-called master integrals [38]. Di-
vergences due to singularities in double-real contribution are extracted with technique
of sector decomposition [39]. This method involves splitting the integrand into multiple
terms, called sectors, which correspond to the di↵erent singular limits of the process. It
allows independently extract each singular limit. Numerical integration of Equation 1.32
within FEWZ 3.1 is performed with a Monte Carlo adaptive integrator using the Vegas
routine from the the Cuba 1.7 package [40].

In the FEWZ 3.1, two input schemes, ↵s(mZ) and Gµ, are available. The former relies
on three parameters ↵s(mZ),mZ ,mW , and the latter depends on parameters GF ,mZ ,mW .
DYNNLO 1.5 uses Gµ scheme only. In addition to electroweak input parameters with
renormalization and factorization scales, both frameworks support cuts on W and Z
boson kinematics as well as their decay products. It allows to provide calculations for total
as well as fiducial phase space. FEWZ 3.1 and DYNNLO 1.5 incorporate the LHAPDF
format [41,42] to allow all PDF sets of interest to be studied. Due to the limited knowledge
of PDFs, the numerical result of both programs include PDF uncertainty as well as scale
and ↵s uncertainties through their variations.

2.2 Top++

Top++ [43] is the program for numerical evaluation of the total inclusive cross-section
for producing top quark pairs at hadron colliders. Perturbative calculations of partonic
cross section might be problematic due to logarithmically enhanced terms from soft gluon
radiation. If the hadronic cross section is dominated numerically by these threshold
logarithms, they should be summed to all orders in perturbation theory. The theoretical
basis for resummation is a factorization of the partonic hard-scattering cross section in
the partonic threshold region into hard and soft contributions. This approach is realized
in the Top++ framework.

The Top++ calculates the tt̄ total inclusive cross-section either in a pure fixed order
perturbation theory through exact NNLO [44–47] or including soft gluon resummation
performed through next-to-next-to-leading logarithmic order NNLL [48,49] and matched
through NNLO:

�(n,k)
tot = �(n)

F.O. + [�(n,k)
res � �(n,k)

res |↵n

s

], (2.1)

where n (k) denote the fixed (logarithmic) order accuracy of the result. The behaviour of
the fixed order (NNLO) cross section results for the total cross section near the production
threshold can be found in Ref. [46]. The resummed partonic cross section definition in
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N-space has a form:

�(n,k)
res part;N,I =

X

I=1,8

�(Coul),(n)
N,I ⇥ �(Hard),(n)

N,I ⇥�(k)
N,I. (2.2)

where functions �(Coul),(n)
N,I contain the threshold-enhanced bound-state contributions and

have a known perturbative expansion through NNLO, �(Hard),(n)
N,I are hard matching func-

tions and �(k)
N,I are the radiative factors containing all contributions due to soft-gluon

emission. The index I = 1, 8 corresponds to the colour configuration of the heavy quark
pair. More details on the resummed partonic cross section definition are given in Ref. [48].

The Top++ uses the LHAPDF library to include PDFs in calculations. It also takes
renormalization and factorization scales as well as on-shell top mass as input parameters.
The ranges and steps of their variations can be specified by user.

2.3 W and Z-boson production cross sections

Theoretical predictions for fiducial (defined in Section 5.2) and total cross sections of Z
and W boson times branching ratio of the decay into a lepton pair (e+e� or µ+µ�) and
lepton-neutrino pair (e±⌫ or µ±⌫) accordingly, are computed using DYNNLO 1.5 and
FEWZ 3.1, thereby providing full NLO and NNLO QCD calculations. The electroweak
corrections at NLO are calculated with FEWZ 3.1 for Z and with the MC SANC [52] for
W boson cross section.

The computations are done in theGµ EW scheme where the following input parameters
were taken from PDG14 [53]: the Fermi constant, masses and widths of W and Z bosons
as well as elements of the CKM matrix. The cross sections are calculated for vector-
boson decays into leptons at Born level (before the decay leptons emit photons via FSR,
see Section 5.2), to match the definition of the C factor used in Equation 5.1 for the
determination of the measured cross sections in the data. Thus, from complete NLO EW
corrections the following components are included: virtual QED and weak corrections, ISR
and interference between ISR and FSR. For the Z-boson production, all the predictions
include the 66 < m`` < 116 GeV requirement.

DYNNLO is used for the central values of the predictions while FEWZ is used for the
PDF, QCD scale and ↵s systematic variations. The reason for using two separate codes
for the prediction is that studies of the W and Z boson cross section with 7 TeV data [54]
revealed FEWZ to have a 1% bias in the fiducial predictions. Such disagreement between
DYNNLO and FEWZ also was reported in Ref. [55]. PDF variations with respect to a
given central value are not a↵ected.

For the calculation of the Z-boson cross section, the dynamic m`` scale is used as a
nominal renormalization µR and factorization µF scales, whereas fixed mW is used for
W cross section calculations. Both predictions are calculated using the CT14NNLO [29],
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NNPDF3.0 [56], MMHT14 [57], ABM12LHC [58], HERAPDF2.0 [59], and ATLAS-epWZ12NNLO [60]
PDF sets. The central values of cross sections calculated with DYNNLO 1.5 and applied
EW corrections are given in Table 2.2. The corrections are treated additively in the pre-
dictions. The size of electroweak corrections is found at the level of �0.2% and �0.35%
in the total and fiducial phase space, respectively. Table 2.2 contains absolute values of
corrections for W and Z boson cross sections.

There are several sources of uncertainties on the computed cross sections:

• PDF uncertainties are obtained from the sum in quadrature of the di↵erences be-
tween the central PDF values and the eigenvectors of the respective PDF sets.
Where appropriate, asymmetric uncertainties are determined using separate sums
of negative and positive variations. For CT14nnlo set PDF uncertainties are rescaled
from 90% to 68% confidence level (CL). The absolute values of PDF uncertainties
on cross section predictions obtained with di↵erent PDF sets are given in Table 2.1.

• Uncertainties due to missing higher-order corrections in the available calculations
are obtained by the symmetrised envelope of variations in which the renormalization
and factorisation scales are changed by factors of two with an additional constraint
of 0.5  µR/µF  2. These variations are referred further as “scale uncertainties”
and are presented for the W and Z-boson cross sections in Table 2.3. A significant
component of these scale uncertainties originates from the statistical precision of
the integration method used to evaluate the variations. Therefore, since the values
of QCD scale uncertainties contain a statistical component, as can be evidenced by
the fluctuations in the values, the calculated scale uncertainties are replaced with a
flat and symmetric ±1.1% (±1.3%) uncertainty for each fiducial (total) prediction.
These numbers are derived from an envelope of the observed variations.

• ↵s uncertainty is estimated following the prescription given with the CT14nnlo
PDF, varying ↵s by ±0.001 to correspond to 68% CL. The resulting uncertainties
on predicted W , Z fiducial and total cross sections are estimated with CT14NNLO
PDF set and found to be at the level of ⇠ 0.9%. The exact numbers are given in
Table 2.3.

• The beam energy is assumed to be known to 1% [61] and a↵ects the production
cross sections. The uncertainty on the beam energy is found to vary the prediction
for W and Z production by 1.1%. Beam energy uncertainty on W and Z cross
sections is computed with CT14NNLO PDF and presented in Table 2.3.

• Intrinsic theory uncertainties are related to the limitations of NNLO calculations,
internal non-perturbative parameters. It is estimated by comparing the predictions
calculated with DYNNLO 1.5 and FEWZ 3.1. For the total cross-section predic-
tions, these di↵erences are found to be < 0.2% per process and hence are negligible.
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PDF
�fid ± PDF [pb] �tot ± PDF [pb]

W+ W� W Z W+ W� W Z

CT14NNLO 4423+127
�139 3396+89

�110 7819+214
�247 742+20

�25 11540+318
�309 8543+214

�237 20083+525
�539 1888+45

�50

NNPDF3.0 4386± 100 3333± 79 7719± 178 734± 16 11359± 259 8402± 197 19761± 450 1857± 40

MMHT14NNLO 4475+78
�62 3427+55

�53 7903+131
�113 753+15

�13 11610+200
�166 8633+135

�133 20243+326
�293 1906+31

�27

ABM12LHC 4559± 59 3463± 46 8021± 105 761± 10 11743± 150 8584± 103 20327± 250 1914± 23

HERAPDF2.0 4723+101
�89 3559+76

�54 8282+173
�132 779+26

�17 12125+313
�221 8960+219

�140 21086+528
�354 1978+57

�34

ATLAS-epWZ12NNLO 4662+63
�95 3536+54

�70 8198+116
�163 785+16

�16 11885+182
�189 8806+161

�141 20691+308
�317 1967+34

�31

Table 2.1: Summary of the fiducial �fid
W,Z and total �tot

W,Z predictions for W ! `⌫ and
Z ! `` calculated with DYNNLO 1.5 using various PDF sets. The uncertainties on cross
sections introduced by corresponding PDF uncertainty at 68% CL are showed. The EW
corrections (size of corrections is given in Table 2.2) are applied additively.

�W
+

EW [pb] �W
�

EW [pb] �WEW [pb] �ZEW [pb]
Fiducial -18 -11 -29 -3.2
Total -27 -17 -44 -4.5

Table 2.2: The absolute values of the NLO EW corrections except QED FSR and real
weak emissions.

For the fiducial cross-section predictions, these di↵erences are larger due to a fea-
ture of the calculations involving leptons with symmetric pT requirements, resulting
in consistently larger values from FEWZ. The di↵erences are calculated using the
CT14nnlo PDF as a central value in both cases, and are up to 1.3% for the W -boson
cross sections and 0.6% for the Z-boson cross section.

• The statistical uncertainties resulting from DYNNLO and FEWZ computations are
negligible small.

Tables 2.1 and 2.3 indicate that systematic uncertainties in the predictions are domi-
nated by the imperfect knowledge of the proton parton distribution functions. Obtained
predictions are used for comparison to the measured data at

p
s = 13 TeV with 50 ns

bunch spacing. The compatibility between the predictions based on di↵erent PDF sets
and measurements is showed and discussed In Section 10.1.1.

2.3.1 W and Z-boson cross-section ratios

Taking the ratios of the measured Z and W -boson cross sections benefits from the cancel-
lation of the experimental uncertainties. The ratio of W+ to W� cross sections is sensitive
to the uv minus dv valence-quark distribution at low Bjorken-x while the ratio of W± to
Z cross sections constraints the strange-quark distribution. Studies from Ref. [30] show
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Source
Fiducial Total

W+ [%] W� [%] W [%] Z [%] W+ [%] W� [%] W [%] Z [%]

Scale +0.5
�1.1

+0.7
�0.8

+0.6
�0.1

+0.4
�0.7

+0.9
�1.3

+1.0
�1.3

+1.0
�1.3

+0.7
�1.1

↵s ±0.9 ±0.92 ±0.9 ±0.9 ±0.9 ±0.95 ±0.92 ±0.9

Beam energy +0.8
�1.0 ±0.7 ±0.9 ±0.8 ±1.1 ±1.0 ±1.1 ±1.0

Table 2.3: The ↵s, QCD scale and beam energy uncertainties, given in %, on predicted
W and Z boson cross sections. Given values are estimated with CT14NNLO PDF set.

PDF
�fid
W+/�

fid
W� �fid

W±/�
fid
Z

value ± PDF value ± PDF

CT14NNLO 1.303+0.011
�0.008 10.534+0.117

�0.118

NNPDF3.0 1.324± 0.007 10.668± 0.055

MMHT14NNLO 1.307+0.010
�0.006 10.609+0.098

�0.140

ABM12LHC 1.326± 0.004 10.594± 0.035

HERAPDF2.0 1.327+0.010
�0.018 10.635+0.159

�0.189

ATLAS-epWZ12NNLO 1.319+0.005
�0.009 10.441+0.119

�0.148

Table 2.4: Summary of fiducial cross section ratios �fid
W+/�

fid
W� and �fid

W±/�
fid
Z calculated

with di↵erent PDFs. Given uncertainties represent absolute values of PDF uncertainty
on the central value of the ratio.

that starting from accuracy of about 2% the measurements at
p
s = 13 TeV begin to have

significant constraining power to PDFs, compared to the modern PDF sets.

Predictions for the fiducial cross-section ratios �fid
W+/�

fid
W� and �fid

W±/�
fid
Z are calculated

along with corresponding PDF uncertainties. The QCD scale variations are not considered
for the ratios since the higher-order corrections are expected to a↵ect both the W± and Z
bosons in a similar manner but the exact correlation is di�cult to evaluate. The di↵erences
between FEWZ and DYNNLO for W+/W and W±/Z are 0.4% and 0.6%, respectively.
The remaining theoretical uncertainties evaluated in the fiducial cross sections, mentioned
above, largely cancel in the ratio and are also neglected. The central values of computed
ratios with di↵erent PDFs and corresponding PDF uncertainties are given in Table 2.4.
Predicted cross-section ratios are built for comparison to the measurements at

p
s =

13 TeV with 50 ns bunch spacing data. The level of agreement among predictions and
measured data is discussed in Section 10.2.



2.4. T T̄ AND Z-BOSON PRODUCTION CROSS SECTIONS 29

2.4 tt̄ and Z-boson production cross sections

In this section, predictions are presented at NNLO+NNLL accuracy for the production
cross section of a top-quark pair and at NNLO accuracy for the production cross section of
a Z boson, corrected for the branching ratio of the decay into electron or muon pair within
the dilepton invariant mass. The total cross sections of these processes are calculated for
the centre-of-mass energies of 13, 8, and 7 TeV. The Z-boson production cross sections
are also computed within the fiducial region (defined in Section 5.2) while predictions for
top-quark-pair fiducial cross sections are not yet available at NNLO accuracy. Moreover,
the calculated values are used to obtain predictions for di↵erent types of cross-section
ratios.

Predictions for Z boson and tt̄ production cross sections as well as cross-section ratios
are computed for comparison with measured data (25 ns bunch spacing data in case ofp
s = 13 TeV).

2.4.1 Z-boson cross-section predictions

Theoretical predictions of the fiducial and total Z-boson production cross sections atp
s = 13, 8, 7 TeV are computed using DYTURBO, a version of DYNNLO 1.5 optimised

for speed of computation, thereby providing NNLO QCD calculations. The computations
are performed in the same scheme using the Born level leptons of Z decay as it is described
in Section 2.3. Moreover, the same list of PDF sets, values for input parameters (the
Fermi constant, masses and widths of W and Z bosons, CKM matrix elements), as well
as methods and prescriptions for ↵s, QCD scale and intrinsic uncertainties calculation,
are used. Electroweak corrections at NNLO are calculated with FEWZ 3.1.

The central values of calculated total and fiducial cross sections at
p
s = 13, 8, and

7 TeV are provided in Table 2.5, where the fiducial cross sections are given in both the
13 TeV fiducial phase space and in the phase space of the original measurement (both are
defined in Table 5.1). The ↵s, scale and intrinsic uncertainties on predicted cross sections
are estimated in % with CT14NNLO PDF set and used for predictions based on the rest
PDF sets.

Uncertainties on predicted cross sections given in Table 2.5 are dominated by the
limited knowledge of the proton PDFs. Such situation was observed for Z predictions
given in Section 2.3 indicating the importance of PDF determination accuracy. Presented
PDF uncertainties of CT14NNLO set are rescaled from 90% CL to 68% CL. The statistical
uncertainties resulting from evaluations with di↵erent PDF sets are negligibly small.

The intrinsic uncertainty on computed cross sections is obtained comparing DYNNLO
(not DYTURBO) and FEWZ results when fixing the pT of one lepton at 25 GeV and
varying the pT of the second lepton. It is found that when the pT requirements are
asymmetric, the di↵erence between DYNNLO and FEWZ results for fiducial cross section
at

p
s = 13 TeV is at ⇠ 1% level, however, when the cuts become symmetric, FEWZ
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PDF

7 TeV 8 TeV 13 TeV

Total 13 TeV fid. Maes. fid. Total 13 TeV fid. Maes. fid. Total 13 TeV fid.

� ± stat± PDF � ± stat± PDF � ± stat± PDF � ± stat± PDF � ± stat± PDF � ± stat± PDF � ± stat± PDF � ± stat± PDF

CT14NNLO 956.3± 0.7 +20.8
�23.9 433.4± 0.4 +10.6

�13.1 482.8± 0.4 +11.7
�14.5 1112.5± 0.7 +24.4

�28.0 487.7± 0.3 +12.1
�15.1 518.2± 0.5 +12.8

�16.1 1891.0± 0.5 +45.1
�50.3 746.4± 0.6 +20.3

�25.0

NNPDF3.0 943.6± 1.0 ± 18.7 426.3± 0.7 ± 8.6 472.2± 0.6 ± 9.5 1096.2± 1.4 ± 21.9 480.8± 0.7 ± 9.8 508.6± 0.7 ± 10.4 1867.9± 2.4 ± 39.6 734.5± 1.5 ± 16.4

MMHT14NNLO 966.4± 1.3 +14.5
�13.1 437.8± 0.5 +6.8

�6.4 486.4± 0.7 +7.5
�7.1 1123.4± 1.3 +16.6

�15.0 492.9± 0.7 +7.8
�7.3 521.8± 0.7 +8.3

�7.8 1908.3± 3.1 +31.2
�27.0 756.9± 1.4 +15.0

�12.9

ABM12LHC 969.3± 1.0 ± 10.9 444.0± 0.6 ± 5.3 491.9± 0.7 ± 5.8 1123.89± 1.4 ± 12.8 500.9± 0.6 ± 6.1 529.2± 0.7 ± 6.4 1915.7± 2.3 ± 23.1 762.6± 1.3 ± 10.2

HERAPDF2.0 994.1± 1.1 +31.9
�18.0 449.4± 0.6 +15.3

�8.7 497.6± 0.6 +16.7
�9.6 1158.9± 1.4 +35.8

�20.6 506.7± 0.7 +17.0
�9.8 535.5± 0.6 +17.8

�10.3 1982.5± 2.8 +58.3
�34.7 781.5± 1.9 +25.9

�17.2

ATLAS-epWZ12NNLO 990.0± 1.1 +17.0
�15.0 449.6± 0.5 +8.4

�8.4 498.5± 0.8 +9.2
�9.2 1153.6± 1.9 +19.6

�17.6 509.2± 0.7 +9.6
�9.7 538.2± 0.9 +10.1

�10.3 1970.3± 2.4 +34.6
�31.7 788.2± 1.39 +15.7

�16.3

Uncertainties [%]

Scale +0.5
�0.9

+0.7
�0.3

+0.4
�0.8

+0.6
�0.9

+0.5
�0.5

+0.3
�0.8

+0.7
�1.1

+0.5
�0.8

↵s
+0.8
�0.9

+1.0
�0.7

+0.7
�1.1

+0.8
�0.8

+0.9
�0.8

+0.8
�1.1

+1.0
�0.9

+0.9
�1.0

Intrinsic < 0.2 +0.7
�0.7

+0.7
�0.7 < 0.2 +0.7

�0.7
+0.7
�0.7 < 0.2 +0.7

�0.7

Table 2.5: Predictions of Z boson total and fiducial cross sections, where the fiducial
region is given in both the 13 TeV fiducial phase space (“13 TeV fid.”) and in the phase
space of the original measurement (“Maes. fid.”). Central values of cross sections with
absolute values of statistical and PDF uncertainties calculated with di↵erent PDF sets
are given in the top half of the table. PDF uncertainties correspond to 68% CL. The
bottom half of the table contains uncertainties given in % which correspond to variations
of QCD scale, ↵s, intrinsic Z-boson prediction. EW corrections have not been applied to
these numbers.

�ZEW [pb] (
p
s = 7 TeV) �ZEW [pb] (

p
s = 8 TeV) �ZEW [pb] (

p
s = 13 TeV)

Fiducial �1.37± 0.13 1.74± 0.15 2.45± 0.24

Total 2.06± 0.08 2.52± 0.09 4.76± 0.18

Table 2.6: The size of the NLO EW corrections �ZEW (in pb) at 7, 8, and 13 TeV except
QED FSR and real weak emissions, given for the 13 TeV fiducial phase space and for the
total phase space.

is high by ⇠ 0.6%. This di↵erence at
p
s = 13 TeV calculations is used as intrinsic

uncertainty of 0.7% for all centre-of-mass energies. The level of agreement on the NNLO
total cross section prediction is found to be better than⇠ 0.2% and can be safely neglected.

The EW corrections should be applied to the calculated cross section predictions given
in Table 2.5. The size of the corrections are given in Table 2.6 for the total and 13 TeV
fiducial phase space given at

p
s = 13, 8, and 7 TeV.

2.4.2 tt̄ cross-section predictions

The cross sections of inclusive tt̄ production at
p
s = 7, 8 and 13 TeV times the branch-

ing ratio of the decay into opposite-sign eµ pair in the final state are computed using
Top++v2.0 [43] for the central values and for all variations reflecting systematic uncer-
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PDF
7 TeV 8 TeV 13 TeV

�tot
tt̄ ± PDF �tot

tt̄ ± PDF �tot
tt̄ ± PDF

CT14NNLO 181.7+8.0
�6.7 258.9+10.1

�8.8 841.8+21.9
�22.7

NNPDF3.0 179.5± 4.6 256.5± 6.0 839.5± 15.1

MMHT14NNLO 181.3+4.0
�5.6 258.1+5.3

�7.3 839.5+13.8
�17.7

ABM12LHC 141.5± 6.1 206.6± 8.3 721.0± 21.7

HERAPDF2.0 170.1+5.7
�10.5 244.2+7.2

�13.9 811.8+15.1
�34.5

ATLAS-epWZ12NNLO 171.5+5.3
�6.6 245.1+7.1

�8.6 807.1+20.3
�19.8

Uncertainties [%]

Scale +2.6
�3.5

+2.6
�3.5

+2.4
�3.6

↵s
+2.2
�2.1

+2.1
�2.1

+1.9
�1.8

mt
+3.1
�3.0

+3.0
�2.9

+2.8
�2.7

Table 2.7: Predictions of the total cross section �tot
tt̄ at

p
s = 7, 8 and 13 TeV us-

ing CT14NNLO, NNPDF3.0, MMHT14NNLO, ABM12LHC, HERAPDF2.0, ATLAS-
epWZ12NNLO PDF sets. The PDF uncertainties at 68% CL are given in absolute values
at the top half of the table. The QCD scale, ↵s and top-quark mass uncertainties are
calculated with CT14NNLO PDF set and given in % at the bottom half of the table. The
statistical uncertainties in the predictions are  0.1 pb and are not given in the table.

tainties, thereby providing NNLO+NNLL resummed QCD calculations. The systematic
uncertainties in the predictions are performed as for those of the Z boson, with the follow-
ing exceptions. The intrinsic uncertainty was not assigned to the cross-section prediction.
The tt̄ production cross section also has a significant dependence on the value of the
top-quark mass, mt. A systematic uncertainty is assessed by varying the mass of the top
quark by ±1 GeV from the baseline value of 172.5 GeV used to obtain the central value of
the predictions, resulting in an uncertainty in the cross section of approximately 3%. The
predictions of the total cross sections based on di↵erent PDF sets, together with their
uncertainties, are given in Table 2.7. It demonstrates that top-quark mass, PDF and
QCD scale uncertainties are mostly at the same level and dominate the total uncertainty.

2.4.3 Predictions for cross-section ratios

The tt̄ to Z-boson cross section ratio has a significant sensitivity to the gluon-to-quark
PDF ratio. Such type of ratio at a given center-of-mass energy provides high precision
measurement through the cancellation of experimental uncertainties. The predictions
given in Tables 2.5, 2.7 are used to build cross-section ratios for:
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Figure 2.1: Predictions for the ratio of the total cross section Rtot/fid
tt̄/Z (i T eV ), i =

7, 8, 13 for the four PDFs CT14NNLO, NNPDF3.0, MMHT14NNLO, ABM12LHC, HER-
APDF2.0, ATLAS-epWZ12NNLO (includes only the symmetrised PDF uncertainty).
Points are slightly o↵set at the di↵erent

p
s for clarity.

• a given process at the di↵erent
p
s: Rfid(tot)

Z
i

/Z
j

=
�
fid(tot)
Z(iTeV )

�
fid(tot)
Z(iTeV )

and Rtot
tt̄

i

/tt̄
j

=
�tot

tt̄(iTeV )

�tot

tt̄(iTeV )
,

• di↵erent processes at the same
p
s: Rtot/fid(tot)

tt̄/Z (i T eV ) = �tot
tt̄(iT eV )/�

fid(tot)
Z(iT eV ),

• di↵erent processes at the di↵erent
p
s: Rtot/fid(tot)

tt̄/Z (i/j) =
h
�tot

tt̄(iTeV )

�
fid(tot)
Z(iTeV )

i
/
h
�tot

tt̄(jTeV )

�
fid(tot)
Z(jTeV )

i

where i, j = 7, 8, 13 and all predictions for Z-boson fiducial cross sections are given in the
13 TeV phase space. The third type of ratios will be denoted as double ratios. The first
set of predictions is presented in Table 2.8 while the latter two are presented in Table 2.9.
Both tables contain predictions obtained with CT14NNLO PDF set. The

p
s evolution

of Rtot/tot
tt̄/Z (i T eV ) for the listed PDF sets is shown in Figure 2.1. The comparison of the

predictions to the data is discussed in Section 10.3.
The treatment of the systematic uncertainties when combining the theoretical un-

certainties in the ratios is taken as follows. The PDF uncertainties are considered as
correlated, eigenvector by eigenvector, between predictions. The QCD scale uncertainties
are treated as uncorrelated between processes but correlated, variation by variation, at
the di↵erent

p
s values for a given process. The ↵s uncertainties are correlated between

predictions. The Z-boson intrinsic and mt uncertainties are both considered as correlated
at the di↵erent

p
s values within their respective processes. In the few cases where the

coherent variation of a source of systematic uncertainty in the numerator and in the de-
nominator of a ratio results in variations of the same sign, only the largest variation is
added in the total uncertainty of the corresponding sign.
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Rfid
Z
i

/Z
j

Rtot
Z
i

/Z
j

Rtot
tt̄

i

/tt̄
j

i/j 13/7 13/8 8/7 13/7 13/8 8/7 13/7 13/8 8/7

Central value 1.722 1.531 1.125 1.977 1.699 1.163 4.634 3.251 1.425

Uncertainties [%]

PDF +1.0
�0.9

+0.8
�0.7

+0.22
�0.21

+0.9
�0.8

+0.7
�0.6

+0.18
�0.17

+1.9
�2.3

+1.4
�1.8

+0.5
�0.6

Scale +0.03
�0.60

+0.02
�0.29

+0.02
�0.31

+0.21
�0.30

+0.20
�0.25

+0.19
�0.05

+0.19
�0.26

+0.13
�0.19

+0.05
�0.07

↵s
�0.1
�0.4

�0.1
�0.3

�0.1
�0.1

+0.2
�0.1

+0.2
�0.1

�0.1
+0.1

�0.32
+0.29

�0.25
+0.22

�0.08
+0.07

mt N/A N/A N/A N/A N/A N/A +0.29
�0.29

+0.22
�0.22

+0.07
�0.07

Total +1.0
�1.2

+0.8
�0.8

+0.22
�0.40

+0.9
�0.9

+0.8
�0.7

+0.27
�0.20

+1.9
�2.4

+1.4
�1.8

+0.5
�0.6

Table 2.8: Predictions of the cross-section ratios Rfid(tot)
Z
i

/Z
j

and Rtot
tt̄

i

/tt̄
j

at di↵erent
p
s

values where i/j = 13/7, 13/8, 8/7 using the CT14 PDF. The uncertainties, given in %,
correspond to variations of: CT14 eigenvector set at 68% CL, QCD scale, ↵s and mt. The
statistical uncertainties in the predictions are  0.002 for the Z process and  0.001 for
the tt̄ process and are not given in the table. The notation N/A means “not applicable”.

Rtot/fid
tt̄/Z (i T eV ) Rtot/tot

tt̄/Z (i T eV ) Rtot/fid
tt̄/Z (i/j) Rtot/tot

tt̄/Z (i/j)

i or i/j 7 8 13 7 8 13 13/7 13/8 8/7 13/7 13/8 8/7

Central value 0.421 0.533 1.132 0.190 0.233 0.446 2.691 2.124 1.267 2.344 1.913 1.225

Uncertainties [%]

PDF +7
�5

+7
�5

+6
�5

+6
�5

+6
�5

+5
�5

+1.5
�2.0

+1.1
�1.6

+0.4
�0.5

+1.8
�2.2

+1.4
�1.7

+0.4
�0.6

Scale +2.7
�3.6

+2.6
�3.5

+2.6
�3.6

+2.8
�3.5

+2.7
�3.6

+2.7
�3.7

+0.62
�0.27

+0.32
�0.20

+0.31
�0.07

+0.35
�0.34

+0.38
�0.28

+0.09
�0.21

↵s
+1.1
�1.5

+1.1
�1.3

+0.9
�0.8

+1.4
�1.3

+1.4
�1.3

+0.9
�0.9

�0.22
+0.70

�0.22
+0.50

�0.00
+0.20

�0.49
+0.36

�0.49
+0.35

�0.00
+0.01

mt
+3.1
�3.0

+3.0
�2.9

+2.8
�2.7

+3.1
�3.0

+3.0
�2.9

+2.8
�2.7

+0.29
�0.29

+0.22
�0.22

+0.07
�0.07

+0.29
�0.29

+0.22
�0.22

+0.07
�0.07

Total +8
�7

+8
�7

+7
�7

+8
�7

+7
�7

+7
�7

+1.8
�2.1

+1.3
�1.6

+0.5
�0.5

+1.9
�2.3

+1.5
�1.8

+0.4
�0.6

Table 2.9: Predictions of the cross-section ratios Rtot/fid(tot)
tt̄/Z (i T eV ) and Rtot/fid(tot)

tt̄/Z (i/j)

at the di↵erent
p
s values, where i, j = 13, 8, 7 using the CT14 PDF. The uncertainties,

given in %, correspond to variations of: CT14 eigenvector set at 68% CL, ↵s QCD scale,
intrinsic Z-boson prediction, and top-quark mass. The statistical uncertainties in the
predictions are  0.001 for Rtot/fid(tot)

tt̄/Z (i T eV ) and  0.003 ( 0.002) for Rtot/fid(tot)
tt̄/Z (i/j)

and are not given in the table.



34 CHAPTER 2. THEORY PREDICTIONS

2.5 xFitter

The QCD analysis framework, xFitter [27, 62, 63], is an open-source package for the de-
termination of the parton distribution functions of the proton and the extraction of fun-
damental parameters of QCD such as the heavy quark masses and the strong coupling
constant. A variety of theory predictions and di↵erent phenomenological approaches are
implemented for calculating PDF-dependent cross section predictions corresponding to
the measurements. It also provides a framework for the comparison of di↵erent theoreti-
cal approaches and can be used to test the impact of new experimental data on the PDFs
and SM parameters.

The xFitter structure and functionality can be divided into four main blocks: data,
theory, QCD Analysis and Results. In the data block results of measurements from
various processes (such as DY, single top, top-quark pair, DIS processes, jets, etc.) at
di↵erent experiments (LHC, HERA, Tevatron) are provided including the information
on their uncorrelated and correlated uncertainties. Moreover, HERA inclusive scattering
data are the basis of any proton PDF extraction and are used in all current PDF sets
from ABM, CTEQ, MSTW, NNPDF, GJR, HERAPDF groups.

In the theory block, the PDFs are parametrised at a starting scale, Q2
0, using a func-

tional form and a set of free parameters. There are several predefined functional forms and
flavour decompositions in the xFitter: the standard polynomial for parametrization the
x-dependence of PDFs, bi-log-normal form as a generalisation of the standard polynomial
for multi-particle statistics, Chebyshev polynomials which can be employed for the gluon
and sea distributions. More details on parametrisation functions are given in Ref. [62].
Parametrised PDFs are evolved to the scale of the measurements Q2, Q2 > Q2

0. By de-
fault, the evolution uses the DGLAP formalism but alternatively can use the CCFM [64]
evolution. xFitter also provides the possibility to access external PDF sets from LHAPDF
library for cross sections computation. The prediction of the cross section for a particular
process is obtained using the factorisation formalism.

In the QCD Analysis block, the PDFs are determined in a least squares fit: a �2

function, which compares the input data and theory predictions, is minimised with the
MINUIT [65] program. There are various choices for the treatment of experimental un-
certainties in the �2 definition. Correlated experimental uncertainties can be accounted
for using a nuisance parameter or a covariance matrix method. In the covariance matrix
representation for a data point µi with a corresponding theory prediction mi, the �2 is
defined in the form

�2(m) =
X

i,k

(mi � µi)C
�1
ik (mk � µk) (2.3)

where the experimental uncertainties are given as a covariance matrix Cik for measure-
ments in bins i and k. The covariance matrix is given by a sum of statistical, uncorrelated
and correlated systematic contributions Cik = Cstat

ik +Cuncorr
ik +Ccorr

ik . This representation
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does not allow to distinguish the e↵ect of each source of systematic uncertainty. In the
nuisance parameter representation, the �2 is expressed as

�2(m, b) =
X

i

⇥
µi �mi(1�

P
j �

i
jbj)

⇤2

�2i,uncorrm
2
i + �2i,statµimi(1�

P
j �

i
jbj)

+
X

j

b2j , (2.4)

where �i,stat and �i,uncorr denote the relative statistical and relative uncorrelated systematic
uncertainties of the measurement i. �ij quantifies the sensitivity of the measurement to
the correlated systematic source j. bj is a set of nuisance parameters. Such �2 definition
is obtained under the assumption of normal distribution of the nuisance parameters. This
assumption results in the trailing term,

P
j b

2
j , expressing the penalty for correlated shifts

away from the central values. Given representation allows to distinguish the e↵ect of
di↵erent sources of systematic uncertainties.

The Hessian, O↵set, and Monte Carlo methods are implemented in xFitter for prop-
agating experimental uncertainties to PDFs. In the first method the Hessian matrix is
defined by the second derivatives of �2 on the fitted PDF parameters, therefore matrix
dimension is equal to the number of free parameters in the fit. The resulting matrix di-
agonalized resulting in orthonormal eigenvector directions which provide the basis for the
determination of the PDF error. Due to orthogonality, eigenvectors correspond to inde-
pendent sources of uncertainty in the obtained PDFs. In the o↵set method the inversion
of a large measurement covariance matrix is avoided. Only uncorrelated uncertainties are
taken into account in the �2 function for the central fit [62,66], therefore goodness of the
fit can no longer be judged from the �2. The correlated uncertainties are propagated into
the PDF uncertainties by performing fits where each systematic parameter is o↵set by its
assumed error. The resulting deviations of the PDF parameters from the ones obtained
in the central fit are statistically independent, and are added in quadrature to derive a
total PDF systematic uncertainty. Uncertainties estimated with this method are generally
larger than those from the Hessian method. In the MC method [67] the PDF uncertainties
are estimated using randomly generated pseudo-data replicas of the measured central val-
ues with their statistical and systematic uncertainties taking into account point-to-point
correlations. The QCD fit is performed for each replica. The PDF central values and their
experimental uncertainties are obtained taking the mean values and standard deviations
over the replicas. Gaussian distributions of statistical and systematic uncertainties are
assumed in a given approach.

As an alternative to performing a QCD fit, xFitter allows quantitatively estimate the
impact of a new data set on a given PDF set with a profiling procedure [68]. The
profiling technique is performed using a �2 function which includes both the experimental
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uncertainties and the theoretical ones arising from PDF variations:

�2(~bexp,~bth) =
N

dataX

i=1

⇥
�exp
i � �th

i (1�P
↵ �

exp
i↵ b↵,exp �

P
� �

th
i�b�,th)

⇤2

�2
i

+

N
exp.sysX

↵=1

b2↵,exp +

N
th.sysX

�=1

b2�,th.

(2.5)

The index i runs over all Ndata data points. The measurements and the theory predictions
are given by �exp

i and �th
i , respectively. The correlated experimental and theoretical

uncertainties are included using the nuisance parameter vectors ~bexp and ~bth, respectively.
Their influence on the data and theory predictions is described by the matrices �expi↵ and
�thi� , where the index ↵ (�) corresponds to the Nexp.sys experimental (Nth.sys theoretical)
nuisance parameters. Both the correlated and uncorrelated systematic uncertainties are
treated as multiplicative. The estimation of the statistical uncertainties is protected
against statistical fluctuations in data using the expected rather than the observed number
of events and the denominator is hence calculated as

�2
i = �2i,stat�

exp
i �th

i + (�i,uncor�
th
i )2. (2.6)

The �2 function of Equation 2.5 can be generalised to account for asymmetric PDF
uncertainties [69]:

�thi� ! �thi� + !th
i�b�,th, (2.7)

where �thi� = 0.5(�th+i� � �th�i� ) and !th
i� = 0.5(�th+i� + �th�i� ) are determined from the shifts

of predictions corresponding to up �th+i� and down �th�i� PDF uncertainty eigenvectors.
The minimisation of Equation 2.5 leads to a system of linear equations. The gener-

alised function, with asymmetric PDF uncertainties, is minimised iteratively where the
values of �th+i� are updated with b�,th from the previous iteration. The value of the �2

function at its minimum provides a compatibility test of the data and theory. The values
of the nuisance parameters at this minimum, bmin

�,th, can be interpreted as an optimization
of PDFs to describe the data. The profiled PDF set f 0

0 is given by:

f 0
0 = f0 +

X

�

bmin
�,th

⇣f+
� � f�

�

2
+ bmin

�,th

f+
� + f�

� � 2f0

2

⌘
, (2.8)

where f0 is the central PDF set, f±
� are up and down variations of the original eigenvector

sets. Explicitly, f0 = f0(x,Q2), where f0 = u, ū, d, d̄, ...g for the central set. f0 and f±
� for

LHAPDF parametrisations are given as tables for fixed x and Q2 values.
The profiled PDF sets have reduced uncertainties and the eigenvectors are no longer

orthogonal. The eigenvectors can be transformed to the orthogonal representation with
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atics for the Run II dataset. The baseline total uncertainty varies between 0.00155 and 0.00050
for the central and the most forward regions, respectively. The bin-to-bin correlation model for
the systematic uncertainties is taken similar to the CMS analysis with strong correlation for the
neighboring bins, ⇡ 0.7, and some anti-correlation between far-apart bins, up to �0.5.

Basic properties of the pseudo-data samples are listed in Table 5. The correlation model was kept un-
changed between the baseline, aggressive and conservative scenarios for data uncertainties.

5.2.3 Results
Firstly, the effect of PDF profiling is studied separately for each individual pseudo-data set. Profiling
of different PDF sets show qualitatively similar behavior, however the size of the constraints differs
depending on how strongly the published PDF set was constrained by the input data used in the original
fit. For the main comparisons described below, the CT10nnlo set is used. It is however important to
compare results for several sets. The MMHT14 and NNPDF3.0 sets are of particular interest since these
two sets include the published Run I data from the LHC experiments.

The PDF uncertainties are reported at momentum transfers squared Q

2 roughly corresponding to

34

 x  
-310 -210 -110

re
f

)2
)/x

s(
x,

Q
2

 x
s(

x,
Q

0.8

0.9

1

1.1

1.2

1.3
2 = 10000 GeV2Q

CT10
 2.0× δ W/ZCT10 + R
 1.0× δ W/ZCT10 + R
 0.5× δ W/ZCT10 + R

 x  
-310 -210 -110

re
f

)2
)/x

s(
x,

Q
2

 x
s(

x,
Q

0.8

0.9

1

1.1

1.2

1.3
2 = 10000 GeV2Q

MMHT2014
 2.0× δ W/ZMMHT2014 + R
 1.0× δ W/ZMMHT2014 + R
 0.5× δ W/ZMMHT2014 + R

 x  
-310 -210 -110

re
f

)2
)/x

s(
x,

Q
2

 x
s(

x,
Q

0.8

0.9

1

1.1

1.2

1.3
2 = 10000 GeV2Q

NNPDF3.0
 2.0× δ W/ZNNPDF3.0 + R
 1.0× δ W/ZNNPDF3.0 + R
 0.5× δ W/ZNNPDF3.0 + R

Fig. 7: Relative uncertainty of the strange-quark distribution as a function of x for Q

2 = 104 GeV2 estimated based on
CT10nnlo (left), MMHT14 (middle) and NNPDF3.0 (right) PDF sets, respectively. The outer uncertainty band corresponds to
the original PDF uncertainty. The embedded bands represent results of the PDF profiling using RW/Z pseudo-data at 13 TeV
corresponding to (from outermost to innermost band) conservative, baseline, aggressive model of the data uncertainties.

 x  
-310 -210 -110

re
f

)2
)/x

g(
x,

Q
2

 x
g(

x,
Q

0.8

1

1.2

2 = 10000 GeV2Q
CT10

 2.0× δ /ZttCT10 + R
 1.0× δ /ZttCT10 + R
 0.5× δ /ZttCT10 + R

 x  
-310 -210 -110

re
f

)2
)/x

g(
x,

Q
2

 x
g(

x,
Q

0.8

1

1.2

2 = 10000 GeV2Q
MMHT2014

 2.0× δ /ZttMMHT2014 + R
 1.0× δ /ZttMMHT2014 + R
 0.5× δ /ZttMMHT2014 + R

 x  
-310 -210 -110

re
f

)2
)/x

g(
x,

Q
2

 x
g(

x,
Q

0.8

1

1.2

2 = 10000 GeV2Q
NNPDF3.0

 2.0× δ /ZttNNPDF3.0 + R
 1.0× δ /ZttNNPDF3.0 + R
 0.5× δ /ZttNNPDF3.0 + R

Fig. 8: Same as Fig. 7 this time for the gluon PDF, using the measurement of the tt̄/Z ratio as input to the profiling.

atics for the Run II dataset. The baseline total uncertainty varies between 0.00155 and 0.00050
for the central and the most forward regions, respectively. The bin-to-bin correlation model for
the systematic uncertainties is taken similar to the CMS analysis with strong correlation for the
neighboring bins, ⇡ 0.7, and some anti-correlation between far-apart bins, up to �0.5.

Basic properties of the pseudo-data samples are listed in Table 5. The correlation model was kept un-
changed between the baseline, aggressive and conservative scenarios for data uncertainties.

5.2.3 Results
Firstly, the effect of PDF profiling is studied separately for each individual pseudo-data set. Profiling
of different PDF sets show qualitatively similar behavior, however the size of the constraints differs
depending on how strongly the published PDF set was constrained by the input data used in the original
fit. For the main comparisons described below, the CT10nnlo set is used. It is however important to
compare results for several sets. The MMHT14 and NNPDF3.0 sets are of particular interest since these
two sets include the published Run I data from the LHC experiments.
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Figure 2.2: Relative uncertainty of the strange-quark (left) and gluon (right) distribution
as a function of x for Q2 = 104GeV2 estimated based on CT10NNLO PDF set. The outer
uncertainty band corresponds to the original PDF uncertainty. The embedded bands
represent results of the PDF profiling using RW/Z (for strange-quark distribution) and
Rtt̄/Z (for gluon distribution) pseudo-data at 13 TeV corresponding to three variations for
size of uncertainties. [30]

a standard diagonalization procedure [70]. Given method can be extended to PDF sets
with asymmetric uncertainties.

Figure 2.2 demonstrates the example of PDF profiling for estimating the impact of
a pseudo-data on the CT10NNLO [71] PDF set. For this test, the inclusive W , Z and
tt̄ production are considered [30]. To reduce the correlations among the observables, the
cross-section ratios were used instead of absolute cross-sections. The central values of the
pseudo-data are equal to the central values of the predictions, while the uncertainties are
taken from Run I results of W , Z [72–74] and tt̄ measurements [75]. In a given test, there
are three scenarios depending on the size of the uncertainties for pseudo-data considered:
data uncertainties are similar to those from Run I; data uncertainties are scaled by a
factor of two; data uncertainties are scaled by a factor of 0.5.

The strange-quark distribution shows that biggest impact of the RW/Z pseudo-data
is in the region x ⇠ 0.01. The PDF uncertainty of the profiled PDF set reduces with
increasing the precision of the pseudo-data. Therefore, the highest reduction of PDF
uncertainty is observed for profiled set using data with uncertainties scaled by a factor
of 0.5. Profiling of the Rtt̄/Z pseudo-data demonstrates the largest reduction of PDF
uncertainties for gluon distribution in the regions x < 0.01 and x � 0.1. In this case,
the di↵erence in pseudo-data precision does not change the gluon density uncertainty
significantly.

More studies of such impact on di↵erent PDF sets can be found in Ref. [30]. Plots in
Figure 2.2 demonstrate the example of graphical representation of output in the results
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block of the xFitter. In case of full QCD analysis (QCD fit), a new PDF set is produced
in a format ready to be used by the LHAPDF library as well as graphical representation
of parton density distributions (the example can be found in Ref. [54]).



Chapter 3

Experimental apparatus

Progress in our understanding of nature comes through the interplay between theory and
experiment. Experiment in particle physics primary depends on particle accelerators with
complex detectors. Starting from the early 1930s the collision energy is gradually increas-
ing over time allowing to test theory at previously inaccessible scale. The Standard Model
is one of the theories is designed to explain observations at such experimental facilities.
During the last thirty years several major results predicted with Standard Model are
obtained at di↵erent colliders. In 1983 at the Super Proton Synchrotron (SPS) at Con-
seil Europén pour la Recherche Nucléaire (CERN), the Z and W bosons were discovered
studying pp̄ collisions at

p
s = 450 GeV by UA1 and UA2 collaborations [76–78]. In 1995

the top quark was discovered in pp̄ collisions at
p
s = 1.8 TeV with Tevatron collider in

the Fermi National Accelerator Laboratory by the CDF and D0 collaborations [79, 80].
Results from Tevatron showed that SM predicted Higgs boson should have mass higher
than 114.4 GeV [81]. Therefore, the accelerator with higher center-of-energy had to be
built. Such a high-intensity accelerator started up in 2008 and is called the Large Hadron
Collider (LHC). In 2012 the Higgs boson was discovered in pp collisions at

p
s = 7 and

8 TeV at the LHC by the ATLAS and CMS collaborations [82, 83]. Currently the LHC
operates at

p
s = 13 TeV allowing to increase precision of already measured SM con-

stituents and test theories beyond the SM. The scientific programme of the LHC spans
over the next twenty years and includes an ambitious series of upgrades that will result
in increasing the total number of collisions at

p
s = 14 TeV. A more powerful LHC would

provide more accurate measurements and enable observation of rare processes that occur
below the current sensitivity level.

Following chapters provide a brief overview of the LHC as well as the ATLAS detector
with its currently installed components used for the physics analyses.

39
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3.1 The Large Hadron Collider

The LHC [84] is a two-ring, superconducting accelerator and collider installed in 26.7 km
tunnel with center of mass collision energies of up to 14 TeV aiming at the measurements
of SM parameters in hitherto inaccessible regions of phase space as well as reveal the
physics beyond the SM. Number of events that the LHC generates per second is defined
as:

Nevent = L�event, (3.1)

where L is the instantaneous machine luminosity and �event is the cross section of the
studied event. Luminosity has the dimension of [L] = cm�2s�1. For the Gaussian beam
distribution the machine luminosity is defined in a form [85]:

L =
N2

b nbf�

4⇡✏�⇤ F (3.2)

where Nb is the number of particles per bunch, nb the number of bunches in one beam, f
the beam revolution frequency, � the relativistic gamma factor, ✏ the normalized trans-
verse beam emittance, �⇤ the beta function at the collision point, and F the geometric
luminosity reduction factor due to the crossing angle at the interaction point. In equa-
tion 3.2, the beams are assumed to be round and have equal parameters. Number of
bunches in one beam can reach 2808 and the number of particles per bunch can exceed
1011. To measure the amount of data produced in a certain period of time, the integrated
over time luminosity

R L is used. It is measured in the inverse cross section units.
There are two high luminosity experiments at the HLC, ATLAS ( A Toroidal LHC

ApparatuS) [86] and CMS (Compact Muon Solenoid) [87], aiming at a peak instantaneous
luminosity of L = 1034cm�2s�1 for proton operation. Both ATLAS and CMS are general-
purpose detectors designed to investigate the largest range of physics possible. LHC also
has low-luminosity experiments, among which LHCb [88], MoEDAL [90], TOTEM [91],
LHCf [89], and ALICE [92]. LHCb is designed to exploit the large number of b hadrons
produced at the LHC in order to make precision studies of CP asymmetries and of rare de-
cays in the B-meson systems, aiming at a peak luminosity of L = 1032cm�2s�1. MoEDAL
is the LHC’s newest experiment (start data taking in 2015) which shares an interaction
point with the LHCb experiment. It is designed to significantly expand the discovery
horizon of the general-purpose LHC detectors with searches for magnetic monopoles or
massive (pseudo-) stable charged particles. The TOTEM [91] detectors are located on
both sides of the interaction point at CMS experiment to takes precise measurements
of protons as they emerge from collisions at small angles to the beam pipe, aiming at a
peak luminosity of L = 2 ⇥ 1029cm�2s�1. This region is known as the ’forward’ direc-
tion and is inaccessible by the CMS detector. Its physics programme aims at a deeper
understanding of the proton structure as well as monitoring the LHC luminosity. The
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Figure 3.1: The LHC accelerator complex. [93]

LHCf [89] detectors also designed to measure very forward particles emitted at nearly
zero degrees to the direction of the proton beam, optimized to operate with luminosity
below L = 1030cm�2s�1. LHCf’s detectors are located along the LHC beam line, at 140
metres either side of the ATLAS collision point. The physics goal of this experiment is to
provide data for calibrating the hadron interaction models that are used in the study of
Extremely High-Energy Cosmic-Rays. ALICE [92] is designed as a dedicated heavy-ion
experiment with the prime aim to study nuclear collisions at LHC. It is aimed for operat-
ing at the peak luminosity of L = 1027cm�2s�1 for nominal lead-lead ion operation. The
high-energy heavy-ion collisions at LHC provide a possibility to study the transition from
hadronic matter to a plasma of deconfined quarks and gluons.

The location of the biggest detectors at the LHC and the the CERN accelerator
complex for proton beams are schematically shown in Figure 3.1. Before getting into the
LHC, the protons are accelerated in several steps with the smaller accelerating complex.
Proton beam formation starts with ionizing hydrogen gas which yields to bare protons
which are directed into the linear accelerator LINAC 2 and accelerated to 50 MeV. Then
protons are injected into the BOOSTER where they reach an energy of 1.4 GeV. The
protons are further accelerated with the Proton Synchrotron (PS) to 25 GeV and then
sent to the Super Proton Synchrotron (SPS) which pushes the beam to 450 GeV. After
the SPS, protons are injected into the two beam pipes of the LHC where they are to be
accelerated up to 7 TeV per beam. In one of the pipes beam circulates clockwise while in
the another pipe - anti-clockwise. Since the protons are not the only particles accelerated
in the LHC, the lead ion collisions start from a source of vaporized lead and enter Linac
3 before being collected and accelerated in the Low Energy Ion Ring (LEIR). They then
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follow the same route to maximum energy as the protons [94]. The two beams in the LHC
are brought into collision inside the four detectors (ATLAS, CMS, LHCb and ALICE).

3.2 The ATLAS detector

3.2.1 General information

Coordinate system and useful variables

The nominal interaction point within the ATLAS detector determines the origin of the
coordinate system, while the beam direction defines the z-axis and x�y plane is transverse
to the beam direction. The positive x-axis points from the interaction point to the center
of the LHC ring and the positive y-axis points upwards such that coordinate system is
right-handed. The detector is split into two side where side-A is defined as that with
positive z and side-C is that with negative z. The symmetry of the detector makes
cylindrical coordinates useful. The azimuthal angle � is the angle in xy-plane originating
from the x-axis and increases clockwise when looking down the positive z-direction. The
polar angle ✓ is defined as the angle with the positive z-axis. Instead of polar angle the
pseudo-rapidity ⌘ = �ln(tan ✓

2) is often used, in the case of massive objects the rapidity
is used. The rapidity is defined as y = 1

2 ln
�
E+p

z

E�p
z

�
where E is the energy and pz the

longitudinal momentum of the object. In the limit where the particle is travelling close
to the speed of light (highly relativistic particles), or equivalently in the approximation
that the mass of the particle is negligible, pseudo-rapidity converges to the definition of
rapidity (m ⌧ p ) ⌘ ' y).

The distance in ⌘�-plane is often used quantity and defined as �R =
p
�⌘2 +��2.

The object’s momentum in the xy plane is called transverse momentum and defined with
x and y momentum components pT =

p
p2x + p2y.

Detector overview

ATLAS is a magnetic spectrometer with a forward-backward symmetry with respect to
the interaction point which is designed to exploit the full physics potential of LHC. The
detector consists of several components made of di↵erent materials aimed at detecting
di↵erent types of particles. ATLAS is divided into four main parts: the inner detector(ID),
calorimeter, muon spectrometer and magnet system. ID is the closest detector layer to
the collision point which is aimed to reconstruct the position of an interaction ( vertex) as
well as trajectories of charged particles (tracks) and identify electrons. It is immersed in a
solenoidal field created by surrounding superconducting solenoid. The calorimeter consists
of two detectors: liquid-argon (LAr) electromagnetic calorimeter and hadronic calorimeter
providing electromagnetic and hadronic energy measurements. All particles except muons
and neutrino are stopped inside the calorimeter. The calorimeter is surrounded by the
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Figure 3.2: Cut-away view of the ATLAS detector. [95]

muon spectrometer. The muon system is submerged into magnetic field created with
the air-core toroid system consists of barrel and two end-cap magnets. It minimises a
multiple-scattering e↵ects thereby increasing the muon momentum resolution of all three
layers of tracking chambers. The muon instrumentation also includes, as a key component,
trigger chambers. The muon spectrometer defines the overall dimensions of the ATLAS
detector [86]. A cut-away view of the ATLAS detector is given in Figure 3.2.

3.2.2 The magnet system

The ATLAS magnet system (see Figure 3.3) consists of one solenoid and three toroids
(one barrel and two end-caps). The central solenoid (CS) is designed to produce an
axial magnetic field of 2 T at the center of the ID. Outside the CS the electromagnetic
calorimeter is situated, therefore the solenoid’s winding is designed as transparent as
possible for traversing particles, resulting in the solenoid assembly contributing a total of
⇠ 0.66 radiation lengths at normal incidence. The single-layer coil wound with a high-
strength Al-stabilised NbTi conductor. The solenoid is 0.1 m thick and its axial length
is 5.8 m. The barrel and two end-cap toroids produce a magnetic field of approximately
0.5 T and 1 T for the muon detectors in the central and end-cap regions, respectively.
The barrel toroid surrounds calorimeters and both end-cap toroids. It consists of eight
coils encased in individual racetrack-shaped, stainless-steel vacuum vessels. The size of
the barrel toroidal system is 25.3 m in length with inner and outer diameters of 9.4 m
and 20.1 m, correspondingly. The magnetic field generated by end-cap toroids is required
for optimizing the bending power in the end-cap muon spectrometer regions. Each end-



44 CHAPTER 3. EXPERIMENTAL APPARATUS42 CHAPTER 2. EXPERIMENTAL APARATUS

2008 JINST 3 S08003

Figure 2.1: Geometry of magnet windings and
tile calorimeter steel. The eight barrel toroid
coils, with the end-cap coils interleaved are
visible. The solenoid winding lies inside the
calorimeter volume. The tile calorimeter is
modelled (section 2.2.2) by four layers with dif-
ferent magnetic properties, plus an outside re-
turn yoke. For the sake of clarity the forward
shielding disk (section 3.2) is not displayed.

Figure 2.2: Bare central solenoid in the factory
after completion of the coil winding.

phases. The cold-mass and cryostat integration work began in 2001. The first barrel toroid coil
was lowered in the cavern in fall 2004, immediately followed by the solenoid (embedded inside the
LAr barrel calorimeter). The remaining seven barrel-toroid coils were installed in 2004 and 2005,
and the end-cap toroids in the summer of 2007.

2.1.1 Central solenoid

The central solenoid [2] is displayed in figure 2.2, and its main parameters are listed in table 2.1.
It is designed to provide a 2 T axial field (1.998 T at the magnet’s centre at the nominal 7.730 kA
operational current). To achieve the desired calorimeter performance, the layout was carefully
optimised to keep the material thickness in front of the calorimeter as low as possible, resulting
in the solenoid assembly contributing a total of ⇠ 0.66 radiation lengths [9] at normal incidence.
This required, in particular, that the solenoid windings and LAr calorimeter share a common vac-
uum vessel, thereby eliminating two vacuum walls. An additional heat shield consisting of 2 mm
thick aluminium panels is installed between the solenoid and the inner wall of the cryostat. The
single-layer coil is wound with a high-strength Al-stabilised NbTi conductor, specially developed
to achieve a high field while optimising thickness, inside a 12 mm thick Al 5083 support cylin-
der. The inner and outer diameters of the solenoid are 2.46 m and 2.56 m and its axial length
is 5.8 m. The coil mass is 5.4 tonnes and the stored energy is 40 MJ. The stored-energy-to-mass
ratio of only 7.4 kJ/kg at nominal field [2] clearly demonstrates successful compliance with the
design requirement of an extremely light-weight structure. The flux is returned by the steel of the
ATLAS hadronic calorimeter and its girder structure (see figure 2.1). The solenoid is charged and
discharged in about 30 minutes. In the case of a quench, the stored energy is absorbed by the en-
thalpy of the cold mass which raises the cold mass temperature to a safe value of 120 K maximum.
Re-cooling to 4.5 K is achieved within one day.

– 20 –

Figure 2.3: Schematic diagram of the ATLAS magnet system (in red). The eight barrel
toroid coils and eight pairs of end-cap coils are showed. The solenoid winding is inside the
calorimeter volume which is modelled by four layers and outside return yoke (discussed
in Section 2.2.4). [?]
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Figure 3.3: Schematic diagram of the ATLAS magnet system (in red). The eight barrel
toroid coils and eight pairs of end-cap coils are showed. The solenoid winding is inside the
calorimeter volume which is modelled by four layers and outside return yoke (discussed
in Section 3.2.4). [86]

cap toroidal magnet consists of eight coils with a length of 5.0 m and with inner and
outer diameters of 1.65 m and 10.7 m. The conductor (Al-stabilised Nb/T i/Cu) and
coil-winding technology in the barrel and end-cap toroids are essentially the same.

3.2.3 The inner detector

The Inner detector is located inside the solenoid magnet, which provide the magnetic field
to bend the charged particles for the momentum measurements. It consists of three sub-
detectors: the pixel and silicon micro-strip (SCT) trackers and the transition radiation
tracker (TRT). Pixel and SCT cover pseudo-rapidity region |⌘| < 2.5, while TRT covers
up to |⌘| < 2. The ID components are subdivided into a barrel part, forming concentric
cylinders around the beam pipe, and two end-caps, where they are grouped in disks
perpendicular to the beam axis. A schematic layout of the ID and its components are
shown in Figure 3.4.

The Pixel Detector

The Pixel Detector [96, 97] is the inner-most part of the ATLAS tracking system. It
consists of four layers of barrel pixel detector and two end-caps of three pixel disks each.
The pixel end-caps and three outer barrel layers were installed into ATLAS originally
in 2007 and referred as 3-Layer Pixel Detector system. The innermost barrel pixel layer
is a newly constructed high-resolution pixel detector and called Insertable Barrel Layer
(IBL) [98]. It was installed in 2013-2014 after replacing the beam pipe with the smaller
one. The IBL is located approximately 5 mm away from the beam pipe. Figure 3.5 shows
the 4-Layer ATLAS Pixel Detector for LHC Run-2 and the radial placement of the pixel
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Figure 4.1: Plan view of a quarter-section of the ATLAS inner detector showing each of the major
detector elements with its active dimensions and envelopes. The labels PP1, PPB1 and PPF1
indicate the patch-panels for the ID services.

The above operating specifications imply requirements on the alignment precision which are
summarised in table 4.1 and which serve as stringent upper limits on the silicon-module build
precision, the TRT straw-tube position, and the measured module placement accuracy and stability.
This leads to:

(a) a good build accuracy with radiation-tolerant materials having adequate detector stability and
well understood position reproducibility following repeated cycling between temperatures
of �20�C and +20�C, and a temperature uniformity on the structure and module mechanics
which minimises thermal distortions;

(b) an ability to monitor the position of the detector elements using charged tracks and, for the
SCT, laser interferometric monitoring [62];

(c) a trade-off between the low material budget needed for optimal performance and the sig-
nificant material budget resulting from a stable mechanical structure with the services of a
highly granular detector.

The inner-detector performance requirements imply the need for a stability between alignment
periods which is high compared with the alignment precision. Quantitatively, the track precision
should not deteriorate by more than 20% between alignment periods.

– 54 –

Figure 3.4: Schematic cut-away view of the ATLAS ID (a) and its quarter-section plan
view indicating ⌘ coverage of each sub-detector. The labels PP1, PPB1 and PPF1 indicate
the patch-panels for the ID services. [86]

barrels.

The initial 3-Layer Pixel Detector is designed to have a high granularity and spatial
resolution for precise measurements of primary and secondary vertices. The pixel sensors
of the detector have a minimum size of 50⇥400 µm2. The intrinsic accuracy of the barrel
layers (end-cap discs) are 10 µm in R � � and 115 µm in z (in R). The sensors are
250 µm thick detectors which have the oxygenated n-type bulk with high positive p+ and
negative n+ dose regions on each side of the silicon wafer. The readout pixels are placed
on the n+-implanted side of the detector. Such design has several important advantages.
The n+ implants allow the detector operate with high charge-collection e�ciency after
type inversion even below the depletion voltage. The highly oxygenated material has the
increased radiation tolerance to charged hadrons. The sensors are initially operate at the
bias voltage of 150 V and temperature of �5 C�, but after ten years of operation the
bias voltages of up to 600 V will be increased, while the operating temperature will be
decreased down to �10 C�.

The IBL is designed for operating at the peak luminosity of > 2 ⇥ 1034cm�2s�1 and
high number of over-lapping interactions in a single bunch-crossing at di↵erent operation
modes (25 ns and 50 ns bunch spacing). Furthermore, the IBL provides the increased
robustness in pattern recognition and tracking if e�ciency is lost due to radiation damage
or faults on individual modules [98]. It is designed to withstand 250 MRad of ionizing
and 5⇥ 1015neq/cm2 non-ionizing dose.
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Figure 1. (Left) Overview of the Run 2 Pixel Detector with the IBL inserted. (Right) Cross section view of
sensor layout of the Run 2 Pixel Detector (seen from �z to +z direction).

Figure 2. (Left) Illustration of the new service quarter panel and the Optobox/Optoboards on the ID End-
plate. (Right) Number of modules of the Pixel Detector to be disabled after refurbishment and re- installation
in the pit in LS1 classified by failure mode (HV / LV / Data In / Data Out) and the time period in which
the problem occurred problems (Run1 / Surface / after re-installation). Modules having issues but being
operable are not included [6].

2. Refurbishment of the Pixel Detector

Motivation to replace the Pixel Detector service During Run 1 operation, some of the laser
signal transmission plugins on the off-detector readout board were observed to be dead and they
were replaced. These transmitters serve the optical communication with the modules for the
clock/command with the modules. The same laser transmitters were mounted on the on-detector
side for the data output at the so-called Optoboard mounted on the service quarter panel (SQP).
As the optoboards are inaccessible unless the Pixel Detector is extracted from the ATLAS detector,
failures of the optoboards are a major concern for the operation of the Pixel Detector throughout
its lifetime. Therefore the decision was made to build new service panels (nSQP) with relocation
of the Optoboards from the service panel to the Optobox at the Inner Detector end-plate1 so that
intervention is possible without extracting the Pixel package (Figure 2 left) [5].

1The Inner Detector end-plate is the gap between the barrel calorimeters and the end-cap calorimeters for leading
Inner Detector’s service lines.
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Figure 1. Schematic view of the ATLAS 4-Layer Pixel Detector for Run-2.
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Figure 3: (a) Hit association efficiency for the different parts of the ATLAS Pixel Detector. The high
efficiency of the B-layer is an artefact of the track set used for the measurement, whereas the low efficiency
of the outermost discs is due to few bad modules known from production [5]. (b) The averaged reverse- bias
current for all Pixel modules in the different barrel layers as a function of the integrated luminosity [5].

modules and FEs has been continually increasing up to 88 modules and 60 FEs. Failures were51

highly correlated to thermal cycling. To mitigate this issue, the cooling system was continually52

operated whenever it was possible. In addition to that, other two main issues have been faced. One53

was failures in the operation of the VCSELs of the off-detector optical transmission that has been54

solved by replacing the failing components. The other challenge was the high module occupancy55

and trigger rates that leaded to the modules de-synchronization during the 2012 data taking. As56

mentioned the de-synchronization was strongly correlated to the occupancy and happens more of-57

ten at the beginning of runs. It was probably caused by single event upsets in the digital logic of58

modules or by high bandwidth data bursts. To synchronize modules automatic recovery actions59

were implemented.60

3. Detector upgrade during the LHC long showdown 2013-1461

Due to the location of the Pixel Detector and considering the expected lifetime of the Layer-62

0 (or B-Layer, which is the closest to the beam pipe) an upgrade of the detector was needed to63

guarantee an excellent overall performance of the ATLAS tracking system over the full lifetime up64

to the High-Luminosity LHC phase (� 2023).65

Taking advantage of the LHC long showdown in 2013 and 2014 (LS1), the Pixel Detector was66

extracted from the experiment and brought to surface to equip it with new service quarter panels, to67

repair modules and to ease installation of a new innermost layer, the Insertable B-Layer (IBL) [6].68

The IBL is crucial to guarantee an excellent vertex detector performance and to provide redundancy69

in case of failures or radiation damage in the three layers Pixel Detector. In addition it was taken70

the opportunity to upgrade the Layer-2 DAQ hardware, by doubling the readout speed, for being71

ready for LHC Run-2 luminosity and beyond and install the Diamond Beam Monitor (DMB) that72

aims to measure the bunch-by-bunch beam luminosity.73
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Figure 2. Left: hit to track association efficiency in different sections of the Pixel Detector during Run-1.
Right: illustration of signal stability by reconstructing the proton mass from pixel dE/dx and Inner Detector
momentum measurement.

track is extrapolated and which is not used in the track reconstruction. Figure 2 (right) illustrates
the stability of its dE/dx-calibration through the stability of proton mass calculated from the mo-
mentum measured in the Inner Detector and the specific energy loss measured in the Pixel Detector.

During the coming years LHC is expected to significantly exceed its design peak luminosity
and reach > 2⇥1034cm�2s�1. In its different bunch-spacing operation modes of 25 ns and 50 ns
this will lead to many over-lapping interactions in a single bunch-crossing (“pile-up”), hence the
necessity to separate different events through their primary vertex positions. During the LHC Long
Shutdown 1 (“LS1”) the previous 3-Layer detector system was upgraded to a 4-Layer detector
system with the IBL to maintain and even improve its performance in the presence of large pile-up
of > 50 events per bunch-crossing and to improve its impact parameter resolution in primary and
secondary vertex reconstruction [3]. Furthermore the new 4-Layer system will provide increased
robustness in pattern recognition and tracking if efficiency is lost due to radiation damage or faults
on individual modules. Figure 3 (left) shows the improvement in z-impact parameter resolution
from 3-Layers (histogram) to 4-Layer pixel system (markers). Figure 3 (right) shows the expected
improvement in light-jet rejection at different b-tagging efficiency in tt̄ events.
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Figure 3.5: Schematic cut-away of 4-Layer Pixel Detector system (left) and the radial
placement of pixel barrels, beam pipe and support carbon-fibre cylinders (IPT, IST)
(right). [97]

The Semiconductor Tracker

The Semiconductor Tracker (SCT) is a silicon micro-strip detector. It consists of a barrel
made of four cylinders and two end-caps each of nine disks. In the barrel region each layer
consists of two set of strips with a small stereo angle of 40 mrad with respect to each
other, which allows two-dimensional (in ��z) position measurement. One set of strips in
each layer are parallel to the beam direction. In the end-cap discs one set of strips runs
radially from the beam pipe. For the SCT, the single-sided p-in-n silicon sensors with
AC-coupled readout strips are used. The sensor thickness is of 285± 15 mm. The spatial
resolution of the barrel (end-cap) region is 17 µm in R � � and 580 µm in z (R). The
initial bias voltage for the sensors is ⇠ 150 V , but after ten years of operation it will be
between 250 V and 350 V depending on the sensor position, the integrated luminosity and
the length of warm-up periods. To reduce a leakage current, which increase the detector
noise, and to prevent the annealing of the sensors, the SCT operates at �7 C�. Sensors
are designed to withstand radiation doses of up to 2 ⇥ 1014 neq/cm2 and operate stably
at bias voltage of up to 500 V .

The Transition Radiation Tracker

The Transition Radiation Tracker is the outermost and largest of the three tracking sub-
systems of the ATLAS ID. Its basic elements are thin-walled drift tubes, which are bonded
back-to-back and called strawtubes or simply straws. Straws in the barrel part of TRT
are 144 cm in length and oriented parallel to the beam, whereas 37 cm in length straws in
barrel part are radially aligned to the beam axis. Due to the detector geometry, particles
cross 35� 40 straws in a pseudorapidity interval from 0 to 2, providing continuous track-
ing at larger radii of the ID while enhancing its pattern recognition ability. The straw
(cathode) tube wall is made of two layers of a 35 µm thick Kapton 100VN multilayer
film [99]. The anodes in the center of each tube are made of 31 mm diameter tungsten
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Figure 3.6: Cut-away view of the ATLAS calorimeter system. [101]

wires plated with 0.50.7 mm gold and supported at the straw end by an end-plug. Straws
are filled with the gas mixture of 70% Xe, 27% CO2, 3% O2. Charged particles traversing
the TRT ionise the gas inside the straws. The resulting free electrons drift towards the
wire, where they are amplified and read out. The spaces between the straws are filled with
polymer fibres in the barrel and foils in the end-caps. Highly relativistic charged particles
emit the transition radiation traversing a material boundary. Given e↵ect depends on
the relativistic factor � = E/m and is strongest for electrons. Therefore, the emission
of transition radiation is much more likely for an electron than for a pion of the same
momentum. The use of di↵erent thresholds provides the electronhadron discrimination
over a wide energy range.

3.2.4 The calorimeter system

The ATLAS calorimeter system [86, 100] consists of electromagnetic (EM) and hadronic
subsystems which covers pseudorapidity ranges |⌘| < 3.2 and |⌘| < 4.9, correspondingly.
Over the ⌘ region matched to the ID, the EM calorimeter has a fine granularity suited
for precision measurements of electrons and photons, while coarser granularity is used for
the rest calorimeter parts which is su�cient for the reconstruction of jets and missing
transverse energy. Calorimeter system also provide a containment for electromagnetic
and hadronic showers, limiting punch-through into the muon detectors. Therefore, the
thickness of calorimeter detectors in terms of radiation lengths (X0) is important for their
design. The thickness of EM calorimeter in the barrel is > 22X0 and > 24X0 in the
end-caps, which correspond to approximately 9.7 and 10 interaction lengths, respectively.
Figure 3.6 shows a cut-away view of the calorimeter systems.
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The Electromagnetic Calorimeter

The Electromagnetic Calorimeter is divided into tree parts: barrel, which covers |⌘| <
1.475, and two end-caps (EMEC), which cover 1.375 < |⌘| < 3.2. Each EMEC is divided
into two coaxial wheels, an outer wheel covers the region 1.375 < |⌘| < 2.5, while an
inner wheel covers the region 2.5 < |⌘| < 3.2. The EM calorimeter is a lead-LAr detector
with accordion-shaped kapton electrodes and lead absorber plates. Due to accordion
geometry the EM calorimeter is symmetric in � and does not have azimuthal cracks. The
lead thickness in the absorber plates is chosen as a function of ⌘ for energy resolution
optimization.

In the region |⌘| < 2.5, relevant for precision physics, the EM calorimeter is longitudi-
nally segmented into three layers. The first layer is finely segmented along ⌘ allowing for
a precise position measurements. It also gives an opportunity for individual photon re-
construction. The second layer collects the largest fraction of the electromagnetic shower
energy, while the third layer collects the tail of the shower, therefore it is less segmented
in ⌘.

Similarly to EM calorimeter, the precision region in the end-cap electromagnetic
calorimeters, 1.5 < |⌘| < 2.5, is divided into three longitudinal layers. The front layer is
4.4X0 thick and segmented along ⌘ direction. The middle layer has the same cell size as
the barrel EM and the back layer has a twice coarser granularity. The outermost region
|⌘| < 1.5 of the outer wheel and the inner wheel are segmented in two longitudinal layers
and have a coarser transverse granularity [86].

The Hadronic Calorimeter

The ATLAS hadronic calorimeter covers the pseudorapidity range of |⌘| < 5. It consists of
three main parts: tile calorimeter, hadronic end-cap calorimeter and forward calorimeter,
which are suited for the di↵erent requirements and radiation environment.

The tile calorimeter is split into the barrel part, covers |⌘| < 1.0, and two extended
barrels which cover the range 0.8 < |⌘| < 1.7. It is a sampling calorimeter, which consists
of layers of steel absorber and scintillating tiles as the active material. Tile calorimeter is
segmented in depth into three layers. For the barrel part the thickness of each segment is
1.5�, 4.1� and 1.8�, while for the extended barrel it is 1.5�, 2.6� and 3.3�. This thickness
is su�cient to reduce the punch-through below the irreducible level of prompt or decay
muons.

The hadronic end-cap calorimeter (HEC) comprises two wheels per end-cap. It covers
pseudorapidity range 1.5 < |⌘| < 3.2 thereby overlapping with the forward and tile
calorimeters. Cooper plates are used as an absorber, they are interleaved with LAr gaps,
which provide an active medium. The thickness of the plates are 25 mm for the inner
wheels, while 50 mm for the outer wheels. The LAr gaps for both wheels is 8.5 mm.

The Forward Calorimeters (FCal) are located in the same cryostat as the end-cap
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Figure 3.7: Schematic view of the muon spectrometer in the x � y (a) and z � y (b)
projections. [102]

calorimeter and provide coverage in the region 3.1 < |⌘| < 4.9. Each FCal end-cap
consists of three modules: the first, made of cooper, is optimized for electromagnetic
measurements, and the rest two, made of tungsten, measure predominantly hadronic
energy deposition. Due to the high particle fluxes, FCal modules have small LAr gaps,
comparing to 2 mm in electromagnetic barrel calorimeter, to avoid ion build-up problems
and to provide at the same time the highest possible density.

3.2.5 The muon spectrometer

The muon spectrometer [86] is the outermost part of the ATLAS detector which is de-
signed for detecting charged particles that comes out from the calorimeter detectors and
measuring their momentum in the pseudorapidity range |⌘| < 2.7 as well as triggering
on these particles in |⌘| < 2.4. Spectrometer integrates four detector subsystems, among
which the monitored drift tube (MDT), cathode strip chambers (CSC), resistive plate
chambers (RPC), thin gap chambers (TGC), as well as barrel and end-cap toroid mag-
nets (introduced in Section 3.2.2). The muon tracking chambers in the barrel region are
located between and on the eight coils of the barrel toroid magnet, whereas the end-cap
chambers are in front and behind the two end-cap toroid magnets. Symmetry of the
toroids in � is reflected in the symmetry of the muon chamber system. The muon track
momentum measurements are based on track deflection in the muon chambers by virtue
of the magnetic field created with toroid magnets. Schematic view of the muon spectrom-
eter is given in Figure 3.7. There is a gap in the chamber coverage at the center of the
detector (|⌘| ⇡ 0), which has been left open for the services for the solenoid magnet, the
calorimeters and the inner detector. The gap size varies from sector to sector, depending
on the service necessities. There are additional gaps in the acceptance in sectors 12 and
14 due to the detector support structure.

The MDT chambers cover pseudorapidity range |⌘| < 2.4 with exception for the
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innermost end-cap layer, which covers |⌘| < 2.0. The chambers are made of multi-layers
of drift tubes which are filled with the gas mixture 73% Ar, 7% CO2 and have tungsten-
rhenium anode in the center of each tube. The resolution per tube is 80 µm and about
35 µm per chamber.

The CSC’s cover the forward region 2 < |⌘| < 2.7 and are used in the innermost
tracking layer due to their higher rate capability and time resolution. The resolution of
chambers is 40 µm in the bending plane and about 5 mm in the transverse plane.

Muon tracking chambers are complemented with a system of fast trigger chambers,
RPC and TGC, capable of delivering information in 15 � 20 ns after particle passage.
Thus, they can be used to tag the beam-crossing. RPC covers barrel pseudorapidity range
|⌘| < 1.05, while TGC covers end-cap region 1.05 < |⌘| < 2.4. The trigger chambers
measure coordinates of the track in the ⌘ (bending) and � (non-bending) planes.

3.2.6 Forward detectors

There is a smaller set of detectors located in a very forward region at larger distance
from the interaction point comparing to the introduced main ATLAS detector systems.
The closest detector is LUCID (LUminosity measurement using Cerenkov Integrating
Detector), it is located at the distance of 17 m on either side of the interaction point.
LUCID is a relative luminosity detector in ATLAS. Its main purpose is to detect inelastic
p � p scattering in the forward direction, in order to measure the integrated luminosity
and to provide monitoring of the instantaneous luminosity and beam conditions [86].

The second after LUCID is the Zero-Degree Calorimeter (ZDC), located at the distance
of ±140 m from the interaction point, where the LHC beam-pipe is divided into two
separate pipes. Its main purpose is to detect forward neutrons with |⌘| > 8.3 in heavy-ion
collisions.

The farthest detector, located at approximately 240 m on either side of the interaction
point, is the ALFA (Absolute Luminosity For ATLAS). It consists of scintillating-fibre
trackers located inside Roman pots. ALFA is used for the measurement of elastic pp-
scattering and small angles in the Coulomb-Nuclear Interference region.

3.2.7 The trigger and data acquisition system

To reduce the data flow from ⇠ 60 million megabytes per second to manageable lev-
els, where only events with distinguishing characteristics that make them interesting for
physics analyses are selected, ATLAS uses a specialised multi-level Trigger System. The
ATLAS trigger system carries out the selection process in three stages: Level-1, Level-2
and event filter. The Level-1 (L1) trigger is implemented using custom-made electronics,
while Level-2 (L2) and event filter, which together form the High-Level Trigger (HLT), are
almost entirely based on commercially available computers and networking hardware [86].
A block diagram of the trigger and data acquisition systems is shown in Figure 3.8.
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Figure 1: The ATLAS TDAQ system in Run 2 with emphasis on the components relevant for triggering. L1Topo
and FTK were being commissioned during 2015 and not used for the results shown here.

has decreased from 50 to 25 ns. Due to the larger transverse beam size at the interaction point (�⇤ =
80 cm compared to 60 cm in 2012) and a lower bunch population (1.15 ⇥ 1011 instead of 1.6 ⇥ 1011

protons per bunch) the peak luminosity reached in 2015 (5.0 ⇥ 1033 cm�2 s�1) was lower than in Run 1
(7.7 ⇥ 1033 cm�2 s�1). However, due to the increase in energy, trigger rates are on average 2.0 to 2.5
times larger for the same luminosity and with the same trigger criteria (individual trigger rates, e.g. jets,
can have even larger increases). The decrease in bunch-spacing also increases certain trigger rates (e.g.
muons) due to additional interactions from neighbouring bunch-crossings (out-of-time pile-up). In order
to prepare for the expected higher rates in Run 2, several upgrades and additions were implemented during
LS1. The main changes relevant to the trigger system are briefly described below.

In the L1 Central Trigger, a new topological trigger (L1Topo) consisting of two FPGA-based (Field-
Programmable Gate Arrays) processor modules was added. The modules are identical hardware-wise and
each is programmed to perform selections based on geometric or kinematic association between trigger
objects received from the L1Calo or L1Muon systems. This includes the refined calculation of global
event quantities such as missing transverse momentum (with magnitude Emiss

T ). The system was fully
installed and commissioned during 2016, i.e. it was not used for the data described in this paper. Details
of the hardware implementation can be found in Ref. [17]. The Muon-to-CTP interface (MUCPTI) and
the CTP were upgraded to provide inputs to and receive inputs from L1Topo, respectively. In order to
better address sub-detector specific requirements, the CTP now supports up to four independent complex
dead-time settings operating simultaneously. In addition, the number of L1 trigger selections (512) and

5

Figure 3.8: Block diagram of the ATLAS trigger and data acquisition systems. [103]

The L1 trigger decision is formed by the Central Trigger Processor (CTP), which re-
ceives information from calorimeter (electromagnetic and hadronic) and muon (RPC and
TGC) detectors. The L1 Calorimeter Trigger (L1Calo) identifies objects with high trans-
verse energy, such as electrons, photons, jets, ⌧ -leptons decaying into hadrons, as well as
events with large missing and total transverse energy. Additional isolation requirement
for electrons, photons, jets and ⌧ triggers can be required to provide angular separation
from any significant energy deposit in the same trigger. The L1 muon trigger (L1Muon)
searches for hit patterns consistent with high-pT muons which originate from the inter-
action region. It has six programmable pT thresholds, therefore for each bunch crossing
L1Muon trigger uses information of muon multiplicity for each pT threshold.

The CTP is also responsible for applying preventive dead-time. It limits the minimum
time between two consecutive L1 accepts (simple dead � time) to avoid overlapping
readout windows, and restricts the number of L1 accepts allowed in a given number of
bunch-crossings (complex dead� time) to avoid front-end bu↵ers from overflowing [103].

After the event acceptance by L1 trigger, it is bu↵ered in the Read-Out System (ROS).
The HLT receives Region-of-Interest (RoI) information from L1 which is used for regional
reconstruction in the trigger algorithms. RoI are the regions of the ATLAS detector
where L1 identified possible trigger objects within the event. Basing on RoI information
(coordinates, energy, type of signature), L2 trigger limits the amount data which will be
transferred from the detector readout.

To reduce the event rate from the pp collisions with the LHC luminosity of 2 ⇥
1034cm�2s�1, the ATLAS trigger system is under upgrading with a new Fast TracKer
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(FTK). Its installation to ATLAS started in 2013 and full integration planned to be
completed in 2018 [104]. The FTK [103, 105] is an electronics system that finds and re-
constructs tracks in the pixel and SCT detectors for every event that passes the L1 trigger.
After processing, FTK fills ROSs with the helix parameters and hits for all tracks with
pT above a minimum value, typically 1 GeV. Therefore, FTK enables the L2 trigger to
have early access to tracking information in a RoI of the ID.

Each event which has been selected by the L2 trigger is assigned by the DataFlow
Manager (DFM) to an event-building node, which builds a single event-data structure,
event. Then the full event structure is sent to the event filter for further selection and
classification. The classified event files are subsequently transferred to CERN’s central
data-recording facility.



Chapter 4

Data and Monte Carlo

4.1 Data samples

During 2015 year LHC was running with 50 ns and 25 ns bunch spacings, therefore there
are two types of data sets. Each of them is used for the separate Z ! `+`� analyses.
During the data taking period, the conditions were changing. Some data are collected
with toroid and IBL o↵ or with special b-jet trigger conditions. Cosmic and detector
calibration data were taken also as separate runs. Thus, each data set is divided into
periods with some specifications. The data periods with all ATLAS detector components
turned on and operating at nominal conditions for both data sets are used in Z ! `+`�

analyses.

A di↵erent data taking e�ciency for runs in each period is caused by di↵erent detector
issues: appearing of the noisy or dead channels in the readout systems of sub-detectors,
high voltage trips, LAr noise bursts, wrong trigger settings. To reflect the overall quality
of the data, special status flags are introduced in the GoodRunsLists [106] package.
The Data Quality (DQ) flags represent the sub-detector-, trigger-, and reconstruction-
level. Combined performance flags define good physics objects: electron, muon, jets,
etc.), therefore di↵erent requirements for the flags are used for various analyses. The
flags are assigned for every subsystem per luminosity block ( minute data peace of run).
The filtering on DQ flags is provided in the Athena framework [107]. Using filtered DQ
flags, the lists of runs, called as Good-Run List (GRL) [108], are constructed for each
type of analysis. Thereby, usage of GRL in the data analyses provides a preselection step.
Each GRL file for a data set contains all runs which are divided on flagged luminosity
blocks (LBs). The integrated luminosity of data set is calculated due to selected flags of
luminosity blocks in an appropriate GRL file.

53
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Period Run number # LBs Luminosity [pb�1]

A4
267638 637 3226.58
267639 514 2853.44

C2-C5

270806 48 744.88
270953 333 4403.29
271048 489 6458.93
271298 425 9581.48
271421 322 13057.52
271516 315 18945.42
271595 227 15951.15
271744 142 6042.88

Total 3452 81.27

Table 4.1: 13 TeV 50 ns bunch spacing pp collision runs used in Z ! `+`� analyses.
Number of luminosity blocks per run correspond to good luminosity blocks recorded in
the good runs list. The integrated luminosity per run as well as the total integrated
luminosity is shown.

4.1.1 Data at 50 ns bunch spacing

50 ns bunch spacing data were collected between June 13 and July 16, 2015. Data periods
A4 and C2-C5 were used for both Z ! e+e� and Z ! µ+µ� analyses. In these periods
the LHC circulated 6.5 TeV proton beams. The peak delivered instantaneous luminosity
in period A4 was L = 1.5 ⇥ 1032cm�1s�1, and the peak mean number of pileup events,
< µ >= 27. In periods C2-C5, the peak of delivered instantaneous luminosity was
L = 17.2⇥1032cm�1s�1 (see Figure 4.1), measured during C4 period, and the peak mean
number of pileup was < µ >= 28. The average pileup during full 50 ns data taking period
was found at the level of < µ >= 20, (see Figure 4.2).

To preselect “good” events from the data samples, the GRL(50ns) file 1 is used for both
electron and muon channels. Preselected runs and corresponding luminosities for each
period as well as total integrated luminosity of the data used in Z ! `+`� analyses are
showed in the Table 4.1. The total integrated luminosity of the data used in the analyses
is

R L = 81pb�1. The measurement of the integrated luminosity has a 2.1% uncertainty.
It is derived, following a methodology similar to that detailed in [109], from a calibration
of the luminosity scale using xy beam separation scans performed in August 2015.

4.1.2 Data at 25 ns bunch spacing

The data collected between August 16 and November 03, 2015, during periods D-J,
when the LHC circulated 6.5 TeV proton beams with 25 ns bunch spacing, are used

1data15 13TeV.periodAllYear DetStatus-v63-pro18-01 DQDefects-00-01-02 PHYS StandardGRL All Good.xml
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Period Run numbers # LBs Luminosity [pb�1]

D
276954, 276952, 276790, 276778, 276689

1602 71.81
276511, 276416, 276336, 276329, 276262

E
278880, 278912, 278968, 279169, 279259,

5466 441.86279279, 279284, 279345, 279515, 279598,
279685, 279764, 279813, 279867, 279928

F
279932, 279984, 280231, 280273, 280319,

2487 279.18
280368

G
280423, 280464, 280500, 280520, 280614

5085 716.88280673, 280753, 280853, 280862, 280950,
280977, 281070, 281074, 281075

H 281317, 281385, 281411 1251 220.52

J

282625, 282631, 282712, 282784, 282992,

7393 1427.88
283074, 283155, 283270, 283429, 283608,
283780, 284006, 284154, 284213, 284285,
284420, 284427, 284484

Total 23284 3158.13

Table 4.2: 13 TeV 25 ns bunch spacing pp collision runs used in Z ! `+`� analyses.
Number of luminosity blocks per run correspond to good luminosity blocks recorded in
the good runs list. The integrated luminosity per run as well as the total integrated
luminosity is shown.

for Z ! `+`� analyses. In these periods, the peak instantaneous luminosity was L =
5.1⇥ 1033cm�1s�1 (is shown in Figure 4.1) and the average number of pileup events was
< µ >= 17 (see Figure 4.2).

The GRL file GRL(25ns) 2 is used to select “good” luminosity blocks in the runs of all
collected data at the periods D-J. The total integrated luminosity after the preselection
with GRL is

R L = 3.16 fb�1. The luminosity uncertainty is similar to 50 ns runs.
Detailed list of data periods, run numbers and corresponding luminosities is expressed in
Table 4.2. The distribution of cumulative luminosity collected during data taking periods
with 50 ns and 25 ns bunch spacings in 2015 year as a function of time, is shown in
Figure 4.1.

4.2 Monte Carlo samples

Monte Carlo (MC) simulations are used to optimize the data selection criteria, evaluate
the selection e�ciency for signal events, estimate the contribution of background processes

2data15 13TeV.periodAllYear DetStatus-v73-pro19-08 DQDefects-00-01-02 PHYS StandardGRL All Good 25ns.xml
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to the analysed data set and assess the systematic uncertainties. Due to the di↵erence
in pileup conditions for 50 ns and 25 ns bunch spacing, two Monte Carlo productions are
performed. The result of MC15a Monte Carlo production [110] is used for Z ! `+`�

signal and background descriptions at 50 ns bunch spacing, whereas MC15b [111] samples
are used for 25 ns bunch spacing analyses. The MC15b is build upon the MC15a campaign
but with an improved µ profile in reconstruction. The MC15a samples are created with
the release 20.1.4.4 of AtlasProduction using the setup for 50 ns bunch spacing, while
MC15b are produced in 20.1.5.10.1 release with the setup for 25 ns bunch spacing. The
comparison of mean number of interactions per bunch crossing at 50 ns and 25 ns bunch
spacing conditions derived from the data is shown in Figure 4.2. However, due to the
sameness of the physics processes and the rest conditions at both bunch spacings, MC15a
and MC15b productions are performed with the same generator, at the same perturbation
order.
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Figure 4.1: The peak instantaneous (left plot) and cumulative (right plot) luminosity
delivered to ATLAS during stable beams for pp collisions at 13 TeV centre-of-mass energy
for each LHC fill as a function of time in 2015.

The ATLAS MC production consists of few main steps: generation, simulation and
digitalization. MC generation starts with calculation of decay matrix elements (at some
order of ↵s and ↵EW ), then parton showers calculation takes place. When parton showers
calculation done, the hadronization of the generated partons with further decays of pro-
duced hadron is computed. At the simulation step all generated particles are propagated
through the ATLAS detector. This step describes the interaction of the generated parti-
cles with detecting material using GEANT4 [112] package. The digitalization exposes the
GEANT4 hits to the detector response to produce the digital signal in terms of ADC and
TDC. After MC sample is produced, the reconstruction of simulated events takes place.

In Z ! `+`� analyses several Monte Carlo samples for signal and background determi-
nation are produced with di↵erent generators. All of the signal, Z ! e+e� (Z ! µ+µ�),
and single-boson electroweak background samples are generated with the POWHEG pro-
gram [113–115], interfaced with the Pythia v8.1 parton shower program [116]. The CT10
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Figure 4.2: Luminosity-weighted distribution of the mean number of interactions per
bunch crossing for the 2015 pp collision data at 13 TeV centre-of-mass energy.

parton distribution functions [24] are used. For bottom and charm hadronization prop-
erties, the EvtGen v1.2.0 [118] program is used. The Photos++ v3.52 [119] generated
QED radiation from electroweak vertices and charged leptons. The di-boson events are
generated with Sherpa v2.1.1 program [120].

The tt̄ events are generated with Powheg-Box v2 [113–115] , which uses the four-flavour
scheme for the NLO matrix element calculations together with fixed four-flavour PDF set
CT10f4. The parton shower and fragmentation are simulated using Pythia 6.4 [123] with
the CTEQ6L1 PDF sets and the corresponding Perugia 2012 tune [121]. The generated
distributions are normalized to the cross sections calculated with the Top++ 2.0.

Multiple overlaid proton-proton collisions are simulated with the soft QCD processes
of Pythia v.8.1 [116] using the A2 [122] tune and the MSTW2008LO PDF. The pileup
distributions of the generated MC samples are reweighted due to the measured (see Sec-
tion 6.4). A full list of all simulated event samples used in the Z ! `+`� analyses of 50 ns
and 25 ns bunch spacing data is shown in the Table 4.3.

Channel Dataset ID Generator Order � · BR · ✏filter (pb) Theo unc.(%)

Z ! ee 361106

POWHEG Box [113–115] + PYTHIA8 [116] NNLO

1892

5

Z ! µµ 361107 1892
Z ! ⌧⌧ 361108 1892
W+ ! e⌫ 361100 11501
W+ ! µ⌫ 361101 11501
W� ! e⌫ 361103 8579
W� ! µ⌫ 361104 8579
WZ ! qqll 361084

SHERPA2.1.1 [120] NLO
3.76 7

ZZ ! qqll 361086 16.59 · 0.14 5
WW ! l⌫l⌫ 361600 10.63 5

tt̄ 410000 POWHEG Box [113–115] + PYTHIA6 [123] NNLO + NNLL 451 6

Table 4.3: Simulated event samples used in this measurement and their predicted cross
sections as given in the AMI database (and so are only NLO for the signal samples).
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Chapter 5

Measurement of Z ! `` integrated
cross section

The inclusive cross section definition as well as the methodology of signal-event reconstruc-
tion using a selection of lepton candidates and an estimation of background expectation
are described in this chapter. The aim of Z production cross-sections measurements is to
use it for the calculation of ratios with the tt̄ and W cross sections. For this purpose the
Z event selection software packages are fully synchronized to the ones used for the tt̄ and
W analyses.

5.1 Cross-section definition

The inclusive cross section times the branching ratio (BR) for the process Z ! `` is
determined with the formula:

�fid
Z ⇥ BR(Z ! ``) = �tot

Z ⇥ BR(Z ! ``) · AZ =
N � B

CZ · EZ · L , (5.1)

where �fid
Z is the Z-boson cross section in the fiducial phase space of the measurement

and �tot
Z denotes the cross section in the full phase space. N is defined as the number of

reconstructed signal-event candidates and B is an estimated number of background events.
CZ corrects the number of reconstructed events to all events in the fiducial volume of the
detector. AZ is an acceptance factor which extrapolates from fiducial to total phase space
of the cross-section measurement. EZ is the extrapolation factor from fiducial volume of
the measurement to the common phase space. This factor contributes to the combination
of measurements at di↵erent fiducial volumes. L is the integrated luminosity. Definitions
of CZ , AZ and EZ factors as well as fiducial volume are given in Section 5.2.
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7 TeV 8 TeV 13 TeV

pT,` > 20 GeV 20 GeV 25 GeV
|⌘`| < 2.5 2.4 2.5
|y``| < - 2.4 -
m`` 66-116 GeV 66-116 GeV 66-116 GeV

Table 5.1: Z-boson fiducial-volume definition at 7, 8, and 13 TeV.

50ns 25ns

Electron channel Muon channel Electron channel Muon channel

value ± stat ± syst value ± stat ± syst value ± stat ± syst value ± stat ± syst

CZ 0.552± 0.0003 0.0055
�0.0055 0.711± 0.0003 0.0075

�0.0075 0.5536± 0.0002 +0.0028
�0.0029 0.7064± 0.0003 +0.0057

�0.0057

Table 5.2: Central values of CZ correction factors for electron and muon channels, its
statistical and total systematic uncertainty (for 50 ns and 25 ns analyses).

5.2 CZ, AZ, EZ and the fiducial-volume definition

A fiducial volume of the measurement is the part of the phase space covered by the
detector, where events are considered as measurable. Lepton transverse momentum (p`T ),
pseudorapidity (⌘`), rapidity (y`) and an invariant mass of a lepton pair (m``) are used
for the fiducial volume definition for Z ! `` analyses at di↵erent center-of-mass energies.
Table 5.1 contains definitions of a Z-boson fiducial volume definitions for center-of-mass
energies of 7 TeV, 8 TeV and 13 TeV.

The CZ correction factor is defined as a ratio of number of reconstructed events which
passed all selection criteria (Table 5.4) to the total number of generated events within the
fiducial volume (Equation 5.2). Such definition provides connection between generator
and reconstruction level objects. Thus, CZ factor corrects measured cross section to
events that contain lepton candidates which are in detector acceptance but were not
reconstructed due to di↵erent e↵ects.

CZ =
N rec

MC

N gen,fid vol
MC

. (5.2)

All corrections applied to the reconstructed-event (lepton) candidates are included in
a given definition (N rec

MC contains e�ciency scale factors which are discussed in Chapter 6).
They introduce appropriate systematic and statistical uncertainties to the cross section.
Contributions from these uncertainties are discussed in Chapter 7. Because of di↵erent
reconstruction methodologies, the CZ factor is calculated for electron and muon channels
separately. Central values of CZ with total uncertainties at 13 TeV are listed in the
Table 5.2.
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Due to the same reconstruction conditions and methods of the measurements with
50 ns and 25 ns bunch spacing, CZ factors are very close for the same channels. Electron
channels at both bunch spacing have lower CZ values due to overall worse reconstruction
e�ciency comparing to muons.

The geometrical acceptance AZ is defined as a ratio of number of generated events
within the fiducial volume to the number of events generated within the invariant-mass
window:

AZ =
N gen,fid vol

MC

N gen,mass cut
MC

. (5.3)

Having both total and fiducial cross sections calculated using generated events, AZ

as an extrapolation factor from a fiducial to a total cross section, can be calculated as
their ratio (�fid/�tot). Such approach is used to calculate AZ factors at 13 TeV (50 ns
and 25 ns). The central value of AZ and its PDF, scale, ↵S uncertainties for Z boson
analysis with 50 ns data are calculated using the total and fiducial cross sections computed
with DYNNLO 1.5 and CT14NNLO PDF set. Following similar approach the AZ factor
for Z analysis with 25 ns data is calculated with DYTURBO (fast version of DYNNLO
1.5). The central values of AZ factors with total uncertainties are listed in Table 5.3.
Geometrical acceptance is very close for both measurements at 13 TeV. It is observed
that the acceptance factors tend to decrease as

p
s increases.

Both CZ and AZ definitions use generator level events which are constructed of
particle-level objects. The use of such objects reduces model dependence and provides
an interface between experiment and theory. Generated final-state leptons which do not
originate from hadrons (but from a Z boson as the mother particle in case of Z analysis)
also called prompt leptons. Given that charged leptons can emit photons via QED final
state radiation (QED FSR) processes, the definition of prompt charged leptons can be of
three kinds: Born, bare, and dressed.

The Born leptons are pre-FSR leptons which correspond to the lowest-order diagram
in the electromagnetic coupling. The bare leptons are post-FSR objects which contain
QED FSR corrections. Dressed leptons are objects after partial QED radiation, they
contain cone of photons around the direction of the bare lepton. In case of single Z or W
analysis interference e↵ects between initial and final state QED radiation for Born leptons
can be neglected.

Born leptons are used as generated particle-level objects in Z analyses at 13 TeV.
In AZ definition generated leptons before QED FSR are used. Born level for leptons is
best suited for NNLO predictions which usually do not include QED radiation. Such AZ

definition provides channel independence, therefore it gives similar number for electron
and muon channels at the same center-of-mass energy and simplifies their combination
procedure. Lepton-energy losses due to QED FSR are taken into account through the CZ

factor.
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13 TeV (50ns) 13 TeV (25ns) 8 TeV 7 TeV
AZ 0.393± 0.007 0.395± 0.007 0.466± 0.008 0.505± 0.009
EZ - - 0.941± 0.001 0.898± 0.001

Table 5.3: The extrapolation factors from fiducial to total phase space, AZ , and from
fiducial to common fiducial phase space, EZ .

To have compatible fiducial Z-boson cross sections at di↵erent center-of-mass energies
as well as their ratios and allow for a proper combination, EZ factor has been introduced.
It is defined as a ratio of cross section calculated in common fiducial volume for all
measurements to the cross section calculated in fiducial volume of a given measurement:

EZ =
�common fid vol
pred

�meas fid vol
pred

, (5.4)

Components for EZ definition are computed at Born level with DYNNLO 1.5 [34] for
50 ns analysis and DYTURBO for 25 ns analysis using CT14NNLO PDF set. Therefore,
EZ is also channel independent and cross sections used for its definition computed for
Z ! `` without splitting to electron and muon channels.

Fiducial volume of 13 TeV measurements was chosen as a common, therefore two EZ

factors were introduced (E8 TeV
Z and E7 TeV

Z ). The central values EZ factors with total
uncertainties are listed in the Table 5.3. Full list of total uncertainty components and
methods of their calculation are discussed in the Section 7.3.

5.3 Event reconstruction and selection

The event selection can be naturally split into online and o✏ine selection. The online
selection is based on ATLAS trigger system, while the o✏ine selection operates with
already recorded objects into data samples. The connection between objects generated
with trigger algorithms and o✏ine recorded objects is realized with trigger matching.
The o✏ine preselection starts with the requiring quality conditions on the recorded data,
monitored during the data-taking. Information about good quality runs are stored in
GRL and used for Z analyses.

This section describes full selection of Z-boson candidates at electron and muon chan-
nels. The detailed electron selection and general muon selection are introduced. More
details about muon selection are given in [124]. Summarized list of selection criteria for
Z ! e+e� and Z ! µ+µ� events at 25 ns and 50 ns bunch spacing is expressed in the
Table 5.4.
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Cut name 50 ns 25 ns

GRL GRL50ns GRL25ns

Vertex and tracks

one primary vertex with two associated tracks

e : |Sd0 | < 5 and |�z0 sin(✓)| < 0.5 mm

µ : |Sd0 | < 3 and |�z0 sin(✓)| < 0.5 mm

ID
e : Medium LH

µ : Medium Muon

ISO
e : Gradient OP

µ : Gradient OP

Trigger

e : HLT e24 lhmedium iloose L1EM20VH or
HLT e60 lhmedium

e (data): HLT e24 lhmedium L1EM20VH or
HLT e60 lhmedium or HLT e120 lhloose
e (MC): e24 lhmedium L1EM18VH or
HLT e60 lhmedium or HLT e120 lhloose

µ : HLT mu20 iloose L1MU15 or
HLT mu50

µ : HLT mu20 iloose L1MU15 or
HLT mu50

Trigger matching At least one lepton candidates is required to match the lepton that triggered the event

p`T > 25 GeV

⌘
e : |⌘| < 2.47 and not 1.37 < |⌘| < 1.52

µ : |⌘| < 2.4

N leptons two oppositely charged leptons with the same flavour

Invariant mass window 66 GeV < m`` < 116 GeV

Table 5.4: Overview of the event selection criteria for Z ! e+e� and Z ! µ+µ� analyses
of 25 ns and 50 ns bunch spacing data.

5.3.1 Track and vertex reconstruction

Due to the large number of charged particles produced in the proton-proton collisions,
resulting in a large number of in the ATLAS inner detector, the track reconstruction
algorithm has to distinguish the hits from di↵erent particles and define the trajectories
that best match these hits. Detailed description of the tracks reconstruction in the Inner
Detector is described in Ref. [126], [127].

Track finding strategy

Track reconstruction in ATLAS passes in several stages: clusterization, iterative com-
binatorial track finding, ambiguity-solving stage, neural-network pixel clustering, track
fitting. A connected component analysis (CCA) [128] groups pixels and strips in a given
sensor, where deposited energy yields a charge above threshold, into clusters. From these
clusters, three-dimensional measurements referred to as space�points are created. There
are two types of clusters: single particle clusters (created by charge deposited by one
particle) and merged clusters (created by multiple particles). Sets of three space-points
are used to form track seeds. A combinatorial Kalman filter [129] is used to build track
candidates from the chosen seeds and additional space-points from the remaining layers
of the silicon detectors (Pixel and SCT). Filter creates multiple track candidates per seed
where some number of space-points overlap. Such situation necessitate an ambiguity-
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solving stage. The ambiguity solver saves track candidates in descending order of track
score, where clusters assigned to a track increase its score while existence of intersec-
tions of reconstructed track trajectory with an active detector area that does not contain
matching clusters (holes), reduce the score. After the track scores have been calculated,
the ambiguity solver limits number of shared clusters and clusters used in multiple track
candidates. It also applies quality criteria [126] on the cinematic properties of the track
and number of clusters and holes.

The neural-network (NN) pixel clustering [130] is used to minimize the e�ciency losses
due to limitations on the number of shared clusters per track. The network is trained
to identify merged clusters. To improve its performance information about position of
pixels in the cluster, measured charge, particle’s incident angles is used as additional input
information.

A high resolution fit is performed for track candidates which passed the selection
implemented in ambiguity solver. The position and uncertainty of each cluster used in
determined with additional NNs [130]. Fitted track which pass the ambiguity solver
without modifications are added to the final track collection.

Track parametrization

A track reconstructed in the ATALS Inner Detector can be approximated as a helix
(trajectory of charged particle in the magnetic field) and parametrized with respect to
some arbitrary reference point. In the ATLAS the reference point is the global origin of
the coordinate system as described in the Section 3.2.1. Perigee parametrization is used
for helix representation, where the perigee of the track (P (xP , yP , zP )) is defined as a
point of closes approach to z-axis of the coordinate system. A detailed description of the
track parametrisation is given in [131]. There are five perigee parameters:

• d0 - transverse impact parameter. Defined as the signed distance of closest approach
to the beam-line (z-axis) at the transverse plane (X � Y )

• z0 - z-coordinate of the track at the point of closest distance in the transverse plain

• �0 - azimuthal angle of the track at the perigee point and x-axis

• ✓ - polar angle of the track at the perigee point and z-axis

• q
p - ratio of particle charge to its momentum magnitude

The sign of d0 parameter is negative if the track has positive angular momentum
around the beam line. Perigee parametrization of the track in the ATLAS detector
schematically shown at the Figure 5.1.
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Figure 5.1: Illustration of track parametrization in ATLAS detector with perigee param-
eters in the transverse (left) and RZ plane (right).

Vertex reconstruction

Finding common intersection points between sets of reconstructed tracks allows to iden-
tify the proton-proton interaction point as well as decay vertices of unstable particles
produced in the collisions. Most of the reconstructed tracks from proton-proton collision
in ATLAS originate from the collision point, indicating the primary vertex of that colli-
sion. The reconstruction of primary vertices can be divided in two stages: primary vertex
finding and fitting. Primary vertex finder provides association of reconstructed tracks to
a particular vertex candidate, while fitter is a tool which takes some input tracks and
eventual additional information and returns a vertex. Therefore, vertex finder is a client
of a vertex fitter, it gives tracks to the fitter and receives a reconstructed vertex.

Containers with selected vertices are stored in the data and MC samples (introduced
in Chapter 4) used in Z ! `` analyses. Each primary vertex has highest sum of track
p2T , with at least two associated tracks with pT > 400 MeV. Information about number
of primary vertices and associated tracks to it for each event is saved in these containers.
To pre-select Z ! `` signal events at both 50 ns and 25 ns bunch spacing, requirement
to have at least one hard scatter vertex with at least two associated tracks was applied.
Due to short life-time of Z-boson [134], primary vertex in Z ! `` analysis coincides with
Z-boson candidate decay point. Therefore, such criterion ensures that selected event can
have at least one vertex of Z-boson candidate decay and two associated tracks originating
from this vertex.

For Z ! `` analysis at 25 ns bunch spacing additional lepton-vertex association criteria
using track parameters z0, ✓ and significance of d0 is added. d0 significance is defined as
a ratio of d0 absolute value to its uncertainty:

Sd0 =
|d0|
�d0

. (5.5)
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Lepton-vertex association criteria for electron and muon-candidates expressed with the
next requirements:

• |Sd0 | < 5 for electron-candidates,

• |Sd0 | < 3 for muon-candidates,

• |�z0 sin(✓)| < 0.5 mm for electron and muon-candidates,

which are implemented in the TrackVertexAssociationTool [135]. �z0 is the di↵er-
ence between z0 of the track and the primary vertex when expressed at the beam line.
�z0 sin(✓) instead of �z0 is used in the tool to avoid rejecting tracks with an expected
larger uncertainty in the forward region.

5.3.2 Electron selection

Electron reconstruction

The reconstruction of electrons in ATLAS detector relies on the signal from the inner de-
tector and the electromagnetic calorimeter. There are three reconstruction algorithms im-
plemented in o✏ine ATLAS software which are integrated in a single pakage EGamma [136].
The first algorithm (referred as a standard algorithm and seeded from the electromag-
netic calorimeters) starts from clusters reconstructed in the calorimeters and then builds
the identification variables based on information from the inner detector and the EM
calorimeters. The second algorithm, seeded from the inner detector tracks, is optimized
for electrons with low energy (at the level of few GeV) and selects good-quality tracks
matching them to isolated energy deposition in the EM calorimeters. The third algorithm
is available for the reconstruction of forward electrons. The standard algorithm is used
for Z boson analyses at 13 TeV to reconstruct electron candidates in the ATLAS central
region (⌘ < 2.47).

The standard algorithm is organized in the few steps. For the reconstruction of elec-
tromagnetic clusters it uses a sliding window method [137] which consists of mapping the
calorimeter cells into towers and moving a window of 3⇥ 5 towers on this grid. A cluster
seed is found when the transverse energy in the window is greater than 2.5 GeV.

Once seed clusters are reconstructed, a search is performed for inner detector tracks
which are loosely matched to the clusters (angular distance between the cluster barycentre
and intersection point of extrapolated track with the second sampling layer of calorimeter
is smaller than 0.05 along � in direction of track bending and smaller than 0.05 along ⌘ for
tracks with hits in Pixel and SCT). After rescaling track momentum to cluster energy, the
similar matching procedure is applied (di↵erence along � should be smaller than 0.1) for
e�cient selection of low-momentum tracks, which may have substantial bremsstrahlung
before calorimeter. Tracks which are loosely matched to the cluster and have hits in the
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silicon detectors are refitted using a Gaussian Sum Filter algorythm (GSF) [138], [139]
and retained for reconstruction of electrons and converted photons. Track matching is
realised in EMTrackMatchBuilder package [140].

After tracks are reconstructed in the inner detector they are loosely matched to seed
clusters. Tracks which correspond to the origin from a photon conversion are used to create
conversion vertex candidates. Finding and reconstruction of the conversion vertices is
realised in the InDetConversionFinderTools tool [141]. After reconstruction, conversion
vertex candidates are matched to the clusters in the calorimeter in the same way as
reconstructed tracks.

At this point the object in the container could be either an electron or a photon.
The separation between the photon and electron hypotheses for the reconstructed EM
clusters is performed with EGammaAmbiguityTool [142]. If no track with at least four
hits (one hit at one Si layer) is matched to the EM cluster or if vertex is found and the
electron track is a part of the vertex and has no pixel hits, clusters are considered as
photon candidates. If the track is not matched to the conversion vertex candidate, if it
reconstructed from object with pT � 2 GeV, E/p < 10 (E being the cluster energy, p - the
track momentum), and has hits in b-layer or at least two pixel hits, clusters reconstructed
as electron candidates.

Electron identification

To define if the reconstructed electron candidates are signal or background-like objects
such as hadronic jets or converted photons, electron identification (ID) technique is ap-
plied. This technique uses quantities related to track properties (reconstructed in the
inner detector), calorimeter clusters and shower shapes, information from the transition
radiation tracker, track-to-cluster matching, variables measuring bremsstrahlung e↵ects.
ID algorithms use number of tracks in the IBL for discriminating between electrons and
converted photons. To distinguish between electrons and hadrons, the TRT likelihood
method introduce discriminant variable eprobabilityHT based on high-threshold proba-
bility of each TRT hit [143].

The ID algorithms are based on likelihood methods (LH) which use multivariate anal-
ysis technique (MVA). The MVA technique simultaneously uses several properties of elec-
tron candidate to take a selection decision. As an electron properties LH method uses
signal and background probability density functions of discriminative variables for defi-
nition of the discriminant. Applying requirements on the discriminant allows to separate
signal and background. On top of the MVA technique, simple selection cuts are applied
for the variables corresponding to the number of track hits.

There are thee working points provided for electron identification: Loose,Medium and
T ight. Each of three operating points uses the same variable to define LH discriminant,
but has di↵erent selection on it. Loose selection has the weakest background rejection
power, whileMedium has stronger reducing power than Loose but weaker than T ight, and



68 CHAPTER 5. MEASUREMENT OF Z ! `` INTEGRATED CROSS SECTION

E�ciency
Operating point calorimeter isolation track isolation total e�ciency

Loose 99% 99% s 98%
Tight 96% 99% s 95%

Gradient 0.1143%⇥ ET + 92.14% 0.1143%⇥ ET + 92.14% 90/99% at 25/60 GeV

Table 5.5: E�ciency targeted operating points definitions for electron isolation. For
Gradient working point , ET is in GeV.

T ight has the strongest reducing power. According to such definition, electron candidates
selected at Medium operating point are all selected at Loose, and candidates selected at
T ight are selected at Medium.

For identification of electron candidates at Z ! e+e� analyses of both 50 ns and 25 ns
bunch spacing data at 13 TeV, Medium LH operating point is used. The e�ciencies of
the identification method are discussed in Chapter 6.

Electron isolation

For further discrimination between signal and background events, on top of reconstruc-
tion and identification criteria, the isolation requirements are applied. Electron isolation
allows to disentangle prompt electrons from non-isolated electron candidates originating
from converted photons, heavy flavour hadron decays, and light hadrons misidentified as
electrons. There are two discriminative variables used for electron isolation: calorimetric
isolation energy Econe0.2

T and track isolation momentum pvarcone0.2T [143]. Econe0.2
T is defined

as the sum of transverse energy of the clusters within a cone of �R = 0.2 mm around the
electron-candidate cluster. ET contained in the cluster of size �⌘ ⇥�� = 0.125 ⇥ 0.175
around the electron-candidate cluster barycentre is subtracted. pvarcone0.2T is defined as the
sum of transverse momenta of all tracks within a cone of �R = min(0.2, 10 GeV/ET ) sat-
isfying quality requirements, originating from primary vertex of hard scattering, excluding
electron associated tracks (electron track and tracks from converted bremsstrahlung pho-
tons).

Introduced discriminative variables are used for constructing isolation criteria. Isola-
tion operating points are divided into two classes: e�ciency targeted operating points,
based on cut maps derived from Z ! `` simulated events, and fixed requirement operating
points, optimized by maximizing sensitivity of H ! 4` searches.

There are three frequently used isolation operation points: Loose, T ight andGradient.
First two points have a flat e�ciency. Detailed definition of these working points is given in
Table 5.5. The isolation working points are implemented in the IsolationSelectionTool
of the IsolationSelection package [144].

Gradient working point is used for electron isolation selection in Z ! e+e� analyses
at 13 TeV for synchronization with electron isolation at tt̄ analysis. Such synchronization
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leads to increasing of the correlation between the channels at the combination stage as
well as accuracy of the the cross-sections ratio.

Electron trigger

The ATLAS online data processing reconstructs and identifies electron candidates at the
L1 and the HLT trigger levels. The L1 trigger algorithm identifies RoI as a 2⇥ 2 trigger
tower cluster (core) surrounded with isolation ring of 12 towers in the electromagnetic
calorimeter [145]. The size of one trigger tower is �⌘ ⇥ �� = 0.1 ⇥ 0.1, therefore,
size of the RoI is �⌘ ⇥ �� = 0.4 ⇥ 0.4. The sum of the transverse energy from at
least one of four possible pairs of the nearest neighbour towers inside the core cluster
should exceed a predefined threshold. Isolation-veto threshold can be applied for the
electromagnetic isolation ring, as well as for hadronic tower sums in central 2 ⇥ 2 core
behind the electromagnetic cluster and and in the hadronic isolation ring around it.

After L1 trigger selection, the events are processed by the HLT using finer-granularity
calorimeter information, precision measurements from the inner detector, which are not
available at L1. The tracking HLT trigger is split into fast tracking and precision tracking
stages [146]. The fast tracking stage consists of trigger-specific pattern recognition algo-
rithms, while precision tracking stage relies on o✏ine tracking algorithms. The calorimeter
reconstruction also consists of two stages. The first stage provides unpacking the data
from the calorimeter. The unpacked data is then converted into collection of cells. To
reconstruct clusters of energy deposited in the calorimeter by electron candidate, the
sliding-window algorithm (see Section 5.3.2) is used. The size if rectangular clustering
window is �⌘ ⇥�� = 0.75⇥ 0.175 in the barrel and 0.125⇥ 0.125 in the end-caps.
Electron candidates are required to have tracks from the fast tracking stage with pT >
1 GeV and to match clusters within �⌘ < 0.2. The second stage relies on o✏ine-like algo-
rithms. Electron identification realized with likelihood method and multivariate analysis
technique as described in Section 5.3.2. The composition of likelihood is the same as in
o✏ine identification with exception of momentum loss due to bremsstrahlung which is not
accounted for the online environment. Requirements on electron isolation at the trigger,
using discriminative variables and working points introduced in the previous section, are
also applied.

At Z ! e+e� analysis with 50 ns bunch spacing data two single electron-triggers
are used. The first HLT e24 lhmedium iloose L1EM20VH is the lowest-threshold single-
electron trigger. It applies 24 GeV transverse energy threshold (indicated by 24 in the
name) end requires the electron to pass LH identification requirement at medium working
point (denoted by lhmedium) as well as isolation requirement at loose working point (in-
troduced with criterion pcone20T /ET < 0.1 and marked as iloose). This trigger is seeded
by L1EM20VH, which requires ET > 20 GeV and applies ET dependent veto on energy
deposit in the hadronic calorimeter behind the electromagnetic cluster of electron candi-
date (denoted by H in the name). The ET threshold varies slightly as a function of ⌘ to
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compensate for passive material in front of calorimeter (denoted by V). To recover possible
e�ciency losses at higher transverse energy regime, additional trigger HLT e60 lhmedium

with threshold above 60 GeV, with medium LH identification and no isolation criterion is
used. Events are required to pass at least one of two triggers, thus providing at least one
triggered electron-candidate in the selected event. Trigger requirement with such logic
was applied for both data and Monte Carlo event selection.

For Z ! e+e� analysis with 25 ns bunch spacing data trigger selection is slightly
modified comparing to described 50 ns selection. Low-threshold non-isolated trigger
e24 lhmedium L1EM20VH for data and e24 lhmedium L1EM18VH for Monte Carlo is used.
Middle-threshold HLT e60 lhmedium trigger as well as additional high-ET e120 lhloose

trigger are applied in both data and Monte Carlo selection. The logic of using the single-
electron triggers is the same as at 50 ns analysis, therefore, trigger-selected event contains
at least one electron which passed one of three (low-threshold, middle-threshold, hight-
threshold) triggers.

The trigger selection for 50 ns and 25 ns analyses was applied due to Egamma Trigger
Signature Group recomendations [147] based on trigger rates as a function of the instanta-
neous luminosity studies and trigger e�ciency measurements with tag-and-probe method.
Such combination of triggers at both analyses provides the optimal performance at full
electron transverse energy range.

Electron trigger matching

Trigger matching determines the relationship between o✏ine reconstructed objects and
objects generated by the trigger algorithms. The defined relationship provides information
if reconstructed o✏ine electron cause the given trigger chain to fire. Matching of these
two object is realized using the minimization of squared distances between them via the
maximum likelihood algorithm in the TrigEgammaMatchingTool [148] tool.

The logic of the electron trigger matching selection is the same as at trigger selec-
tion: at least one of the o✏ine reconstructed electron-candidate in the event should be
matched to at least one of the trigger containers. Therefore, for 50 ns analysis one of
the two electron-candidates should be matched to HLT e24 lhmedium iloose L1EM20VH

or e120 lhloose, while for 25 ns analysis should be matched to e24 lhmedium L1EM20VH

(e24 lhmedium L1EM18VH for MC) or HLT e60 lhmedium, or e120 lhloose. The trigger
matching criterion is also used in the electron trigger e�ciency definition for both analyses
(described in Section 6.2).

Z boson selection

Electrons from central region of the ATLAS detector are used for Z-boson selection,
therefore |⌘e| < 2.47 requirement is applied. Central electrons detected in the crack
region between EMB and EMEC, 1.37 < |⌘e| < 1.52, are excluded from the measurement.
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The central electrons also should have pT > 25 GeV. To reconstruct Z-boson candidate
in electron-pair invariant mass window of 66 GeV < Mee < 116 GeV, two oppositely
charged same flavour leptons are used. The summarized selection for Z ! e+e� analyses
is presented in Table 5.4. The numbers of Z ! e+e� event candidates remaining in data
after each major requirement are given in Table 5.6. A total of 35009 for 50 ns data and
1367026 for 50 ns data candidates pass all requirements in the electron channel within
the invariant mass window.

5.3.3 Muon selection

Muon reconstruction is performed independently in the inner detector and muon spec-
trometer. After muon is reconstructed in both sub-detectors, information is combined
to form the muon tracks which are used in the analysis. In the ID muon tracks are re-
constructed as any other charged particles [149]. Muon reconstruction in MS starts with
search for hit patterns in each muon chamber to form segments. Hits in MDT and nearby
trigger chambers are aligned on the trajectory in detector bending plane using Hought
transform [150]. The RPC or TGC hits measure coordinate orthogonal to the bending
plane. Segments in CSC are reconstructed with separate combinatorial search in ⌘ and �
detector planes. When segments in all chambers are formed, muon track candidates are
built by fitting hits from segments in di↵erent layers. After muon track reconstructed in
MS it combines with track reconstructed in ID. There are various algorithms of combin-
ing track information from di↵erent sub-detectors, therefore four muon “types” are exist:
Combined (CB), Segment-tagged (ST), Calorimeter-tagged (CT), Extrapolated (ME). In
Z ! µ+µ� 50 ns and 25 ns analyses CB muons are used. Track reconstruction of such
muons performed independently in ID and MS, and a combined track is formed from the
global refit that uses hits from ID and MS. A detailed description of muon reconstruction
methods can be found in Ref. [151].

To select prompt muons and suppress background contamination muon identification
based on track quality requirements is applied. For CB muons identification, the dis-
criminative variables are: q/p significance, defined as an absolute value of the di↵erence
between ratio of muon charge and momentum measured in the ID and MS divided by
sum in quadrature of the corresponding uncertainties; ⇢ - absolute value of the di↵erence
between pT measured in ID and MS; �2 of the combined track fit. Using these variables
and number of hits in MS chambers, four main working points of muon identification are
introduced: Medium, Loose, T ight, and High� pT . In both 50 ns and 25 ns Z ! µ+µ�

analyses the Medium working point is used. Such selection minimises the systematic un-
certainties associated with muon reconstruction and calibration. At this working point
CB muons are required to have equal or more then three hits in at least two MD layers,
except for tracks in region of |⌘| < 0.1, where tracks with at least one MDT layer and no
more then one MDT hole are required.

The muon isolation is a powerful tool for background rejection. The principle of its
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realization is the same as in electron case. For muon isolation track-based and calorimeter-
based variables are used. pvarcone30T is the track-based isolation variable which defined
as a scalar sum of transverse momenta of the tracks with pT > 1 GeV in a cone of
size �R = min(0.3, 10GeV/pµT ) around the muon of pµT , excluding the muon track itself.
Etopocone20

T is the calorimeter-based variable, it is defined as a sum of transverse energy in a
cone of size �R < 0.2 around the muon, after subtracting energy from muon contribution
itself. Similarly to electron case, there are three general muon isolation working points.
The Gradient working point is used for Z ! µ+µ� analyses with 50 ns as well as for
25 ns data. pvarcone30T /pµT and Etopocone20

T /pµT are used as discriminative variables at this
working point. The e�ciency of Gradient isolation is 90(99)% at pT = 25(60) GeV.

Level-1 muon trigger identifies muons by spatial and temporal coincidence of hits in
the RPC or TGC chambers. There are six pT thresholds depending on the number of
layers with coincided hits. L1 muon trigger algorithm identifies RoI with dimensions of
0.1 ⇥ 0.1 (0.03 ⇥ 0.03) in �⌘ ⇥ �� in RPCs and TGCs. The HLT receives this infor-
mation and makes use of the precision muon chambers for further selection. The HLT
muon reconstruction is split into fast and precision stages. At the fast stage track fit is
performed using MDT information, creating MS-only muon candidates, which are back-
extrapolated to the interaction point and combined with ID tracks. In the precision stage
the RoIs defined at the fast stage are used to reconstruct segments and tracks. The preci-
sion stage uses the same logic as at the fast stage: initially MS-only muon candidates are
formed and subsequently combined with ID tracks. The lowest-threshold single-muon trig-
ger HLT mu20 iloose L1MU15 and additional trigger HLT mu50 with logical “or” between
them are used in both 25 ns and 50 ns Z ! µ+µ� analyses. The HLT mu20 iloose L1MU15

requires transverse momentum of 20 GeV for combined muon candidate in addition to
loose isolation: the scalar sum of track pT in a cone size �R = 0.2 around muon candi-
date is required to be smaller than 12% of the muon transverse momentum. The trigger
is seeded by L1MU15 which requires transverse momentum above 15 GeV. At a transverse
momentum above 50 GeV this trigger is complemented by HLT mu50 trigger, to cover a
small e�ciency loss in the high transverse momentum region.

The connection between objects generated with trigger algorithms and o✏ine recon-
structed muon candidates is defined with the trigger matching algorithm. The same
approach as for electron trigger matching is realized for muons in TrigMuonMatching

tool [152], where criterion of �R between o✏ine reconstructed muon and RoI with HLT
muon object is applied. At least one of the two o✏ine reconstructed muon candidate in
the event are matched either to HLT mu20 iloose L1MU15 or HLT mu50 trigger object.

The muon candidates which pass presented above selection are considered for |⌘| < 2.4
with pT > 25 GeV. To select events containing Z-boson candidate, exactly two selected op-
positely charged muon candidates with an invariant mass of 66 GeV < Mµ+µ� < 116 GeV
are required. The summarized selection for Z ! µ+µ� analyses is presented in the Ta-
ble 5.4. The numbers of Z ! µ+µ� event candidates in data after each major selection
requirement are summarized in Table 5.6. A total number of 44898 event candidates with



5.4. BACKGROUND EXPECTATIONS 73

Number of candidates
Requirement 50 ns 25 ns

Z ! e+e� Z ! µ+µ� Z ! e+e� Z ! µ+µ�

Trigger 141600 445400 7928180 8011110
Lepton identification 42680 59300 1605610 2180740
Lepton isolation 36900 46910 1447460 1832100
Opposite charge ee or µµ pair 36370 46880 1412720 1809920
Invariant mass window 35009 44898 1367026 1735197

Table 5.6: Number of Z ! e+e� and Z ! µ+µ� candidates in data, remaining after each
major requirement.

50 ns data and 1735197 with 25 ns data have passed all selection criteria in muon channel
within the invariant mass window.

In the same way as for electron analysis, the muon identification, isolation and trigger
selection is synchronized with the tt̄ analysis which leads to increasing of the correlation
between the measurements in the combination as well as accuracy of the the cross-sections
ratio determination.

5.4 Background expectations

The selection described in the previous section defines the Z ! `+`� signal event can-
didates. However, the background contribution to the selected data events should be
estimated. The background sources in Z-analysis can be split into two categories. The
first category is the electroweak (single-boson and di-boson events) and top (single top
and top-quark pair production) backgrounds. The electroweak and top background pro-
cesses have cross-sections compatible with Z ! e+e� (µ+µ�) process (see Table 4.3) and,
therefore, can be simulated by MC with the su�cient statistics. The second category
is the QCD backgrounds (also called multijet). The QCD background originates from
the semileptonic decays of heavy quarks, misidentification of hadronic jets as isolated
leptons, and, in case of electron channel, electrons from photon conversion. Since the
multijet background has the cross section six order of magnitude higher than the elec-
troweak processes, it could not be simulated by MC with su�cient statistics, and therefore
the data-driven method is used for estimation of its contribution.

5.4.1 Electroweak and top backgrounds

The electroweak and top background sources for Z ! e+e� (µ+µ�) process are: W ! `⌫,
Z ! ⌧⌧ , WZ ! qq``, ZZ ! qq``, WW ! `⌫`⌫, tt̄. Contributions from WZ ! l⌫qq,
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50 ns 25 ns
Z ! e+e� Z ! µ+µ� Z ! e+e� Z ! µ+µ�

% MC % MC % MC % MC
Z ! ⌧⌧ 0.04 0.05 0.04 0.04
Diboson 0.12 0.12 0.15 0.15

tt̄ 0.24 0.24 0.27 0.24
W ! e⌫ 0.00 0.00 0.00 0.00
W ! µ⌫ 0.00 0.01 0.00 0.00

Table 5.7: Electroweak background contributions estimated from simulation. Expecta-
tions are expressed as a percentage of the total simulated events coming from the sources
listed in the table and passing signal selection in each channel.

ZZ ! ll⌫⌫, ZZ ! llll and single-top processes are ignored due to its insignificance. The
full list of MC samples used for each background contribution estimation is summarized
in the Table 4.3.

To assess contribution from each source, events of each background MC sample have
passed the signal event selection 5.4 and normalized to the appropriate process cross-
sections. As can be seen from the Table 4.3 in both 50 ns and 25 ns analyses the same MC
samples for background estimation were used. The expected contributions of individual
background process were estimated for each Z channel and listed in the Table 5.7. The
highest contribution for both channels at 25 ns and 50 ns bunch spacings belongs to tt̄ and
diboson processes at the level of 0.2% and 0.1%. The total electroweak and top background
event rate contributing to Z ! `+`� selection in both channels is approximately 0.5%.

The systematic uncertainties introduced by the method of electroweak and top back-
ground estimation are assessed by varying of background cross-section by the correspond-
ing cross-section uncertainty (shown in Table 4.3). The breakdown of background sys-
tematic uncertainties on the Z-boson cross sections is shown in the Table 5.8. The re-
sulting uncertainties for both channels at 50 ns and 25 ns are found to be at the level of
0.02%. Taking into account the luminosity, beam energy, and CZ systematic sources, the
electroweak and top systematic uncertainties contribute negligibly to the experimental
cross-section uncertainty.

5.4.2 QCD backgrounds

The QCD multijet background measurement for both electron and muon channels is
performed with data-driven method. The basic idea of the method is that background
template constructed from data by suppressing the signal events with changing the nom-
inal selection, is used for appropriate background description for data with the nominal
selection. To gain multijet events to the template in Z ! `+`� analyses, the lepton iso-
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50 ns 25 ns
Z ! e+e� Z ! µ+µ� Z ! e+e� Z ! µ+µ�

� (%) � (%) � (%) � (%)
Z ! ⌧⌧ 0.00 0.00 0.00 0.00
Diboson 0.01 0.01 0.01 0.01

tt̄ 0.02 0.02 0.02 0.02
W ! `⌫ 0.00 0.00 0.00 0.00

Table 5.8: Electroweak and top background systematic uncertainties on the Z ! e+e�

and Z ! µ+µ� cross sections at 50 ns and 25 ns bunch crossing.

lation requirement should be inverted (all events which failed the isolation requirement
are used instead of those which passed). The additional inversion/cuts can be applied
depending on the channel. Another important component of the method is the discrimi-
native variable which is used to distinguish between signal and background contribution in
the signal sample. For both electron and muon channels the transverse impact parameter
d0 multiplied by lepton charge is used as the discriminative variable.

The detailed description of multijet background estimation for Z ! µ+µ� channel
with 50 ns and 25 ns data is given in [124]. The current section provides description of
multijet background estimation in Z ! e+e� channel with both bunch crossing periods
data.

Z ! e+e� 25 ns analysis

The multijet template in the data-driven method is determined by inverting the isolation
and the o✏ine identification requirements for both electron candidates. The inverted cut
accepts all events which were removed by the “normal” cut and reduce events which were
accepted by “normal” cut. The same single electron trigger as for the signal selection is
used for the template, thus one of the two electron candidates passes the online medium-ID
selection and isolation requirements. Therefore, in terms of cut names given in Table 5.4
template selection uses GRL, Vertex and tracks, Trigger, Trigger matching, peT , ⌘

e, N
leptons, Invariant mass window, inverted ID and inverted ISO cuts. Figure 5.2 shows
that the events selected for the multijet template do not display large deviations for the ⌘
distribution and do not show an enhancement around the nominal Z-boson mass. Small
spikes at |⌘| = 0 and |⌘| = 1.40 are likely due to the change of ID requirements for these
regions. Given that total amount of events in these spikes is below 10% they can not bias
the template selection in a significant way.

The d0 ·Q, where d0 is the transverse impact parameter and Q is the electron charge,
is chosen as the discriminating variable. The distribution of d0 · Q for Z ! e+e� events
has an asymmetric shape due to photon radiation: the large negative values of d0 · Q
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Figure 5.2: Comparisons of the pT (left), ⌘ (middle) and m`` (right) distributions for the
signal and multijet template selection (all normalized to the number of events in data).
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Figure 5.3: Distribution of the charge times track d0, d0 ·Q, for the data signal selection,
signal Monte Carlo simulation, and multijet selection. All distributions are normalized to
the number of events in data.

are significantly more populated, from the bias to the electron track caused by radiation.
Thus the multijet fits exploit the positive tail of the distribution. Figure 5.3 shows the
d0 ·Q distribution for the nominal selection of data and MC simulation as well as selected
multijet template. The simulation describes the radiative tail well. As expected, the
multijet background has a significant contribution for large positive d0 ·Q values.

�2 fitting method definition Initially, TFractionFitter [153] is used to determine the
background normalization. The fitting procedure is tested using a simplified closure test.
The pseudo-data are produced as the sum of the signal MC and a given fraction of the
multijet background template. Therefore, the amount of background was exactly known
and the shapes of the distributions were reproduced by construction. Both components
(signal MC and multijet background template) are fitted together to the pseudo-data
constructed with di↵erent fractions of the multijet template inside. Significant instabilities
of the fits are observed, with many fits failing to converge even in this ideal case. As an
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additional test, fits in di↵erent regions of d0 ·Q distribution are performed. The di↵erences
in the resulting background fractions are found at the level of 20 %. The instabilities are
caused by the complex treatment of the signal MC and background template uncertainties
and the usage of the Minuit package.

Given that the multijet background template as well as the signal MC distribution
have enough statistics, the template statistical uncertainties can be neglected and a simple
�2 method can be used instead. For Ntemplates number of templates with ↵j scale factor
for each template, �2 function can be defined as:

�2(↵) =
NbinsX

i=1

0

BBBBB@

Ndata
i �

NtemplatesX

j=1

N template
i,j ↵j

�i

1

CCCCCA

2

, (5.6)

where Ndata
i is the number of events in bin i of the data distribution, �i is the statistical

uncertainty for the bin i of the data distribution, and N template
i,j is the number of events

in the bin i of the template j. This �2 definition takes into account only data statistical
uncertainties (template uncertainties are neglected). Analytic minimization of �2(↵) al-
lows to find ↵ for each template. In the case of two templates (signal MC and multijet
background template) the result of minimization can be written as
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. (5.7)

The solution of this system of two linear equations gives the scale factors ↵mc and ↵bkg

that correspond to the fractions of signal and background events, respectively.

�2 validation procedure The �2 method is validated using the pseudo-data, in the
same manner as for TFractionFitter. All fits yielded stable results. The resulting fits with
di↵erent background fractions in the pseudo-data are shown in Figure 5.4 and Table 5.9
while results for di↵erent fitting region are shown in Figure 5.5 and Table 5.10.

Further validation tests are performed using the real data with relaxed isolation and
identification criteria, to increase the amount of multijet background. Three data samples
with di↵erent reduced/relaxed cuts in comparison to the nominal selection (Table 5.4) are
prepared. The first sample corresponds to the nominal selection with removed the iso-
lation criterion. The second sample is created using the nominal selection with removed
isolation requirement and Loose LH identification instead of Medium LH. The the third
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Figure 5.4: Fitted d0 · Q distribution with the di↵erent amounts of multijet background
in the pseudo-data. For the left panel, the pseudo-data are obtained by summing the
signal MC and multijet background template with equal weights. For the right panel, the
amount of multijet background is increased by a factor of two.

Fit results
Normal MJ background 2 ⇥ Normal MJ background
fraction in pseudo-data fraction in pseudo-data

�2/NDF 6.1⇥ 10�11 / 47 2.1⇥ 10�10 / 47
Background fraction 5.2⇥ 10�6 1.0⇥ 10�5

Table 5.9: Fit results using di↵erent amounts of multijet background in the pseudo-data.
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Fit results [�0.5; 0.5] region for fit [0.04; 0.5] region for fit [0.1; 0.5] region for fit
�2/NDF 6.1⇥ 10�11 / 47 9.8⇥ 10�13 / 47 0 / 47

Background fraction 5.2⇥ 10�06 5.2⇥ 10�06 5.2⇥ 10�06

Table 5.10: Fit results to the pseudo-data using di↵erent fit regions.

one constructed using VeryLoose LH identification comparing to the second sample selec-
tion. For all three cases, the nominal single electron trigger is used to select the events,
thus one of the two electron candidates is required to pass the online medium-ID and
isolation requirements.
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Figure 5.5: Fitted d0 ·Q distribution using di↵erent ranges for fit applying. The left plot
corresponds to a fit in the region from 0.04 to 0.5. The right plot corresponds to a fit in
the region from 0.1 to 0.5. In both cases, the full distributions are scaled to the numbers
extracted from corresponding fits.

The comparison plots of the invariant mass distributions using three modified and the
nominal selection, are presented in Figure 5.6. The same comparison in terms of d0 ·Q is
shown in Figure 5.7. All the distributions are normalized to the number of events with
the nominal selection.

The distributions indicate that simple removing of the isolation requirement from the
nominal selection does not produce substantial increasing in the background. However,
the additional relaxation of the identification working point from Medium LH to Loose
LH allows to gain a significant amount of background. Further changing identification
working point from the Loose LH to the VeryLoose LH increase the background fraction.

Exclusion of the isolation requirement and relaxation of the identification selection to
Loose LH working point in the nominal selection of the data template was chosen for
the �2 method validation. To reduce the deficiency in the resolution description of the
signal MC around the peak region of d0 · Q distribution, the Gaussian smearing for the
positive values of d0 · Q in MC distribution is applied (detailed description is given in
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Figure 5.6: Data mass distributions using di↵erent selection modification (points - nominal
selection, line - modified selection). The top left plot corresponds to removing the isolation
requirement. The top right plot corresponds to removing the isolation requirement and
using the LooseLH identification. The bottom plot corresponds to removing the isolation
requirement and using the VeryLooseLH identification.

Ref. [124]). To fix the signal rate and avoid a dependence on the resolution description,
the d0 · Q distribution was rebinned such that all bins below d0 · Q < 0.1 are combined
together. The resulting fit for d0 ·Q distribution is presented in Figure 5.8. The fit yields
a good �2/NDF = 17.0/18. The background fraction is 0.0044± 0.0002. In the region of
d0 ·Q > 0.18, the multijet background dominates over signal.

The Final d0 · Q fit Due to successfully performed validation fits, the background
fraction determine with the final fit. The data and the signal MC events for the final fit are
selected with the nominal selection. The fitted d0 ·Q distribution are shown in Figure 5.9.
The fit quality is �2/NDF = 37.4/18 and the multijet background fraction is found to be
at the level of �0.0005± 0.0001. Given that the fit yields a negative background fraction,
the statistical uncertainty is used to set an upper limit on the background contamination.
Determining the limit at 90% confidence level, it is concluded that the multijet background
contamination for the nominal selection is below 0.02% and can be neglected.

�2 method cross-check Using the data template with a known expected fraction of
multijet events, it is possible to estimate the accuracy of the described fitting method.
One of the techniques to assess the expected fraction of multijet events for the same
conditions (selection) under which the fit was performed, is to use only part of all the
selected events (i.e. part of the kinematic region). It is convenient to choose regions where
the contribution of multijet events is increased. The dielectron invariant mass tails are
used as such regions. The tails are defined as the regions from 66 GeV to 80 GeV and
102 GeV to 116 GeV (“bkg reg”) of dielectron invariant mass. To check the enhancement
of multijet contribution in bkg reg region, the comparison of d0 ·Q distributions using data
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Figure 5.7: d0 · Q distributions using di↵erent selection modifications (points - nominal
selection, line - modified selection). The top left plot corresponds to removing the isolation
requirement. The top right plot corresponds to removing the isolation requirement and
using the LooseLH identification. The bottom plot corresponds to removing the isolation
requirement and using the VeryLooseLH identification.
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Figure 5.8: Fitted d0 ·Q distribution. The data points represent events selected with the
nominal selection without the isolation requirement using the Loose LH identification.
The signal MC corresponds to the nominal selection.
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events from full invariant mass window and invariant mass tails is produced (Figure 5.10).
The comparison illustrates a higher population at d0 ·Q tails for events from the bkg reg
region with respect to events from the full mass window.
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Figure 5.9: Fitted d0 · Q distribution. The data and the signal MC correspond to the
nominal selection.

The ratio defined as

R =

✓
Nbkg reg

bkg templ

N full distr
bkg templ

◆
/

✓
Nbkg reg

signal templ

N full distr
signal templ

◆
, (5.8)

where Nbkg reg
signal templ is the number of signal template events in the region with enhanced

multijet contribution, N full distr
signal templ - number of signal template events in the full window of

dielectron invariant mass distribution (66 GeV - 116 GeV), Nbkg reg
bkg templ andN full distr

bkg templ are the
multijet background template events correspondingly, is used for estimation of d0·Q fitting
accuracy. The product of R and the fraction of multijet background, obtained from the
fit using events in the full 66 GeV� 116 GeV invariant mass window, gives the expected
fraction of multijet background in the “bkg reg” region. Using the resulting number
from the �2 validation procedure in the full invariant mass window (0.0044 ± 0.0002),
the expected fraction of multijet background events in the bkg reg region is found to be
R · 0.44% = 3.2%.

To check the accuracy of �2 fitting method, the predicted value of multijet background
and value obtained from the fit should be compared. The d0 · Q distribution of data
events obtained using nominal selection without isolation with Loose LH identification
in the bkg reg region was fitted with the same background and signal MC templates as
were used for obtaining multijet fraction of 0.0044 ± 0.0002. The resulting fit is shown
in Figure 5.11. The fit yields a �2/NDF = 31.9/22. The multijet background fraction
extracted from the fit amounts to 0.022± 0.0012, i.e. 2.2% to be compared to 3.2%. The
di↵erence between these fraction is 50% of extracted number from the fit. Adding 50% to
the estimated multijet background contamination using the nominal selection, results in
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Figure 5.10: d0 · Q distributions comparison. The points correspond to data events ob-
tained using nominal selection without isolation with LooseLH identification in the full
invariant mass region. The red line corresponds to data with the same selection but in
bkg reg region only. Red line distribution is normalized to the area of the black points
distribution.

a background fraction of 0.03% and can be neglected comparing to electroweak and top
background contaminations.
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Figure 5.11: Fitted d0·Q distribution. The data events assessed with the nominal selection
without isolation criterion, with Loose LH identification in the di-electron invariant mass
tails (66 GeV � 80 GeV and 102 GeV � 116 GeV ). The signal MC events have passed
the nominal selection.

In order to properly cover all possible mismodellings of this number which is challeng-
ing to measure due to its smallness, the systematic uncertainty on multijet background is
assigned to be 0.05%. Similar estimation of multijet background for analysis with 50 ns
data is given in Ref. [154].
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Chapter 6

E�ciency scale factors

The accuracy of Monte Carlo (MC) simulation to model the e�ciency of lepton selec-
tion plays a fundamental role for the Z-boson cross-section measurements. To achieve a
reliable result, the MC simulation should be corrected to reproduce the measured data
e�ciency. The methods of definition of the e�ciency scale factors and their uncertainties
are discussed in this Chapter. It also contains results for the measured e�ciencies and
their correlations between the W , Z and tt̄, Z measurements.

6.1 The tag-and-probe method

Selection of unbiased, well defined sample of objects (leptons) is one of the main challenges
of the e�ciency measurement. Approach used to select such sample is implemented in
the tag-and-probe method. It uses known mass resonance to select a lepton pair of the
desired type, e.g. Z-boson mass in Z ! `` analysis. “Tag” is an object that passes a tight
selection (full chain of selection cuts), which provides a clean sample. A set of “probes”,
potentially pass very loose criteria, is selected by pairing them with the tags such that
one tag-and-probe pair invariant mass is consistent with the mass of the corresponding
resonance. A probe object definition depends on the specific analysis selection that is
used for the resonance reconstruction.

In the Z ! `` analysis one lepton is used to tag an event. Tag-lepton is required to
pass full a chain of selection criteria listed in Table 5.4. Initially, the first lepton in the
pair is checked whether it is a tag and the second lepton is saved as a probe consequently,
then the second lepton is checked if it is a tag and the first lepton is saved as a probe.

6.2 E�ciency definition

Using the tag-and-probe method, e�ciency, ✏cut, of the cut of interest can be defined as
a ratio of number of probes that have passed this cut to the number of probes that have
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not:

✏cut =
Npassed cut

probes

Nall
probes

, (6.1)

In Z ! e+e� analysis, the e�ciencies of the electron identification (✏ID), isolation (✏ISO)
and trigger (✏TG) are introduced. Each of these e�ciencies is measured relatively to the
previous one, therefore e�ciency of the individual lepton can be expressed in a factorized
way:

✏` = ✏ID · ✏ISO · ✏0TG. (6.2)

The trigger e�ciency (✏0TG), however, does not correspond to the individual lepton e�-
ciency, but rather into the overall Z-boson event e�ciency. Therefore, probability that
at least one of the daughter leptons in the event have passed the trigger selection can be
defined in the next way:

✏0TG = ✏`1TG + (1� ✏`1TG)✏
`2
TG, (6.3)

where ✏
`1,2
TG are the trigger e�ciencies for each of two leptons in the event.

To define the introduced e�ciencies, there are four types of probes: 1) probes that
passed lepton reconstruction selection; 2) probes that passed lepton reconstruction and
identification selection; 3) probes that passed lepton reconstruction, identification, and
isolation selection; 4) probes that passed lepton reconstruction, identification, isolation,
and trigger selection. For the trigger e�ciency measurement, the trigger requirement for
the probe-lepton contains the trigger matching cut. Therefore, such probes are associ-
ated with the objects that have passed the trigger cut. The definitions for the electron
identification, isolation and trigger e�ciencies are given by

✏ID =
Npassed Reco+ID

probes

Npassed Reco
probes

, (6.4)

✏ISO =
Npassed Reco+ID+ISO

probes

Npassed Reco+ID
probes

, (6.5)

✏TG =
Npassed Reco+ID+ISO+TG

probes

Npassed Reco+ID+ISO
probes

. (6.6)

Due to the detector geometry (see Section 3.2), it is convenient to measure e�ciency as
a function of lepton pseudo-rapidity ⌘` and transverse momentum p`T (or azimuthal angle
�` for muons). The electron identification, isolation and trigger e�ciencies as a function
of the electron ⌘ are shown in Figure 6.1. The electron identification e�ciency is obtained
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using Formula 6.4, where Npassed Reco
probes is the number of probes that have passed electron

reconstruction selection, and Npassed Reco+ID
probes have passed electron identification require-

ment atop. The electron isolation and trigger e�ciencies are obtained with Formula 6.5
and 6.6, respectively, using similar logic. The e�ciency distributions in Figure 6.1 reflect
the calorimeter and inner detector structure and the material distribution of the detec-
tor. The e�ciency to identify an electron varies from 80% to 92% between the end-cap
and barrel regions, while for the electron isolation it stays at the level of 92% due to the
gradient working point. The trigger selection e�ciency varies from 0.7% to 0.92%. The
MC e�ciencies are not corrected with the appropriate scale factors and show best agree-
ment with the data for isolation selection, while the disagreement between the data and
simulation for the identification and trigger e�ciencies reaches up to 5% in the end-cap
regions.
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Figure 6.1: Data (black points with statistical uncertainties) and Monte Carlo (red line)
comparison of electron e�ciencies for identification (top left), isolation (top right) and
trigger (bottom plot) as a function of electron pseudo-rapidity.

The e�ciency distributions as a function of electron transverse momentum are shown
in Figure 6.2. The e�ciency increases with pT for all three selection criteria. In the
region of pT < 40 GeV, the simulated e�ciency for electron identification and trigger is
higher than measured one. The region of pT > 80 GeV has low statistics, therefore the
e�ciency fluctuations as well as increased statistical uncertainties and some empty bins
are observed in the data.
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Figure 6.2: Data (black points with statistical uncertainties) and Monte Carlo (red line)
comparison of electron e�ciencies for identification (top left), isolation (top right) and
trigger (bottom plot) as a function of electron transverse momentum.

The two-dimensional ⌘ vs pT distributions for the MC simulation and data for the elec-
tron probes that have passed the full selection without the trigger matching requirement
are shown in Figure 6.3. These distributions are filled with the probes that correspond to a
denominator in Equation 6.6. Probes that have also passed trigger matching (correspond
to a numerator in Equation 6.6) are shown in Figure 6.4. The pairwise ratios provide the
MC simulation and data trigger e�ciencies, shown in Figure 6.5. The two-dimensional
plots demonstrate the highest trigger e�ciency for electrons in the barrel region with
pT > 40 GeV. The e�ciency in the regions removed by selection cuts on ⌘ and pT is set
manually to unity.

6.3 E�ciency scale factor definition

The e�ciency scale factor as a function of lepton ⌘ and pT is defined as a ratio of e�ciency
measured in data to e�ciency obtained with the MC simulation:

SF (⌘, pT )i =
✏(⌘, pT )datai

✏(⌘, pT )MC
i

, (6.7)

where i is a type of cut of interest. The constructed e�ciency scale factors provide
corrections for a simulated e�ciency with respect to the measured result. The example
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Figure 6.3: Monte Carlo (left) and data (right) ⌘ vs pT distributions for electron probes
that have passed common selection, identification and isolation criteria.
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Figure 6.4: Monte Carlo (left) and data (right) ⌘ vs pT distributions for electron probes
that have passed common selection, identification, isolation and trigger matching criteria.

 [MeV]tP
20 40 60 80 100 120 140

310×

η

2−

1.5−

1−

0.5−

0

0.5

1

1.5

2

0.75

0.8

0.85

0.9

0.95

1
MC trigger efficiency

 [MeV]tP
20 40 60 80 100 120 140

310×

η

2−

1.5−

1−

0.5−

0

0.5

1

1.5

2

0.5

0.6

0.7

0.8

0.9

1
data trigger efficiency

Figure 6.5: Electron trigger e�ciency for Monte Carlo (left) and data (right) in bins of ⌘
vs pT .
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of corrected electron identification e�ciency as a function of electron ⌘ and pT is given
in Figure 6.6. It is compared to the measured as well as simulated e�ciency before
correction. Given distributions demonstrate the improvement of the agreement between
the measured and simulated e�ciencies after applying scale factor correction.

Figure 6.6: Monte Carlo (left) and data (right) ⌘ vs pT distributions for electron probes
that have passed common selection, identification and isolation criteria.

Using the scale factor definitions, provided with Formula 6.7, and the trigger e�ciency
for the event with two leptons, given with Formula 6.3, the trigger e�ciency scale factor
can be expressed as:

SF (⌘, pT )
event
TG =

✏`1,dataTG + (1� ✏`1,dataTG )✏`2,dataTG

✏`1,MC
TG + (1� ✏`1,MC

TG )✏`2,MC
TG

. (6.8)

The Z ! e+e� analysis specification allows to have MC trigger e�ciencies (✏e1,MC
TG , ✏e2,MC

TG )
and scale factors (SF e1,MC

TG , SF e2,MC
TG ) for both leptons calculated using the ElectronE�-

ciencyCorrectionTool [156]. Using this information it is possible to calculate the trigger ef-
ficiency for separate electrons in data and scale factor for the whole event (SF (⌘, pT )eventTG ).
Due to the scale factor definition

✏ei,dataTG = SF e
i

,MC
TG ⇥ ✏ei,MC

TG , (6.9)

the trigger scale factor for the Z ! e+e� channel can be written as

SF (⌘, pT )
event
TG =

SF e1,MC
TG ✏e1,MC

TG + (1� SF e1,MC
TG ✏e1,MC

TG )SF e2,MC
TG ✏e2,MC

TG

✏e1,MC
TG + (1� ✏e1,MC

TG )✏e2,MC
TG

. (6.10)

The example of SF (⌘, pT )eventTG calculated as a function of ⌘ and pT for the electron channel
is shown in Figure 6.7. The left plot contains central values of the trigger scale factor
and the right plot shows statistical uncertainties. Statistical uncertainties are treated as
uncorrelated between the bins.
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Figure 6.7: Trigger scale factor for Z ! e+e� events (left plot) with the statistical
uncertainties (right plot) as a function of ⌘ and pT .

There is an alternative way to estimate a trigger scale factor for the Z ! e+e� event,
using only SF

e1,2,MC
TG :

SF (⌘, pT )
event
TG = SF e1,MC

TG + SF e2,MC
TG � SF e1,MC

TG SF e2,MC
TG (6.11)

This method, as well as the previous, takes into account logic of the trigger and trigger
matching cuts. The feature of a given method is that in case if one of the electrons was
not trigger matched then the corresponding SF e

i

,MC
TG is zero and SF (⌘, pT )eventTG becomes

equal to the scale factor of the remaining electron.
The di↵erence between the resulting trigger scale factors for Z ! e+e� events using

both methods is estimated. Figure 6.8 shows this di↵erence for each event in the sample.
Most of the points are in the band of 3 %. Points with the high deviation from zero
correspond to events where one of the two electrons was not matched and the remaining
electron has a small scale factor. The comparison demonstrates a good agreement between
the two methods.

The total weight for the Z ! e+e� events is constructed of four e�ciency scale factors:

Wevent = SFReco ⇥ SFID ⇥ SFISO ⇥ SFTG, (6.12)

where SFReco is the lepton reconstruction e�ciency scale factor, which is provided by Elec-
tronE�ciencyCorrection tool. The uncertainty on Wevent includes uncertainties from each
multiplier in Equation 6.12 as independent sources. In the analysis all these uncertainties
are included as components of CZ factor uncertainty.

The systematic uncertainties on the e�ciency scale factors contain bin-to-bin corre-
lated and uncorrelated components. There are several methods for the systematic uncer-
tainties estimation. One of them is the o↵set method, which is based on the the variation
of the central value of the e�ciency scale factors. “Up” variation is provided by adding
the upper limit of the systematic uncertainty, and the “down” variation implies adding
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Figure 6.8: Di↵erence between scale factors calculated using two methods. Y-axis cor-
responds to di↵erence between scale factors calculated using two methods multiplied by
100 and X-axis to the event number.

the lower limit to the central value. This method is used for the propagation of bin-to-bin
correlated uncertainties. Another approach is the toy Monte Carlo method, which is used
for uncorrelated uncertainties. There is also the combined toy Monte Carlo method that
includes both correlated and uncorrelated uncertainties. The toy Monte Carlo method is
further discussed in Section 6.5.

6.4 Systematics introduced by pileup reweighting

For the Z ! `` analysis, the MC pile-up reweighting is performed for hµi distribution and
implemented using the PileupReweighting tool [157]. Additional scale factor of 1/1.16
is applied on top of the reweighting for the hµi distribution. This correction factor was
estimated by the ATLAS Tracking CP group to take into account the fraction of inelastic
activity, which is di↵erently described in the MC simulation with respect to the measured
data, and match the number vertices vs hµi.

The systematic uncertainty on the CZ factor due to the 1/1.16 scaling is evaluated
by varying this factor, where the upper variation limit is 1.23 and the lower is 1.09 [158].
Variation of pileup scale factor a↵ects lepton isolation and identification e�ciencies, which
are determined in a data-driven way and have dedicated uncertainties. The change in the
CZ due to change in the e�ciency scale factors should be thus subtracted, to avoid a
double counting of the uncertainties.

A dedicated tag-and-probe study is performed to evaluate the impact of the pileup
reweighting variation on the isolation scale factors. The e�ciencies measured in data are
compared to those estimated with MC simulation. The MC samples are considered with
the standard sp = 1/1.16 and modified pileup scaling factors (sp = 1.0, 1/1.09, 1/1.23). It
is observed that the changes in the sp factor leads to a significant change in the isolation
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e�ciency, while other e�ciencies are not a↵ected significantly.
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Figure 6.9: Isolation requirement e�ciency as a function of the lepton rapidity as deter-
mined using tag-and-probe method. The left (right) plot shows e�ciency for the electrons
(muons). The data are shown as dots with error bars. The solid red (blue) histogram
shows MC e�ciency using sp = 1/1.16 (sp = 1).

The electron and muon isolation e�ciencies ✏ISO as a function of lepton pseudo-
rapidity, measured in data and MC simulated, with the pile-up scaling factors of sp =
1/1.16 and sp = 1 are given in Figure 6.9. One can see the consistent change of the
isolation e�ciency of about 0.4%, similar for electrons and muons. The overall shift is
determined using a constant function to fit the ratio of the two e�ciencies. The cor-
rected systematic uncertainty in CZ factor due to the pileup scaling factor variation is
determined as

�Cs
p

,corr
Z = �Cs

p

Z � 2⇥ (�✏ID +�✏ISO), (6.13)

where �Cs
p

Z stands for the raw change of CZ due to variation in sp and �✏ID,�✏ISO
stand for the change in the identification and isolation e�ciencies. Table 6.1 summarises
the changes in the isolation e�ciency, as well as raw and corrected changes of CZ for
the electron and muon channel for di↵erent values of sp. Based on these variations, the
resulting systematic uncertainty is summarised in Table 6.2.

6.5 The Toy Monte Carlo method

The toy Monte Carlo method is an approach used for the e�cient propagation of statistical
and bin-to-bin uncorrelated uncertainties. The e�ciency scale factors, SFi, have two types
of uncertainties: statistical, �i, which is uncorrelated for di↵erent bins, i, and correlated
systematic, sij, which can be characterised by M nuisance parameters, j.
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sp variation 1.00 1.09 1.23
% % %

�✏ID ( electrons) -0.025 -0.013 0.001
�✏ISO ( electrons) -0.423 -0.182 0.139
�✏ISO ( muons) -0.436 -0.172 0.170
�Cs

p

Z (Z ! ee) -0.908 -0.381 0.274
�Cs

p

Z (Z ! µµ) -0.919 -0.354 0.307
�Cs

p

,corr
Z (Z ! ee) -0.012 0.009 -0.006

�Cs
p

,corr
Z (Z ! µµ) -0.047 -0.010 -0.034

Table 6.1: Changes of the identification and isolation e�ciencies, CW and CZ factors,
before and after correction using equation 6.13

Channel Uncertainty up Uncertainty down
% %

Z ! e+e� 0.009 -0.006
Z ! µ+µ� -0.010 -0.034

Table 6.2: Summary of the systematic uncertainties in CW,Z due to pileup reweighting

There are two modifications of the toy MC approach for propagation of uncertainties
binned in the detector level variables to the final observable:

• Statistical toy MC propagation. In this method the correlated scale factor un-
certainties are propagated using nuisance parameters while statistical uncertainties
are evaluated using the toy MC method. The toy e�ciency maps are defined as

SF t
i = SFi + rti�i (6.14)

where rti is a random number drawn from a Gaussian distribution with the mean of
zero and standard deviation of one1. The number of toy e�ciency maps, T , can be
optimised depending on N and number of observable bins, O, typically O < T < N .
The r.m.s. for the observable o determined using the toy e�ciency maps can be
employed to determine the statistical uncertainty �(o) :

o = = 1
T

PT
t=1 o

t ,

�(o) = 1
T�1

qPT
t=1 (o

t � o)2 .
(6.15)

1In general, toy MC method can be extended to arbitrary distribution of random numbers. E.g.
for e�ciency scale factors log-normal distribution may be more appropriate. However, if �i < 10%, the
di↵erence between Gaussian and log-normal distributions is insignificant.
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A correlation coe�cient ⇢12 between the two observables o1 and o2 can be estimated
as

⇢12 =
1

�(o1)�(o2)
· 1

T � 1

TX

t=1

�
ot1 � o1

� �
ot2 � o2

�
. (6.16)

• Combined toy MC propagation. This is an extension of the statistical toy MC
method, where the correlated systematic uncertainties are also included in the toy
preparation:

SF t
i = SFi + rti�i +

MX

j=1

rtjsij . (6.17)

For this method, Equation 6.15 and 6.16 yield total uncertainty of the observable o
and the total correlation coe�cient between the observables o1 and o2, respectively.

6.5.1 The Toy Monte Carlo method in Z, W and tt̄ measure-
ments

For the Z, W and tt̄ measurements the statical and combined toy MC methods have been
implemented for the lepton e�ciency scale factors which have the largest uncertainties.
These include the electron identification, isolation, trigger, and reconstruction 2 e�ciencies
as well as the muon trigger e�ciency. The muon trigger SF uncertainties have split
statistical and systematic components, and the toy MC method is applied only to the
statistical one, while in the electron case the combined toy MC method is applied.
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Figure 6.10: Distribution of �(CZ) for Z ! e+e� events for the toy MC samples generated
for electron identification scale factors with T = 40 replica.

A large number of toy replica may require substantial computational resources, there-
fore to assess the number of the required replicas to estimate uncertainty for CZ factor

2The toy MC method was applied for the electron reconstruction scale factor uncertainty definition
only for Z ! e+e� boson measurements with 25 ns bunch spacing data.
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Sample and source of CZ uncertainties Up/down variation evaluation toy MC evaluation
% %

Z ! e+e�, electron trigger 0.42/-0.55 0.05
Z ! e+e�, electron identification 3.73/-3.66 0.48
Z ! e+e� electron isolation 0.99/-0.98 0.29
Z ! µ+µ�, muon trigger (stat.) 0.87/-1.00 0.10

Table 6.3: Uncertainty of CZ determined for various lepton e�ciency sources using
up/down variation and toy MC methods.

(�(CZ)) with about 10% accuracy, the dedicated study was performed. Figure 6.10 shows
the �(CZ) for Z ! e+e� determined with 10 independent toy sets of identification scale
factors, each of them contains 40 replica. One can see that the r.m.s. of the distribution
is 7% which assumes that T = 40 is su�cient to measure uncertainty with better than
10% accuracy.

The results of the electron identification, isolation, trigger as well as the muon trig-
ger e�ciency scale factor uncertainties calculated with the toy MC method are given in
Table 6.3. The numbers are compared to similar results obtained with “up” and “down”
variations of selection criteria used in e�ciency SF definition and provided by EGamma

tool. The uncertainties estimated with the toy MC method demonstrate a significant
reduction compared to the variations.

The correlation coe�cients between the correction factors CZ!``, CW+!`+⌫ , CW�!`�⌫

(with 50 ns data), and CZ!``, tt̄ (with 25 ns data) for di↵erent sources of uncertainty
are determined using Equation 6.16. The resulting correlation coe�cients are shown
in Figure 6.11 and 6.12. The highest correlation is observed between the W+ and W�

measurements, but it is smaller than 100% because of di↵erences in pT and ⌘ distributions.
The detailed list of the toy MC replicas (in percentage) for CZ!``, CW+!`+⌫ , CW�!`�⌫

with 50 ns data using the ElectronEfficiencyCorrectionTool [156] is presented in Ta-
ble A.1 of Appendix A. Similar result for Ctt̄, CZ!`` with 25 ns data is given in Table A.2.

6.5.2 Uncertainties on correlation coe�cients between CZ, CW+,
CW�

The cross section ratio �W±/�Z is proportional to the correction factors ratio CZ/CW± ,
therefore the uncertainty of the cross section ratio depends on the uncertainties for cor-
rection factors and level of their correlation. If the uncertainties on CZ and CW± would be
100% correlated, they are completely cancelled. The results of correlations between CZ ,
CW+ , and CW� for systematic sources estimated with the toy MC method demonstrate
high but not 100% correlation, which leads to a partial cancellation of uncertainties in
the ratio. The influence of the level of correlation between the systematic sources on the
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Figure 6.11: Correlation coe�cients between CZ , CW+ and CW� for electron trigger (top
left), electron identification (top right), electron isolation (bottom left), and muon trigger
(bottom right) scale factor uncertainties using 50ns data.
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Figure 6.12: Correlation coe�cients between CZ and Ctt̄ for the electron reconstruction
(left) and electron identification (right) scale factor uncertainties using 25ns data.

cross section ratio can be shown with the formula

�2(f(a, b)) =
⇣
�a
@f

@a

⌘2

+
⇣
�b
@f

@b

⌘2

+ 2⇢ab
@f

@a

@f

@b
�a�b, (6.18)

where f(a, b) corresponds to CZ/CW± and a, b correspond to CZ , CW± , respectively. The
uncertainties �a and �b are at the same level and the correlation coe�cient ⇢ab is large.
Therefore, the accuracy of correlation coe�cient determination plays an important role
for precision of the ratio measurement.

The calculation of the level of correlation using the toy MC introduces an additional
statistical uncertainty due to the limited number of toy MC replica. This uncertainty can
be estimated by artificial decorrelation of di↵erent number of C factors in one pair of toy
MC replicas. For example, for ⇢C

Z

C
W

+ calculation several components of toy MC replicas
from the full list (provided in Table A.1) can be decorrelated. It can be simply achieved
rearranging “Toy MC replica 1” and “2” for CZ , while the rest replicas for CZ , as well as
CW+ , stay on their original places.

The statistical accuracy of such determination depends on the number of possible
decorrelations. For a toy MC set with n replicas, this number is given by the amount of
derangements Dn e.g. permutation of the elements of a set, such that no element appears
in its original position.

Dn =!n , (6.19)

where !n is a subfactorial function, that defined as:

!n = n!
nX

i=0

(�1)i

i!
. (6.20)



6.5. THE TOY MONTE CARLO METHOD 99

For n � 1 subfactorial can be defined as:

!n =

"
n!

�

#
, (6.21)

where
⇥
n!
�

⇤
is the is the nearest integer function of n!

� , and � is the Euler’s constant.
For the toy MC sets with n ⇠ 100, Dn is a very large number allowing for detailed

statistical tests. In practice, far fewer number of permutations is required for su�ciently
accurate determination of the uncertainties. A method to obtain these permutations is
described below.

The first step of the method is cyclic permutations with no fixed points for all replicas
(left scheme in Figure 6.13). Number of such derangements is n � 1. The second step
consists in one by one permutation of the first element in the chain of the toy MC replica
with all other (except permutation with itself, and with element that stays at the original
position of currently first element) elements for each of n� 1 derangements (right scheme
in Figure 6.13). In such a way there are (n� 3)(n� 2)+ (n� 2� k) derangements at the
second step, where k = 0 if n is even, and k = 1 if n is odd. Described method produces
N derangements for n elements:

N = (n� 2)(n� 3) + (2n� 3� k) . (6.22)

Thereby, number of derangements for n = 100 is N = 9703.

Figure 6.13: Schematic representation of the method of permutation without fixed points
for n elements (left scheme shows clockwise cyclic permutations for all elements, right
scheme shows permutations of the first element with all other elements for each result of
clockwise cyclic permutations).
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Using the described method, the distributions for CZCZ , CZCW+ , and CZCW� cor-
relations, when all toy MC replicas are decorrelated, were obtained. Given distributions
for the electron identification are shown in Figure 6.14. The rest correlation distributions
are given in Appendix B. As expected, no correlation is observed on average, while the
spread of the results corresponds to the statistical uncertainty.
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Figure 6.14: Correlation of CZCZ , CZCW+ , CZCW� factors in case of full decorrelation
for all MC toys for electron identification source of systematics.

The correlation behaviour with the di↵erent number of decorrelated replicas for the
electron identification is given in Figure 6.15. It demonstrates a linear dependence of
the mean value of the correlation distribution as a function of the number of correlated
replicas. Similar behaviour was observed for electron isolation and trigger systematics
sources.
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Figure 6.15: Mean value of correlation distribution with di↵erent number of decorrelated
MC toys (for electron identification in Z ! e+e� channel.)
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syst. uncertainty deviation ( %)
Channel �

W

+

/�
W

� �
W

±/�
Z

e-channel 1.8 0.20
µ-channel 0.0 0.09
combined 0.0 0.05

Table 6.4: Deviation of systematic uncertainties (after variation of the correlation coe�cients within
its uncertainty) of the fiducial cross sections for the electron, muon and combined measurements.

The estimation of behaviour of the uncertainty on correlation factor is provided using
the r.m.s. values of the correlation distributions with di↵erent number of decorrelated
replicas. The r.m.s. as a function of expected correlation for the electron isolation are
shown in Figure 6.16. Similar results for the electron identification, trigger, as well as
muon trigger are shown in Figures B.2, B.3, and B.4, respectively.
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Figure 6.16: CZCZ (left), CW+CW+ (middle), CW�CW� (right) RMS as a function of
number of correlated toys for electron isolation systematics source.

For the electron and muon e�ciency scale factors, 100 toy MC experiments allow
to measure the correlation coe�cients with the accuracy of ⇠ 0.1% (⇠ 0.05%) for 0%
(80%) level of correlation. The impact of the correlation coe�cient uncertainties on
the systematic uncertainties on the cross-section ratios is estimated. The deviations of
systematic uncertainties from the central values of W/Z and W+/W� cross-section ratios
are obtained using the variation of correlation coe�cients within its uncertainty. Given
e↵ect is found to be negligibly small (see Table 6.4) and can be ignored, which means
that chosen number of toy MC replicas is su�cient for given measurements.
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Chapter 7

Systematics uncertainties on
correction factors

7.1 Systematic uncertainties on CZ factor (50 ns bunch
spacing)

7.1.1 Z ! e+e� analysis

Systematic uncertainties on the CZ correction factor for Z ! e+e� cross section mea-
surement with 50 ns bunch spacing data are introduced by the electron reconstruction,
identification, isolation, and trigger e�ciency scale factor uncertainties obtained with the
tag-and-probe method. Also uncertainties on the electron energy scale, resolution and
charge identification make contribution. Table 7.3 contains full list of systematic sources
and the corresponding contributions to CZ uncertainty. The total systematic uncertainty
on CZ factor is calculated as the sum in quadrature of uncertainties originated from dif-
ferent sources, since they are statistically independent. The names of the systematics in
Table 7.3 are similar to the original names provided by appropriate tools.

• Electron reconstruction systematic uncertainty is estimated by applying varia-
tions on the selection parameters (tag identification, Z-mass peak window, template
definition). Systematic uncertainty of SFReco on CZ is +0.77

�0.76%.

• Electron identification, isolation, and trigger systematics are estimated using
the combined toy MC method, as described in Section 6.5. Systematic uncertainties
of SFID, SFISO, SFTrig on CZ are +0.48

�0.48%, +0.29
�0.29%, and +0.05

�0.05%, respectively.

• Electron energy scale and resolution systematic uncertainties are obtained us-
ing the systematic variations in the energy calibration using the simplified scheme,

103
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where all the e↵ects are considered as fully correlated in ⌘ and summed in quadra-
ture. Systematic uncertainty of electron energy scale is +0.22

�0.23% and for energy
resolution is �0.02

+0.01%.

• Opposite charge requirement causes a systematic uncertainty due to the charge
identification ine�ciency. The electron charge can be misidentified in case if one
electron-candidate of the pair from Z decay emits photon which converts into an-
other electron pair before passing the inner tracker, whereupon one electron candi-
date (similarly charged as the second electron candidate from first pair) from the
second pair is reconstructed as high pT track. Such reconstructed track can be
associated with the calorimeter cluster, thereby selected event will contain two re-
constructed electron candidates with the same charge. Fraction of such events is
well predicted in signal MC (1.41 % in data vs 1.42 % in MC simulation). It is found
that sample with same-signed reconstructed electrons has background contamina-
tion below 10 % [154]. To cover potential background in the fraction of same-signed
events and di↵erence between the data and MC (0.01 %), the systematic uncertainty
of 0.15 % is assigned.

• Pileup scale factor for average number of pp interactions per bunch crossing, hµi,
is varied according to the ATLAS Tracking CP group recommendations (see Sec-
tion 6.4). The resulting pileup scale factor uncertainty on CZ factor is +0.009

�0.006%.

• PDF systematic uncertainty is the theoretical uncertainty based on CT10nlo cal-
culation, since Z signal MC is simulated with CT10nlo. This PDF set contains
26 free parameters therefore there are 52 uncertainties (up and down variations).
Total uncertainty is calculated by summing all eigenvectors in quadrature. Brake
down of all eigenvectors as well as a total PDF uncertainty for CZ and AZ factors
is presented in Table 7.1.

The central value of CZ factor for electron channel with 50 ns bunch spacing data is 0.552,
while its the total uncertainty is +1.0

�0.99%. The main contribution to CZ uncertainty comes
from the electron reconstruction and identification e�ciencies.

7.1.2 Z ! µ+µ� analysis

The uncertainties on CZ factor for Z ! µ+µ� analysis originate from the lepton-related
e�ciency systematics as well as pileup and PDF determination. The lepton systematic
uncertainties are based on estimations and recommendations provided by the ATLAS
Muon CP group [159].

• Muon reconstruction systematic uncertainty arises due to the several limitations
of measurement: 1) statistical limitation for tracks with pT much higher or lower
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Eigenvector C

Z

Up(%) C

Z

Down(%) A

Z

Up(%) A

Z

Down(%)

1 -0.002 0.002 -0.218 0.200

2 -0.001 0.000 0.105 -0.115

3 0.013 -0.012 -0.001 -0.008

4 0.018 -0.024 0.235 -0.327

5 -0.003 0.004 -0.096 0.127

6 -0.006 0.004 -0.174 0.104

7 -0.043 0.077 -0.449 0.720

8 0.002 -0.001 -0.081 0.067

9 -0.002 0.006 0.229 -0.058

10 0.036 -0.013 0.538 -0.188

11 0.051 -0.027 0.316 -0.158

12 0.013 0.015 0.240 0.005

13 0.003 -0.005 -0.008 0.008

14 -0.016 0.013 -0.259 0.142

15 -0.012 0.010 -0.078 0.069

16 0.012 -0.003 0.081 0.022

17 -0.004 0.003 -0.006 -0.023

18 0.044 0.019 0.416 0.185

19 0.010 -0.009 0.146 -0.090

20 0.009 0.030 0.222 0.260

21 -0.040 0.037 -0.454 0.369

22 -0.010 0.011 -0.148 0.175

23 0.026 -0.032 0.312 -0.314

24 0.044 -0.010 0.324 -0.122

25 0.022 -0.018 0.206 -0.289

26 0.048 -0.004 0.547 -0.477

Total uncertainty 0.145 -0.085 1.470 -1.102

Table 7.1: Summary of the di↵erent variations of PDF contributing to the uncertainty on CZ and AZ

for electron final states (for 50ns analysis).

than 50 GeV (causes significant e↵ect of +0.61
�0.61% uncertainty), 2) biases introduced

through the tag-and-probe method for muon e�ciency definition related to discrep-
ancy between probe and truth-level e�ciencies at muon spectrometer crack region,
|⌘| < 0.1, for low pT which was propagated to e�ciency scale factor, 3) systematic
uncertainty due to transfer factor T [160] used for estimation of multijet background,
4) systematic uncertainty on the cone size �R around the probe is estimated by
varying central value 0.05 between 0.025 and 0.1. Given systematic sources for muon
reconstruction introduce 0.64

�0.64% uncertainty on CZ factor.

• Muon isolation scale factor uncertainty is estimated by varying related selection
criteria: 1) Z-mass window, 2) isolation working point for tag and quality of the
probe, 3) �R between two muons and between the probe muon and closest jet (for
background events), 4) transfer factor T . All sources used for variations are taken
as uncorrelated, therefore resulting isolation scale factor uncertainty calculated as
sum in quadrature and found to be +0.29

�0.29%.

• Muon Trigger statistical uncertainty is estimated using the toy MC method and
found to be +0.1

�0.1% . The systematic component is +0.17
�0.17%.

• Muon energy scale and resolution systematic uncertainties are estimated using
the variations for parameters of reconstructed muons in the inner detector (ID) and
muon spectrometer (MS) : 1) M ID,MS

µµ window variation to take into account ISR
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Eigenvector C

Z

Up(%) C

Z

Down(%) A

Z

Up(%) A

Z

Down(%)

1 -0.003 0.002 -0.218 0.200

2 0.001 -0.001 0.105 -0.115

3 -0.002 0.001 -0.000 -0.008

4 0.004 -0.005 0.235 -0.328

5 -0.002 0.003 -0.096 0.127

6 -0.003 0.001 -0.175 0.104

7 -0.003 0.003 -0.449 0.720

8 -0.001 0.001 -0.082 0.067

9 0.009 -0.004 0.227 -0.058

10 0.007 -0.002 0.537 -0.187

11 -0.002 0.002 0.315 -0.158

12 0.006 -0.004 0.240 0.005

13 -0.000 0.001 -0.008 0.008

14 -0.004 0.002 -0.259 0.142

15 0.001 -0.001 -0.079 0.070

16 -0.002 0.003 0.081 0.023

17 -0.002 0.000 -0.006 -0.023

18 -0.002 0.004 0.416 0.185

19 0.002 -0.001 0.146 -0.090

20 0.001 0.002 0.223 0.259

21 -0.005 0.003 -0.453 0.370

22 -0.003 0.003 -0.147 0.175

23 0.003 -0.003 0.311 -0.313

24 0.002 -0.001 0.324 -0.121

25 -0.000 -0.002 0.205 -0.275

26 0.004 -0.002 0.547 -0.477

Total uncertainty 0.017 -0.013 1.469 -1.097

Table 7.2: Summary of the di↵erent variations of PDF contributing to the uncertainty on CZ and
AZ for muon final states (for 50ns analysis).

and FSR for events far from Z mass peak, 2) background normalization variation
(tt̄, ZZ, Z ! ⌧⌧) by factor of 2 and 0.5, 3) simultaneously up(down) variation of
correction factors for ID and MS reconstructed pT of muons, 4) separate ID and
MS resolution variation which provides over/under smearing of muon tracks with
regard to nominal correction.

• Pileup scale factor for average number of pp interactions is varied in the same way
as for electron channel. Pileup systematic uncertainty is estimated at the level of
�0.01
�0.03%.

• PDF systematic uncertainty is based on CT10 PDF set with 26 eigenvectors and
estimated using similar approach as for electron channel. The detailed list of all
eigenvectors for CZ and AZ with the total uncertainty is shown in Table 7.2.

Table 7.4 contains full list of muon systematics. The main contribution to the total
systematic uncertainty on CZ factor is provided by the muon reconstruction and isolation
sources. The central value of CZ factor for muon channel with 50 ns bunch spacing data
is 0.711, and its total uncertainty is +1.05

�1.05%.
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Parameter
50ns 25ns

Up(%) Down(%) Up(%) Down(%)

Statistics 0.05 -0.05 0.03 -0.03

EG RESOLUTION ALL 1 -0.02 0.01 -0.04 0.01

EG SCALE ALL 1 0.22 -0.23 0.24 -0.25

EL EFF ID COMBMCTOY 1 0.48 -0.48 0.38 -0.38

EL EFF Iso COMBMCTOY 1 0.29 -0.29 0.14 -0.14

EL EFF Reco TotalCorrUncertainty 1 0.77 -0.76 - -

EL EFF Reco COMBMCTOY 1 - - 0.05 -0.05

EL EFF Trig COMBMCTOY 1 0.05 -0.05 0.01 -0.01

Opposite charge requirement -0.15 0.15 -0.15 0.15

Z p

T

mismodeling - - -0.07 0.07

Pileup 0.01 -0.01 0.01 -0.01

PDF 0.14 -0.08 0.10 -0.10

Total 1.00 -0.99 0.51 0.52

Table 7.3: Summary of the di↵erent terms contributing to the uncertainty on CZ for electron final
states.

7.2 Systematic uncertainties on CZ factor (25 ns bunch
spacing)

7.2.1 Z ! e+e� analysis

Most of the systematic sources for Z-boson measurement with 25 ns data are similar to
50 ns analysis. The pZT mismodelling is only the additional source. Its e↵ect is estimated
at the level of 0.07% and included into CZ systematic sources list. Calculation of electron
reconstruction e�ciency scale factor uncertainty is performed using the toy MC method
unlike to 50 ns analysis where the selection criteria variations are applied. Uncertainties
introduced by the electron identification, isolation and trigger e�ciency scale factors are
also estimated with the toy MC method. The PDF systematic uncertainty calculation is
based on NNPDF3.0 set with 100 MC replicas. The total PDF uncertainty on CZ factor
is +0.1

�0.1%. More details on systematic sources and methods of their evaluation for 25 ns
analysis can be found in Ref. [124].

Table 7.3 contains uncertainties on CZ factor introduced by each systematic source.
The total systematic uncertainty is found to be two times smaller comparing to 50 ns
analysis result, mostly due to applying toy MC method for electron reconstruction e�-
ciency uncertainty and reducing statistical component. The central value for CZ factor is
0.5536, while its total uncertainty is +0.51

�0.52%.

7.2.2 Z ! µ+µ� analysis

The muon track to vertex association and pZT mismodelling are the two additional sys-
tematic sources, compared to 50 ns analysis, where the first was found to be negligible.
For PDF uncertainty estimation the NNPDF3.0 PDF set is used. The detailed list of
systematics for muon channel is provided in Table 7.4. The central value for CZ factor is
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Parameter
50ns 25ns

Up(%) Down(%) Up(%) Down(%)

Statistics 0.05 -0.05 0.04 -0.04

MUONS ID 1 -0.05 -0.01 -0.01 -0.00

MUONS MS 1 -0.01 0.00 -0.01 -0.00

MUONS SCALE 1 -0.07 0.06 -0.07 0.04

MUON EFF STAT 1 0.61 -0.61 0.33 -0.33

MUON EFF SYS 1 0.64 -0.64 0.59 -0.59

MUON EFF TrigSystUncertainty 1 0.17 -0.17 0.12 -0.12

MUON EFF TrigStatTOYUncertainty 1 0.10 -0.10 0.03 -0.03

MUON ISO STAT 1 0.49 -0.48 0.07 -0.07

MUON ISO SYS 1 0.22 -0.21 0.40 -0.40

MUON TTVA STAT 1 - - 0.00 0.00

MUON TTVA SYS 1 - - 0.00 0.00

Opposite charge requirement -0.00 0.00 -0.00 0.00

Z p

T

mismodeling - - -0.03 0.03

Pileup -0.01 -0.03 -0.01 -0.03

PDFCT10 0.02 -0.01 0.02 -0.02

Total 1.05 -1.05 0.80 0.81

Table 7.4: Summary of the di↵erent terms contributing to the uncertainty on CZ for muon final states.

0.7064, while its total uncertainty is 0.80
�0.81%. More details on systematic sources for 25 ns

data analysis can be found in Ref. [124].

7.3 Systematic uncertainties on AZ and EZ factors

The AZ extrapolation factors for 50 ns and 25 ns analyses are computed using the the-
oretical predictions for total and fiducial cross sections, as it is explained in Section 5.2.
Similarly to

p
s = 13 TeV analyses, the AZ factors for measurements at

p
s = 7 TeV andp

s = 8 TeV are calculated using the DYTURBO program and CT14NNLO PDF set to
achieve the uniformed ratio calculations of total Z-boson cross sections. The NLO EW
corrections are also estimated with FEWZ3.1.

The statistical uncertainties on AZ factors are negligible, whereas main role in system-
atic uncertainty plays limited knowledge of proton PDFs. There are systematic sources
that are taken into account in AZ calculation: PDF, scale and ↵s.

• PDF uncertainty is estimated using the “up” and “down” variations for each of
26 eigenvectors of CT14NNLO PDF set. “Up” variations can provide negative
uncertainty and vice versa for some eigenvectors, therefore “up” uncertainty for
each eigenvector is taken as a biggest positive signed value from the up/down pair
and the “down” is the smallest negative signed value. “Up” uncertainties added in
quadrature provide the total “up” PDF uncertainty, while the same sum of “down”
uncertainties is the total “down” PDF uncertainty with minus sign. Such calculation
represents the envelope of the PDF variations.

• Scale uncertainty is estimated by the envelope of the scale variations where the
scales are changed by a factor of two. Variations of µf and µr are done separately
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Ai
Z/A

j
Z A8TeV

Z /A13TeV
Z A7TeV

Z /A13TeV
Z A7TeV

Z /A8TeV
Z

value 1.180± 0.004 1.279± 0.006 1.084± 0.002

Table 7.5: AZ factors ratio at di↵erent center-of-mass energies with the total uncertainty.
A13TeV

Z factor corresponds to 25ns data analysis.

as well as simultaneously and both e↵ects are taken into account.

• Uncertainty due to the ↵s is estimated by varying ↵s by ± 0.001. The total un-
certainty due to the ↵s is calculated as sum in quadrature of resulting “up” and
“down” uncertainties.

All uncertainties are rescaled from 90% CL to 68% CL. The resulting AZ factors with
the total uncertainty for all center-of-mass energy are shown in Table 5.3. For the Z
boson total cross section ratios at di↵erent center-of-mass energies, ratios Ai

Z/A
j
Z , where

i, j - di↵erent
p
s, are calculated. The PDF uncertainties on the AZ ratios are computed

eigenvector-by-eigenvector. The uncertainty for k eigenvector of Ai
Z/A

j
Z ratio is calculated

using the formula

�

✓
Ai

Z

Aj
Z

◆

k

=
(�i

centr +��i,k
PDF )fid · (�i

centr +��j,k
PDF )tot

(�i
centr +��i,k

PDF )tot · (�i
centr +��j,k

PDF )fid
� �i

centr,fid · �j
centr,tot

�i
centr,tot · �j

centr,fid

, (7.1)

where �centr is the central value of the cross section calculated with DYTURBO, ��k
PDF

is the uncertainty for eigenvector with index k (up and down variation for the same
eigenvector has di↵erent k index). The total PDF uncertainty on the AZ factors ratio
is estimated as an envelope of all eigenvectors. The symmetrized PDF uncertainty is
calculated as ��sym = 1

2

�
��up ���down

�
, where ��up is the positive signed total “up”

uncertainty and ��down is the negative signed total “down” uncertainty.
The components of uncertainties from scale and ↵s variations are uncorrelated between

fiducial and total phase spaces and not included into Ai
Z/A

j
Z uncertainty. The results of

acceptance factors ratio at di↵erent center-of-mass energies with the total uncertainties
are given in Table 7.5.

The systematic uncertainties for EZ factors are estimated following similar approach.
Therefore, EZ uncertainty for k eigenvector of the PDF set is defined as

�(EZ)k =
�13TeV vol
centr,fid +��13TeV vol

fid,k

�meas vol
centr,fid +��meas vol

fid,k

� �13TeV vol
centr,fid

�meas vol
centr,fid

, (7.2)

where ��13TeV (meas) vol
fid,k is the uncertainty of PDF eigenvector with index k. The resulting

EZ factors with the total uncertainties are given in Table 5.3.
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Chapter 8

Kinematic distributions and
background-subtracted events

8.1 Kinematic distributions

Kinematic distributions of selected leptons and reconstructed Z-bosons in the Z ! `+`�

channels are provided separately for 50 ns and 25 ns bunch spacing conditions. The data
distributions are compared to Z ! e+e� and Z ! µ+µ� Monte Carlo (MC) simulated
samples, generated with POWHEG+Pythia (details are in Section 4.2), and the back-
ground expectations. All electroweak and tt̄ backgrounds are taken from MC simulations,
whereas QCD multi-jet contribution is extracted using the data-driven method. The data-
to-expectations comparison plots (also referred to as control distributions) do not include
W and multi-jet background contributions for both Z ! e+e� and Z ! µ+µ� channels
with 50 ns and 25 ns data analyses due to their negligible contributions. The control
distributions for diboson simulated data (WZ ! qqll, ZZ ! qqll, WW ! l⌫l⌫) are
combined together to emphasize their contribution and compatibility with the tt̄ deposit.
The non-negligible Z ! ⌧⌧ background fraction is also shown in the control distributions.
The background processes for electron and muon channels for both bunch spacing data
samples are heavily suppressed and, therefore, are not visible on the distributions on a
linear scale.

The plots show the MC samples stacked on top of each other and compared to the
black data points. The signal MC simulations are normalised to the measured cross sec-
tions. The remaining simulations are normalised to the predictions of the highest-order
available QCD calculations with uncertainties provided in Table 4.3. The contribution of
all systematic uncertainties, described in Section 7, for the signal distributions are com-
bined with the background expectation uncertainties and plotted as the shaded band at
the data to prediction ratio part for each control distribution. The statistical uncertainty
contributions are shown on the data point. The luminosity and beam energy uncertainties

111
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are not included into the control distributions.

8.1.1 Kinematic distributions for 50 ns bunch spacing data

The transverse momentum distributions of the electrons and muons are shown in Fig-
ure 8.1 on a linear scale. Monte Carlo simulation describes data well in full pT spectrum
although statistics are poor in the tail of the distributions. The pT -distributions for elec-
trons and muons have a maximum in the region of ⇠ 43 GeV and fall steeply. The
contribution of background processes is higher in the low-pT region and decreases steadily
with pT . The ⌘-distributions for electron and muon candidates are shown in Figure 8.2.
The pseudo-rapidity distributions demonstrate the expected shape for highly energetic
events, which are typically central. Most of the entries are at small absolute values of
pseudo-rapidity ⌘ and the distributions falls towards larger absolute values. The small dip
in the muon ⌘-spectrum in the region |⌘| < 0.1 is expected and corresponds to the Muon
Spectrometer crack region (see Section 3.2.5). Due to the coarse bin width of the distribu-
tions, driven by the e�ciency scale factors binning, the empty regions of 1.37 < |⌘| < 1.52
cut are not observed for electron pseudo-rapidity. Discrepancies observed at high |⌘e| for
both electrons and muons are also due to mismatch of the binning for the control plots
and e�ciency scale-factor distributions. The reconstructed dilepton invariant mass distri-
butions, shown in Figure E.2, are sensitive to the track momentum scale and resolution
since the dilepton mass is reconstructed using the measured lepton momenta. Thus, the
systematic uncertainty bands for both channels are dominated by corresponding lepton
energy (momentum) scale and resolution variation. Therefore, the wider uncertainty band
for dielectron than for dimuon invariant mass is due to the di↵erence in uncertainty in-
troduced by energy scale for electrons and momentum scale for muons. The top processes
shows a flat distribution in m``, while spectrum for Z ! ⌧+⌧� have a monotonously
falling shape. The invariant mass for the diboson processes naturally features a peak at
the Z-mass. The transverse momentum of the lepton pair, determined using pT of each
leptons, is given in Figure 8.4. Similarly to single lepton pT distributions, it demonstrates
increasing of uncertainties as well as discrepancy between the data and MC simulated
distribution in the high-pT region due to statistical limitations. The background con-
tribution is also dominated in the region of low pT . All control distributions for data
and MC simulations show a good agreement within the uncertainties. More kinematic
distributions with data to MC comparison are given in Appendix E.

8.1.2 Kinematic distributions for 25 ns bunch spacing data

Since the 25 ns bunch spacing data set contains higher statistics, the data point fluc-
tuations as well as statistical uncertainties in the tails of p`T and p``T distribution are
reduced compared to similar results with 50 ns data. The total systematic uncertainty
is reduced due to the implementation of Toy MC method for broader list of systematic
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Figure 8.1: Lepton transverse momentum distributions from the Z ! e+e� selection
(left) and the Z ! µ+µ� selection (right). Systematic uncertainties for the signal and
background distributions are combined in the shaded band, and statistical uncertainties
are shown on the data points. Luminosity uncertainties are not included. There are two
lepton entries in the histogram for each candidate event.
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Figure 8.2: Lepton pseudo-rapidity distribution from the Z ! e+e� selection (left) and
the Z ! µ+µ� selection (right). Systematic uncertainties for the signal and background
distributions are combined in the shaded band, and statistical uncertainties are shown on
the data points. Luminosity uncertainties are not included. There are two lepton entries
in the histogram for each candidate event.
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Figure 8.3: Dilepton mass distribution after the Z ! e+e� selection (left) and the
Z ! µ+µ� selection (right). Systematic uncertainties for the signal and background
distributions are combined in the shaded band, and statistical uncertainties are shown on
the data points. Luminosity uncertainties are not included.
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Figure 8.4: Z boson transverse momentum distribution after the Z ! e+e� selection
(left) and the Z ! µ+µ� selection (right). Systematic uncertainties for the signal and
background distributions are combined in the shaded band, and statistical uncertainties
are shown on the data points. Luminosity uncertainties are not included.
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sources comparing to the analysis of 50 ns data. The comparison of measured and MC
simulated distributions for lepton transverse momentum as well as invariant mass and
transverse momentum of lepton pair is given in Figures 8.5, 8.6, and 8.7, respectively,
and demonstrate a high level of agreement. Moreover, control distributions obtained with
25 ns and 50 ns data sets show similar shape indicating good compatibility among the
measurements. More control distributions obtained with 25 ns data are given in Ref. [124].
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Figure 8.5: Lepton transverse momentum distributions from the Z ! e+e� selection
(left) and the Z ! µ+µ� selection (right). The systematic uncertainties for the signal
and background distributions are combined in the shaded band, and the statistical un-
certainties are shown on the data points. The luminosity uncertainties are not included.
There are two lepton entries in the histogram for each candidate event. The systematic
error bands and statistical uncertainties are often hidden by the symbols and lines.

8.2 Background-subtracted Z candidate events

Given that for all the control distributions the data is well described by the simulation,
the number of background subtracted event candidates can be calculated. Table 8.1 sum-
marises the numbers of observed candidate events for the Z ! e+e�, Z ! µ+µ� channels
with 50 ns and 25 ns data. It also contains the number of expected background events
from both the multi-jet and electroweak including top processes as well as the number of
background-subtracted signal events. The higher statistics in the 25 ns data set allowed
to determine the multi-jet background expectations more precisely. The multi-jet back-
ground is estimated to have less than 0.1% contribution for 50 ns data and less than 0.01%
for 25 ns data. However, the level of multi-jet background is neglected in both cases. For
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Figure 8.6: Dilepton mass distribution after the Z ! e+e� selection (left) and the
Z ! µ+µ� selection (right). The systematic uncertainties for the signal and background
distributions are combined in the shaded band, and the statistical uncertainties are shown
on the data points. The luminosity uncertainties are not included. The systematic error
bands and statistical uncertainties are often hidden by the symbols and lines.
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Figure 8.7: Z boson transverse momentum distribution after the Z ! e+e� selection
(left) and the Z ! µ+µ� selection (right). The systematic uncertainties for the signal
and background distributions are combined in the shaded band, and the statistical un-
certainties are shown on the data points. The luminosity uncertainties are not included.
The systematic error bands and statistical uncertainties are often hidden by the symbols
and lines.
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Data Channel
Observed EW + top Multijet Background-subtracted
candidates background background candidates

value ± stat ± syst value ± stat ± syst ± lumi

50 ns
e+e� 35009 144± 1± 8 < 0.1% 34865± 187± 7± 3
µ+µ� 44898 191± 1± 10 < 0.1% 44707± 212± 9± 4

25 ns
e+e� 1,367,026 6344± 43± 761 < 0.02% 1, 360, 682± 1169± 762± 133
µ+µ� 1,735,197 7500± 48± 952 < 0.02% 1, 727, 698± 1317± 953± 158

Table 8.1: Number of observed candidate events for the electron end muon channels with
50 ns and 25 ns data. Fractions of electroweak (EW) plus top background events are
showed with statistical and systematic uncertainty, additional 2.1% uncertainty on the
luminosity determination is applicable. The multi-jet background estimations are listed
in percentage.

the background-subtracted event candidates the statistical uncertainty is quoted first,
followed by the total systematic uncertainty, derived from the electroweak plus top and
multi-jet background, considering the sources as uncorrelated. The luminosity determina-
tion uncertainty of 2.1% is applicable to the electroweak and top backgrounds and is given
for the background-subtracted events. The increase of background-subtracted candidates
for 25 ns data set comparing to 50 ns data in both channels is proportional to the increase
of the luminosity.



118CHAPTER 8. KINEMATIC DISTRIBUTIONS AND BACKGROUND-SUBTRACTED EVENTS



Chapter 9

Analysis of correlations and
combinations

The correlation model for systematic uncertainties is an important component for the
evaluation of the combined cross section for Z ! e+e� and Z ! µ+µ�, for the Z-boson
measurements, as well asW+ ! e+⌫e, W� ! e�⌫̄e, W+ ! µ+⌫µ, andW� ! µ�⌫̄µ for the
W -boson measurements. Moreover, the level of correlation between the systematic sources
plays a key role in the uncertainty cancellation in the cross-section ratio calculation. These
correlations arise from the use of electrons, muons, or Emiss

T reconstructed in the same
way for di↵erent channels, but also due to similar or identical analysis techniques, e.g. in
the signal and background estimation.

9.1 W and Z correlation model

Given that the same tools were used for the lepton selection in the Z and W analyses
of 50 ns bunch spacing data, the lepton-related systematic sources for the same flavour
channels are treated as correlated. Thus the muon reconstruction, identification, isolation,
momentum scale, and trigger systematic sources are correlated between the Z ! µ+µ�,
W+ ! µ+⌫µ and W� ! µ�⌫̄µ measurements. The muon trigger systematic uncertainties
are estimated using the Toy MC method for both of the W and Z analyses, as described
in Section 6.5, and due to di↵erences in the p`T and

��⌘`
�� distributions the correlation is

found to be below 100% level. The charge-dependent part of the trigger systematics for
the W+ and W� muon channels is taken into account separately and treated as correlated
between W+ / W�, and uncorrelated with the Z channel.

The correlations for lepton reconstruction, identification, isolation, and trigger system-
atics for the electron channels Z ! e+e�, W+ ! e+⌫e, and W� ! e�⌫̄e are estimated
with the Toy MC method, and the correlation coe�cients are given in Section 6.5. Each
of these systematic uncertainty sources is represented with three nuisance parameters,

119
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where the first two are correlated components and the third is anti-correlated. The other
two electron-related systematics, electron energy scale and resolution, are treated as 100%
correlated between all three channels. All discussed lepton-related sources are naturally
uncorrelated between the electron and muon channels.

The systematic uncertainties which a↵ect only the W± measurements, such as jet-
related sources (jet energy scale, reconstruction, resolution, vertex tagging) and missing
energy reconstruction, are treated as fully correlated between all four channels for W
decay. Such an approach is used following the pre-recommendations based on the 2012 jet
energy scale uncertainties [162]. For the Emiss

T reconstruction for both electron and muon
channels the METSystematicsTool tool was used, where the systematics were estimated
using di↵erent Monte Carlo generators instead of data-driven techniques.

The systematic uncertainties from the electroweak and top background estimations
are treated as uncorrelated between the W and Z analyses, and fully correlated among
di↵erent flavour decay channels of the W and Z boson. The multi-jet background for the
W channels is non-negligible. It is described by 10 nuisance parameters, 5 parameters
per each lepton flavour. The 5 parameters are split into 3 correlated and 2 anti-correlated
components. Details of the multi-jet background correlation model for the W channels
are given in Ref. [154].

Two of the systematic sources, PDF and Pileup, are taken as fully correlated between
all six channels. Both the W and Z analyses use the CT10nlo PDF set with 26 eigenvector
variations. The common methodology for evaluating the pileup uncertainty for the W and
Z channels was used, and is described in Section 6.4. The same normalisation uncertainty
due to the luminosity calibration, as well as beam energy uncertainty, are excluded for
the combination of the channels.

The simplified form of the correlation model with a grouped list of systematic sources is
given in Table 9.1, and the values of these uncertainty sources are listed in Table 9.2. The
correlation between the electron and muon decay channels of the W boson is introduced
mainly by the jet- and lepton-related systematics, whereas the correlation between the
W+ and W� measurements with the same decay channel is based on jet-related and
multi-jet background systematic sources. The dominant contribution to the correlation
between the electron and muon channels for Z boson decays, as well as the correlation
between the W and Z measurements, originates from the lepton-related systematics. The
groups listed in Tables 9.1 and 9.2 are represented by several nuisance parameters. A
full list of the nuisance parameters for the di↵erent decay modes is given in Appendix C.

The introduced correlation model allows the combination of the electron and muon
decay channels, as well as the opposite charge W channels. The combination procedure
is described in Section 9.3. The correlation coe�cients between the combined channels
were also assessed (see Section 9.4).
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Source
Muon channel Electron channel

Z W+ W� Z W+ W�

Beam energy A A A A A A

Muon trigger A A⇤ A⇤ — — —

Muon reconstruction/ID A A A — — —

Muon isolation A A A — — —

Muon momentum scale A A A — — —

Electron trigger — — — A A A

Electron reconstruction/ID — — — A A A

Electron isolation — — — A A A

Electron energy scale — — — A A A

Jet-related — A A — A A

Emiss
T reconstruction — A A — A A

EWK + top bkg A B B A B B

Multi-jet bkg — A A — B B

PDF A A A A A A

Pileup A A A A A A

Table 9.1: The correlation model for the grouped systematic uncertainties for the mea-
surements of Z and W -boson production. The entries in di↵erent rows are uncorrelated
with each other. Entries within a row with the same letter are fully correlated. Entries
within a row with a starred letter are mostly correlated with the entries with the same
letter (most of the individual sources of uncertainties within a group are taken as corre-
lated). Entries with di↵erent letters within a row are either fully or mostly uncorrelated
with each other.
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Source
Muon channel Electron channel

�fidZ [%] �fidW+ [%] �fidW� [%] �fidZ [%] �fidW+ [%] �fidW� [%]
Muon trigger 0.2 0.6 0.6 — — —
Muon reconstruction/ID 0.9 0.4 0.4 — — —
Muon isolation 0.5 0.3 0.3 — — —
Muon momentum scale 0.1 0.1 0.1 — — —
Electron trigger — — — 0.1 0.3 0.3
Electron reconstruction/ID — — — 0.9 0.4 0.4
Electron isolation — — — 0.5 0.3 0.3
Electron energy scale — — — 0.1 0.1 0.1
Jet-related — 1.6 1.7 — 1.7 1.7
Emiss

T reconstruction — 0.1 0.1 — 0.1 0.1
EWK + top bkg 0.03 0.27 0.35 0.03 0.13 0.14
Multijet bkg — 0.9 1.1 — 2.0 3.3
PDF <0.1 0.1 0.1 0.1 0.1 0.1
Pileup modelling <0.1 0.2 0.2 <0.1 0.4 0.3

Table 9.2: Systematic uncertainties, �, in % for the measurement of Z and W -boson
production. Values listed as “—” have no corresponding uncertainty.

9.2 tt̄ and Z correlation model

The correlation between the Z boson and tt̄ cross-section measurements at di↵erent center-
of-mass energies is expected to be more complicated than the correlation model for the
W and Z measurements at the same

p
s. 1 The correlation model is given in a simplified

form in Table 9.3. The groups listed in the table may be represented by a single source,
or by several individual sources, of systematic uncertainties (nuisance parameters). The
size of the uncertainties is summarized in Table 9.4. The groups of sources are:

• Luminosity: this uncertainty is considered to be correlated for the measurements
performed at the same center-of-mass energy. This is ensured by using the same
luminosity database-tag and similar data-quality requirements as used for the mea-
surements. It is taken as uncorrelated between measurements at di↵erent

p
s, as

the luminosity uncertainties are dominated by machine optics related e↵ects and
variations of the luminosity calibrations with time, and is therefore considered un-
correlated between 2011 and 2012 of run-I and run-II.

1Since the luminosity and beam energy uncertainties are not negligible for all measurements and can
provide dominant contribution to some of cross-section ratios, they must be taken into account in the
construction of the correlation model.
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• Beam energy: this uncertainty is 0.66% of the beam-energy value [125] and is
considered to be fully correlated for all data sets 2.

• Muon and electron trigger: these uncertainties are introduced by using a sin-
gle nuisance parameter for the tt̄ cross section measurements at

p
s = 7 TeV andp

s = 8 TeV. This nuisance parameter is treated as uncorrelated to the trigger
uncertainties for the tt̄ measurement at

p
s = 13 TeV and for all Z-boson measure-

ments. The other measurements of Z boson production at
p
s = 13, 8 and 7 TeV,

and tt̄ at
p
s = 13 TeV are treated as correlated between themselves.

• Muon reconstruction and identification: the treatment of these uncertainties is
fully synchronised, in terms of selection methods and tools, for the Z and tt̄ mea-
surements at

p
s = 13 TeV. Therefore, these measurements are considered to be cor-

related. The Z-boson measurements at
p
s = 7 TeV and

p
s = 8 TeV are treated as

uncorrelated with each other, and with all tt̄ measurements. The muon reconstruc-
tion and identification uncertainties between tt̄ measurements at

p
s = 7 TeV andp

s = 8 TeV are assumed to be correlated due to the similarity of the reconstruction
algorithms.

• Muon isolation: this is a small source of uncertainty for all Z-boson measurements,
and similar between them, thus it is considered to be correlated among all center-
of-mass energies. For the tt̄ analysis, the muon isolation is determined in-situ, to
account for a di↵erent hadronic environment, with a significant statistical uncer-
tainty. Thus, it is considered to be uncorrelated among the tt̄ measurements at
di↵erent

p
s as well as to the Z-boson measurements.

• Muon momentum scale: this is a moderate source of uncertainty for all measure-
ments. It is validated in-situ by comparing the invariant mass distributions of muon
pairs in data and simulation. Similar levels of agreement are observed for all data-
taking periods, and thus all measurements are considered to be correlated.

• Following similar line of reasoning as in muon case, the electron trigger uncertainties
are taken as correlated between all Z-boson and tt̄ measurements at

p
s = 13 TeV,

but uncorrelated to the other tt̄ measurements. The electron trigger uncertainty is
sub-dominant for all measurements.

• The treatment for electron reconstruction and identification uncertainties is fully
synchronised for the

p
s = 13 TeV data analyses thus, these measurements are

considered to be correlated. Furthermore, the Toy MC method was used for the
electron reconstruction and identification uncertainty estimation for both the Z and
tt̄ measurements with 13 TeV data. Therefore, these measurements are not 100%

2The relative uncertainty on the beam energy is updated in 2017 and determined to be 0.1%.
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correlated, and introduce additional nuisance parameters. The level of correlation
between the measurements for electron reconstruction and identification is shown in
Figure 6.12. The Z-boson measurements at

p
s = 7 TeV and 8 TeV are considered

to be uncorrelated with each other, and to the tt̄ measurement at run-I, and to thep
s = 13 TeV measurements, due to the di↵erence in algorithms used. As long as

identical reconstruction techniques and identification working points are used in the
tt̄ measurements at

p
s = 7 TeV and 8 TeV, the corresponding systematic sources

are taken as correlated.

• The electron isolation and energy scale uncertainties are treated similarly to the
muon isolation and momentum scale, respectively.

• Jet energy scale: this uncertainty only a↵ects the tt̄measurements, and is described
by several nuisance parameters. The uncertainty is correlated for

p
s = 7 TeV and

8 TeV data, following the prescription in Ref. [75], and mostly uncorrelated with
13 TeV data, in part due to the in-situ corrections. The impact of this source on
the tt̄ measurements is small.

• B � tagging also only a↵ects the tt̄ measurements. This source is considered to be
correlated for

p
s = 7 TeV and 8 TeV data, but uncorrelated with the

p
s = 13 TeV

data, since the installation of the new insertable B-layer in the inner detector and
re-optimised b-tagging algorithms used at

p
s = 13 TeV resulted in significantly

improved B-tagging performance.

• The background is treated as fully correlated for all
p
s within a given process.

The main uncertainty for this source is driven by the theoretical uncertainties in
the cross sections of the background processes. The leading background sources are
very di↵erent for the Z-boson and tt̄ measurements.

• The signal modelling uncertainty is small for the fiducial Z-boson measurements.
The extrapolation factor from fiducial to total cross section, AZ , however, has a
sizeable uncertainty which is treated as correlated for data at di↵erent

p
s values.

The signal modelling is the leading source of uncertainty for the tt̄ measurements.
It is considered to be to be correlated between the

p
s = 7 TeV and

p
s = 8 TeV

measurements. An additional source of uncertainty is included only for the tt̄ mea-
surement at

p
s = 13 TeV, due to the level of agreement observed in events with at

least three b-tagged jets [175]. Therefore, the signal modelling for the tt̄ measure-
ment at

p
s = 13 TeV, is represented with a starred letter in Table 9.3, and is less

correlated to the
p
s = 7 TeV and

p
s = 8 TeV results.

Tables 9.3 and 9.4 indicate that the main contribution to the correlation between the Z
and tt̄measurements at the same center-of-mass energy is expected to be from the luminos-
ity uncertainty, while the beam energy, lepton momentum and energy scale uncertainties
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��fid
Z ��tot

tt̄

Source /
p
s [TeV] 13 8 7 13 8 7

Luminosity A B C A B C
Beam energy A A A A A A
Muon (lepton) trigger A A⇤ A A B B
Muon reconstruction/ID A B C A D D
Muon isolation A A A B C D
Muon momentum scale A A A A A A
Electron trigger A A A A — —
Electron reconstruction/ID A B C A D D
Electron isolation A A — B C D
Electron energy scale A A A A A A
Jet energy scale — — — A B B
B-tagging — — — A B B
Background A A A B B B
Signal modelling (incl. PDF) A A A B⇤ B B

Table 9.3: The correlation model for the systematic uncertainties, �, of the measure-
ments of Z-boson and tt̄ production at

p
s = 13, 8 and 7 TeV. Entries in di↵erent rows

are uncorrelated with each other. Entries within a row with the same letter are fully cor-
related. Entries within a row with a starred letter are mostly correlated with the entries
with the same letter (most of the individual sources of uncertainties within a group are
taken as correlated). Entries with di↵erent letters within a row are either fully or mostly
uncorrelated with each other.

dominantly contribute to correlation among Z and tt̄ at di↵erent
p
s. The correlation

between the Z and tt̄ measurements at
p
s = 13 TeV mostly arise from the lepton-related

systematic uncertainties, since the lepton selection for these two measurements is synchro-
nized in terms of analysis tools usage. It is also a primary source of correlation among
the Z measurements at di↵erent

p
s. The correlation of the tt̄ measurements at di↵er-

ent center-of-mass energies mostly originates from the signal and background modelling
uncertainties.

9.3 Combination procedure

The combination of the integrated cross sections for the electron and muon channels
for Z and W decays, as well as the combination of W+ and W� measurements, are
performed simultaneously using the code developed at HERA for the combination of DIS
cross section data [164]. The combination requires an understanding of the correlations
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��fid
Z ��tot

tt̄

Source /
p
s [TeV] 13 8 7 13 8 7

Luminosity 2.10 1.90 1.80 2.31 2.10 1.98
Beam energy 0.69 0.62 0.60 1.50 1.72 1.79
Muon (lepton) trigger 0.12 0.55 0.05 0.05 0.17 0.19
Muon reconstruction/ID 0.68 0.45 0.30 0.44 0.42 0.31
Muon isolation 0.41 0.04 0.15 0.27 0.22 0.44
Muon momentum scale 0.06 0.03 0.03 0.04 0.01 0.14
Electron trigger 0.01 0.19 0.04 0.14 — —
Electron reconstruction/ID 0.41 0.80 0.26 0.34 0.41 0.13
Electron isolation 0.14 0.00 — 0.39 0.30 0.59
Electron energy scale 0.25 0.07 0.08 0.20 0.51 0.21
Jet energy scale — — — 0.38 0.72 0.40
B-tagging — — — 0.53 0.40 0.46
Background 0.08 0.15 0.08 1.09 1.04 1.04
Signal modelling (incl. PDF) 0.12 0.08 0.27 2.98 1.70 1.81

Table 9.4: Systematic uncertainties, �, in % for the measurement of Z-boson and tt̄
production at

p
s = 13, 8 and 7 TeV. Values listed as 0.0 are < 0.05%. Values listed as

“-” have no corresponding uncertainty. The entry “(lepton)” in “Muon (lepton) trigger”
refers to the tt̄ trigger for the

p
s = 7 and 8 TeV data set which quotes a single uncertainty

for the combined e↵ects of the uncertainties in the electron and muon triggers. There is
therefore a corresponding entry “-” for the electron trigger for the

p
s = 7 and 8 TeV tt̄

data set.

in the systematic uncertainties across data sets. Therefore, the correlation models for the
W and Z and the Z and tt̄ measurements are used for their respective combinations.

The data are combined by using a simultaneous averaging. The procedure distin-
guishes sources that are fully uncorrelated between channels and those that are fully
correlated. Partial correlations between channels are handled by splitting sources into
fully correlated and fully uncorrelated components. This approach is used for uncertain-
ties estimated with the Toy MC method. The examples of split nuisance parameters are
given in Tables C.1 and D.1.

9.3.1 Linear Averaging

For a measurement, µ, with uncertainty, �, assuming a Gaussian shape of the uncertainty,
the measurement can be considered to be a probability distribution function for a quantity
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m [165,166]:

P (m) =
1p
2⇡�

e�
(m�µ)2

2�2 . (9.1)

The �2 function can be extracted by taking �2log:

�2(m) =
(m� µ)2

�2
. (9.2)

The averaging procedure uses a �2 minimisation. The minimum of the �2 function is
reached at:

@�2

@m
= 0. (9.3)

For a single data set, the �2 function can be constructed in the nuisance parameter
representation in the form:

�2(~m,~b) =
X

i

(mi � µi �
P

j �
j
i bj)

2

�2
i

+
X

j

b2j , (9.4)

where i sums over the measurements and j sums over all systematic sources correlated
between the measurements, ~b defines a vector of nuisance parameters bj, and �j

i is the
absolute correlated systematic uncertainty. �i is the uncorrelated systematic uncertainty,
which can be separated into statistical and uncorrelated components:

�2
i = �2

i,stat +�2
i,uncorr. (9.5)

�j
i is a representation of the correlated systematic uncertainties where the uncertainty is

considered proportional to the central value: �j
i = mi�

j
i , where

�ji =
1

µi

@µi

@↵j
, (9.6)

and ↵j is the central value of systematic uncertainty j. The relationship @µi/@↵j can be
interpreted as the sensitivity of measurement µi to the systematic uncertainty source j.
To combine several di↵erent data sets, a more general form of Equation 9.4 is used:

�2
tot(~m,~b) =

X

e

N
MX

i=1

(mi � µi,e �
PN

S

j=1 �
j
i,ebj)

2

�2
i,e

wi,e +
N

SX

j=1

b2j , (9.7)

where the sum over e runs over all data sets. The factor wi,e is equal to 1 if the data set e
contains a measurement at point i, and is 0 otherwise. The factor �j

i,e similarly quantifies
the sensitivity of a measurement i for data set e to the systematic uncertainty j.
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9.3.2 Iterative Procedure of Minimisation

Uncertainties that are considered functions of the value of the central measurement, m,
to which they apply, are treated using a multiplicative approach. As mentioned in Sec-
tion 9.3.1, this is represented in the correlated systematic uncertainty case as:

�j
i = mi�

j
i (9.8)

For the uncorrelated systematic and statistical cases respectively:

�i,unc = �i,uncmi

�i,stat = �i,stat

vuutµimiexp(�
N

SX

j=1

�ji bj).
(9.9)

Therefore, Equation 9.6 takes the form:

�2
i = �2i,statµimiexp(�

N
SX

j=1

�ji bj) + �2i,uncm
2
i (9.10)

and �2(~m,~b) can be written as:

�2(~m,~b) =
X

i

(mi � µi �
PN

S

j �jimibj)2

�2i,statµimiexp(�
PN

S

j=1 �
j
i bj) + �2i,uncm

2
i

+
X

j=1

b2j . (9.11)

Using an iterative minimization procedure, initial approximations for the average µi,ave

and bj,ave are obtained by applying Equation 9.4. The obtained µi,ave and bj,ave are
used to recalculate uncertainties �j

i and �i, given with Equations 9.8 and 9.10, and the
determination of µi,ave is then repeated iteratively minimizing Equation 9.4 with these
recalculated uncertainties.

9.4 Correlation coe�cients

The combination of the W and Z measurements with 50 ns data yields �2/Nd.f. = 3.0/3
indicating a good compatibility of the measurements. The correlation coe�cients among
the combined W+, W�, and Z fiducial cross section measurements are calculated and
reported in Table 9.5. The W+ and W� cross sections are highly correlated, whereas the
correlation between the W and Z measurements is much lower, originating mainly from
lepton systematic sources.

To highlight the role of the luminosity and beam energy uncertainties in combination
of the tt̄ and Z-boson cross section measurements at

p
s = 13 TeV, 8 TeV, and 7 TeV, the

correlation coe�cients are calculated twice: once including and once omitting these two
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W+ W� Z
W+ 1. 0.93 0.19
W� 1. 0.18
Z 1.

Table 9.5: Correlation coe�cients between W+, W�, and Z-boson production fiducial
cross-section measurements, excluding the common normalisation uncertainty due to the
luminosity calibration.

Z 13 TeV tt̄ 13 TeV Z 8 TeV tt̄ 8 TeV Z 7 TeV tt̄ 7 TeV
Z 13 TeV 1. 0.612 0.097 0.156 0.100 0.145
tt̄ 13 TeV 1. 0.105 0.324 0.106 0.312
Z 8 TeV 1. 0.679 0.097 0.138
tt̄ 8 TeV 1. 0.149 0.542
Z 7 TeV 1. 0.620
tt̄ 7 TeV 1.

Table 9.6: Correlation coe�cients between the tt̄ total and Z-boson combined fiducial
cross-section measurements, at di↵erent center-of-mass energies.

uncertainties from the combination procedure. The resulting correlation coe�cients are
given in Table 9.6 and 9.7, respectively. The combination of the nine measurements yields
�2/Nd.f. = 0.6 for Nd.f. = 3, indicating an excellent compatibility of the measurements.
The combination of the electron and muon decay channels of the Z-boson at di↵erent

p
s

a↵ects the tt̄ cross sections, which take part in the combination, insignificantly. Details
on the resulting tt̄ cross sections after combination are provided in Appendix G.

The correlation coe�cients in Table 9.6 demonstrate the highest correlation, at the
level of 60%, for measurements at the same center-of-mass energy. The sharp decrease in
correlation among the tt̄ and Z measurements at di↵erent

p
s in Table 9.7, compared to

the numbers in Table 9.6, demonstrates the significance of the beam energy uncertainty
in the correlation between given measurements. The correlation between same-channel
measurements at di↵erent

p
s does not change dramatically when omitting the luminosity

and beam energy uncertainties from the combination. The largest correlation between
same-channel analyses is observed for the tt̄measurements at

p
s = 8 TeV and

p
s = 7 TeV

due to the synchronised approaches for these measurements. The correlation between the
tt̄ and Z measurements is the largest at

p
s = 13 TeV.
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Z 13 TeV tt̄ 13 TeV Z 8 TeV tt̄ 8 TeV Z 7 TeV tt̄ 7 TeV
Z 13 TeV 1. 0.132 0.091 0.084 0.123 0.031
tt̄ 13 TeV 1. 0.013 0.315 0.002 0.274
Z 8 TeV 1. 0.009 0.090 0.004
tt̄ 8 TeV 1. 0.002 0.674
Z 7 TeV 1. 0.002
tt̄ 7 TeV 1.

Table 9.7: Correlation coe�cients between the tt̄ total and Z-boson combined fiducial
cross-section measurements at di↵erent center-of-mass energies, excluding the luminosity
and beam energy uncertainties.



Chapter 10

Results

This chapter presents Z andW boson production cross sections measured at
p
s = 13 TeV

using 50 ns bunch spacing data, as well as Z boson cross sections at
p
s = 13 TeV us-

ing 25 ns,
p
s = 8 TeV,

p
s = 7 TeV. The Z and W boson cross sections for the

electron and muon decay channels, together with the correlations in the systematic un-
certainties, are used for the measurements of the ratios RW± = �fid

W±!e⌫/�
fid
W±!µ⌫ and

RZ = �fid
Z!e+e�/�

fid
Z!µ+µ� which allow the Standard Model expectations of lepton univer-

sality to be tested. Combined cross sections for electron and muon decay channels are
used for comparison to previous measurements as well as examination of their energy
dependence. The following ratios are also considered in this Chapter: RW+/W� , RW/Z atp
s = 13 TeV with 50 ns data, Rfid,tot

Z
i

/Z
j

, Rtot
tt̄

i

/tt̄
j

, Rtot/fid
tt̄/Z (i TeV), Rtot/fid

tt̄/Z (i/j TeV), where

i, j = 13(25 ns), 8, 7 and i 6= j. The impact of the ATLAS data, used for tt̄ and Z boson
ratios calculation, on the PDF uncertainties is quantified and presented.

10.1 Cross-section measurements

10.1.1 Z and W boson cross sections at
p
s = 13 TeV (50 ns)

The measured Z ! e+e�, Z ! µ+µ�, and combined fiducial and total cross sections
with 50 ns data at

p
s = 13 TeV are reported in Table 10.1, along with their statistical,

systematic, and luminosity uncertainties. Results for the W+, W�, W± cross sections are
given in Table 10.2 in the same style. The fiducial cross sections are extrapolated to the
total phase space using the geometrical acceptance factors AZ , given in Table 5.3, and
AW , which can be found in Ref. [167]. Additional uncertainties introduced by acceptance
factors are included into systematic uncertainty on the total cross sections.

Cross sections for the electron and muon channels are combined using the correlation
model presented in Table 9.1 and the combination procedure introduced in Section 9.3.
The combined results are obtained by minimising the �2 function, which was constructed

131
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Electron channel Muon channel Combined
value ± stat ± syst ± lumi value ± stat ± syst ± lumi value ± stat ± syst ± lumi

Fiducial cross
780.8± 4.2± 7.7± 16.4 777.0± 3.7± 8.2± 16.3 778.6± 2.8± 5.6± 16.4

section [pb]
Total cross

1986.9± 10.7± 40.5± 41.7 1977.1± 9.4± 40.9± 41.5 1981.2± 7.0± 38.1± 41.6
section [pb]

Table 10.1: Results for Z ! e+e�, Z ! µ+µ�, and combined cross sections in the fiducial
and total phase space using 50 ns data. The cross sections are shown with absolute values
of statistical, systematic, and luminosity uncertainties quoted in that order.

Phase Cross Electron channel Muon channel Combined

space section [pb] value ± stat ± syst ± lumi value ± stat ± syst ± lumi value ± stat ± syst ± lumi

Fiducial

W+ 4684.4± 10.4± 136.3± 102.5 4500.2± 9.8± 93.0± 102.2 4530.8± 7.1± 90.7± 95.1

W� 3582.1± 9.1± 141.0± 78.9 3482.4± 8.7± 78.7± 80.1 3497.9± 6.2± 72.7± 73.5

W± 8266.6± 13.6± 255.9± 173.6 7982.6± 13.2± 164.7± 167.6 8028.7± 9.5± 160.7± 168.6

Total

W+ 12230.8± 27.2± 419.1± 267.7 11749.8± 25.5± 324.2± 266.8 11829.8± 18.6± 320.7± 248.4

W� 9000.2± 23.0± 388.1± 198.2 8749.8± 21.8± 250.5± 201.1 8788.7± 15.7± 239.3± 184.6

W± 21250.9± 35.0± 760.9± 446.3 20520.8± 33.9± 561.8± 430.9 20639.3± 24.4± 555.6± 433.4

Table 10.2: Results for the fiducial and total cross sections for W+, W�, and W± in the
electron, muon and combined channels using 50 ns data.. The observed numbers of signal
events after background subtraction are shown for each channel. The cross sections are
shown with absolute values of statistical, systematic, and luminosity uncertainties quoted
in that order.

with Z and W results for electron and muon channels, where the nuisance parameters
originate from systematic sources of both measurements. The combination is performed
separately for the fiducial and total cross sections. Since the luminosity uncertainty is
taken as 100% correlated between channels, it is excluded from the combination procedure.
Table 10.1 demonstrates that the uncertainties on the individual and combined fiducial
cross sections are dominated by the luminosity determination, while for the total cross
sections the impact of the luminosity uncertainty is at the same level as the sum of the
rest of the systematic sources due to the precision of AZ (AW ).

The measured cross sections are compared to the theoretical predictions employing
four PDF sets: CT14NNLO, NNPDF3.0, MMHT14NNLO68CL, and ABM12LHC, and
illustrated at Figure 10.1. The central values and uncertainties of the predictions are
given in Tables 2.1, and 2.3 in Section 2.3, where they are discussed further. Most of the
predictions demonstrate good compatibility with the measured cross sections within the
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uncertainties. The theoretical uncertainties are dominated by the PDF uncertainty for
most of the predictions. The experimental precision is comparable to the PDF uncertain-
ties which provides an indication of the ability of these measurements to further constrain
the PDF distributions.

 [pb]Z
fidσ

550 600 650 700 750 800 850 900

ATLAS Internal
-113 TeV, 81 pb

(inner uncert.: PDF only)

Z
 exp. uncertainty⊕lumi 

exp. uncertainty
ABM12
CT14nnlo
NNPDF3.0
MMHT14nnlo68CL

 [pb]Z
totσ

1400 1600 1800 2000 2200

ATLAS Internal
-113 TeV, 81 pb

(inner uncert.: PDF only)

Z
 exp. uncertainty⊕lumi 

exp. uncertainty
ABM12
CT14nnlo
NNPDF3.0
MMHT14nnlo68CL

Powered by TCPDF (www.tcpdf.org)Powered by TCPDF (www.tcpdf.org)Powered by TCPDF (www.tcpdf.org)

 [pb]±W
fidσ

5500 6000 6500 7000 7500 8000 8500 9000

-113 TeV, 81 pb

(inner uncert.: PDF only)

 exp. uncertainty⊕lumi 
exp. uncertainty
ABM12
CT14nnlo
NNPDF3.0
MMHT14nnlo68CL

 [pb]±W
totσ

15000 20000

-113 TeV, 81 pb

(inner uncert.: PDF only)

 exp. uncertainty⊕lumi 
exp. uncertainty
ABM12
CT14nnlo
NNPDF3.0
MMHT14nnlo68CL

Figure 10.1: Measured fiducial (left) and total (right) cross sections of Z (top) and
W± boson (bottom) compared to the predictions based on four PDF sets: CT14NNLO,
NNPDF3.0, MMHT14NNLO68CL, and ABM12LHC. The green (cyan) band corresponds
to the experimental uncertainty without (with) the luminosity uncertainty. The inner
error bar of the predictions is the PDF uncertainty while the outer error bar is the total
uncertainty.

10.1.2 Test of electron-muon universality

The measured Z and W -boson cross sections given in Tables 10.1, and 10.2 are used
to test electron-muon universality in the weak interaction sector. Taking into account
the constructed correlation model between the electron and muon decay channels of Z
and W bosons given in Table 9.1, the fiducial cross-section ratios �Z!e+e�/�Z!µ+µ� and
�W±!e⌫/�W±!µ⌫ are calculated. The given cross-section ratios represent the ratios of
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branching fractions:

RZ =
�e
Z

�µ
Z

=
BR(Z ! ee)

BR(Z ! µµ)

= 1.0050± 0.0072 (stat)± 0.0145 (syst)

= 1.0050± 0.0162.

(10.1)

The result is in agreement with the current PDG world average of RPDG
Z = 0.9991 ±

0.0024 [168], which is derived using the fit of the LEP results [169].
The extracted ratio for W -boson cross sections

RW =
�e
W

�µ
W

=
BR(W ! e⌫)

BR(W ! µ⌫)

= 1.0356± 0.0024 (stat)± 0.0287 (syst)

= 1.0356± 0.0288

(10.2)

also agrees with the world average of RPDG
W = 1.007± 0.0193 [168] within the uncertainty

of the measurement.
Taking into account the correlations between the W and Z measurements, the experi-
mental results for RZ and RW are used to construct a correlation ellipse. A comparison
of the experimental ellipse for the RW and RZ uncertainties with the Standard Model
expectation of (1,1) and PDG values is shown in Figure 10.2. The center of the ellipse in
the (RW , RZ) plane correspond to the crossing point of the RW and RZ central values,
while its axes represent the total uncertainties on RW and RZ accordingly. The orienta-
tion of the ellipse represents the positive correlation among RW and RZ . The measured
result agrees well with both the PDG and Standard Model values confirming the lepton
(e�µ) universality in the weak vector-boson decays. More details on methods and ellipse
parameters are given in Appendix I.

10.1.3 Energy dependence of Z and W boson cross sections

The combined measured electron and muon total cross sections at
p
s = 13 TeV given

in Tables 10.1 and 10.2. These are compared to theoretical predictions, as well as pre-
vious measurements of the total W and Z-production cross sections by: ATLAS [72],
CMS [73, 74], UA1 [170], UA2 [171] experiments at

p
s = 0.63 TeV at the CERN SppS,

the CDF [172] and D0 [173] experiments at
p
s = 1.8 TeV and

p
s = 1.96 TeV at the

Fermilab, and the W production cross-section measurement by the PHENIX [174] exper-
iment in proton-proton collisions at

p
s = 0.5 TeV at the RHIC collider. The theoretical

calculations are performed with the FEWZ program using the CT14nnlo NNLO PDF set.
The renormalisation scale and factorisation scale are chosen to be µR = µF = mW . The
comparisons for Z and W cross sections are presented in Figure 10.3. The theoretical
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Figure 10.2: Ratio of the electron- and muon-channelW± and Z-boson production fiducial
cross sections, compared to the expected values of the Standard Model of RW = RZ = 1
(neglecting mass e↵ects that contribute at a level below 10�5), and previous experimental
verifications of lepton universality for on-shell W± and Z bosons, shown as PDG average
bands [168,169]. The PDG average values and the ATLAS measurement are shown with
total uncertainties. The green shaded ellipse represents the 68% CL for the correlated
measurement of RW and RZ , while the black error bars give the one dimensional standard
deviation.

predictions are in good agreement with all measurements. The energy dependence of the
measured total W and Z production cross sections is well described by theory predictions.

10.1.4 Z-boson and tt̄ cross sections at di↵erent
p
s

Z-boson cross sections at
p
s = 13 TeV (25 ns)

The measured Z-boson cross-sections for the electron, muon, and combined decay chan-
nels using 25 ns data are given in Table 10.3. The uncertainties of the proton beam energy
and luminosity determination are shown separately since these sources were taken into
account in the combination procedure. The combined values demonstrate the reduction
of the experimental systematic uncertainty with respect to the individual channels, as
was observed for results with 50 ns bunch spacing data. The beam energy and luminosity
uncertainties are at the same level as for the separate channels. The systematic uncer-
tainties for the total cross sections are increased compared to the fiducial cross sections.
The measured cross sections with 25 ns bunch spacing data show excellent compatibility,
within the statistical uncertainty, with results based on 50 ns data. The precision of
the results with 25 ns data is higher due to the increased statistics in the data, see Sec-
tion 4.1 and Table 5.6, as well as improved methods of systematic uncertainty estimation.
More details on the comparison of the results between the two measurements are given in
Ref. [124].
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Figure 10.3: The measured value of �Z ⇥ BR(Z ! ``) (left) and �W ⇥ BR(W ! `⌫)
for W+,W�, and their sum (right) where the electron and muon channels have been
combined, compared to theoretical predictions based on NNLO QCD calculations. The
predictions are shown for both proton-proton and proton-antiproton colliders as a function
of

p
s. In addition, previous measurements at proton-antiproton colliders are shown. The

data points at the various energies are staggered to improve readability. All data points
are displayed with their total uncertainty. The theoretical uncertainties are not shown.

Electron channel Muon channel Combined

value ± stat ± syst ± beam ± lumi value ± stat ± syst ± beam ± lumi value ± stat ± syst ± beam ± lumi

Fiducial cross
778.3± 0.7± 4.0± 5.4± 16.3 774.4± 0.6± 6.2± 5.3± 16.3 777.3± 0.5± 3.4± 5.4± 16.3

section [pb]

Total cross
1970.3± 1.7± 36.5± 13.6± 41.4 1960.6± 1.5± 38.3± 13.5± 41.2 1969.0± 1.2± 35.9± 13.6± 41.3

section [pb]

Table 10.3: Results for Z ! e+e�, Z ! µ+µ�, and combined cross sections in the fiducial
and total phase space using 25 ns data. The cross sections are shown with absolute values
of statistical, systematic, and luminosity uncertainties quoted in that order.
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p
s Cross section

Electron channel Muon channel Combined

value ± stat ± syst ± beam ± lumi value ± stat ± syst ± beam ± lumi value ± stat ± syst ± beam ± lumi

8 TeV

Common fiducial
509.99± 0.20± 4.36± 3.14± 9.63 504.74± 0.15± 3.94± 3.13± 9.59 505.80± 0.12± 2.77± 3.13± 9.61

(13 TeV phase space) [pb]

Total [pb] 1156.50± 0.46± 22.20± 7.17± 21.97 1151.37± 0.34± 21.70± 7.14± 21.88 1153.50± 0.28± 20.83± 7.14± 21.92

7 TeV

Common fiducial
451.17± 0.45± 1.59± 2.71± 8.12 450.02± 0.34± 1.96± 2.70± 8.10 450.76± 0.28± 1.44± 2.71± 8.11

(13 TeV phase space) [pb]

Total [pb] 995.75± 0.99± 18.09± 5.98± 17.92 993.22± 0.75± 18.23± 5.96± 17.88 994.77± 0.62± 17.99± 5.98± 17.89

Table 10.4: Results for Z ! e+e�, Z ! µ+µ�, and combined cross sections in the
common fiducial phase space of

p
s = 13 TeV measurements and total phase space of

Z-boson cross sections measured at
p
s = 8 TeV and 7 TeV. The cross sections are shown

with absolute values of statistical, systematic, and luminosity uncertainties quoted in that
order.

Z-boson cross sections at
p
s = 8 and 7 TeV

The measured fiducial cross sections at
p
s = 8 TeV and 7 TeV are taken from Ref. [161]

and Ref. [54] and extrapolated with EZ and AZ factors from the phase space of their
original measurement to the phase of the

p
s = 13 TeV Z-boson measurements as well

as total phase space. The EZ and AZ factors are calculated with DYNNLO using the
CT14NNLO PDF set and are given in Table 5.3. The uncertainties introduced by the
extrapolation factors are small and are included in the systematic part of the cross-section
uncertainties. The resulting separate and combined cross sections are given in Table 10.4.
The accuracy of the measured fiducial cross sections is dominated by the precision of the
luminosity determination, while for the total cross sections the systematic uncertainty is
comparable to the luminosity uncertainty.

tt̄ cross sections at
p
s = 13, 8, and 7 TeV

The results of the measured inclusive and fiducial tt̄ production cross-sections at
p
s =

13 TeV, 8 TeV, and 7 TeV, along with list of systematic uncertainties used in correlation
model, are taken from Ref. [75,175]. These measurements were performed using dilepton
tt̄ events with an opposite-sign eµ pair in the final state, and additional jets tagged as
containing b-hadrons. Each lepton in the eµ pair is produced directly from t ! W ! `
or via a leptonic ⌧ decay t ! W ! ⌧ ! `. For the measurements at

p
s = 13 TeV,

data with 25 ns bunch spacing were used. The measured total and fiducial tt̄ production
cross-sections are given in Table 10.5. The tt̄ fiducial space has remained unchanged atp
s = 13 TeV, 8 TeV, and 7 TeV: p`T > 25 GeV and

��⌘`
�� < 2.5.
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p
s = 13 TeV

p
s = 8 TeV

p
s = 7 TeV

value ± stat ± syst ± beam ± lumi value ± stat ± syst ± beam ± lumi value ± stat ± syst ± beam ± lumi

Fiducial cross
11.32± 0.10± 0.29± 0.26± 0.17 3.45± 0.03± 0.07± 0.11± 0.06 2.62± 0.04± 0.06± 0.05± 0.05

section [pb]

Total cross
818.0± 8.0± 27.0± 19.0± 12.0 242.4± 1.7± 5.5± 7.5± 4.2 182.9± 3.1± 4.2± 3.6± 3.3

section [pb]

Table 10.5: Measured fiducial and total tt̄ production cross sections at
p
s = 13 TeV,

8 TeV, and 7 TeV. The cross sections are shown with absolute values of statistical, sys-
tematic, and luminosity uncertainties quoted in that order.

Comparison with predictions

To compare the measured cross sections, including the correlation information, to the
theory predictions, the two-dimensional contours of �fid

Z vs. �tot
tt̄ at the three

p
s values

were evaluated. Since the Z-boson fiducial cross-section measurements are found to be
more precise compared to the total cross sections, the �fid

Z are used.
Figure 10.4 shows the measured two-dimensional 68% CL contours, overlayed with the

theoretical cross-section predictions calculated from the error sets associated with each
specific PDF. For the measured contours, the correlation coe�cient between the tt̄ and Z
measurements given in Tables 9.6 and 9.7 are used. The measurement contours overlay
with most of the theoretical ellipses, indicating good compatibility between experimental
and predicted results. The correlations of the measured cross sections are opposite in
sign to those of the predicted cross sections (with exception of ABM12 set, which has
a small positive correlation), providing discriminating input to the determination of the
PDFs. The data ellipses visually show the domination of the luminosity uncertainty in the
formation of correlations between the tt̄ and Z measurements at the given center-of-mass
energy.

10.2 W and Z cross sections ratios at
p
s = 13 TeV

(50 ns)

To obtain the cross-section ratios of W over Z, first the electron and muon channels were
combined and then the ratios of combined results were calculated. The correlation model
presented in Table 9.1 was used. The results for the ratios of fiducial cross sections for
W+- to W�-boson production and W±- to Z-boson production are given in Table 10.6.
As a cross check, the ratios for the electron and muon channels separately were calculated
and are given in Appendix F.

The systematic uncertainties on the ratio measurements are largely uncorrelated be-
tween the electron and muon channels, apart from the common luminosity uncertainty.



10.2. W AND Z CROSS SECTIONS RATIOS AT
p
S = 13 TEV (50 NS) 139

 [pb]tt 
totσ

600 700 800 900

 [p
b]

Zfid
σ

700

750

800

ATLAS
-113 TeV, 3.2 fb

 total uncertainty±data 
 exp. uncertainty± stat. ±data 

 stat. uncertainty±data 

ABM12
CT14
NNPDF3.0
MMHT14
ATLAS-epWZ12
HERAPDF2.0

 [pb]tt 
totσ

200 250
 [p

b]
Zfid

σ

450

500

ATLAS
-18 TeV, 20.2 fb

 total uncertainty±data 
 exp. uncertainty± stat. ±data 

 stat. uncertainty±data 

ABM12
CT14
NNPDF3.0
MMHT14
ATLAS-epWZ12
HERAPDF2.0

 [pb]tt 
totσ

140 160 180 200

 [p
b]

Zfid
σ

400

420

440

460

480
ATLAS

-17 TeV, 4.6 fb

 total uncertainty±data 
 exp. uncertainty± stat. ±data 

 stat. uncertainty±data 

ABM12
CT14
NNPDF3.0
MMHT14
ATLAS-epWZ12
HERAPDF2.0

Figure 10.4: Two-dimensional 68% CL contours of �fid
Z vs. �tot

tt̄ at
p
s = 13 TeV (top,

left), 8 TeV (top, right), and 7 TeV (bottom). The solid red circle shows the result of the
combination, the yellow ellipse represents the statistical uncertainty, the blue ellipse adds
the experimental uncertainty, while the green ellipse is the total uncertainty. The results
are overlaid with the theoretical cross-section predictions calculated from the error sets
associated with each specific PDF, also plotted at 68% CL. The ellipses correspond to
the PDF uncertainties, the asymmetric error bars inside the ellipses represent the scale
uncertainties, and the coloured markers are the central values.
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Channel
�fid
W+/�

fid
W� �fid

W±/�
fid
Z

value ± stat ± syst value ± stat ± syst

e-channel 1.3078± 0.0044± 0.0306 10.5867± 0.0598± 0.3229

µ-channel 1.2923± 0.0043± 0.0099 10.2737± 0.0512± 0.2101

Combined 1.2953± 0.0031± 0.0097 10.3117± 0.0385± 0.2044

Table 10.6: Ratios of the W+ to W and W± to Z fiducial cross sections for the electron,
muon, and combined measurements. The cross-section ratios are shown with absolute
values of statistical and systematic uncertainties.

However, there is a strong correlation between the W+ and W�-boson measurements,
and between the W± and Z-boson results for the same-flavour measurement. The re-
sults for the measured W+/W� and W±/Z ratios of fiducial production cross sections in
the combined electron and muon channels are given in Table 10.6. The measured ratios
are compared to the the corresponding NNLO QCD predictions based on various PDF
sets as described in Section 2.3 and presented in Figure 10.5. The dominant components
of the systematic uncertainty in the W±/Z ratio are from the multijet background and
the jet-energy scale/resolution, while for the W+/W� ratio it is the uncorrelated part
of the multijet background uncertainty. The experimental ratio gains from the partial
cancellation of lepton identification and trigger systematic uncertainties. For the ratios
RW+/W� = �fid

W+/�
fid
W� and RW±/Z = �fid

W±/�
fid
Z , several predictions agree within quoted

uncertainties, although all predictions are above the central value for the data in both
cases. For the ratio RW+/W� the accuracy of the experimental result is comparable to
the PDF uncertainties indicating the constraining power of the measured data on PDF
precision. The spread of some predictions such as HERAPDF2.0nnlo and CT14nnlo for
RW+/W� are larger than the uncertainty of the data, therefore the measurements are seen
to discriminate between di↵erent PDF choices and to provide information to reduce PDF
uncertainties [163].

10.3 Z and tt̄ cross-sections ratios at
p
s = 13, 8, and

7 TeV

Using the results for Z-boson and tt̄ production cross sections at
p
s = 13 TeV, 8 TeV, and

7 TeV given in Tables 10.3, 10.4, and 10.5, including the correlation information presented
with Table 9.2, the cross-section ratios are calculated. There are three types of ratios as
introduced in Section 2.4.3: 1) cross-section ratios for a given process at the di↵erent

p
s

(Rfed(tot)
Z
i

/Z
j

and Rtot
tt̄

i

/tt̄
j

), 2) for di↵erent processes at the same
p
s (Rtot/fid(tot)

tt̄/Z i TeV), and
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Figure 10.5: Ratios (red line) of W± to Z boson (left) and W+ toW boson (right)
combined production cross sections in the fiducial region, compared to predictions based
on di↵erent PDF sets. The inner (yellow) shaded band corresponds to the statistical
uncertainty while the outer (green) band shows statistical and systematic uncertainties
added in quadrature. The theory predictions are given with only the corresponding PDF
uncertainties shown as error bars.

3) for di↵erent processes at the di↵erent
p
s (Rtot/fid(tot)

tt̄/Z i/j TeV, also referred as double
ratios). The tt̄ over Z single ratios, as well as double ratios, are split into three categories
depending on the phase space used for the cross-section measurement: 1) total over total,
2) fiducial over fiducial, and 3) total over fiducial (“mixed”) ratios. The tt̄ over tt̄ and Z
over Z at di↵erent

p
s are divided into two categories: 1) total over total, and 2) fiducial

over fiducial cross-section ratios. The results of the single and double cross-section ratios
are given in Table 10.7 and 10.8, respectively.

The ratios of fiducial cross sections have the smallest experimental uncertainty since
the geometrical acceptance factors are not used for such ratio calculations, however they
are more di�cult to predict accurately, especially for tt̄ production where only the total
cross section is currently available at NNLO+NNLL. The ratios of total cross sections
gain from the smallest theoretical uncertainty. The mixed ratios have experimental un-
certainties compatible to fiducial ratios and are predicted at the same formal accuracy as
the ratio of the total cross sections.

10.3.1 Ratios of tt̄ to Z cross sections at a given
p
s

The tt̄ to Z-boson cross section ratio at a given center-of-mass energy, Rtt̄/Z , is defined as

Rtt̄/Z =
�tt̄

0.5(�Z!ee + �Z!µµ)
, (10.3)

where �tt̄ is the inclusive tt̄ production cross-section, �Z!ee and �Z!µµ are the inclusive
Z-boson production cross-sections measured in dielectron and dimuon channels multiplied
by their appropriate branching fractions. The use of equal weights for the electron and
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muon channels in the denominator ensures the best cancellation of systematic uncertain-
ties related to lepton reconstruction, identification, and the trigger with respect to the
numerator, which involves one electron and one muon.

Ratios at
p
s = 13 TeV

The first result of Rtot/tot
tt̄/Z is obtained using the 50 ns data at

p
s = 13 TeV. This ratio is

determined using the measurement of tt̄ in the eµ decay channel described in Ref. [176].
The ratio defined in Equation 10.3 is measured to be:

R50ns
tt̄/Z (tot/tot) = 0.445± 0.027 (stat)± 0.028 (syst� lumi).

corresponding to a relative uncertainty of 8.8%. A detailed breakdown of the uncertainties
on the ratio, together with those on the tt̄ and Z-boson cross-section measurement, is given
in Ref. [177]. The uncertainty on the ratio is found to be significantly smaller than that on
the tt̄ cross-section, mostly because of the almost complete cancellation of the uncertainty
on the integrated luminosity. The statistical and systematic uncertainties on R50ns

tt̄/Z are of
similar size, and the latter is dominated by tt̄ modelling uncertainties.

The ratio obtained with 25 ns data at
p
s = 13 TeV is measured to be:

R25ns
tt̄/Z (tot/tot) = 0.416± 0.004 (stat)± 0.016 (syst)± 0.001 (lumi),

which have significantly reduced statistical and systematic uncertainties compared to the
results based on 50 ns data. However, both results demonstrate good compatibility within
1.1�stat. The other two types of ratios, Rtt̄/Z(tot/fid) and Rtt̄/Z(fid/fid), obtained with
25 ns data are given in Table 10.7. All three measurements are dominated by systematic
uncertainties, while luminosity uncertainty is at the level of 0.2%.

A detailed breakdown of the uncertainties on the ratio Rtt̄/Z(tot/tot), together with
those on the tt̄ and Z cross-section measurements, is given in Table J.1 of Appendix J. It
demonstrates almost complete cancellation of the uncertainty on the integrated luminosity
as well as significant cancellations of the beam energy uncertainty and lepton systematics.
Similar to the ratio with 50 ns data, the total uncertainty on the ratios with 25 ns data
is significantly smaller than that on the tt̄ cross-section. The systematic uncertainty on
the ratio is dominated by the tt̄ modelling systematic sources ( 2.8%).

Ratios at
p
s = 8 and 7 TeV

In contrast to tt̄ and Z cross sections measurements at
p
s= 13 TeV, measurements at run-

I of LHC operation at
p
s = 8 TeV and 7 TeV were not fully synchronised, therefore several

lepton reconstruction sources of uncertainty which have a similar origin are treated as
uncorrelated in the correlation model (see Section 9.2). Since these sources have relatively
small impact on the tt̄ cross-section measurement, the increase of the uncertainty on the
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Z
totσ / tt

totσ
0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

ATLAS Preliminary
-113 TeV, 78 - 85 pb

 total uncertainty±data 
 stat. uncertainty±data 
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NNPDF3.0
MMHT14nnlo68CL

(NNLO QCD, inner uncert.: PDF only)

Figure 10.6: Measured cross-section ratio R50ns
tt̄/Z compared to NNLO predictions at

p
s =

13 TeV based on the ABM12LHC, CT10, NNPDF3.0 and MMHT14 PDF sets. The inner
shaded band corresponds to the statistical uncertainty on the measurement, whilst the
outer shaded band includes both statistical and systematic uncertainties. The inner error
bars on the predictions correspond to PDF uncertainties only, whilst the outer error bars
also include QCD scale and ↵s uncertainties.

ratio is low. The detailed break-down of the systematic sources for each channel as well
as ratio is given in the Tables J.2 and J.3. The precisions of both ratios are higher than
the corresponding tt̄ cross-section measurement used in the ratio definition. Additional
studies for the influence of the the correlation model for lepton-related systematic sources
between tt̄ and Z measurements on the ratio calculations at

p
s = 8 TeV and 7 TeV are

provided and discussed in Appendix H.

Comparison to theory predictions

The ratio Rtt̄/Z(tot/tot) measured with 50 ns data is compared to predictions obtained
at NNLO accuracy in QCD with leading-order electroweak corrections for Z production
with FEWZ, and at NNLO+NNLL accuracy for tt̄ production with Top++. Figure 10.6
demonstrates the level of compatibility among the measured result and predictions. The
experimental result agrees with predictions based on the CT10NNLO, NNPDF3.0, and
MMHT14nnlo68CL PDF sets. However, they are only marginally consistent with the
prediction using the ABM12LHC PDF set.

The single ratios Rtot/tot
tt̄/Z and Rtot/fid

tt̄/Z at
p
s = 13 TeV (50 ns), 8 TeV and 7 TeV

are compared in Figure 10.7 to the theoretical predictions based on di↵erent PDF sets.
The predictions follow a similar pattern for all center-of-mass energies. The ABM12
set yields the lowest values of the ratios. The three PDF sets used in the PDF4LHC
prescription [30] (CT14nnlo, NNPDF3.0, and MMHT14nnlo) predict the largest ratios.
The HERA-data based PDF sets, HERAPDF2.0 and ATLAS-epWZ12, are in the middle.
Such spread of the predictions is beyond the PDF uncertainties for the three groups of
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PDFs. The quoted PDF uncertainties are similar in size, with HERAPDF2.0 errors being
the largest and ABM12 the smallest. This pattern can be explained by the di↵erences in
the gluon density and the ↵s value used in the PDF sets. ABM12, HERAPDF2.0 and
ATLAS-epWZ12 do not include jet data which typically yields a low gluon density for the
Bjorken-x values where the tt̄ data at the LHC are sensitive to it. The ABM12 set uses
a low value of ↵s in addition. The size of the error bars depends on the data sets used in
the PDF fits and also on the statistical model used for the analysis.

The ATLAS data are more accurate than most of the theory predictions, indicating
that the data have a strong constraining power. The systematic uncertainties dominate
the total uncertainty for the measured ratios, while the luminosity uncertainties almost
entirely cancel. The statistical uncertainties are sub-dominant for most of the ratios,
except for the ratios at

p
s = 7 where they are sizeable. The systematic uncertainty for

the measurement at
p
s = 13 TeV is larger compared to the run-I results, mostly due to

the larger tt̄ NLO-modelling uncertainty. The highest precision of measured cross section
ratios is at

p
s = 8 TeV.

For the most precise measurement at
p
s = 8 TeV the data are in the best agreement

with the HERAPDF2.0 and ATLAS-epWZ12 PDF sets. The experimental results at
p
s

= 8 TeV deviate by 1.6� 2.1 � from the PDF4LHC PDFs and by 2.6 � from the ABM12
PDF, where � is the total uncertainty on the measured ratio. A similar pattern is observed
for the results at

p
s = 13 TeV, however with less significance. The measured ratios at

p
s

= 7 TeV are most consistent with the MMHT14nnlo PDF set. The data are in between
the PDF4LHC PDFs and the HERA-based PDFs, deviating from ABM12 more.

10.3.2 Ratios of tt̄ and Z cross sections at di↵erent
p
s

To obtain the single same-channel ratios, Rtot/tot
Z
i

/Z
j

and Rfid/fid
Z
i

/Z
j

, the electron and muon
channels are first combined and then the ratios of the combined cross sections are calcu-
lated. The combination is performed separately for each single ratio with respect to the
correlation model. Measurements at both

p
s used in the ratio definition take part in the

combination procedure simultaneously, which is conceptually similar to the W± over Z
ratio calculation (see Section 10.2). Each of the combinations were performed with an
exclusive �2 function, and introduce a single �2 value as well as a combined cross section.
Such an approach also provides a test of stability of the combination method.

The �2 method of averaging was also used for the Rtot/tot
tt̄

i

/tt̄
j

and Rfid/fid
tt̄

i

/tt̄
j

ratio calcula-
tions. In this case the cross sections for a given ratio were not combined but shifts of
the systematic nuisance parameters of measurements at di↵erent

p
s with respect to the

correlation model were provided. The detailed systematic uncertainty break-down for the
cross-section ratios is given as a part of Table D.1.
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Figure 10.7: �tot

tt̄
(13 TeV) to �tot

Z (13 TeV) (top left), �tot

tt̄
(13 TeV) to �fid

Z (13 TeV) (top

right), �tot

tt̄
(8 TeV) to �tot

Z (8 TeV) (middle left), �tot

tt̄
(8 TeV) to �fid

Z (8 TeV) (middle right),

�tot

tt̄
(8 TeV) to �tot

Z (8 TeV) (bottom left), �tot

tt̄
(8 TeV) to �fid

Z (8 TeV) (bottom right) ratios
of production cross sections compared to predictions based on di↵erent PDF sets. The
inner shaded band corresponds to the statistical uncertainty, the middle band to the
statistical and experimental systematic uncertainties added in quadrature, while the outer
band shows the total uncertainty, including the luminosity uncertainty. The latter is not
visible since the the luminosity uncertainties almost entirely cancel in these ratios. The
theory predictions are given with the corresponding PDF uncertainties shown as inner
bars while the outer bars include the scale and ↵S uncertainties added in quadrature.
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�13 TeV
Z /�8 TeV

Z �13 TeV
Z /�7 TeV

Z �8 TeV
Z /�7 TeV

Z

�2/Nd.f. 0.4 0.5 0.4

Table 10.9: �2 values of the combination Z ! e+e� and Z ! µ+µ� channels at
p
s = 13, 8

and 7 TeV for the ratios �13 TeV
Z /�8 TeV

Z , �13 TeV
Z /�7 TeV

Z , and �8 TeV
Z /�8 TeV

Z .

Ratios of Z boson production cross sections

The resulting �2 values from the combination of the electron and muon channels for each
cross section ratio are given in Table 10.9. Similarity among the values indicates that the
combinations demonstrate very good compatibility. It was also verified that all combined
Z ! `` central values for a given

p
s obtained in combinations for di↵erent ratios were

consistent with each other (see Appendix G).
The dominant uncertainty for all Z-boson cross-section ratios is the luminosity un-

certainty, since it is dominant for each separate measurement and taken as uncorrelated
between the measurements at di↵erent

p
s. The largest cancellation is for the beam energy

uncertainty, which is assumed to be 100% correlated for di↵erent beam energies.
For the ratio of the total cross sections there is a significant correlation of the AZ

factors. The scale and ↵s parts of the AZ uncertainties are assumed to be 100% correlated
for the ratios while the PDF uncertainties are evaluated eigenvector-by-eigenvector, which
allowed a partial cancellation.

Comparison to theory predictions The ratios of Z-boson production cross sections
at di↵erent

p
s are compared to predictions based on di↵erent PDF sets in Figure 10.8.

The uncertainty on the measurements are dominated by the luminosity. Excluding the
luminosity uncertainty, the experimental uncertainty is smaller for the fiducial ratios,
since the total ratios contain partially cancelled uncertainties from the AZ factors.

Most of the predictions for the ratios agree with the data within the experimental un-
certainties, omitting the luminosity uncertainty. This observation may indicate that the
luminosity-determination uncertainty in the measured ratio is conservative. The agree-
ment among predictions and data within the experimental uncertainty holds for most
of the PDFs, for both total and fiducial cross-section ratios, with the exception of the
ATLAS-epWZ12 fiducial

p
s = 13 TeV to

p
s = 7 TeV cross section ratio. The di↵er-

ent behaviour for this PDF set can be understood by the enhanced strangeness, which
modifies the y`` rapidity distribution and thus the AZ factor, compared to other PDFs.

The smallness of the PDF uncertainties for di↵erent predictions and the overall small
spread among them suggest that the measured Z-boson data could be used to cross-
normalise the measurements at the di↵erent centre-of-mass energies, thereby avoiding a
large uncorrelated luminosity uncertainty. This aspect is explored by taking double ratios
of tt̄ to Z-boson cross sections, and is discussed in Section 10.3.3.
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Figure 10.8: �tot
Z (13 TeV) to �tot

Z (8 TeV) (top left), �fid
Z (13 TeV) to �fid

Z (8 TeV) (top right),
�tot
Z (13 TeV) to �tot

Z (7 TeV) (middle left), �fid
Z (13 TeV) to �fid

Z (7 TeV) (middle right),
�tot
Z (8 TeV) to �tot

Z (7 TeV) (bottom left), �fid
Z (8 TeV) to �fid

Z (7 TeV) (bottom right) ratios
of production cross sections compared to predictions based on di↵erent PDF sets. The
inner shaded band (barely visible since it is small) corresponds to the statistical uncer-
tainty, the middle band to the statistical and experimental systematic uncertainties added
in quadrature, while the outer band shows the total uncertainty, including the luminosity
uncertainty. The theory predictions are given with the corresponding PDF uncertainties,
shown as inner bars while the outer bars, include the scale and ↵S uncertainties added in
quadrature.
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Ratios of tt̄ production cross sections

The measurements of tt̄ cross sections at di↵erent
p
s are more synchronised than for

the Z-boson measurements, allowing for better control of correlations and uncertainty
cancellations in the ratios. High correlations among the tt̄ measurements, especially
between

p
s = 7 TeV and 8 TeV, are shown in Tables 9.6 and 9.7.

The cross section ratios �tot(fid)
tt̄(8 TeV)/�

tot(fid)
tt̄(7 TeV) have been measured earlier [75] providing

the result:

�tot
tt̄(8 TeV)

�tot
tt̄(7 TeV)

= 1.326± 0.024 (stat)± 0.015 (syst)± 0.049 (lumi)± 0.001 (beam)

�fid
tt̄(8 TeV)

�fid
tt̄(7 TeV)

= 1.319± 0.024 (stat)± 0.015 (syst)± 0.049 (lumi)± 0.001 (beam).

(10.4)

Results of the current research for similar ratios as well ratios �tot(fid)
tt̄(13 TeV)/�

tot(fid)
tt̄(8 TeV) and

�tot(fid)
tt̄(13 TeV)/�

tot(fid)
tt̄(7 TeV) are provided in Table 10.7. Both results for �tot(fid)

tt̄(8 TeV)/�
tot(fid)
tt̄(7 TeV) are in

perfect agreement with each other. Such compatibility shows that the implementation
of the methods used for ratio calculation as well as correlation model works as expected.
The uncertainties for most of the experimental sources, except luminosity, are highly
correlated, therefore the largest uncertainty on the

p
s = 8 TeV to 7 TeV cross section

ratios stems from the luminosity. Moreover, the statistical component of the uncertainty
is also sizeable, mostly due to the limited statistics at

p
s = 7 TeV.

Comparison to theory predictions The measured ratios
�tot

tt̄(13 TeV)

�tot

tt̄(8 TeV)
,

�tot

tt̄(13 TeV)

�tot

tt̄(7 TeV)
, and

�tot

tt̄(8 TeV)

�tot

tt̄(7 TeV)
are compared with the theory predictions based on di↵erent PDF sets in Fig-

ure 10.9.
The predictions follow a similar pattern for all ratios. The PDF sets used in the

PDF4LHC prescription [30] (CT14nnlo, NNPDF3.0, and MMHT14nnlo) predict the small-
est values for the ratios. They are followed by HERA-data based PDF sets (ATLAS-
epWZ12 and HERAPDF2.0) which predict a bit larger values, and the ABM12 predic-
tions are the largest. Such a pattern can be explained by the di↵erent dependences of the
gluon distribution on Bjorken-x in the PDF sets. The gluon distribution at low x region is
measured at HERA and used for all presented PDF sets, therefore better agreement with
data is observed for all of them. At high x, ABM12 and HERA-data based PDF sets have
lower gluon density than other PDF sets. Thus, as the

p
s increases, resulting in decrease

of the average value of x, the ABM12 and HERA-based sets exhibit a stronger
p
s depen-

dence than the PDF4LHC PDFs. Since the observed spread of theoretical predictions is
sizeable compared to the experimental uncertainties, omitting the luminosity uncertainty,
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these measurements do not test the consistency of the luminosity calibrations at di↵er-
ent

p
s to the same precision as it was observed for the Z-boson cross-section ratios at

Section 10.3.2.
The measured ratio

�tot

tt̄(13 TeV)

�tot

tt̄(8 TeV)
agrees with all predictions within the total experimental

uncertainty. The prediction based on the HERAPDF2.0 PDF set shows the best agree-
ment within the statistical uncertainty of the data. The central values of the measured
cross-section ratios which involve

p
s = 7 TeV data are lower with respect to all predic-

tions. The highest di↵erence between the measured and predicted cross-section ratio is

observed for
�tot

tt̄(8 TeV)

�tot

tt̄(7 TeV)
, where experimental result deviates from all predictions by about

2�. Such a deviation was previously observed and published by the ATLAS collabora-

tion [75]. The disagreement between predictions and measurement for the
�tot

tt̄(8 TeV)

�tot

tt̄(7 TeV)
ratio is

di�cult to explain by the x-dependence of the gluon distribution, because the di↵erence
in average x is much higher between

p
s = 13 TeV and 8 TeV or 13 TeV and 7 TeV

than for
p
s = 8 TeV and 7 TeV. This tension between measured and predicted result

for
�tot

tt̄(8 TeV)

�tot

tt̄(7 TeV)
can be investigated by taking the double ratio, which can provide a higher

precision due to the cancellation of the luminosity uncertainty. The double ratio results
are discussed in the next section.

10.3.3 Double ratios of tt̄ and Z cross sections at di↵erent
p
s

The double ratio measurements benefit from the cancellation of uncertainties which occur
in di↵erent channels at a given

p
s as well as the same channel at di↵erent

p
s. Each

double ratio contains two ratios at the same
p
s, providing almost entire cancellation of

the luminosity uncertainty. Uncertainties on the theoretical predictions also cancel in
the double ratios, due to the correlation between PDF eigenvectors for the same channel
calculations. Thereby, such measurements provide a luminosity-uncertainty-independent
check of the Standard Model. The double ratios are also intended to shine light on the
observed tension between measurement and predictions for the single ratio of tt̄ cross
sections.

The combination of the electron and muon channels for each double ratio is performed
separately. The resulting �2 values are given in Table 10.10, which demonstrate a very
good compatibility among the three combinations. The combined electron and muon
channel cross sections for the Z boson at di↵erent

p
s that are used in the double ratios

are compared to results obtained from the combination for the single ratios introduced
earlier. The comparison is provided in Appendix G and demonstrates a high consistency
among the results. Both suggest that the combination procedure is stable.

Comparison to theory predictions The double ratio results are compared to the
theory predictions, based on di↵erent PDF sets, in Figure 10.10. The trends in the theory
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�
tt̄(13 TeV)

�
Z(13 TeV)

/
�
tt̄(8 TeV)

�
Z(8 TeV)

�
tt̄(13 TeV)

�
Z(13 TeV)

/
�
tt̄(7 TeV)

�
Z(7 TeV)

�
tt̄(8 TeV)

�
Z(8 TeV)

/
�
tt̄(7 TeV)

�
Z(7 TeV)

�2/Nd.f. 0.4 0.5 0.4

Table 10.10: �2 values for the combination of the Z ! e+e� and Z ! µ+µ� channels atp
s = 13, 8, and 7 TeV for the double ratios.

predictions and between the data and the predictions observed for the double ratios are
similar to the single ratios of tt̄ cross sections at di↵erent

p
s. The total uncertainties are

smaller than those in the tt̄ cross-section ratios due to the almost complete cancellation of
the luminosity uncertainty, which more than compensates for the uncertainties that the
Z-boson cross sections bring to these double ratios. The double ratio of

p
s = 13 TeV

to
p
s = 8 TeV is consistent with all predictions at the 1� level, where � is the total

experimental uncertainty.
The tension of the

p
s = 8 TeV over

p
s = 7 TeV ratio with respect to the theory

predictions is increased, due to the reduced uncertainty in the data. The statistical
uncertainty is the dominant source of experimental uncertainty in this ratio, where the
main contribution comes from the tt̄ measurement at

p
s = 7 TeV. The deviation of the

ABM12 PDF is at the 4� level, while for all other PDFs it is at the ⇠ 3� level. The
closest to the observed ratio is given by the ATLAS-epWZ12 PDF set at the level of 2.9�.

To understand the influence of the correlation model on the size of the tensions in
both of the single and double

p
s = 8 TeV over

p
s = 7 TeV ratios the de-correlation

model was studied. Systematic sources which potentially have the strongest influence
on the ratios were de-correlated. The study showed that de-correlated beam energy and
signal modelling uncertainties lead to a maximal increase of the experimental uncertainty,
providing a reduction on the discrepancy to 1.9� between data and the prediction based
on the CT14 PDF set (more details are in Appendix H). Therefore, the source of the
observed tensions in both the single and double ratios are statistical fluctuations rather
than a systematic e↵ect of the measurement.

10.4 PDF profiling

Using the PDF profiling technique introduced in Section 2.5, the measured cross sections,
along with the complete correlation information, can be compared in a quantitative way
to the predictions based on di↵erent PDF sets. In addition, the impact of the ATLAS
data on the PDF uncertainties can be quantified. It is preferable to estimate the impact
of the ATLAS data by using PDFs that do not include the cross-section data used in the
analysis. Given that PDF groups often use tolerance criteria which are di↵erent compared
to the ��2 = 1 rule employed in the profiling estimates, the impact of the data on PDF
uncertainties can be di↵erent. The PDF profiling method works best for PDFs which
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CT14 MMHT14 NNPDF30 ABM12
�2/NDF 1.9/3 1.4/3 5.9/3 5.0/3
p-value 0.58 0.71 0.11 0.17

Table 10.11: �2 values for the comparisons of the ATLAS W and Z cross section data
(50 ns bunch spacing at

p
s = 13 TeV) to the predictions based on the CT14, MMHT14,

NNPDF3.0, and ABM12 PDF sets, along with the probability of finding the observed
value or larger.

use the ��2 = 1 criterion for uncertainty estimation, and which agree well with the
measurement ensuring small pulls of the PDF eigenvectors. The PDF sets which provide
uncertainties at the 90% confidence level only (CT14) are re-scaled to 68% C.L. prior to
profiling. For both W , Z and tt̄, Z measurements, the comparison with predictions and
profiling are performed using the xFitter package, which allows PDF and other theoretical
uncertainties to be included via asymmetric error propagation.

10.4.1 W , Z measurements

The measured fiducial W and Z cross sections, including their correlations, as reported
in Section 9.4, are quantitatively compared to predictions based on the CT14, MMHT14,
NNPDF3.0, and ABM12 PDF sets. The resulting �2 values corresponding to the di↵erent
PDFs are given in Table 10.11. All comparisons give a reasonable �2 value. Figure 10.11
visually compares the measurements, with both the total and the uncorrelated components
of the uncertainties, to the predictions. Both Table 10.11 and Figure 10.11 demonstrate
a good agreement between the CT14 and MMHT14 predictions and the ATLAS data.

The impact of the W , Z ATLAS data on the CT14 and MMHT14 PDF sets is quan-
tified with the PDF profiling method, providing a shifted set of parton distributions with
reduced uncertainties to some extent. The light sea-quark distributions, xū, xd̄ and xs,
before and after profiling with the MMHT14 set, are shown in Figure 10.12. The strange-
quark distribution after profiling is increased, and the uncertainties are slightly reduced
compared to the reference PDF set. This in turn leads to the reduction of xū and xd̄ at
low x. However, the uncertainties on the xū and xd̄ distributions are not visibly reduced.
Some reduction of the uncertainty is also observed for the valence-quark distributions,
xuv and xdv, as is illustrated in Figure 10.13, for the CT14 and MMHT14 sets. The
small impact of the measured data on the s, uv and dv distributions indicate that the
level of precision in the measured data does not provide a meaningful QCD fit analysis.
The enlarged strangeness fraction of the light sea quarks after profiling is in agreement
with other ATLAS measurements [54, 178]. Results with a similar pattern, but higher
constraining power, are shown using ATLAS W , Z data with higher precision in Ref. [54].
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ATLAS-epWZ12 CT14 MMHT14 NNPDF30 HERAPDF2.0 ABM12
�2/NDF 8.3/6 15/6 13/6 17/6 10/6 25/6
p-value 0.22 0.02 0.05 0.01 0.11 < 0.001

Table 10.12: �2 values for the comparisons of the ATLAS tt̄ and Z cross sections data
at

p
s = 13, 8, 7 TeV to the predictions based on ATLAS-epWZ12, CT14, MMHT14,

NNPDF3.0, HERAPDF2.0, ABM12 PDF sets along with the probability of finding the
observed value or larger.

10.4.2 tt̄, Z measurements

The measured cross sections of tt̄ and Z boson production at
p
s = 13, 8, and 7 TeV are

quantitatively compared to the predictions based on di↵erent PDF sets following similar
strategy as for the W and Z measurements. The baseline comparison is performed for
the total cross sections for tt̄ and fiducial cross sections for Z-boson production, including
their correlations. The quantitative assessment of the level of agreement between data
and predictions are presented in Table 10.12. All comparisons provide an acceptable �2

value except for the ABM12 PDF set, which is disfavoured by the data. The covariance
matrix is decomposed so as to extract the uncorrelated component of the uncertainties.
A visual representation of the data compared to predictions is given in Figure 10.14.
From Figure 10.14 and Table 10.12, the HERAPDF2.0 and ATLAS-epWZ12 PDF sets
show good compatibility with the ATLAS data, and the agreement is improved when the
measurement of the tt̄ cross section at 7 TeV is excluded.

The e↵ect of the measured data on the light-quark sea and gluon distributions is
examined with the profiling method. The HERAPDF2.0 and ATLAS-epWZ12 sets can
be used for this purpose, since neither of them includes the cross-section data used in
this analysis. Given that the ATLAS-epWZ12 set provides smaller uncertainties for the
predicted cross sections compared to HERAPDF2.0, it is chosen for the study. The
profiling of the ATLAS-epWZ12 PDF set is performed only with the components related to
the uncertainties of the HERA [70] and 2010 ATLAS [72] W , Z-boson data, to mimic the
inclusion of the new ATLAS data in the PDF fit. The e↵ect of the additional uncertainties
arising from the model and PDF-parameterisation variations estimated in the ATLAS-
epWZ12 PDF fit are not further investigated.

Figure 10.15 shows the light-quark sea ⌃ = ū+ d̄+ s̄ and gluon g distributions before
and after the profiling, including their uncertainties at the scales of Q2 = M2

Z and Q2 =
M2

t , respectively. The upper plots show the profiled distributions divided by the central
value of the ATLAS-epWZ12 PDF set and demonstrate that the central values of the
profiled distributions agree very well with the original set. The lower plots show that the
ATLAS tt̄ and Z-boson cross-section data impose visible constraints on the light-quark sea
distribution at x < 0.02 and on the gluon distribution at x ⇠ 0.1. These data constrain the
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least-well-understood component of the light-quark sea distribution, namely the strange-
quark distribution while the other quark PDFs are not significantly constrained [163].
The lower plots also show the impact of the tt̄ data only, which contribute significantly to
the constraint on the gluon distribution, while the Z-boson data help to constrain both
the light-quark-sea and gluon distributions.

Profiling is additionally performed with the MMHT14 PDF set using the Z-boson
and tt̄ cross-section data at

p
s = 13, 8, and 7 TeV, as well as excluding tt̄ results atp

s = 7 TeV and
p
s = 8 TeV. Figure 10.16 demonstrates the distributions for the

light-quark sea and gluon divided by the central value of the MMHT14 PDF. In all cases
a significant reduction of the PDF uncertainties for both the gluon and the sea-quark
distributions is observed. The sea-quark distribution is pulled up at low x by ⇠ 1.5%,
while the gluon distribution is pulled down at low x. The pull is stronger when thep
s = 7 TeV data are excluded. Compatibility tests with the MMHT14 predictions

when the tt̄ cross-section data at
p
s = 7 TeV or

p
s = 8 TeV are excluded give good

�2/NDF = 4.7/5 and �2/NDF = 3.6/5, respectively, indicating that the relatively poor
�2/NDF = 13/6 when all data are used for profiling is driven by the tension between the
tt̄ measurements at

p
s = 7 TeV and

p
s = 8 TeV.
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Figure 10.9: �tot

tt̄
(13 TeV) to �tot

tt̄
(8 TeV) (top left), �tot

tt̄
(13 TeV) to �tot

tt̄
(7 TeV) (top

right), �tot

tt̄
(8 TeV) to �tot

tt̄
(7 TeV) (bottom) ratios of production cross sections compared

to predictions based on di↵erent PDF sets. The inner shaded band corresponds to the
statistical uncertainty, the middle band to the statistical and experimental systematic
uncertainties added in quadrature, while the outer band shows the total uncertainty, in-
cluding the luminosity uncertainty. For the 8-to-7 TeV ratio, the experimental systematic
uncertainty band is too small to be clearly visible. The theory predictions are given with
the corresponding PDF uncertainties shown as inner bars while the outer bars include the
scale and ↵S uncertainties added in quadrature.
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Figure 10.10:
p
s = 13 TeV to

p
s = 8 TeV (top two plots),

p
s = 13 TeV to

p
s = 7 TeV

(middle two plots), and
p
s = 8 TeV to

p
s = 7 TeV (bottom two plots) double ratios of

production cross sections compared to predictions based on di↵erent PDF sets. The inner
shaded band corresponds to the statistical uncertainty, the middle band to the statistical
and experimental systematic uncertainties added in quadrature, while the outer band
shows the total uncertainty, including the luminosity uncertainty. The latter is not visible
since the the luminosity uncertainties almost entirely cancel in these ratios. The theory
predictions are given with the corresponding PDF uncertainties shown as inner bars while
the outer bars include the scale and ↵S uncertainties added in quadrature.
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Figure 10.11: Comparison of the measured fiducial W�, W+ and Z cross-sections
(�W� , �W+ , �Z) to predictions based on di↵erent PDF sets. The lower panel shows the
total and uncorrelated uncertainties, �, associated with the ratios of the predictions to
the data.
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CT14 PDF set and the bottom row shows the MMHT14 PDF set.
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Figure 10.14: Comparison of the �fid
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Figure 10.15: Impact of the ATLAS Z-boson and tt̄ cross-section data on the determina-
tion of PDFs. The bands represent the uncertainty for the ATLAS-epWZ12 PDF set and
the uncertainty of the profiled ATLAS-epWZ12 PDF set using tt̄+ Z data as a function
of x for the total light-quark-sea distribution, x⌃, at Q2 ⇡ m2

Z (left) and for the gluon
density, xg, at Q2 ⇡ m2

t (right). In the upper plots, the profiled PDF set is divided by
the central value of ATLAS-epWZ12 PDF set, “ref”, while in the lower plots, the rela-
tive uncertainty, �, is given. The lower plots also show the impact of only including the
ATLAS tt̄ data set. In the upper plots, the dashed blue curve represents the ratio of the
central value of the profiled result to ATLAS-epWZ12 PDF set.
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Figure 10.16: Impact of the ATLAS Z-boson and tt̄ cross-section data on the determina-
tion of PDFs. The bands represent the uncertainty for the MMHT14 PDF set and the
uncertainty of the profiled MMHT14 PDF set using tt̄+Z data as a function of x for the
total light-quark-sea distribution, x⌃, at Q2 ⇡ m2

Z (left) and for the gluon density, xg,
at Q2 ⇡ m2

t (right). The profiled PDF set is divided by the central value of MMHT14
PDF set (“ref”). The upper two plots represent profiling results using Z-boson and tt̄
cross-section data at

p
s = 13, 8, and 7 TeV. The middle two plots represent result after

excluding tt̄ data at
p
s = 7 TeV from the profiling, the bottom two plots demonstrate

results excluding tt̄ data at
p
s = 8 TeV.



Chapter 11

Summary

This thesis presents measurements of the Z-boson production cross sections at
p
s =

13 TeV using 81 pb�1 and 3.2 fb�1 of pp collisions with 50 ns and 25 ns bunch spacing
configurations from the LHC, together with the evaluations of single and double ratios
involving Z, W±-boson and tt̄ production cross sections. The measurements of Z-boson
production at

p
s = 13 TeV are fully synchronised to the corresponding W± and tt̄

analyses to improve the cancellation of the uncertainties in the ratios.
The contribution of background processes to the measurements of the Z ! `+`� pro-

duction cross sections, where `± = e±, µ±, is estimated using both Monte Carlo simulation
and data-driven techniques. The dominant contribution to electron and muon channels
at both bunch spacing configurations came from top-pair production and found to be at
the level of 0.2 � 0.3%. The systematic uncertainties related to the experimental and
theoretical aspects of the measurements are considered. Apart from the determination
of the luminosity, the dominant systematic uncertainties in the cross-section evaluations
are the lepton reconstruction and identification e�ciencies. The measured cross sections
with both data sets showed excellent compatibility within the statistical uncertainty.

The measured Z and W±-boson fiducial cross sections for the electron and muon
decay channels with 50 ns configuration are used for evaluation of the ratios RW± =
�fid
W±!e⌫/�

fid
W±!µ⌫ and RZ = �fid

Z!e+e�/�
fid
Z!µ+µ� . The obtained results showed good agree-

ment with the Standard Model expectations of lepton universality. The datasets for elec-
tron and muon decay channels are then combined using a methodology which accounts for
the correlations of the experimental systematic uncertainties. The measured fiducial and
total cross sections are found to agree with theoretical calculations based on NNLO QCD
with NLO EW corrections. Using the combined cross sections, the ratios of W+ to W�

and W± to Z-boson production are evaluated. The W+ to W� measured ratio showed
the best agreement with the prediction based on CT14nnlo PDF set, while W± to Z ratio
is found to be in the best agreement with ATLAS-epWZ12nnlo. The impact of the W
and Z ATLAS data on the CT14 and MMHT14 PDF sets is quantified with the PDF
profiling method. The profiled distributions for light sea-quark showed increasing of the
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strange quark and reduction of xū, xd̄ at low x as well as slight reduction of uncertainties
comparing to the reference PDF set. Also minor reduction of the uncertainty is observed
for the up and down valence-quark distributions.

Using the measured Z-boson and top-quark pair production cross section at
p
s =

13 TeV with 25 ns bunch spacing configuration as well as previously published cross-
section measurements at

p
s = 8 TeV and 7 TeV corrected to a common phase space, the

single ratios at a given
p
s for the two processes (Rtt̄/Z(i TeV)) and at di↵erent

p
s for each

process (RZ
i

/Z
j

, Rtt̄
i

/tt̄
j

) are estimated. The double ratios of the two processes at di↵erent
center-of-mass energies Rtt̄/Z(i/j TeV), where i, j = 13, 8, 7 TeV, are evaluated. The
experimental results are compared to the state-of-the-art theoretical predictions, which
are computed at NNLO (with NLO EW corrections) and NNLO+NNLL accuracy for Z-
boson and tt̄ production, respectively. Excellent agreement between data and predictions
is observed in the Z-boson cross-section ratios at the various centre-of-mass energies, even
omitting the luminosity uncertainties. These results indicate that such measurements
could be used to normalise cross-section measurements at di↵erent

p
s, as well as provide

stringent cross-checks on the corresponding ratios of absolute integrated luminosity values.
The data are found to be in best agreement with the ATLAS-epWZ12 PDF set, closely
followed by the HERAPDF2.0 set. The Z and tt̄ data used for these measurements have
significant power to constrain the gluon distribution function at Bjorken-x ⇠ 0.1 and the
total light-quark sea at x < 0.02, as demonstrated from a profiling analysis involving the
ATLAS-epWZ12 PDF set.



Appendix A

Detailed list of Toy Monte Carlo
replicas
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164 APPENDIX A. DETAILED LIST OF TOY MONTE CARLO REPLICAS

W� ! e�⌫ ID W� ! e�⌫ ISO W� ! e�⌫ TG W+ ! e+⌫ ID W+ ! e+⌫ ISO W+ ! e+⌫ TG W� ! µ�⌫ TG W+ ! µ+⌫ TG Z ! e+e� ID Z ! e+e� ISO Z ! e+e� TG Z ! µ+µ� TG
Seed 10 12 11 10 12 11 11 11 10 12 11 1234
Toy MC replica 1 -0.073 -0.008 0.086 -0.077 -0.062 0.116 0.178 0.174 0.5516 0.5526 0.5521 0.7115
Toy MC replica 2 -0.232 -0.304 0.105 -0.207 -0.333 0.084 -0.021 -0.031 0.5496 0.5497 0.552 0.7112
Toy MC replica 3 0.069 -0.212 0.109 0.098 -0.22 0.089 -0.128 -0.09 0.5505 0.5501 0.5523 0.7104
Toy MC replica 4 -0.028 0.129 -0.123 0.02 0.16 -0.146 0.01 0.011 0.5522 0.5536 0.5519 0.7111
Toy MC replica 5 -0.044 -0.262 0.088 0.006 -0.266 0.149 -0.242 -0.228 0.5509 0.5503 0.5521 0.7104
Toy MC replica 6 -0.239 0.013 -0.27 -0.241 0.052 -0.205 0.036 0.058 0.5497 0.5517 0.5517 0.7109
Toy MC replica 7 0.263 -0.008 0.48 0.277 -0.06 0.621 0.165 0.158 0.5547 0.5523 0.5522 0.7115
Toy MC replica 8 -0.412 0.108 0.041 -0.399 0.121 0.031 -0.189 -0.168 0.5475 0.5526 0.552 0.7105
Toy MC replica 9 0.546 -0.042 -0.349 0.565 -0.065 -0.345 0.195 0.201 0.5563 0.5522 0.5517 0.7114
Toy MC replica 10 -0.17 0.034 -0.104 -0.161 0.041 -0.104 -0.032 -0.039 0.5487 0.5522 0.552 0.711
Toy MC replica 11 0.333 0.305 0.123 0.44 0.316 0.05 0.199 0.164 0.5535 0.5555 0.5523 0.7122
Toy MC replica 12 0.306 -0.144 -0.106 0.285 -0.123 -0.075 0.148 0.179 0.5549 0.5501 0.5519 0.7112
Toy MC replica 13 -0.066 0.001 -0.395 -0.03 0.037 -0.475 0.297 0.304 0.5506 0.5513 0.5518 0.7118
Toy MC replica 14 -0.576 -0.344 -0.07 -0.607 -0.358 -0.085 -0.324 -0.326 0.5467 0.5486 0.552 0.71
Toy MC replica 15 0.183 -0.237 -0.014 0.182 -0.265 -0.05 0.021 0.028 0.5553 0.5502 0.552 0.711
Toy MC replica 16 0.172 0.365 -0.474 0.221 0.42 -0.595 0.301 0.316 0.5534 0.5544 0.5518 0.7122
Toy MC replica 17 -0.442 0.121 0.336 -0.463 0.164 0.288 -0.04 -0.056 0.549 0.5533 0.5522 0.7108
Toy MC replica 18 -0.097 0.093 0.041 -0.077 0.101 0.153 0.091 0.131 0.5516 0.5524 0.5518 0.7111
Toy MC replica 19 -0.073 -0.002 0.031 -0.042 0.03 -0.016 0.298 0.325 0.551 0.5515 0.552 0.7122
Toy MC replica 20 0.059 -0.108 0.425 0.062 -0.139 0.398 0.378 0.382 0.5526 0.5513 0.5524 0.7124
Toy MC replica 21 0.135 0.033 -0.171 0.116 0.024 -0.07 0.189 0.222 0.5535 0.5511 0.5516 0.7116
Toy MC replica 22 0.221 0.324 -0.336 0.221 0.314 -0.412 0.094 0.121 0.5536 0.5553 0.5518 0.7116
Toy MC replica 23 -0.017 0.003 -0.145 -0.042 -0.059 -0.199 -0.1 -0.137 0.552 0.5529 0.5518 0.7107
Toy MC replica 24 0.128 0.055 -0.189 0.199 0.022 -0.208 -0.111 -0.062 0.5518 0.5519 0.5519 0.7105
Toy MC replica 25 -0.285 -0.077 -0.095 -0.373 -0.046 -0.088 0.158 0.157 0.5513 0.5505 0.552 0.7116
Toy MC replica 26 0.18 0.049 -0.072 0.15 0.033 -0.066 -0.1 -0.035 0.5552 0.5525 0.5521 0.7101
Toy MC replica 27 0.397 -0.245 -0.01 0.431 -0.226 -0.033 0.073 0.095 0.5564 0.5503 0.5518 0.7112
Toy MC replica 28 0.128 0.31 -0.17 0.138 0.338 -0.179 -0.185 -0.161 0.5535 0.5545 0.552 0.71
Toy MC replica 29 0.109 -0.194 0.069 0.16 -0.17 0.139 -0.036 -0.026 0.5519 0.5503 0.5518 0.7109
Toy MC replica 30 0.579 0.284 -0.145 0.6 0.289 -0.209 -0.108 -0.081 0.5567 0.5546 0.5521 0.7107
Toy MC replica 31 -0.555 0.129 -0.102 -0.592 0.139 -0.114 -0.042 -0.026 0.5481 0.5526 0.5518 0.7113
Toy MC replica 32 -0.016 0.135 0.106 0.019 0.134 0.124 0.065 0.034 0.5513 0.554 0.5521 0.7118
Toy MC replica 33 0.35 -0.261 -0.428 0.35 -0.26 -0.395 -0.394 -0.368 0.5538 0.5499 0.5515 0.7095
Toy MC replica 34 0.005 0.1 -0.238 0.033 0.116 -0.199 -0.033 -0.093 0.5516 0.553 0.5517 0.7109
Toy MC replica 35 0.344 -0.021 -0.592 0.372 -0.014 -0.679 -0.243 -0.232 0.5545 0.5523 0.5517 0.7104
Toy MC replica 36 -0.41 -0.163 0.559 -0.473 -0.139 0.642 0.148 0.152 0.5489 0.55 0.5524 0.7118
Toy MC replica 37 -0.409 0.306 -0.164 -0.456 0.335 -0.193 -0.608 -0.584 0.5497 0.5546 0.5517 0.7093
Toy MC replica 38 -0.726 -0.106 0.344 -0.769 -0.134 0.379 0.217 0.218 0.5469 0.5512 0.5522 0.7118
Toy MC replica 39 -0.095 0.04 -0.059 -0.073 0.048 -0.086 0.02 0.046 0.551 0.5532 0.5519 0.7109
Toy MC replica 40 -0.533 0.038 -0.264 -0.584 0.008 -0.354 -0.261 -0.297 0.5476 0.5522 0.5517 0.7107
Toy MC replica 41 0.05 -0.261 0.026 0.054 -0.263 -0.04 -0.324 -0.332 0.5513 0.5502 0.5522 0.7101
Toy MC replica 42 0.6 -0.175 -0.125 0.623 -0.149 -0.21 -0.053 -0.058 0.557 0.5503 0.552 0.7111
Toy MC replica 43 -0.011 0.378 0.051 -0.055 0.434 0.129 0.303 0.301 0.5522 0.5551 0.552 0.712
Toy MC replica 44 -0.359 0.054 0.326 -0.409 0.048 0.376 0.152 0.165 0.5494 0.5522 0.5521 0.7117
Toy MC replica 45 -0.569 0.065 0.193 -0.577 0.055 0.146 0.092 0.053 0.5474 0.5526 0.5521 0.7113
Toy MC replica 46 -0.215 0.174 0.246 -0.269 0.179 0.283 -0.124 -0.101 0.5505 0.5522 0.552 0.7104
Toy MC replica 47 -0.182 0.143 0.414 -0.129 0.144 0.433 -0.132 -0.124 0.5501 0.5537 0.5522 0.7106
Toy MC replica 48 0.184 -0.042 -0.067 0.19 -0.012 -0.025 0.142 0.171 0.5535 0.5509 0.5519 0.7115
Toy MC replica 49 -0.369 0.236 0.012 -0.38 0.248 0.03 -0.124 -0.102 0.549 0.554 0.5519 0.7105
Toy MC replica 50 0.187 -0.148 -0.287 0.243 -0.166 -0.311 0.213 0.171 0.5527 0.551 0.5517 0.7123
Toy MC replica 51 0.19 0.062 0.18 0.143 0.06 0.115 0.555 0.534 0.553 0.5519 0.5524 0.7127
Toy MC replica 52 0.414 -0.091 -0.169 0.401 -0.094 -0.144 0.041 0.06 0.5569 0.5519 0.5518 0.7113
Toy MC replica 53 -0.177 0.022 -0.019 -0.149 0.018 -0.043 -0.04 -0.077 0.5496 0.5526 0.5519 0.7112
Toy MC replica 54 -0.374 0.121 0.197 -0.438 0.135 0.205 0.094 0.057 0.5479 0.553 0.5522 0.7111
Toy MC replica 55 0.553 -0.071 -0.367 0.613 -0.078 -0.464 0.003 -0.046 0.5559 0.551 0.5519 0.7115
Toy MC replica 56 0.029 -0.058 0.245 0.066 -0.049 0.245 -0.137 -0.128 0.5515 0.5515 0.5522 0.7108
Toy MC replica 57 -0.004 0.09 -0.113 0.021 0.081 -0.144 0.198 0.216 0.552 0.5533 0.5518 0.712
Toy MC replica 58 0.033 0.064 -0.52 -0.048 0.053 -0.604 -0.009 -0.058 0.553 0.5531 0.5515 0.7111
Toy MC replica 59 -0.181 0.27 0.353 -0.236 0.315 0.327 0.093 0.093 0.5503 0.5539 0.5523 0.7112
Toy MC replica 60 -0.295 -0.037 0.28 -0.303 -0.043 0.273 0.331 0.32 0.5487 0.5523 0.5521 0.712
Toy MC replica 61 0.015 0.229 0.331 0.068 0.212 0.326 0.011 0.004 0.5505 0.5548 0.5523 0.7113
Toy MC replica 62 -0.311 -0.035 0.013 -0.333 -0.034 0.076 0.203 0.233 0.5483 0.5506 0.5518 0.7116
Toy MC replica 63 -0.009 -0.301 -0.064 -0.011 -0.364 0.016 0.176 0.156 0.5507 0.5501 0.5516 0.7118
Toy MC replica 64 0.231 -0.15 -0.248 0.286 -0.138 -0.287 0.003 -0.026 0.5537 0.5507 0.5517 0.7112
Toy MC replica 65 0.561 0.096 -0.439 0.579 0.16 -0.487 0.071 0.073 0.5558 0.5526 0.5517 0.7116
Toy MC replica 66 0.259 -0.017 0.394 0.274 -0.044 0.339 0.262 0.248 0.554 0.5514 0.5524 0.7122
Toy MC replica 67 -0.071 0.181 -0.761 -0.039 0.211 -0.872 -0.105 -0.109 0.5515 0.5526 0.5514 0.7108
Toy MC replica 68 -0.088 0.091 -0.007 -0.101 0.067 -0.029 0.225 0.262 0.552 0.5525 0.5519 0.7117
Toy MC replica 69 -0.102 - 0.442 -0.131 - 0.532 -0.055 -0.074 0.5513 - 0.5521 0.7108
Toy MC replica 70 -0.236 - 0.009 -0.223 - 0.022 -0.086 -0.043 0.5503 - 0.5518 0.7104
Toy MC replica 71 -0.134 -0.171 -0.473 -0.188 -0.16 -0.545 -0.128 -0.117 0.5516 0.5508 0.5516 0.7108
Toy MC replica 72 -0.056 0.091 0.181 -0.013 0.089 0.135 -0.055 -0.09 0.5503 0.5544 0.5523 0.7108
Toy MC replica 73 0.283 0.231 0.209 0.337 0.265 0.28 -0.244 -0.256 0.5537 0.554 0.552 0.7102
Toy MC replica 74 -0.177 0.082 0.222 -0.217 0.115 0.258 0.173 0.158 0.5511 0.5521 0.5521 0.7117
Toy MC replica 75 -0.026 -0.005 0.256 0.004 -0.049 0.216 0.217 0.205 0.5517 0.5512 0.5522 0.7116
Toy MC replica 76 -0.749 0.014 0.019 -0.738 0.028 0.043 0.224 0.193 0.5451 0.5525 0.5516 0.7121
Toy MC replica 77 0.304 -0.034 -0.405 0.357 -0.04 -0.428 -0.016 -0.051 0.5534 0.5522 0.5515 0.7108
Toy MC replica 78 0.118 -0.097 0.098 0.1 -0.116 0.146 0.085 0.118 0.5531 0.5513 0.5521 0.7114
Toy MC replica 79 -0.223 0.101 0.766 -0.223 0.119 0.815 -0.205 -0.195 0.5503 0.553 0.5527 0.7101
Toy MC replica 80 -0.26 0.337 -0.284 -0.272 0.386 -0.323 0.313 0.328 0.5487 0.5551 0.5519 0.7122
Toy MC replica 81 -0.146 0.304 0.426 -0.196 0.34 0.385 -0.226 -0.246 0.5516 0.5554 0.5524 0.7101
Toy MC replica 82 0.496 -0.144 -0.03 0.509 -0.179 -0.016 -0.061 -0.048 0.5567 0.5505 0.552 0.7108
Toy MC replica 83 -0.013 0.135 -0.37 -0.016 0.162 -0.397 0.075 0.087 0.5511 0.5529 0.5516 0.7113
Toy MC replica 84 0.156 0.197 0.292 0.101 0.18 0.233 -0.032 -0.023 0.5536 0.554 0.5522 0.7112
Toy MC replica 85 -0.238 -0.374 0.304 -0.266 -0.401 0.341 0.033 0.031 0.5497 0.5493 0.552 0.7113
Toy MC replica 86 -0.258 0.38 0.04 -0.26 0.418 0.087 0.088 0.06 0.5495 0.5537 0.5519 0.7116
Toy MC replica 87 -0.217 0.149 -0.151 -0.258 0.163 -0.041 -0.007 -0.005 0.5501 0.5537 0.5517 0.7108
Toy MC replica 88 -0.239 0.227 0.364 -0.237 0.251 0.402 -0.158 -0.155 0.5499 0.5534 0.5521 0.7108
Toy MC replica 89 0.118 -0.209 0.015 0.143 -0.222 0.066 0.129 0.1 0.5516 0.5498 0.5518 0.7115
Toy MC replica 90 0.212 0.373 -0.293 0.22 0.361 -0.251 0.307 0.349 0.5536 0.5545 0.5517 0.712
Toy MC replica 91 -0.0 0.144 0.461 -0.013 0.15 0.453 -0.055 -0.077 0.5528 0.5527 0.5524 0.7111
Toy MC replica 92 0.036 0.013 -0.006 0.032 0.044 -0.083 -0.103 -0.06 0.5536 0.5517 0.5522 0.7105
Toy MC replica 93 0.11 -0.106 0.487 0.069 -0.102 0.507 -0.384 -0.421 0.5541 0.5507 0.5525 0.7099
Toy MC replica 94 0.377 0.019 -0.174 0.425 0.017 -0.163 0.232 0.218 0.5553 0.5525 0.5518 0.7119
Toy MC replica 95 -0.026 0.2 0.281 -0.01 0.211 0.355 0.009 0.014 0.5506 0.5546 0.5521 0.7113
Toy MC replica 96 -0.114 0.004 -0.533 -0.107 0.003 -0.49 0.135 0.124 0.5511 0.5525 0.5512 0.7116
Toy MC replica 97 -0.958 -0.077 0.288 -1.04 -0.068 0.265 -0.091 -0.054 0.5442 0.5506 0.5523 0.7106
Toy MC replica 98 0.58 -0.275 -0.003 0.613 -0.307 0.03 0.208 0.233 0.5565 0.5501 0.5519 0.7114
Toy MC replica 99 0.53 0.008 -0.257 0.635 -0.018 -0.222 -0.078 -0.067 0.5551 0.552 0.5514 0.7109
Toy MC replica 100 0.02 0.011 -0.019 0.044 -0.007 -0.006 -0.368 -0.331 0.5511 0.5514 0.5518 0.7096

Table A.1: All toy MC replicas and corresponding seeds for lepton identification, reconstruction,
isolation, trigger e�ciency sources for tt̄ and Z channels at 13TeV (50ns data).
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tt̄ ID tt̄ RECO Z ! ee ID Z ! ee RECO Z ! ee ISO Z ! ee TG Z ! µµ TG
Seed 10 13 10 13 12 11 1234
Toy MC replica 1 -0.022 -0.001 0.5548 0.5536 0.5528 0.5536 0.7064
Toy MC replica 2 -0.0216 -0.0006 0.5557 0.5536 0.5536 0.5536 0.7061
Toy MC replica 3 -0.0206 -0.0006 0.555 0.5539 0.5533 0.5536 0.7063
Toy MC replica 4 -0.0201 -0.0004 0.5545 0.5538 0.5539 0.5536 0.7065
Toy MC replica 5 -0.0228 -0.0003 0.5528 0.554 0.5534 0.5536 0.7064
Toy MC replica 6 -0.023 -0.0007 0.5528 0.5536 0.5532 0.5536 0.7063
Toy MC replica 7 -0.0231 -0.001 0.5531 0.5535 0.553 0.5536 0.7064
Toy MC replica 8 -0.0129 -0.0009 0.5567 0.5533 0.5542 0.5536 0.7064
Toy MC replica 9 -0.0271 -0.0004 0.5516 0.5539 0.5531 0.5536 0.7063
Toy MC replica 10 -0.0228 -0.0006 0.5512 0.5537 0.5529 0.5536 0.7064
Toy MC replica 11 -0.0202 -0.0005 0.556 0.5541 0.554 0.5537 0.7065
Toy MC replica 12 -0.0216 -0.0003 0.553 0.554 0.555 0.5535 0.7066
Toy MC replica 13 -0.0197 -0.0005 0.5564 0.5538 0.553 0.5536 0.7064
Toy MC replica 14 -0.024 0.0 0.5515 0.5542 0.553 0.5536 0.7062
Toy MC replica 15 -0.0198 -0.0008 0.5572 0.5538 0.5536 0.5537 0.7066
Toy MC replica 16 -0.0292 -0.0004 0.5479 0.5539 0.5538 0.5536 0.7067
Toy MC replica 17 -0.0307 -0.0007 0.5495 0.5535 0.5542 0.5536 0.7065
Toy MC replica 18 -0.0196 -0.0008 0.5534 0.5539 0.5547 0.5536 0.7063
Toy MC replica 19 -0.0251 -0.0006 0.552 0.5539 0.5547 0.5536 0.7068
Toy MC replica 20 -0.025 -0.0009 0.5511 0.5536 0.5537 0.5536 0.7067
Toy MC replica 21 -0.0225 -0.0012 0.5523 0.5535 0.5541 0.5537 0.7063
Toy MC replica 22 -0.0217 -0.0003 0.5542 0.5541 0.5532 0.5536 0.7065
Toy MC replica 23 -0.0243 -0.0009 0.5531 0.5534 0.5541 0.5536 0.7066
Toy MC replica 24 -0.0187 0.0003 0.5563 0.5542 0.5535 0.5536 0.7067
Toy MC replica 25 -0.0219 -0.0007 0.5559 0.5537 0.5539 0.5536 0.7062
Toy MC replica 26 -0.0248 -0.0004 0.5509 0.5537 0.5534 0.5536 0.7062
Toy MC replica 27 -0.0221 -0.0002 0.5523 0.5539 0.5542 0.5536 0.7064
Toy MC replica 28 -0.0237 -0.0008 0.5534 0.5536 0.5528 0.5537 0.7064
Toy MC replica 29 -0.0225 -0.001 0.5537 0.5535 0.5537 0.5536 0.7062
Toy MC replica 30 -0.0199 -0.0005 0.5532 0.5535 0.5533 0.5536 0.706
Toy MC replica 31 -0.02 -0.0004 0.5571 0.554 0.5524 0.5536 0.7062
Toy MC replica 32 -0.0271 -0.0005 0.5482 0.5537 0.5539 0.5536 0.7062
Toy MC replica 33 -0.02 -0.0011 0.5531 0.5537 0.5528 0.5536 0.7066
Toy MC replica 34 -0.0241 -0.0013 0.5523 0.5536 0.5546 0.5536 0.7063
Toy MC replica 35 -0.0263 -0.0014 0.5515 0.5533 0.5531 0.5536 0.7063
Toy MC replica 36 -0.0235 -0.0001 0.5515 0.5541 0.5547 0.5536 0.7064
Toy MC replica 37 -0.0194 -0.0013 0.5557 0.5532 0.5552 0.5536 0.7062
Toy MC replica 38 -0.0211 -0.0001 0.5545 0.554 0.5543 0.5536 0.7064
Toy MC replica 39 -0.0216 -0.0005 0.5549 0.5534 0.5531 0.5536 0.7063
Toy MC replica 40 -0.025 -0.0001 0.553 0.5537 0.5537 0.5536 0.706
Toy MC replica 41 -0.0203 -0.0006 0.5564 0.5533 0.5537 0.5536 0.7064
Toy MC replica 42 -0.021 -0.0014 0.5531 0.5533 0.5532 0.5536 0.7065
Toy MC replica 43 -0.0184 0.0001 0.555 0.5538 0.5539 0.5536 0.7062
Toy MC replica 44 -0.0161 -0.001 0.558 0.5537 0.5524 0.5536 0.7062
Toy MC replica 45 -0.0202 -0.0003 0.5534 0.5535 0.5542 0.5536 0.7066
Toy MC replica 46 -0.0245 -0.0002 0.5539 0.5542 0.5536 0.5536 0.7065
Toy MC replica 47 -0.0149 -0.0005 0.5569 0.5533 0.5544 0.5536 0.706
Toy MC replica 48 -0.0228 -0.0006 0.5516 0.5536 0.5534 0.5536 0.7062
Toy MC replica 49 -0.0202 -0.0005 0.5544 0.554 0.5532 0.5536 0.7066
Toy MC replica 50 -0.0262 -0.0002 0.5529 0.5537 0.552 0.5536 0.7063
Toy MC replica 51 -0.0169 -0.0007 0.5577 0.5538 0.5537 0.5536 0.7064
Toy MC replica 52 -0.025 -0.001 0.5528 0.5528 0.5527 0.5536 0.7065
Toy MC replica 53 -0.0204 -0.0008 0.5544 0.5533 0.5537 0.5536 0.7062
Toy MC replica 54 -0.0221 -0.0007 0.5514 0.5538 0.5534 0.5536 0.7061
Toy MC replica 55 -0.0208 -0.0007 0.5529 0.5536 0.5539 0.5537 0.7063
Toy MC replica 56 -0.0243 -0.0009 0.5541 0.5536 0.5538 0.5536 0.7065
Toy MC replica 57 -0.0194 -0.0006 0.5556 0.5536 0.5556 0.5536 0.7066
Toy MC replica 58 -0.0301 -0.0008 0.5504 0.5535 0.5539 0.5536 0.7062
Toy MC replica 59 -0.0227 -0.0008 0.5543 0.5533 0.5545 0.5536 0.7065
Toy MC replica 60 -0.0231 -0.0006 0.5518 0.5536 0.553 0.5536 0.7064
Toy MC replica 61 -0.0262 -0.0011 0.5508 0.5536 0.5561 0.5536 0.706
Toy MC replica 62 -0.023 -0.0017 0.5537 0.5533 0.5542 0.5536 0.7064
Toy MC replica 63 -0.0194 -0.0014 0.5548 0.5536 0.554 0.5536 0.7064
Toy MC replica 64 -0.0213 -0.0008 0.5527 0.5536 0.5534 0.5536 0.7063
Toy MC replica 65 -0.0223 -0.0007 0.5514 0.5539 0.5534 0.5536 0.7064
Toy MC replica 66 -0.0265 -0.001 0.5525 0.5536 0.5545 0.5536 0.7065
Toy MC replica 67 -0.0258 -0.0009 0.5511 0.553 0.5537 0.5536 0.7064
Toy MC replica 68 -0.0269 -0.0003 0.5508 0.5537 0.5544 0.5536 0.7066
Toy MC replica 69 -0.0193 0.0001 0.5547 0.5538 0.5524 0.5536 0.7067
Toy MC replica 70 -0.0191 -0.0004 0.556 0.5537 0.5539 0.5536 0.7062
Toy MC replica 71 -0.0239 -0.0008 0.553 0.5537 0.5542 0.5536 0.7063
Toy MC replica 72 -0.0232 -0.0013 0.5545 0.5533 0.5543 0.5537 0.7063
Toy MC replica 73 -0.0274 -0.0004 0.5504 0.5537 0.554 0.5536 0.7065
Toy MC replica 74 -0.0248 -0.0007 0.5517 0.5533 0.5528 0.5536 0.7065
Toy MC replica 75 -0.0216 -0.0007 0.5555 0.5535 0.5535 0.5536 0.7063
Toy MC replica 76 -0.0253 -0.0009 0.5535 0.5537 0.5532 0.5536 0.7064
Toy MC replica 77 -0.0187 -0.0011 0.5559 0.5537 0.5541 0.5536 0.7063
Toy MC replica 78 -0.0194 -0.0008 0.5553 0.5536 0.554 0.5535 0.7065
Toy MC replica 79 -0.0156 -0.0015 0.5575 0.5535 0.5518 0.5536 0.7066
Toy MC replica 80 -0.0201 -0.0005 0.5552 0.5536 0.5533 0.5536 0.7063
Toy MC replica 81 -0.0202 -0.001 0.5541 0.5539 0.5539 0.5536 0.7063
Toy MC replica 82 -0.0246 -0.0005 0.5514 0.5538 0.555 0.5535 0.7064
Toy MC replica 83 -0.0224 -0.0006 0.5526 0.5533 0.5539 0.5536 0.7063
Toy MC replica 84 -0.0211 -0.0012 0.5525 0.5533 0.555 0.5536 0.7067
Toy MC replica 85 -0.0214 -0.0009 0.5549 0.5535 0.5532 0.5536 0.7063
Toy MC replica 86 -0.025 -0.0004 0.5521 0.5538 0.5542 0.5536 0.7067
Toy MC replica 87 -0.0169 -0.0012 0.5543 0.5534 0.5545 0.5536 0.7066
Toy MC replica 88 -0.0235 -0.0005 0.5537 0.5535 0.5533 0.5536 0.7071
Toy MC replica 89 -0.0236 -0.0007 0.5516 0.5533 0.553 0.5536 0.7066
Toy MC replica 90 -0.0224 -0.0011 0.5534 0.5534 0.553 0.5536 0.7064
Toy MC replica 91 -0.027 -0.0008 0.5512 0.5537 0.5534 0.5536 0.7065
Toy MC replica 92 -0.0236 0.0001 0.5527 0.5541 0.5536 0.5536 0.7063
Toy MC replica 93 -0.0203 0.0001 0.5549 0.5538 0.5536 0.5536 0.7065
Toy MC replica 94 -0.0213 -0.0007 0.5535 0.5533 0.5518 0.5536 0.7064
Toy MC replica 95 -0.0233 0.0001 0.5513 0.554 0.5535 0.5536 0.7068
Toy MC replica 96 -0.0206 -0.0004 0.5509 0.5541 0.5545 0.5536 0.7063
Toy MC replica 97 -0.0261 -0.0007 0.5521 0.5536 0.5543 0.5536 0.7063
Toy MC replica 98 -0.0251 -0.0008 0.5482 0.5536 0.5552 0.5536 0.7065
Toy MC replica 99 -0.0252 -0.0003 0.5527 0.5539 0.5538 0.5536 0.7065
Toy MC replica 100 -0.0205 0.0004 0.554 0.5537 0.5541 0.5536 0.7064

Table A.2: All toy MC replicas and corresponding seeds for lepton identification, reconstruction,
isolation, trigger e�ciency sources for tt̄ and Z channels at 13TeV (25ns data).
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Appendix B

Uncertainties on correlation
coe�cients among C factors
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Figure B.1: All correlation of C factors in case of full decorrelation for all MC toys for
electron identification source of systematics.
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Figure B.2: CZCZ (left), CW+CW+ (middle), CW�CW� (right) RMS as a function of
number of correlated toys for electron identification systematics source.
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Figure B.3: CZCZ (left), CW+CW+ (middle), CW�CW� (right) RMS as a function of
number of correlated toys for electron trigger systematics source.
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Figure B.4: CZCZ (left), CW+CW+ (middle), CW�CW� (right) RMS as a function of
number of correlated toys for muon trigger systematics source.



Appendix C

Details on the uncertainties used in
the W and Z combination

Table C.1 contains nuisance parameters and symmetrized shifts of the CW and CZ factors
for the inclusive combination. The names ended with " 1 nui 0" up to " 1 nui n-2",
where n is a number of nuisance parameters for a given systematic source, represent fully
correlated components, and names ended with " 1 nui n-1" represent fully uncorrelated
components.
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Source CZmm CWmm CWmp CZee CWem CWep

% % % % % %
ChargeIDZ 0 -0.15
Charge MisID 1 0.1 0.1
EG RESOLUTION ALL 1 -0.015 -0.0445 -0.0495
EG SCALE ALL 1 0.225 0.398 0.445
EL EFF ID COMBMCTOY 1 nui 0 0.454 0.303 0.323
EL EFF ID COMBMCTOY 1 nui 1 0.152 0.013 -0.013
EL EFF ID COMBMCTOY 1 nui 2 0.038 -0.012 0.005
EL EFF Iso COMBMCTOY 1 nui 0 0.27 0.131 0.142
EL EFF Iso COMBMCTOY 1 nui 1 0.103 0.003 -0.007
EL EFF Iso COMBMCTOY 1 nui 2 0.016 -0.01 0.004
EL EFF Reco TotalCorrUncertainty 1 0.765 0.438 0.469
EL EFF Trig COMBMCTOY 1 nui 0 0.041 0.288 0.308
EL EFF Trig COMBMCTOY 1 nui 1 -0.022 -0.031 0.017
EL EFF Trig COMBMCTOY 1 nui 2 0.019 0 0
JET GroupedNP 1 1 -1.291 -1.2965 -1.421 -1.3865
JET GroupedNP 2 1 -0.2115 -0.215 -0.231 -0.232
JET GroupedNP 3 1 -0.888 -0.9625 -0.9245 -0.9675
JET JER SINGLE NP 1 0.345 0.318 0.326 0.343
MET SoftTrk ResoPara 0.0855 0.1015 0.0805 0.0865
MET SoftTrk ResoPerp 0.0875 0.106 0.0785 0.0925
MET SoftTrk Scale 1 -0.095 -0.11 -0.0615 -0.073
MUONS ID 1 -0.02 -0.0125 -0.0055
MUONS MS 1 -0.005 -0.0055 0.001
MUONS SCALE 1 -0.065 -0.128 -0.1445
MUON EFF STAT 1 0.61 0.265 0.2635
MUON EFF SYS 1 0.64 0.269 0.28
MUON EFF TrigStatTOYUncertainty 1 nui 0 0.093 0.192 0.193
MUON EFF TrigStatTOYUncertainty 1 nui 1 -0.025 -0.016 0.01
MUON EFF TrigStatTOYUncertainty 1 nui 2 0.027 -0.002 0.001
MUON EFF TrigSystUncertainty 1 0.17 0.5325 0.5415
MUON ISO STAT 1 0.485 0.2595 0.2645
MUON ISO SYS 1 0.215 0.1205 0.123
MuTrigCharge -0.25 0.25
PDF 0.015 0.12 0.09 0.11 0.11 0.1
PILEUP W 1 0.01 -0.22 -0.23 0.01 -0.36 -0.31
BgEWKLumi 0.01 0.01
DiBosZ 0.01 0.01
MJ FitRegion We nui 0 2.806 1.545
MJ FitRegion We nui 1 0.733 -0.779
MJ FitRegion Wm 0.5739 0.4422
MJ IsoChoice We 1.21 0.515
MJ IsoChoice Wm 0.6782 0.5226
MJ PtVarMET We nui 0 -0.201 -0.384
MJ PtVarMET We nui 1 -0.333 0.102
MJ PtVarMET Wm nui 0 0.295 0.225
MJ PtVarMET Wm nui 1 0.216 -0.169
MJ PtVarMTW We 0.256 0.251
MJ PtVarMTW Wm nui 0 0.087 0.067
MJ PtVarMTW Wm nui 1 0.057 -0.045
MJ TopoEtMET We nui 0 -0.331 -0.607
MJ TopoEtMET We nui 1 -0.606 0.194
MJ TopoEtMET Wm nui 0 0.324 0.249
MJ TopoEtMET Wm nui 1 0.168 -0.131
MJ TopoEtMTW We nui 0 -0.308 -0.264
MJ TopoEtMTW We nui 1 -0.136 0.093
MJ TopoEtMTW Wm nui 0 0.137 0.105
MJ TopoEtMTW Wm nui 1 0.075 -0.059
MultijetSigShape 0.2594 0.3199 0.549 0.42
Top 0.08356 0.06439 0.0844 0.0692
TopZ 0.02 0.02
WBosZ 0 0
Wtau 0.1342 0.1034 0.0938 0.0897
ZTauZ 0 0
Zee 0.0654 0.0525
Zmumu 0.3079 0.2373
Ztautau 0.01543 0.01189 0.0141 0.0111

Table C.1: Nuisance parameters and symmetrized shifts of the CW CZ factors for the
inclusive combination.



Appendix D

Details on the uncertainties used in
the tt̄ and Z combination

Table D.1 presents the statistical, systematic and total uncertainties on the measured total
cross-sections of Z ! ee, Z ! µµ and tt̄ at

p
s = 13, 8, 7 TeV. The uncertainty names

ended with " 1 nui 0" up to " 1 nui n-2", where n is a number of nuisance parameters
for a given systematic source, represent fully correlated components, and names ended
with " 1 nui n-1" represent fully uncorrelated components.
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172APPENDIX D. DETAILS ON THE UNCERTAINTIES USED IN THE T T̄ AND Z COMBINATION

Uncertainty �

tot

Z!µµ

(13 TeV), % �

tot

Z!ee

(13 TeV), % �

tot

t

¯

t

(13 TeV), % �

tot

Z!µµ

(8 TeV), % �

tot

Z!ee

(8 TeV), % �

tot

t

¯

t

(8 TeV), % �

tot

Z!µµ

(7 TeV), % �

tot

Z!ee

(7 TeV), % �

tot

t

¯

t

(7 TeV), %

ACoef 0 �0.065
Angular Resolution 0 �0.003
Az 1.773 51 1.773 51 1.717 48 1.717 48 1.782 88 1.782 88
BTAG �0.391 �0.41
BTAG1 �0.29
BTAG2 0.07
BTAG3 0.1
BTAG4 �0.01
BTAG5 0
BTAG6 0
CTAG 0.016 0.027
CTAG1 0.04
CTAG2 �0.02
CTAG3 0
CTAG4 0
ChargeIDZ 0 �0.15
DLumi13TeV 2.1 2.1 2.31
DLumi7TeV 1.8 1.8 1.98
DLumi8TeV 1.9 1.9 2.1
Di Trig �0.038
EBEAM 0.69 0.69 1.5 0.62 0.62 1.72 0.6 0.6 1.79
EG RESOLUTION ALL 1 �0.025 �0.01 �0.002 �0.008 �0.022
EG SCALE ALL 1 0.245 0.2 0.025 0.51 0.213
EL EFF ID COMBMCTOY 1 nui 0 �0.363 �0.32
EL EFF ID COMBMCTOY 1 nui 1 0.112 �0.115
EL EFF ID Z7TeV 0.163
EL EFF ID Z8TeV 0.798
EL EFF ID ttbar 0.403 0.087
EL EFF Iso COMBMCTOY 1 0.14 0
EL EFF Isott13TeV 0.39
EL EFF Isott7TeV 0.59
EL EFF Isott8TeV 0.3
EL EFF Reco COMBMCTOY 1 nui 0 �0.047 �0.034
EL EFF Reco COMBMCTOY 1 nui 1 0.017 �0.021
EL EFF Reco Z7TeV 0.205
EL EFF Reco Z8TeV 0.087
EL EFF Reco ttbar 0.045 0.098
EL EFF Trig COMBMCTOY 1 0.01 0.14 0.194 0.045
EleScaleLArCalib 0.022 0.019
EleScaleLArElecUnconv 0.039 0.036
EleScaleMatCalo �0.008 �0.008
EleScaleMatCryo �0.038 �0.036
EleScaleMatID �0.016 �0.016
EleScalePS 0.016 0.018
EleScaleS12 0.01 0.011
ElecEnL1Gain 0 0.003
ElecEnL2Gain 0.026 0.026
ElecEnLArElecCalib �0.004 �0.004
ElecEn G4 �0.004
ElecEn Pedestal 0.008
ElecEn SamplingTerm 0.009
ElecEn ZeeStat 0.018
ElecEn ZeeSyst 0.026
Extrap ME �0.036 �0.002
Extrap PS �0.029 �0.028
Extrap uncor 0.09 0.069
FLOSR 0.52 0.247 0.268
FLSTAT1 0.16
FLSTAT1 7TeV 0.213
FLSTAT1 8TeV 0.091
FLSTAT2 0.03
FLSTAT2 7TeV 0.027
FLSTAT2 8TeV 0.012
GENIFSR �0.4 �0.202 �0.301
GENTT 0.84 1.218 1.432
GENVV �0.09 �0.128 �0.115
GENWIFSR �0.21
GENWT �0.14 �0.37 �0.159
Generator 0 0
HADRTT �2.8
JEFF �0.016 0
JESBJET �0.025 �0.044
JESCBY 0 0.055
JESDET1 0.041 0.011
JESDET2 0.012 �0.005
JESDET3 0.033 0
JESFCMP 0.317 0.213
JESFRES 0.181 0.115
JESFWD 0.128 0.027
JESFWDS 0.045 0.005
JESMIX1 0.008 �0.005
JESMIX2 0.033 0.005
JESMODE1 0.226 0.044
JESMODE2 �0.029 0.005
JESMODE3 0.025 0
JESMODE4 0.008 0
JESPMU 0.041 0.027
JESPT 0.016 0
JESPV 0.103 �0.022
JESRHO 0.173 0
JESSNGL �0.016 0
JESSTAT1 7TeV 0.022
JESSTAT1 8TeV 0.049
JESSTAT2 7TeV 0
JESSTAT2 8TeV �0.016
JESSTAT3 7TeV �0.005
JESSTAT3 8TeV 0.037
JET 19NP JET BJES Response �0.02
JET 19NP JET E↵ectiveNP 1 �0.22
JET 19NP JET E↵ectiveNP 2 0.02
JET 19NP JET E↵ectiveNP 3 �0.01
JET 19NP JET E↵ectiveNP 4 �0.01
JET 19NP JET E↵ectiveNP 5 0.01
JET 19NP JET E↵ectiveNP 6restTerm �0.01
JET 19NP JET EtaIntercalibration Modelling �0.04
JET 19NP JET EtaIntercalibration TotalStat �0.03
JET 19NP JET Flavor Composition �0.17
JET 19NP JET Flavor Response 0.1
JET 19NP JET GroupedNP 1 �0.08
JET 19NP JET Pileup O↵setMu 0.08
JET 19NP JET Pileup O↵setNPV 0.08
JET 19NP JET Pileup PtTerm 0
JET 19NP JET Pileup RhoTopology �0.07
JET 19NP JET PunchThrough MC15 0
JET 19NP JET SingleParticle HighPt 0
JET JER SINGLE NP 1 �0.16 �0.506 �0.301
JVF �0.025 �0.06
LArUnconvCalib �0.008 �0.008
LEPTR �0.165 �0.186
MCStatZ7TeV 0.023 0.038
MCStatZ8TeV 0 0.011
MISTAG 0.021 0.022
MISTAG1 0.05
MISTAG10 0
MISTAG11 0
MISTAG12 0
MISTAG2 0
MISTAG3 0
MISTAG4 0
MISTAG5 0
MISTAG6 0
MISTAG7 0
MISTAG8 0
MISTAG9 0
MUONS ID 1 �0.005 �0.01 �0.003 �0.004 �0.001 0
MUONS MS 1 �0.005 0 �0.004 �0.004 �0.003 0
MUONS SCALE 1 �0.055 �0.04 �0.034 �0.012 �0.028 �0.142
MUON EFF ISO 1 0.41 0.036 0.147
MUON EFF ISOtt13TeV 0.27
MUON EFF ISOtt7TeV 0.437
MUON EFF ISOtt8TeV 0.218
MUON EFF Rec Z7TeV 0.303
MUON EFF Rec Z8TeV 0.449
MUON EFF Rec 1 0.68 0.44
MUON EFF Reco ttbar 0.42 0.306
MUON EFF SingleTrig 1 0.12 0.05 0.545 0.049
MUON TTVA 1 0 0.054
Mass shape 0 0
NSTTSYS �0.3 �0.214 �0.213
PDFNNPDF30 nlo as 0118 eigenset 0.02 0.1 0.038 0.02 0.069 0.09
PDFtt 0.48 1.128 1.044
PILEUP W 1 0.01 0.01 0.008 0.024
R32 �0.39
RZMSYS 0.15 0.021 0.049
SCALTT �0.3 �0.301
TheoryME �0.037 �0.027
TheoryPS �0.224 �0.18
Unfolding 0 0
WTDRS �0.62 �0.152 �0.213
XSVV 0.02 0.029 0.027
XSWT 0.52 0.687 0.722
ZPTMismodel �0.03 �0.07 �0.003 �0.004 �0.035 �0.006
Zvtx 0 0
BgEWKLumi 0.01 0.01 0.01 0.013
BkgEWStat 0 0 0.002
BkgEWSystgg 0.029 0.029
DiBosZ 0.01 0.01 0.005 0.005 0.008 0.009
MJBkg 0.05 0.05 0.032 0.138 0.069 0.028
SingleTopZ 0.001 0.001
TopZ 0.02 0.02 0.008 0.01 0.007 0.008
WBosZ 0 0 0.002 0.014 0 0
ZTauZ 0 0 0.004 0.005 0.003 0.003
tWt 0.001
Total Systematics 2.95 2.88 4.32 2.73 2.77 3.53 2.64 2.63 3.51
Stat 0.08 0.09 0.92 0.03 0.04 0.71 0.08 0.10 1.69
Total 2.95 2.88 4.42 2.73 2.77 3.60 2.64 2.63 3.89

Table D.1: Summary of the statistical, systematic and total uncertainties on the total cross-section
measurements of Z ! ee, Z ! µµ and tt̄ at

p
s = 13, 8, 7 TeV.



Appendix E

Kinematic distributions for 50 ns
bunch spacing data
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Figure E.1: Lepton transverse momentum distributions from the Z ! e+e� selection
(left) and the Z ! µ+µ� selection (right). Systematic uncertainties for the signal and
background distributions are combined in the shaded band, and statistical uncertainties
are shown on the data points. Luminosity uncertainties are not included. There are two
lepton entries in the histogram for each candidate event.
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Figure E.2: Dilepton mass distribution after the Z ! e+e� selection (left) and the
Z ! µ+µ� selection (right). Systematic uncertainties for the signal and background
distributions are combined in the shaded band, and statistical uncertainties are shown on
the data points. Luminosity uncertainties are not included.
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Figure E.3: Z boson rapidity distribution after the Z ! e+e� selection (left) and the
Z ! µ+µ� selection (right). Systematic uncertainties for the signal and background
distributions are combined in the shaded band, and statistical uncertainties are shown on
the data points. Luminosity uncertainties are not included.



Appendix F

W/Z ratio results for the electron
and muon channels separately
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Figure F.1: Ratio of W± to Z-boson production fiducial cross sections in electron (left)
and muon (right) channel compared to predictions based on di↵erent PDF sets. The inner
shaded band corresponds to statistical uncertainty while the outer band shows statistical
and systematic uncertainties added in quadrature. The theory predictions are given with
the corresponding PDF uncertainties shown as error bands. Scale uncertainties are not
included in the error bands.
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176APPENDIX F. W/Z RATIO RESULTS FOR THE ELECTRONANDMUONCHANNELS SEPARATELY
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Figure F.2: Ratio of W+ to W -boson production fiducial cross sections in electron (left)
and muon (right) channel compared to predictions based on di↵erent PDF sets. The inner
shaded band corresponds to statistical uncertainty while the outer band shows statistical
and systematic uncertainties added in quadrature. The theory predictions are given with
the corresponding PDF uncertainties shown as error bands. Scale uncertainties are not
included in the error bands.



Appendix G

All combined cross sections

Combined Z ! ee and Z ! µµ cross-sections obtained for each ratio measurement
as well as for simultaneous combunation all cross-section measurements (also called as
”grand combination”) are shown in Table G.1. The �2/Nd.f. values of each combination
are given in Sections 9.4, 10.3.2, 10.3.3. All the central values of combined cross sections
at di↵ernt types of measurements agree with each other within the statistical precision as
well as all sources of uncertainties. Such compartibility shows the good stability of the
combination method which was performed using the HERAverager [70, 164] software.
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178 APPENDIX G. ALL COMBINED CROSS SECTIONS
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Appendix H

Systematic sources decorrelation

To estimate influence of possible changes in correlation model (Table 9.1) on single

�8 TeV
tt̄ /�7 TeV

tt̄ and double
�8 TeV
tt̄

�8 TeV
Z

/
�7 TeV
tt̄

�7 TeV
Z

ratios, de-correlations for some systematic sources

were performed. Jet energy scale, flavour tagging, signal modelling and beam energy
were taken as uncorrelated. Table H.1 contains numerical evolution of the discrepancy
(in terms of number of standard deviations �) between experimental result (with total
experimental uncertainty) and predicted result based on CT14 PDF set.

Signal modelling (incl. PDF), beam energy, jet energy scale and flavour tagging (placed
in descending order) have the strongest influence for decreasing disagreement of measured
and predicted central values within the total experimental uncertainty. De-correlation of
jet energy scale, flavour tagging and signal modelling (incl. PDF) together gives 1.7�
discrepancy for single ratio and 2� for double ratio. De-correlation of beam energy and
signal modelling (incl. PDF) provides the smallest discrepancy, 1.5� for single ratio and
1.9� for double ratio.
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Appendix I

Correlation ellipse details

To compare measured electron to muon channel cross section ratios simultaneously to the
Standard Model prediction as well as PDG values, the covariance matrix of the measured
RW and RZ was constructed:

⌃ =

✓
c11 c12
c21 c22

◆
=

✓
�2R

W

⇢R
W

R
Z

�R
W

�R
Z

⇢R
W

R
Z

�R
W

�R
Z

�2R
Z

◆
, (I.1)

where �R
W (Z)

the total statistical and systematic uncertainty in the ratio RW (Z) and ⇢R
W

R
Z

is the correlation coe�cient between the RW and RZ measurements. The correlation
coe�cient

⇢R
W

R
Z

=
cov[RWRZ ]

�R
W

�R
Z

(I.2)

is determined using the statistic and full list of systematic uncertainties for both RW and
RZ measurements and found to be 0.27. The elements of the covariance matrix I.1 and
the central values of RW , RZ can be used for construction of the uncertainty ellipse. The
lengths of the ellipse axes defined as the square root of the eigenvalues of the covariance
matrix obtained as 0.029 and 0.015. The angle ✓ of the major axis of the ellipse is given
by

✓ =
1

2
arctan

2c12
c11c22

(I.3)

and found to be �0.21 rad. It helps represent visually the level and sign of correlation
among RW and RZ measurements.
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Appendix J

Detailed breakdown of uncertainties
on tt̄/Z ratios
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184APPENDIX J. DETAILED BREAKDOWNOF UNCERTAINTIES ON T T̄/Z RATIOS

Uncertainty �

tot

Z ! µµ

(13 TeV), [%] �

tot

Z ! ee

(13 TeV), [%] �

tot

tt̄

(13 TeV) , [%] R

tt̄(tot 13 TeV)/Z(tot 13 TeV)

BTAG1 �0.29 �0.29
BTAG2 0.07 0.07
BTAG3 0.1 0.10
BTAG4 �0.01 �0.01
BTAG5 0 0.00
BTAG6 0 0.00
CTAG1 0.04 0.04
CTAG2 �0.02 �0.02
CTAG3 0 0.00
CTAG4 0 0.00
ChargeIDZ 0 �0.15 0.08
DLUMI 13TeV 2.1 2.1 2.31 0.21
EBEAM 0.69 0.69 1.5 0.81
EG RESOLUTION ALL 1 �0.025 �0.01 0.00
EG SCALE ALL 1 0.245 0.2 0.08
EL EFF ID COMBMCTOY 1 nui 0 �0.363 �0.32 �0.14
EL EFF ID COMBMCTOY 1 nui 1 0.112 �0.115 �0.17
EL EFF Iso COMBMCTOY 1 0.14 �0.07
EL EFF Isott13TeV 0.39 0.39
EL EFF Reco COMBMCTOY 1 nui 0 �0.047 �0.034 �0.01
EL EFF Reco COMBMCTOY 1 nui 1 0.017 �0.021 �0.03
EL EFF Trig COMBMCTOY 1 0.01 0.14 0.13
FLOSR 0.52 0.52
FLSTAT1 0.16 0.16
FLSTAT2 0.03 0.03
GENIFSR �0.4 �0.40
GENTT 0.84 0.84
GENVV �0.09 �0.09
GENWIFSR �0.21 �0.21
GENWT �0.14 �0.14
HADRTT �2.8 �2.80
JET 19NP JET BJES Response �0.02 �0.02
JET 19NP JET E↵ectiveNP 1 �0.22 �0.22
JET 19NP JET E↵ectiveNP 2 0.02 0.02
JET 19NP JET E↵ectiveNP 3 �0.01 �0.01
JET 19NP JET E↵ectiveNP 4 �0.01 �0.01
JET 19NP JET E↵ectiveNP 5 0.01 0.01
JET 19NP JET E↵ectiveNP 6restTerm �0.01 �0.01
JET 19NP JET EtaIntercalibration Modelling �0.04 �0.04
JET 19NP JET EtaIntercalibration TotalStat �0.03 �0.03
JET 19NP JET Flavor Composition �0.17 �0.17
JET 19NP JET Flavor Response 0.1 0.10
JET 19NP JET GroupedNP 1 �0.08 �0.08
JET 19NP JET Pileup O↵setMu 0.08 0.08
JET 19NP JET Pileup O↵setNPV 0.08 0.08
JET 19NP JET Pileup PtTerm 0 0.00
JET 19NP JET Pileup RhoTopology �0.07 �0.07
JET 19NP JET PunchThrough MC15 0 0.00
JET 19NP JET SingleParticle HighPt 0 0.00
JET JER SINGLE NP 1 �0.16 �0.16
MISTAG1 0.05 0.05
MISTAG10 0 0.00
MISTAG11 0 0.00
MISTAG12 0 0.00
MISTAG2 0 0.00
MISTAG3 0 0.00
MISTAG4 0 0.00
MISTAG5 0 0.00
MISTAG6 0 0.00
MISTAG7 0 0.00
MISTAG8 0 0.00
MISTAG9 0 0.00
MUONS ID 1 �0.005 �0.01 �0.01
MUONS MS 1 �0.005 0 0.00
MUONS SCALE 1 �0.055 �0.04 �0.01
MUON EFF ISOtt13TeV 0.27 0.27
MUON EFF STAT 1 0.33 0.19 0.03
MUON EFF SYS 1 0.59 0.4 0.11
MUON EFF TrigStatTOYUncertainty 1 0.03 0.05 0.04
MUON EFF TrigSystUncertainty 1 0.12 0.02 �0.04
MUON ISO STAT 1 0.07 �0.03
MUON ISO SYS 1 0.4 �0.20
MUON TTVA STAT 1 0 0.00
MUON TTVA SYS 1 0 0.00
NSTTSYS �0.3 �0.30
PDFNNPDF30 nlo as 0118 eigenset 0.02 0.1 �0.06
PDFtt 0.48 0.48
PILEUP W 1 0.01 0.01 �0.01
R32 �0.39 �0.39
RZMSYS 0.15 0.15
WTDRS �0.62 �0.62
XSVV 0.02 0.02
XSWT 0.52 0.52
ZPTMismodel �0.03 �0.07 0.05
AZ 1.77 1.77 1.77
BgEWKLumi 0.01 0.01 �0.01
DiBosZ 0.01 0.01 �0.01
MJBkg 0.05 0.05 �0.05
TopZ 0.02 0.02 �0.02
WBosZ 0 0 0.00
ZTauZ 0 0 0.00
Total Systematics 2.95 2.88 4.32 3.83
Stat 0.08 0.09 0.92 0.92
Total 2.95 2.88 4.42 3.94

Table J.1: Summary of the statistical, systematic and total uncertainties on the Z !
ee, Z ! µµ and tt̄ (eµ channel) total cross-section measurements, together with the
corresponding uncertainties on the ratio for the

p
s = 13 TeV data. Values given in a

single (di↵erent) row are considered to be 100% (0%) correlated. Values given as 0.0 are
smaller than 0.05%.
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Uncertainty �

tot

Z ! µµ

(8 TeV), [%] �

tot

Z ! ee

(8 TeV), [%] �

tot

tt̄

(8 TeV), [%] R

tt̄(tot 8 TeV)/Z(tot 8 TeV)

ACoef 0 �0.065 0.03
Angular Resolution 0 �0.003 0.00
BTAG �0.391 �0.39
CTAG 0.016 0.02
DLUMI 8TeV 1.9 1.9 2.1 0.20
Di Trig �0.038 0.02
EBEAM 0.62 0.62 1.72 1.10
EG RESOLUTION ALL 1 �0.002 �0.008 �0.01
EG SCALE ALL 1 0.025 0.51 0.50
EL EFF ID Z8TeV 0.798 �0.40
EL EFF ID ttbar 0.403 0.40
EL EFF Iso COMBMCTOY 1 0 0.00
EL EFF Isott8TeV 0.3 0.30
EL EFF Reco Z8TeV 0.087 �0.04
EL EFF Reco ttbar 0.045 0.05
EL EFF Trig COMBMCTOY 1 0.194 �0.10
EleScaleLArCalib 0.022 �0.01
EleScaleLArElecUnconv 0.039 �0.02
EleScaleMatCalo �0.008 0.00
EleScaleMatCryo �0.038 0.02
EleScaleMatID �0.016 0.01
EleScalePS 0.016 �0.01
EleScaleS12 0.01 �0.01
ElecEnL1Gain 0 0.00
ElecEnL2Gain 0.026 �0.01
ElecEnLArElecCalib �0.004 0.00
FLOSR 0.247 0.25
FLSTAT1 8TeV 0.091 0.09
FLSTAT2 8TeV 0.012 0.01
GENIFSR �0.202 �0.20
GENTT 1.218 1.22
GENVV �0.128 �0.13
GENWT �0.37 �0.37
Generator 0 0 0.00
JEFF �0.016 �0.02
JESBJET �0.025 �0.03
JESCBY 0 0.00
JESDET1 0.041 0.04
JESDET2 0.012 0.01
JESDET3 0.033 0.03
JESFCMP 0.317 0.32
JESFRES 0.181 0.18
JESFWD 0.128 0.13
JESFWDS 0.045 0.05
JESMIX1 0.008 0.01
JESMIX2 0.033 0.03
JESMODE1 0.226 0.23
JESMODE2 �0.029 �0.03
JESMODE3 0.025 0.03
JESMODE4 0.008 0.01
JESPMU 0.041 0.04
JESPT 0.016 0.02
JESPV 0.103 0.10
JESRHO 0.173 0.17
JESSNGL �0.016 �0.02
JESSTAT1 8TeV 0.049 0.05
JESSTAT2 8TeV �0.016 �0.02
JESSTAT3 8TeV 0.037 0.04
JET JER SINGLE NP 1 �0.506 �0.51
JVF �0.025 �0.03
LArUnconvCalib �0.008 0.00
LEPTR �0.165 �0.17
MCStatZ8TeV 0 0.011 �0.01
MISTAG 0.021 0.02
MUONS ID 1 �0.003 �0.004 0.00
MUONS MS 1 �0.004 �0.004 0.00
MUONS SCALE 1 �0.034 �0.012 0.00
MUON EFF ISO 1 0.036 �0.02
MUON EFF ISOtt8TeV 0.218 0.22
MUON EFF Rec Z8TeV 0.449 �0.22
MUON EFF Reco ttbar 0.42 0.42
MUON EFF SingleTrig 1 0.545 �0.27
MUON TTVA 1 0.054 �0.03
Mass shape 0 0 0.00
NSTTSYS �0.214 �0.21
PDFNNPDF30 nlo as 0118 eigenset 0.038 0.02 �0.03
PDFtt 1.128 1.13
PILEUP W 1 0.008 0.024 �0.02
RZMSYS 0.021 0.02
SCALTT �0.3 �0.30
Unfolding 0 0 0.00
WTDRS �0.152 �0.15
XSVV 0.029 0.03
XSWT 0.687 0.69
ZPTMismodel �0.003 �0.004 0.00
Zvtx 0 0 0.00
AZ8TeV 1.72 1.72 1.72
BgEWKLumi 0.01 0.013 �0.01
BkgEWStat 0 0 0.00
BkgEWSystgg 0.029 0.029 �0.03
DiBosZ 0.005 0.005 �0.01
MJBkg 0.032 0.138 �0.09
SingleTopZ 0.001 0.001 0.00
TopZ 0.008 0.01 �0.01
WBosZ 0.002 0.014 �0.01
ZTauZ 0.004 0.005 0.00
Total Systematics 2.73 2.77 3.53 3.10
Stat 0.03 0.04 0.71 0.71
Total 2.73 2.77 3.60 3.18

Table J.2: Summary of the statistical, systematic and total uncertainties on the
�tot

tt̄
(8 TeV) to �tot

Z (8 TeV) cross sections ratio for the measurement at
p
s = 8 TeV.



186APPENDIX J. DETAILED BREAKDOWNOF UNCERTAINTIES ON T T̄/Z RATIOS

Uncertainty �

tot

Z ! µµ

(7 TeV), [%] �

tot

Z ! ee

(7 TeV), [%] �

tot

tt̄

(7 TeV), [%] R

tt̄(tot 7 TeV)/Z(fid 7 TeV)

BTAG �0.41 �0.41
CTAG 0.027 0.03
DLUMI 7TeV 1.8 1.8 1.98 0.18
EBEAM 0.6 0.6 1.79 1.19
EG RESOLUTION ALL 1 �0.022 �0.02
EG SCALE ALL 1 0.213 0.21
EL EFF ID Z7TeV 0.163 �0.08
EL EFF ID ttbar 0.087 0.09
EL EFF Isott7TeV 0.59 0.59
EL EFF Reco Z7TeV 0.205 �0.10
EL EFF Reco ttbar 0.098 0.10
EL EFF Trig COMBMCTOY 1 0.045 �0.02
EleScaleLArCalib 0.019 �0.01
EleScaleLArElecUnconv 0.036 �0.02
EleScaleMatCalo �0.008 0.00
EleScaleMatCryo �0.036 0.02
EleScaleMatID �0.016 0.01
EleScalePS 0.018 �0.01
EleScaleS12 0.011 �0.01
ElecEnL1Gain 0.003 0.00
ElecEnL2Gain 0.026 �0.01
ElecEnLArElecCalib �0.004 0.00
ElecEn G4 �0.004 0.00
ElecEn Pedestal 0.008 0.00
ElecEn SamplingTerm 0.009 0.00
ElecEn ZeeStat 0.018 �0.01
ElecEn ZeeSyst 0.026 �0.01
Extrap ME �0.036 �0.002 0.02
Extrap PS �0.029 �0.028 0.03
Extrap uncor 0.09 0.069 �0.08
FLOSR 0.268 0.27
FLSTAT1 7TeV 0.213 0.21
FLSTAT2 7TeV 0.027 0.03
GENIFSR �0.301 �0.30
GENTT 1.432 1.43
GENVV �0.115 �0.11
GENWT �0.159 �0.16
JEFF 0 0.00
JESBJET �0.044 �0.04
JESCBY 0.055 0.06
JESDET1 0.011 0.01
JESDET2 �0.005 �0.01
JESDET3 0 0.00
JESFCMP 0.213 0.21
JESFRES 0.115 0.11
JESFWD 0.027 0.03
JESFWDS 0.005 0.01
JESMIX1 �0.005 �0.01
JESMIX2 0.005 0.01
JESMODE1 0.044 0.04
JESMODE2 0.005 0.01
JESMODE3 0 0.00
JESMODE4 0 0.00
JESPMU 0.027 0.03
JESPT 0 0.00
JESPV �0.022 �0.02
JESRHO 0 0.00
JESSNGL 0 0.00
JESSTAT1 7TeV 0.022 0.02
JESSTAT2 7TeV 0 0.00
JESSTAT3 7TeV �0.005 �0.01
JET JER SINGLE NP 1 �0.301 �0.30
JVF �0.06 �0.06
LArUnconvCalib �0.008 0.00
LEPTR �0.186 �0.19
MCStatZ7TeV 0.023 0.038 �0.03
MISTAG 0.022 0.02
MUONS ID 1 �0.001 0 0.00
MUONS MS 1 �0.003 0 0.00
MUONS SCALE 1 �0.028 �0.142 �0.13
MUON EFF ISO 1 0.147 �0.07
MUON EFF ISOtt7TeV 0.437 0.44
MUON EFF Rec Z7TeV 0.303 �0.15
MUON EFF Reco ttbar 0.306 0.31
MUON EFF SingleTrig 1 0.049 �0.02
NSTTSYS �0.213 �0.21
PDFNNPDF30 nlo as 0118 eigenset 0.069 0.09 �0.08
PDFtt 1.044 1.04
RZMSYS 0.049 0.05
SCALTT �0.301 �0.30
TheoryME �0.037 �0.027 0.03
TheoryPS �0.224 �0.18 0.20
WTDRS �0.213 �0.21
XSVV 0.027 0.03
XSWT 0.722 0.72
ZPTMismodel �0.035 �0.006 0.02
AZ7TeV 1.78 1.78 1.78
BkgEWStat 0.002 0.00
DiBosZ 0.008 0.009 �0.01
MJBkg 0.069 0.028 �0.05
TopZ 0.007 0.008 �0.01
WBosZ 0 0 0.00
ZTauZ 0.003 0.003 0.00
tWt 0.001 0.00
Total Systematics 2.64 2.63 3.51 3.15
Stat 0.08 0.10 1.69 1.69
Total 2.64 2.63 3.89 3.57

Table J.3: Summary of the statistical, systematic and total uncertainties on the
�tot

tt̄
(8 TeV) to �tot

Z (8 TeV) cross sections ratio.
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